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Abstract

Moist convection drives energy and moisture transfer across a range of scales, from microscopic

phase changes within clouds, to latent heat release over hundreds of kilometres in tropical

cyclones and thunderstorms. The complex feedbacks arising from scale interactions between

moist convective processes are a source of major uncertainty in global climate models, and

moist convection often drives high-impact weather with devastating effects.

Mesoscale convective systems (MCSs) are an example of high-impact organised convection, large

enough to generate their own mesoscale circulations which can modulate synoptic-scale weather

patterns, which in turn can modulate initiation and development of MCSs, leading to complex

feedbacks. In West Africa, MCSs are the primary source of seasonal precipitation variability.

The region is also home to well-characterised synoptic systems such as the African Easterly

Jet and African Easterly Waves, which makes it a perfect natural laboratory for investigating

convection-circulation feedbacks.

The thesis focuses on the use of regional high-resolution simulations which can, to some extent,

represent mesoscale convection explicitly without a deep convection parameterisation, referred

to as ‘convection-permitting’ (CP) simulations. Throughout the thesis, several techniques are

used to explore moist convective scale interactions using such CP simulations. The first results

chapter explores one such technique to diagnose scale interactions: the circulation budget. The

chapter examines how the closure of the circulation budget varies under changing environmen-

tal conditions, output timesteps, and spatial resolution. Having confirmed that instantaneous

circulation budget terms are a valid quantification of atmospheric vorticity accumulation and

tilting, the following chapter divides the terms into mean and anomalous components to un-

derstand the effects of different scales of atmospheric processes on synoptic-scale circulation in

West Africa. It also highlights the representation of the dynamics of MCSs in the region and
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the vortex structures associated with them in CP and parameterised simulations, and how such

dynamical structures feed back on larger circulations. A third results chapter examines the

statistics of the vortex structures and their potential for undergoing tropical cyclogenesis based

on their size, vorticity intensity, and thermodynamic properties, highlighting another route for

mesoscale convection to evolve into synoptic-scale systems.

The fourth results chapter utilises a dataset of tracked MCSs in a CP simulation and a parame-

terised simulation to examine the environments where MCSs are likely to be initiated, and how

environments have been modulated by MCSs when they dissipate. Mechanisms for feedbacks

between MCSs and themselves are explored, highlighting the roles of soil moisture feedbacks and

low-level moisture in MCS initiation. The role of these mechanisms is further emphasised in the

final results chapter, which compares CP simulations initialised with and without convective-

scale atmospheric structures and evaluates how differences between their forecasts emerge. The

comparison also demonstrates differences in the evolution of kinetic energy at different scales,

and illustrates an transfer of energy upscale associated with the diurnal cycle of convection.

The work in this thesis demonstrates the capacity of convective-scale models for representing

mesoscale-to-synoptic convective scale interactions, justifying further exploration of convective-

scale models on larger domains despite the associated computational cost. Results could also

inform development of parameterisations which account for the upscale impacts of organised

mesoscale convection, thus improve atmospheric modelling across temporal and spatial scales.
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Chapter 1

Introduction

The motions of Earth’s atmosphere span a vast range of scales, from phase changes at the

microscopic scale of cloud droplets to clusters of storms spanning hundreds of kilometres across

continents and oceans. Connecting these scales is the process of moist convection. While dry

convection is a ubiquitous means of heat transfer within any body containing fluids across

the universe, the addition of water and its phase changes to the process adds complexity that

builds the unique properties of Earth’s weather and climate systems. The latent heat release

associated with condensation in moist ascent drives some of the most intense and high-impact

weather (HIW) on the planet in the form of thunderstorms and tropical cyclones (TCs), as well

as controlling planetary-scale moisture and temperature distributions. The forecasting of moist

convection is therefore essential for not only short-range numerical weather prediction (NWP),

but for the accurate representation of atmospheric dynamics in global climate models (GCMs).

However, moist convection remains one of the major sources of uncertainty in climate sensitivity

(Stevens and Bony 2013; Sherwood et al. 2014).

Moist convective processes drive runaway ascent which results in the formation of deep cumu-

lonimbus clouds associated with HIW. On scales of hundreds of kilometres, moist convection

can become ‘organised’, a term which refers to systems that are longer-lived than an individual

convective updraught (with a typical lifespan of around half an hour) and grow upscale in a

systematic way to form mesoscale (or larger) structures. Examples of organised convection in-

clude mesoscale convective systems (MCSs) and supercell thunderstorms. Organised convection

can and does occur all over Earth, but in this thesis, the focus is on the behaviour of organised

mesoscale convection in the tropics.
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One meteorological definition of the tropics is the region of Earth where variability in weather is

modulated predominantly by the diurnal cycle rather than by seasonal changes (the definition

results in a complex map, so other methods are often used; see Galvin 2016). Strong latent

heating from solar radiation and high atmospheric moisture content drive moist convection that

occurs on a daily basis, typically peaking in the local mid-afternoon. Often, such convection

organises into coherent systems which can last beyond the diurnal afternoon precipitation peak

and persist overnight.

Contemporary understanding of tropical organised convection is limited, however, for a num-

ber of reasons. Firstly, historically there are far fewer observations of tropical weather, so

the development of tropical meteorology knowledge lags significantly behind understanding of

midlatitude meteorology (Bechtold 2019). Furthermore, long-term challenges exist for sustain-

able operational forecasting in tropical regions, such as inconsistent communications with and

maintenance of in-situ sensors (Parker et al. 2008). It remains challenging to facilitate field

campaigns and other high-quality measurements of tropical weather due to economic, political,

and logistical constraints. The resulting lack of in-situ observations means that the internal

dynamics of tropical convection are somewhat under-explored.

Secondly, weather that is dominated by convection is inherently more challenging to predict

than midlatitude weather systems. In the midlatitudes, it is possible to reduce the equations

describing the atmosphere by applying the quasi-geostrophic approximation, but the approxi-

mation relies on the assumption that the Coriolis parameter is large compared to inertial forces,

which is not true in the tropics as the Coriolis parameter becomes negligible (Holton and Hakim

2013c). Under quasi-geostrophy, it is possible to understand large-scale atmospheric motions

using the framework of potential vorticity, and consider convection-related disturbances as a

source of potential vorticity (e.g. Plant et al. 2003). In the tropics, no similar framework ex-

ists, and as a result the interactions between convection and the larger-scale circulations are

more difficult to diagnose. Furthermore, the timescales of convection are much faster than the

slow-moving quasi-geostrophic motions of synoptic-scale features in the midlatitudes.

Thirdly, and crucially, there is evidence that there are feedbacks involved in the interactions

between mesoscale organised convection which are yet to be comprehensively understood, in

part due to the aforementioned two challenges. Satellite observations indicate that convection

couples to modes of synoptic- and planetary-scale variability in the tropical atmosphere, such as
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African Easterly Waves (AEWs; Mekonnen et al. 2006), equatorial waves (Kiladis et al. 2009),

and the Madden-Julian Oscillation (MJO; Wheeler and Hendon 2004). However, mechanisms

for these couplings remain uncertain. To accurately forecast convection, it is necessary to

understand its impact on synoptic systems and further feedbacks on subsequent convection, by

interrogating the scale interactions between these features.

Without understanding scale interactions between synoptic systems and mesoscale convection,

the quality of NWP forecasts in the tropics is limited. Forecasting convection with the cor-

rect timing, location, and intensity has long been a challenge in the tropics, and while skill

has significantly increased there are still advances to be made in operational forecasting. In

the tropics, MCSs are an example of poorly-forecasted HIW. MCSs are organised convective

thunderstorms on the order of hundreds of kilometres, often associated with sustained intense

precipitation and strong winds (Houze 2018). MCSs can cause flooding and high winds which

lead to property damage, injury, and loss of life. Furthermore, forecasting precipitation, large

proportions of which can come from MCSs (Feng et al. 2021), is essential for the agricultural

industries in tropical regions. For example, the prediction of monsoon onset will significantly

modulate planned planting and harvesting times (Kniveton et al. 2009; Dunning et al. 2018).

When such a high proportion of the season’s rainfall can come from just a handful of MCSs,

forecasting each one correctly is crucial to know whether a year’s rainfall will be abundant or

if the season will be a drought (Vellinga et al. 2016). TCs are another example of HIW events,

also causing strong winds and torrential rainfall, particularly to coastal regions. While TC fore-

casting has improved significantly in the past two decades, predicting their formation, intensity,

and intraseasonal variability remains a major challenge of tropical forecasting. Capturing in-

teractions between convection across scales during TC genesis and development is crucial to

improving predictions.

The value of understanding scale interactions of convection is not just limited to short- and

medium-range forecasting. Cloud-circulation feedbacks are also a major source of uncertainty

in GCMs. Projections of precipitation under different warming scenarios in the tropics vary

between simulations, and in Africa some scenarios are not even constrained within a consistent

decrease or increase in precipitation in a warming climate (Moon and Ha 2020). The projections

are sensitive to parameterisations of convection, which are required to represent the sub-grid-

scale processes of convection in GCMs with resolutions of tens of kilometres.
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In recent years, increases in available computational power have allowed higher-resolution mod-

els to be run at regional and even global scales (Stevens et al. 2019). Such models are referred

to as ‘convection-permitting’ (CP), ‘convective-scale’, or ‘storm-resolving’ simulations. CP sim-

ulations can, to some extent, explicitly resolve updraughts of mesoscale convection. Therefore,

the deep convection parameterisation schemes which are necessary to resolve sub-gridscale pro-

cesses in coarser resolution models can be switched off. While CP models do not resolve shallow

convection, and even the representation of deep convection is limited (Prein et al. 2015; Kendon

et al. 2021), the models may still provide valuable insight into the dynamics of tropical convec-

tion and the interactions between mesoscale convection and synoptic-scale systems. However,

there remain practical challenges to the use of CP models for operational forecasting, such as

errors introduced in initialisation in high-resolution simulations due to challenges in assimilating

data across multiple scales, and a requirement for high-quality downscaling of driving models

to provide realistic boundary conditions (Hu et al. 2023). Furthermore, while it is now possi-

ble to run global-scale high-resolution simulations, the process has a significant computational

and therefore carbon cost. Computing power might be more effectively utilised in other areas

of meteorological prediction and research, such as running ensemble simulations or develop-

ing parameterisations. The need to run computationally-demanding CP simulations must be

justified.

This thesis aims to make progress towards an understanding of how mesoscale organised con-

vection interacts with synoptic systems in the tropics. The thesis particularly focuses on the

dynamics of West Africa, where in the summer months the surface temperature gradient be-

tween the moist Sahel and dry Sahara produces a midlevel atmospheric jet (African Easterly

Jet; AEJ) along which barotropic-baroclinic disturbances (AEWs) propagate, which can be in-

tensified and triggered by MCSs. The region is a useful natural laboratory to examine scale

interactions between such synoptic-scale disturbances and MCSs. Knowledge of the dynamics

of MCSs, the conditions conducive to their formation, and how synoptic-scale systems such

as atmospheric jets and monsoon winds respond to them could be applied to other tropical

regions such as South America, South East Asia, and other parts of Africa. The thesis also

has a focus on utilising the outputs of CP models to understand the added value such simula-

tions can provide for interrogating the mesoscale dynamics of convection, to justify whether the

computational cost of running future high-resolution simulations is worthwhile or necessary.
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The questions that the thesis aims to address are as follows:

1. How can the modulation of synoptic-scale atmospheric dynamics by organised mesoscale

convection be measured?

2. How does organised convection in West Africa modulate synoptic-scale dynamics both

locally (e.g. AEJ, AEWs, monsoon wind) and downstream into the Atlantic Ocean (e.g.

modulating TC genesis)?

3. Which environmental conditions, on the mesoscale and on larger scales, affect the initiation

and development of MCSs in West Africa?

4. How do MCSs in West Africa interact with each other across temporal and spatial scales?

To answer most of these questions, it is necessary to compare the meso- and synoptic-scale

environments in situations where organised convection does and does not exist. As a proxy

for the existence or lack of organised convective systems, one can examine simulations where

organised convection is represented more realistically (i.e. CP simulations) and less realistically

(traditional simulations with deep convection parameterisation, which do not often accurately

represent the dynamics of convection compared to observations). Specifically, much of the analy-

sis presented uses output from regional configurations of the Met Office Unified Model (MetUM)

with and without convection parameterisations. Another approach taken is using the spin-up

period of high-resolution models. When initialised from global analysis, it takes time for con-

vective structures to appear in CP simulations. Comparing the classic spin-up period to a novel

initialisation technique which allows for convective structure to be included at initialisation, the

effect of pre-existing convection on synoptic-scale motions can be investigated. Furthermore, a

limited set of observations allow us to evaluate the use of CP models for simulating convective

dynamics.

In this thesis, a literature review (chapter 2) summarises contemporary research on tropical

organised convection, dynamics of MCSs, West African meteorology and the challenges of mod-

elling in the region. Chapter 3 catalogues the data used throughout the thesis and relevant

techniques used for MCS identification and tracking. In chapter 4, the ‘circulation budget’

technique is evaluated as a method for quantifying synoptic-scale changes to circulation in a re-

gion, and comment on the practical implications of its use (working towards answering question

1), before utilising the technique in chapter 5 to diagnose processes that modulate the circu-
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lation over West Africa over the diurnal cycle. Chapter 5 also divides the circulation budget

into mean and anomalous terms, characterises mesoscale dynamics of precipitating convection,

and draws conclusions about the effect of mesoscale convection on the synoptic circulation as a

result (addressing the first part of question 2). Following the convection downstream, chapter 6

evaluates how TC precursor vortices are represented in a CP simulation compared to a param-

eterised simulation (second part of question 2). Chapter 7 then attempts to address question

3 by using a dataset of tracked MCSs in a high-resolution simulation to characterise the envi-

ronmental conditions associated with MCS initiation and intensification. Continuing to address

the feedbacks between MCSs, Chapter 8 quantifies the impact of the existence of convection at

the initialisation of NWP simulations by examining CP simulations which use novel initialisa-

tion techniques (working to address question 4). Finally, chapter 9 presents a discussion of the

results and the conclusions, as well as suggestions for future directions of research based on the

results within the thesis.
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Chapter 2

Contemporary Understanding of

Scale Interactions of Mesoscale

Convection in West Africa and the

Tropics

The understanding and prediction of tropical convection is a long-standing but essential chal-

lenge of meteorology and climate science. In the tropics, the dominant source of energy that

drives synoptic-scale systems is from latent heat release associated with convection, rather than

from available potential energy stored as latitudinal temperature gradients which drives systems

in the midlatitudes (Holton and Hakim 2013c). Tropical variability is primarily on a diurnal

timescale due to the daily cycle of convection that occurs across the tropics, but recent de-

velopments in understanding synoptic-scale and larger tropical weather systems have improved

skill in intraseasonal and even intradecadal predictions in the tropics. Many of the longer-lived

disturbances are strongly coupled with convective activity, and there are scale interactions be-

tween convection on the mesoscale up to synoptic- and even planetary-scales via teleconnections

between the tropics, subtropics, and midlatitudes. The scale interactions of tropical convection

is an active and ongoing area of research, and are the central theme of the thesis.

Many tropical regions exhibit examples of scale interactions, but as discussed in the previous

chapter, the thesis focuses on West Africa. West Africa has a unique climatology whereby
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the land surface temperature gradient sets up a jet in thermal wind balance, along which

convectively-coupled disturbances propagate. It is also a region where organised convective

systems contribute major proportions of seasonal rainfall, so it makes an excellent testbed for

examining the interactions of these mesoscale convective systems (MCSs) with the synoptic-scale

features of the region.

This chapter presents a literature review summarising the current state of knowledge in the

fields of tropical convection and the simulation thereof, with a specific focus on West Africa.

The review covers key features of tropical meteorology that affect convection and its organisa-

tion, atmospheric convection and its role in numerical weather prediction (NWP) and climate,

developments in the understanding of convective organisation and the dynamics of MCSs, and

the particular meteorology of West Africa, and summarises the contemporary successes and

challenges of modelling tropical convection.

2.1 Convection and Tropical Meteorology

Traditionally, the definition of the global tropics is defined as the area covered by the latitudes

between the Tropics of Cancer and Capricorn (at 23.45 ◦ N and 23.45 ◦ S respectively; Galvin

2016). Riehl (1979) introduced an alternative meteorological definition: that the tropics is an

area where the diurnal temperature variability exceeds the annual temperature variability across

seasons. Tropical meteorology has developed rapidly over the past decades, with the advent of

satellite observations adding value not only to practically forecasting tropical weather, but also

providing a foundation for theoretical developments in the field (Bauer et al. 2015).

However, theoretical understanding of tropical meteorology continues to lag that of meteorology

in the midlatitudes, not only due to practical constraints (Parker et al. 2008), but also because

of the lack of a fundamental unifying theory to describe the atmospheric motion, analogous to

quasi-geostrophic theory in the midlatitudes. Quasi-geostrophic theory supposes that the only

deviation from geostrophic balance (a balance between Coriolis and pressure gradient forces)

is contributed by inertia, and that the inertial contribution is small relative to the Coriolis

contribution (e.g. Holton and Hakim 2013b). In the tropics, where the Coriolis force is small

itself, the approximation collapses. As a result, tropical meteorology requires understanding

of various planetary- and synoptic-scale systems which each contribute to tropical variability

across timescales (Li and Hsu 2018).
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Convection is a key element of tropical meteorology for multiple reasons. To start with, latent

heat release associated with moist convection is the primary source of energy in the tropics

(Galvin 2016). As a result, convection can trigger and couple to the synoptic-scale systems

which drive most variability in the tropics, such as atmospheric waves. The mechanisms for

such couplings are a topic of thriving research.

Furthermore, convection is a key element of even larger, planetary-scale circulations. The

difference between the insolation received at the equator and at the poles results induces the

Hadley circulation, where the air at the equator is subject to stronger heating and rises, then

moves poleward. As it travels towards the poles, the air cools and subsides. Meanwhile, to drive

the rising air at the equator, there is low-level convergence, forming a region commonly referred

to as the inter-tropical convergence zone (ITCZ). The thermally-direct picture of the Hadley

cell is something of an oversimplification since the observed tropical atmosphere’s temperature

profile is stable above 600 hPa, so above 600 hPa, ascent of air parcels would cool the atmosphere.

Therefore cumulonimbus clouds associated with deep convection are required to transport air

parcels upwards through pseudo-adiabatic motions in ‘hot towers’ (Simpson et al. 1998), which

is corroborated by observations of the ITCZ as a band of strong convection, indicated by low

brightness temperatures, at equatorial latitudes (Holton and Hakim 2013c).

Variations in sea surface temperatures (SSTs) on a planetary scale, driven by ocean currents,

lead to variation in the latent heating across longitudes. Such variations lead to zonally-

asymmetric circulations such as an east-west circulation over the equator referred to as the

Walker circulation. Another source of planetary-scale variability strongly coupled to convection

is the Madden-Julian Oscillation (MJO). The MJO is a ‘convective envelope’ which propagates

eastward around the globe along the equator at a speed of around 5ms−1, with a period of

30–60 days (Li and Hsu 2018). It is described as existing in 8 phases, where there is a pro-

nounced rainfall maximum associated with a different region in each phase. The MJO was

first noted as an observational phenomenon, and several theories exist that attempt to describe

the mechanism of its propagation and convective coupling, but a consensus on a theoretical

description of the system has not yet been reached (Zhang et al. 2020). Not only does tropical

convection couple strongly to the above modes of variability, but also independent convective

systems can produce extremely high-impact weather conditions. Mesoscale convective systems

(MCSs) are prevalent in the tropics over land as discussed at length in section 2.3, squall lines
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can have devastating impacts, so forecasting them accurately is crucial. Much attention has

also been paid, historically, to predicting and forecasting tropical cyclones (TCs), some of the

most destructive natural phenomena on Earth, which are discussed further in section 2.3.2.

Monsoons are another key meteorological feature of the tropics which control seasonal variability

in precipitation in various tropical regions. Historically, monsoons were purely identified as

seasonal shifts in precipitation characteristics in separate geographic regions, caused by seasonal

changes to land-sea temperature contrasts. In recent decades, the term monsoon has shifted

to refer to any seasonal reversal of circulation (Holton and Hakim 2013c). A combination of

observations and idealised simulations support a newer perspective of monsoons existing as

part of an integrated global monsoon system associated with the seasonal shift of the ITCZ

and other tropical and subtropical regions of convergence (Wang and Ding 2008). Variations

between the regional monsoon systems are associated with differing responses to local forcings

(such as orography and SSTs), and it is suggested that the varying extents of monsoons can be

limited by energetic constraints (Geen et al. 2020).

Generally, studies describe six major monsoon systems: the South Asian Monsoon, the South

American Monsoon, the Australian Monsoon, the North American Monsoon, the South African

Monsoon, and the West African Monsoon (WAM). The latter is of most interest for the purposes

of the literature review since the thesis will focus on convection in West Africa. More details

about the dynamics of the WAM are discussed in section 2.4.

2.2 Dynamics of Deep Tropical Convection

Atmospheric convection is ubiquitous throughout the tropics. It is largely categorised into

‘deep’ and ‘shallow’ convection. Shallow convection has a limited vertical extent and describes

such phenomena as cumulus and stratocumulus clouds, while deep convection has a far greater

vertical extent, creating cumulonimbus clouds. The runaway ascent associated with deep con-

vection is only limited by the tropopause: the atmospheric boundary demarcating the top of the

troposphere and bottom of the stratosphere, where the temperature of the atmosphere reaches

a local minimum. Deep convection may be associated with a single updraught, often referred

to as a single convective cell. Deep convection may also be ‘organised’: multiple convective

cells will cluster together to form systems which are larger and longer-lived than an individual

cell. As a result, convection in the atmosphere exists on many scales and in the form of various
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structures, from disorganised and randomly-distributed clouds to lines and bands of cloud, up

to planetary-scale cloud envelopes (Holloway et al. 2017).

Convection can become organised through various mechanisms, such as through environmental

wind shear, variance in humidity in the atmosphere associated with nearby cloud, cold pools,

synoptic-scale wave features, and more (Pscheidt et al. 2019). However, idealised modelling

studies have also shown that cloud clusters can organise themselves without environmental

inhomogeneities in a process referred to as convective self-aggregation, implying that convec-

tive organisation is an inherent instability of an atmosphere in some equilibrium (Holloway

et al. 2017). Examples of organised convection include frontal systems in the midlatitudes, and

tropical-extratropical cloud bands which occur in the subtropics. This thesis focuses on two

types of organised convection which occur in the tropics: TCs and MCSs. Both of these are

high-impact weather (HIW) systems which can bring extreme precipitation and high winds to

a region, and in fact the genesis of many TCs can be traced back to MCSs. TCs are unique

in their warm-core rapidly-rotating structure, with convection surrounding their well-defined

centre, and they typically form over tropical or subtropical waters such as the tropical North

Atlantic Ocean.

The accurate representation of convection in atmospheric models is not only important due to

the severe impacts that such systems can have on humanity, but also because of the impacts

of convection on the climate system (Bony et al. 2015). In the recent Intergovernmental Panel

on Climate Change (IPCC) sixth Assessment Report (AR6) report, confidence in high tropi-

cal cloud (such as anvils which can form as a result of tropical deep convection) feedbacks is

low, as is land-cloud feedback (Forster et al. 2021). Furthermore, projections of how tropical

precipitation will be modulated by warming depend on representations of convection (Pender-

grass and Hartmann 2014), as will the change in frequency or intensity of HIW systems such

as MCSs (Seneviratne et al. 2021). To understand how climate change scenarios will affect

weather systems, it is essential to represent convection accurately, and to do so, it is necessary

to interrogate its dynamics and scale interactions.

2.3 Mesoscale Convective Systems

Mesoscale convective systems (MCSs) are a type of organised convection manifesting in the form

of a multicellular thunderstorm on the scale of hundreds of kilometres, which can last up to
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several days. The precise definition of what qualifies as an MCS varies from study to study, but

generally it is agreed that an MCS is a cumulonimbus cloud system which produces a contiguous

rainfall area which reaches 100 km or more in scale along at least one axis (Houze 2004).

Crucially, an MCS continues to sustain itself over a lifetime that exceeds that of individual

convective cores, so MCSs are a form of organised convection.

Forecasting MCSs is important for multiple reasons. Firstly, their impacts are extensive and the

systems can be extremely hazardous, associated with lightning (Sen Roy and Balling Jr 2013),

flooding (e.g. Engel et al. 2017; Miller et al. 2022; Osei et al. 2023), and high winds (Ashley et al.

2019; Schumacher and Rasmussen 2020). As a result, accurate forecasting can save lives, and can

further benefit various industries including agriculture, the energy sector, and fisheries (Roberts

et al. 2022). Furthermore, since MCSs produce high quantities of precipitation, changes to the

number of systems forecasted within a season can be the difference between a year of drought

or severe flooding (Vellinga et al. 2016; Schumacher and Rasmussen 2020).

The development of radar, followed by the advent of the satellite era, has allowed for the creation

of algorithms that track and quantify MCSs across the globe. Methods utilise geostationary

satellite data to identify MCSs by tracking cold-cloud regions (indicating high-level cloud anvils)

using brightness temperatures (e.g. Roca et al. 2014; Huang et al. 2018), or use low-orbit

instruments to track storm properties such as precipitation (e.g. Nesbitt et al. 2006), with more

recent sophisticated algorithms integrating both types of measurements (Feng et al. 2021).

Typically, algorithms depend on timestep image detection and then characterise continuous

systems as those which have an overlap above a specific threshold between consecutive timesteps.

In the tropics, MCSs contribute 50–90% of the annual rainfall (Schumacher and Rasmussen

2020). Figure 2.1 shows that while the number of MCSs in West Africa is not as high as in

other regions in the tropics, with only around 30–50 storms occurring each year, they comprise

up to 70% of the annual rainfall (Maranan et al. 2018; Feng et al. 2021), making them an

essential factor in the region’s climate. The importance of MCSs to annual rainfall in West

Africa is one of the reasons the region was selected for study; more details of the implications

of MCSs in West African meteorology and the choice of region are discussed in section 2.4.
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Figure 2.1: Figure 10 from Feng et al. (2021), showing annual averages of (a) MCS frequency,
(b) total MCS precipitation, and (c) fraction of precipitation associated with MCSs, using their
dataset of tracked MCSs from 2001 to 2019. Dark grey contours indicate orography above
1000m. Regions where missing brightness temperature data made MCS tracking impossible
are indicated by light grey contours and labelled.
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Figure 2.2: Figure 14 from Houze (2004). Schematic of an archetypal ‘squall line with trailing
stratiform’. The mesoscale flows that characterise its dynamics are shown as black arrows.
Intermediate and strong radar reflectivity is indicated by medium and dark shading respectively,
and ‘H’ and ‘L’ denote pressure highs and lows in the system respectively.

2.3.1 Characteristics of MCSs

The devastating impacts of MCSs are a result of not only the large areas and long lifetimes

of the storms, but also result from their dynamical effects. In order to be self-sustaining, it is

necessary for an MCS to have certain dynamical features in order to prevent updraughts from

dissipating as a single convective cell would. An example of a self-sustaining MCS structure

is that of the squall line. Not all MCSs are categorised as squall lines, and many have more

complex configurations of convective and stratiform cloud, but the squall-line MCS is one of

the most frequent MCS archetypes, especially over West Africa, since it is favoured by the pre-

existence of strong background vertical wind shear which is an essential part of West African

climatology (see section 2.4).

Squall line structure

Squall-line MCSs are divided into two regions characterised by distinct rainfall paradigms: a

convective rainfall region contributing intense precipitation, co-located with updraughts form-

ing the intense and deep convective cores, and a generally more uniform stratiform region with

weaker rainfall, with stratiform cloud produced by the remnants of decayed convective cores

(Schumacher and Houze 2003; Houze 2004). Typically the convective cores will align themselves

perpendicular relative to the direction of travel, with the stratiform region ‘trailing’ behind. Fig-

ure 2.2 shows a cross-section of the typical squall line structure. The convective and stratiform

regions have different heating profiles, with stronger heating closer to the ground in the con-

vective region but elevated in the stratiform region, often with a region of cooling below it,
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described as a ‘top-heavy’ heating profile (Schumacher et al. 2004).

As the MCS propagates, new convective cores as part of the same system can be triggered as air

is lifted over the moist, dense air of cold pools (sometimes referred to as ‘gust fronts’) ahead of

the storm. The regeneration of convective cores as the storm propagates is encouraged by the

front-to-rear inflow, a circulation observed in many MCSs but particularly prominent in squall

lines. The front-to-rear inflow moves air upwards over the cold pool, flowing into the front of the

storm relative to the storm’s motion. Along with the front-to-rear inflow, another characteristic

mesoscale circulation in a typical squall line is the rear-inflow jet (RIJ), a jet which flows into

the convective region from behind the storm, descending, which is generated as convergence is

forced due to the low pressure at and behind the convective line (Schumacher and Rasmussen

2020).

Within an MCS, it is possible for a mesoscale convective vortex (MCV) to form in the base

of the stratiform cloud, creating a midlevel, warm-core low pressure centre within the system

(Bartels and Maddox 1991). MCVs may also exist at the end of a convective line as ‘book-end’

or ‘line-end’ vortices, strengthening the rear-inflow jet (Skamarock et al. 1994). Beyond the

storm, MCVs have been observed to persist for several days after their associated MCS has

dissipated. Persistent MCVs not only have the potential to form TCs if they move over oceans,

but some studies indicate that such vortices can re-trigger convection and create new MCSs

(Davis and Galarneau 2009).

Even in the absence of distinct MCVs, MCSs exhibit characteristic vorticity features. In both

observations and models, dipoles of relative and potential vorticity associated with cumulus-scale

convective cells are seen (Chagnon and Gray 2009; Oertel and Schemm 2021). Dynamically, the

dipole pattern arises due to the convective updraught tilting background horizontal vorticity

associated with ambient vertical wind shear, illustrated in more detail in Holton and Hakim

(2013a).

A key requirement for the formation of squall lines is that the environment must be such that

the newly-generated developing cells are not immediately counteracted by downdraughts from

existing convective cells. New cells must be generated ahead of the mature cells in order for the

storm to be sustained. Therefore, for the archetypal squall line, some vertical wind shear in the

low levels of the atmosphere is necessary for sustained convection, as argued by Rotunno et al.

(1988), who suggest that the shear also acts to balance the cold-pool vorticity in the storm’s
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lower levels so that it can sustain itself.

Lafore and Moncrieff (1989) argue that because MCSs are characterised by their mesoscale cir-

culations, the convection-scale shear balance was insufficient to explain how the system sustains

itself and that “system-scale baroclinic vorticity generation cannot be neglected;” that is to say,

the entire system’s balance cannot be ascribed entirely to such a small part of the system as

a cold pool. More recently, it has been argued by Alfaro (2017) that the shear is important

because it increases the relative proportion of moist and convectively unstable air parcels as

a fraction of the total storm-relative inflow, which naturally leads to more triggering of new

convective cells. However, it is well-established that shear plays a role in the maintenance of or-

ganised convection, indicated by both idealised modelling (Bickle et al. 2022) and observational

and reanalysis studies (Klein et al. 2021b; Baidu et al. 2022).

MCS initiation

In order for deep moist convection that generates MCSs to trigger, several conditions are re-

quired: sufficient atmospheric moisture to produce clouds and precipitation, atmospheric in-

stability that supports the continued ascent of air parcels through convection after the initial

lift, the existence of background shear in order to prevent the immediate dissipation of the

convective cells (as discussed in the previous subsection), and some form of lifting to drive the

ascent of air required for convection to begin (Schumacher and Rasmussen 2020). The initial

lift may be encouraged, in the midlatitudes, by frontal systems, but in the tropics other triggers

are required.

An example is orographic lift as air moves upwards over ascending terrain. Houze (2012)

summarises the nuances of how orography may affect convection: not only may uphill ascent

trigger deep convection, but it can also act to maintain the stratiform regions of MCSs. Flows

from higher terrain at midlevels can cap the boundary layer to contribute further instability and

create more favourable environments for convection near mountainous regions. Furthermore,

overnight subsidence associated with divergence around mountainous regions can also contribute

to forming MCSs. In West Africa in particular, the Guinea Highlands contribute to deep

convective development associated with a rainfall maximum off the West coast of the region

(Hamilton et al. 2017).

Often, larger atmospheric drivers will trigger convection, such as synoptic- and planetary-scale
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disturbances such as atmospheric waves which are associated with convergence. Convergence

across various scales in the boundary layer typically precedes deep convection by several hours

(Mapes and Lin 2005; Birch et al. 2014a), so these larger-scale features can provide favourable

environments for convective initiation. Equatorial waves are an example of planetary-scale

modes which modulate organised convection, often described as ‘convectively-coupled’ since

they are largely in phase with large clusters of convection (Kiladis et al. 2009), and have been

linked to extreme precipitation (Ferrett et al. 2020; Senior et al. 2023), and are associated with

increased frequencies of organised convective systems (Cheng et al. 2023).

Sometimes MCSs can be generated as a result of features from MCSs which have already formed.

For example, MCSs may produce gravity waves, which cause vertical velocity disturbances in the

atmosphere and propagate outwards from and at a faster speed than their parent MCS. These

can then go forth to trigger convection in lines which result in the formation of new convection

(e.g. Liu and Moncrieff 2004; Birch et al. 2013). Liu and Moncrieff (2004) specifically argue

that gravity waves have an especially strong impact in the tropics due to the weaker Coriolis

effect. MCSs also generate ‘cold pools’, which are effectively density currents resulting from

the evaporation of rain as it reaches the ground, and which propagate outwards from a storm.

The existence of cold pools has been linked to higher precipitation rates, with deeper and wider

updraughts, in deep convection (Böing et al. 2012). Cold pools not only allow for the mechanical

lifting of unstable air to trigger convection, but also through moisture accumulation on the edge

of the pools reducing convective inhibition for developing convective cells (Torri et al. 2015).

Collisions between cold pools result in even stronger updraughts linked to organised systems

(Meyer and Haerter 2020).

Another feature associated with MCS formation are patterns in soil moisture. Taylor et al.

(2011) show that 37% of MCS initiations in West Africa happen over the steepest 25% of land

surface temperature anomaly gradients, associated with sharp boundaries between warmer,

drier soil and cooler, wetter soil. The warmer, drier soils provide a higher sensible heat flux

to the atmosphere than the cooler, wetter soils, driving updraughts. Therefore, patches of dry

soil surrounded by wetter soil induces convergence of moist low-level air which fuels further

moist convection. There is no observational evidence for positive feedbacks between moist

soil and convective initiation, despite global models indicating otherwise (Taylor et al. 2012).

Higher-resolution regional models appear to have a more realistic representation of the feedbacks
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Figure 2.3: Based on figures from Moncrieff (1992). (a) Schematic of “triple branch circulation”
of storm-relative streamlines within in a westward-propagating organised convective system. An
overturning updraught at the front of the storm and a jump updraught flowing from the front
to the rear of the storm are illustrated in red, and the downdraughts in blue. (b) Normalised

vertical profiles of momentum flux, Λ = ⟨ρumwm⟩
ρU2

0
. um and wm are the storm-relative zonal

and vertical velocities, ρ is the density of the inflowing air, and U0 is the relative velocity of
the inflow. Shown for triple branch circulation with an overturning updraught and overturning
downdraught (dashed line), circulation without an overturning updraught (solid line), and cir-
culation without an overturning downdraught (dotted line).

(Taylor et al. 2013). Beyond initiation, dry soils can serve to intensify MCSs more than moist

soils (Klein and Taylor 2020), again due to the higher sensible heat flux produced by dry soils

compared to wet soils.

It is possible that, earlier in rainy seasons, both the effects of cold pool and soil moisture

feedbacks are more marked. Since the air is typically drier, cold pool moisture is enhanced

(Provod et al. 2016), and where early season precipitating systems provide starker soil moisture

gradients compared to the drier soils that exist before wet season onset (Hu et al. 2021).

Convective momentum transport in MCSs

Moncrieff (1992) outlines a theory for momentum transport properties associated with propagat-

ing coherent cloud structures, from a two-dimensional framework considering the conservation

of key quantities along streamlines. As illustrated in figure 2.3a, archetypal squall line systems

are characterised by a triple-branch circulation of storm-relative winds, with a jump-like up-

draught flow through the system combined with an overturning updraught at the front of the

storm and an overturning downdraught towards the rear. Depending on the type of convection,

sometimes there may be weaker downdraughts or updraughts. Assuming sheared background
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flow, the heat and momentum transport induced by an organised convective system can be de-

duced. Normalised vertical profiles of the convective momentum flux induced by the archetypal

three-branch circulation as well as by two other limiting regimes with no overturning updraught

and no overturning downdraught in each case respectively, are shown in figure 2.3b. Idealised

simulations have recreated the up and downgradient momentum transport in such systems

(Badlan et al. 2017), and implementing the framework in MCS parameterisation schemes has

resulted in improved tropical dynamics (Moncrieff et al. 2017; Moncrieff 2019).

2.3.2 Tropical Cyclones

Tropical cyclones (TCs) are some of the most devastating natural disasters on the planet. TCs

are low-pressure systems in the form of approximately axisymmetric vortical towers of rotating

convection. Tropical convection is therefore fundamental to TC genesis and propagation (Holton

and Hakim 2013a). The systems require some degree of Coriolis force in order for the rotation

to spin up and grow, but also must form over warm oceans with SSTs of at least 26.5 ◦C, and

sufficiently warm water over a depth of 50m, which is far more likely to occur in the tropics than

at higher latitudes, so almost all TCs formed in the latitude band of 5–30 ◦ N, although they

often travel outside of these latitudes later in their lifetimes (Emanuel 2003). Approximately

80 TCs occur each year in tropical basins of the Atlantic, Pacific, and Indian Oceans (Ramsay

2017).

TCs are characterised a cloudless central ‘eye’ of the storm, surrounded by an eyewall which

contains the most vigorous convection, and then continued convection in cloud bands which wrap

around the storm, separated by bands of subsidence, with strong winds at the eyewall decreasing

in velocity over the radius of the storm (Emanuel 2003). Another crucial feature of their

structure is thermodynamic: TCs are typically several degrees warmer than their environment,

with a peak in temperature anomaly at their centre where their pressure is lowest. Their positive

temperature anomaly is why TCs are referred to as warm-core phenomena, and is a key feature

that distinguishes TCs from midlatitude cyclones, which are cold-cored (Shea and Gray 1973).

The particular relevance of TCs to West Africa is in their initiation. While TCs are in themselves

organised convection, they do not occur over West Africa as they form over the ocean. West

Africa’s meteorology is tied to TC formation in the North Atlantic Basin. In order to form,

many studies propose that TCs require an initial atmospheric disturbance, or a ‘seed’ from
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which the system evolves (Emanuel 2003), and several such disturbances can form over West

Africa, as will be discussed in the following section 2.4. In addition to a disturbance, TCs

also require the high SSTs discussed previously, a conditionally unstable atmosphere in order

to facilitate deep convection, a moist mid-troposphere, and relatively weak wind shear (Hakim

and Patoux 2021).

Progress has been made in the past decades in improving forecasted TC tracks, but forecasts of

TC intensity have shown less improvement until around 2010 (DeMaria et al. 2014; Montgomery

and Smith 2017; Cangialosi et al. 2020). Projections of future changes in TC frequency, intensity,

and hence their impact are relatively uncertain. The IPCC AR6 report predicts an increase in

the precipitation associated with TCs with high confidence, but there is only medium confidence

that the frequency of TCs will decrease or stay the same under warming scenarios (Douville et

al. 2021). Major challenges remain in forecasting the genesis of TCs and TC-like disturbances.

While many case studies show how TCs grow from tropical disturbances off the coast of West

Africa, understanding which disturbances will become TCs, and the processes they must undergo

in order to do so, is an ongoing research question (Tang et al. 2020).

2.4 Meteorology of West Africa

Chapter 1 provides a brief overview of the motivation to study West Africa in particular. Be-

cause of its distinctive synoptic-scale features, and the key role that MCSs play in its boreal

summer climate, West Africa makes for an excellent natural laboratory to investigate the im-

pacts of organised convection on synoptic-scale circulation.

In West Africa, the climate is primarily controlled by the WAM (Cornforth et al. 2017). In win-

ter, the WAM mean flow is northeasterly and in summer, it reverses and becomes southwesterly,

advecting cool moist air from the Gulf of Guinea inland and providing the moisture essential

for convective conditions. The WAM onset typically occurs in late June, with the meridional

maximum in precipitation making a sharp jump from its quasi-stable position at 5 ◦N during

May–June to a new position at 10 ◦ N in July–August (Sultan and Janicot 2003). Monsoon

activity may be modulated by planetary-scale modes of variability including equatorial waves

or the MJO (Matthews 2004; Lavender and Matthews 2009).

A key feature of the WAM system is the African Easterly Jet (AEJ), a midtropospheric jet over
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West Africa peaking in velocity at 600-700 hPa. Its latitude varies on a seasonal scale, moving

from over the coast of southern West Africa in January up to approximately 15◦ N in July

(Cornforth et al. 2017). The AEJ is maintained as a result of thermal wind balance, caused

by the difference in land surface temperature between the hot, dry Sahara to the north, and

the cooler, moist Sahel to its south. The distinct orography of the region also is crucial to the

AEJ’s existence (Wu et al. 2009).

Another easterly jet exists over tropical West Africa: the Tropical Easterly Jet (TEJ). The TEJ

is a feature of the South Asian Monsoon, extending from the South China Sea to West Africa,

with a core jet strength descending from around 100 hPa to 200 hPa as it travels southwest

towards equatorial Africa (e.g. Sathiyamoorthy et al. 2007). In Africa it is most prominent as

an easterly climatological wind at 200 hPa typically observed from June to September.

The AEJ is important for regional weather forecasting for two key reasons. Firstly, the jet

itself induces vertical shear as it opposes the low-level monsoon flow below it, which results

in favourable conditions for convective organisation as discussed in section 2.3. Secondly, its

barotropic and baroclinic instabilities are the source of African Easterly Waves (AEWs), which

play a crucial role in the weather systems in the region. AEWs are westward-propagating

disturbances to the AEJ with periods of around 3-5 days and wavelengths of around 2000–

4000 km. AEWs develop and propagate over tropical North West Africa during the northern

hemisphere summer, with phase speeds of around 6–8 m s−1 (Cornforth et al. 2017). Along the

AEJ there are two stormtracks where AEWs propagate. To the north of the jet is a lower-level

track with maximum amplitude at around 850 hPa, associated with dry, shallow convection.

To the south of the jet there is a mid-level track with maximum amplitude, associated with

precipitating deep convection (Brannan and Martin 2019). The two tracks tend to eventually

merge over the Atlantic (Diedhiou et al. 1998).

It has been shown in observational and reanalysis studies (e.g. Schwendike and Jones 2010)

that vortices associated with MCSs and AEWs can travel off the coast of West Africa into

the North Atlantic, where they can develop into tropical depressions and potentially undergo

tropical cyclogenesis (Thorncroft and Hodges 2001). Others studies link TC frequency to AEW

energy (Russell et al. 2017). Despite observational evidence of many cases where AEWs go on

to become TCs, some modelling studies indicate that suppressing AEW formation in global

climate models (GCMs) and regional models does not affect TC number on a seasonal level
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(Patricola et al. 2018; Danso et al. 2022).

Furthermore, AEWs induce favourable conditions for convective activity, often initiating mesoscale

organised convection due to enhanced low-level convergence, wind shear, and rising motion (Fink

2003). Many studies have confirmed that moist convection is affected by AEWs, with some es-

timates suggesting that over 60% of observed summer squall lines in the region are associated

with AEWs (Cornforth et al. 2017). The initiation of convection tends to occur in the norther-

lies, ahead of the AEW troughs, or in the southerlies behind the troughs, but MCSs can occur

throughout the waveform (Fink 2003; Mekonnen et al. 2006). Observations have suggested that

weaker convective systems occur in the southerlies and more intense storms in the northerlies

at the front of the trough (Semunegus et al. 2017).

Modelling studies suggest that convection is one of the key factors in initiating and sustaining

AEWs (Berry and Thorncroft 2005; Hsieh and Cook 2007; Berry and Thorncroft 2012) and

indeed where organised convection is colocated with an AEW trough, the wave is more likely

to develop and undergo tropical cyclogenesis (Enyew and Mekonnen 2021). Also, MCSs may

trigger AEWs upstream; for example, after orographic triggering of convection at the Darfur

Mountains or in the Ethiopian Highlands, both of which are near the entrance of the AEJ

(Kiladis et al. 2006; Mekonnen and Rossow 2018).

Some studies suggest that the AEW life cycle and growth mechanism can be described by the

diabatic Rossby wave model (Parker and Thorpe 1995; Moore and Montgomery 2005); others

argue that the background baroclinicity is not strong enough to support the required isentropic

lift (Russell and Aiyyer 2020). Others suggest a stratiform instability theory for AEW main-

tenance, suggesting positive feedback loops associated with wave-coupled convection, either

through negative feedback loops of convective inhibition (CIN; where CIN is lower, convec-

tion is more likely, and convection will produce stratiform precipitation that cools the lower

troposphere and further reduces CIN; see Mapes 2000), or through midtropospheric moisture

feedbacks (where convection occurs, it will generate a moisture anomaly that results in fur-

ther convective heating; see Kuang 2008). Russell and Aiyyer (2020) elaborate on the theory

to propose ‘rotational stratiform instability’, suggesting that the potential vorticity anomalies

associated with MCVs in the trailing stratiform regions of squall-line MCSs (see section 2.3.1)

contribute to AEW maintenance. Tomassini (2018) agrees that the potential vorticity signa-

ture contributes to how an MCS’s circulations have upscale effects on an MCS, alongside the
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downscale support that the synoptic wave signature lends to maintaining the MCS structure,

and further highlights that the dynamical and thermodynamical processes coupling the AEWs

and MCSs occur across scales, making the interactions between the two challenging to model

using sub-grid parameterisations.

2.5 Modelling Convection Over West Africa

Because of the complex interactions between meso- and synoptic-scale features over West Africa,

simulating the region both in climate projections and in NWP is difficult. The unique challenges

of understanding and therefore simulating West African meteorology are perhaps most starkly

highlighted by the lack of consensus among climate models as to how the weather systems

may change in the future. Precipitation projections for future climate scenarios highlight West

Africa as a region of particular uncertainty. While Coupled Model Intercomparison Project

phase 6 (CMIP6) simulations agree that there will be increased rainfall in the eastern-central

Sahel and decreased rainfall in the western Sahel under warming scenarios (Monerie et al.

2020), the magnitude of projection varies wildly and appears highly sensitive to the convection

parameterisation used (Hill et al. 2017; Douville et al. 2021). Another crucial example of the

lack of predictability of West Africa as a region is outlined in Roehrig et al. (2013), where

1-day rainfall correlation coefficients are positive almost everywhere in the world during July–

September except for West Africa, where they are negative. The result reflects the variability

of precipitation in West Africa inherent to a region dominated by a small number of MCSs

(Vellinga et al. 2016).

It is also important to consider not only the long-term climate projections in West Africa, but

also the necessity of understanding the interactions between organised convection and synoptic

circulation in the context of NWP, or short-to-medium range weather forecasting. The predic-

tion of rainfall on subseasonal scales is of huge importance for the millions of people who live in

the region, both in terms of the risks (such as flooding and lightning) that are associated with

organised convective systems, and the importance of predicting monsoon onset for the selection

of planting dates for the agricultural industry in the region (e.g. Singh et al. 2018; Nkiaka et al.

2020). Skill in forecasting precipitation is poor (Fink et al. 2011; Vogel et al. 2020), to the

extent that even modern, state-of-the-art global ensemble predictions of rainfall are no better

predictions based simply on climatological statistics (Vogel et al. 2021). The lack of forecasting
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skill appears to emerge from a lack of representation of adequate convective organisation over

the region.

Forecasting MCSs and organised convection has historically been a challenge for GCMs due to

the limitations of the traditional convection parameterisation schemes which are employed to

represent sub-gridscale processes. However, in the advent of improved computational capacity,

higher resolution models can be run, meaning that convection is no longer necessarily a process

that exclusively occurs on scales smaller than the horizontal grid spacing of the model. Such

models can potentially contribute value to the simulation of organised convection and its upscale

impacts.

Convection-permitting (CP) models (sometimes referred to as models with explicit convection,

convective-scale models, convection-allowing models, storm-resolving models, or k-scale mod-

els) are weather or climate simulations of sufficiently high resolution to explicitly simulate deep

convection without a deep convective parameterisation. Historically, due to high computational

cost, CP models have been run over limited domains, but in recent years, improved computa-

tional capacity has allowed for the running of regional and even some global CP models (e.g.

Satoh et al. 2017; Stevens et al. 2019; Kendon et al. 2021; Takayabu et al. 2022).

Explicit convection has been shown generate more realistic convective structures, improve diur-

nal timing of rainfall, and allow a more detailed representation of the dynamics associated with

convective processes. Since deep convection dominates weather patterns from local to planetary

scales in the global tropics, and large-scale circulations are intrinsically coupled to convective

activity, the tropics benefits significantly from the advantages of CP modelling. In particular,

West Africa stands to have its climate projections improved with the introduction of CP models

since its uncertainty in existing climate models is dominated by the dynamical response of the

climate to warming (Monerie et al. 2020), which will be explicitly represented where convection

exists.

Errors in AEW forecasts can be attributed to the limitations of convection schemes (Elless and

Torn 2019) and initial studies of CP models show that they are able to aid understanding of the

interactions between AEWs and MCSs (Tomassini et al. 2017; Tomassini 2018; Tomassini 2020).

Regional convection-permitting models studies (e.g. the Cascade Project, Pearson et al. 2010)

demonstrate the added value of representing convective dynamics explicitly, even on relatively

coarse scales, in tropical West Africa (e.g. Marsham et al. 2013; Taylor et al. 2013; Birch et al.
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2014a; Birch et al. 2014b). Representation of convection has been shown to impact how models

represent the WAM, which can have far-reaching impacts, even affecting forecasts in the North

Atlantic-European sector (Pante and Knippertz 2019).

Furthermore, simulations using CP models have demonstrated improved capacity over models

with deep convection parameterisations for representing TCs. Simulations from the DYnamics

of the Atmospheric general circulation Modeled On Non-hydrostatic Domains (DYAMOND)

CP model intercomparison project (Stevens et al. 2019) and comparisons to counterpart simu-

lations with deep convection parameterisations indicate that the absence of a deep convective

parameterisation leads to demonstrable improvements in representation of the number of TCs,

as well as their intensity (Judt et al. 2021). However, it is uncertain as to why CP models

seem to generate a more accurate number of TCs than parameterised simulations compared to

observed numbers.

When putting CP models into operational practice, there are challenges associated with initiali-

sation of the simulations and how best to assimilate data across scales. An overview of progress

in the field is described in Hu et al. (2023). Where convective-scale models are simply initialised

from global reanalyses, there is a ‘spin-up’ period where the model must start to generate small-

scale structure that is not represented in the global data with which it is initialised (Lean et al.

2008), during which errors in the large-scale state increase further (Woodhams et al. 2018).

Data assimilation (DA) traditionally requires extensive analysis of background error covari-

ances in order for increments of observational information to be applied. On a global scale,

geostrophic and hydrostatic balances are incorporated into the error modelling, but such bal-

ances are invalid under convective conditions and on small scales. In the tropics in particular,

a lack of high-quality high-resolution observations with well-quantified uncertainties provides a

further challenge. Crucially, the inherent challenge of multiscale interactions means that DA

is difficult. To address the challenge of multiscale DA, blending techniques have been trialled,

which nudge high-resolution forecasts on small scales towards global reanalyses (some examples

are summarised in Gustafsson et al. 2018). One such blending-style effort to counteract the

impacts of model spin-up time without incorporating DA methods directly is ‘warm-starting’,

trialled by Short and Petch (2022) over Darwin. An example of such simulations are described

in more detail in Chapter 3. In data-sparse regions, such techniques which limit the requirement

for deep knowledge of the background error covariances and high-resolution observations are of
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potentially significant value.

Nonetheless, the current generation of CP models have inherent disadvantages that extend

beyond the challenge of initialisation (Kendon et al. 2021). Rainfall is often too intense, as are

updraughts, and the organisation of convection is still sensitive to other parameterisations such

as microphysics (Feng et al. 2018) and boundary layer schemes (Christensen and Driver 2021).

These sub-km parameterisations are still required, and most are currently not well-tuned to

CP simulations. CP models also suffer from inaccuracies in land-surface interactions, and most

are not ocean-coupled due to constraints in computational capacity. CP models can also be

sensitive to the choice in model timestep (Barrett et al. 2019), and the lateral boundary forcing

for regional CP models must be high quality otherwise it can introduce serious errors.

Chapter 8 of the IPCC AR6 ‘Physical Science Basis’ report, however, states that there is

currently ‘high’ confidence that using CP models will help improve projections of precipitation

in models (Douville et al. 2021). The thesis explores the value the CP models can indeed add to

the forecasting of convection in West Africa, specifically in the context of the upscale impacts

of organised convection in the region.

2.6 Summary and Thesis Outlook

This literature review has provided an overview of the developments in tropical meteorology

over the past few decades, and a summary of the key elements of West African meteorology

during the monsoon season in boreal summer. It has also outlined current understanding of

the dynamics of MCSs and tropical cyclogenesis associated with West African weather patterns

in the North Atlantic Ocean. In recent years, the development of CP models, in conjunction

with ever-increasing capacity for high-resolution satellite observations, has allowed for major

improvements to be made in the understanding and simulation of mesoscale organised convection

in the tropics.

Results indicate that modelling more realistic convection can add value to simulations both on

NWP and climate timescales, both on local and extended scales, but there remain gaps in this

line of research. For example, mechanisms through which mesoscale convection feeds back onto

synoptic-scale circulation remain a key question. It is also challenging to isolate the effects of

convection artificially in simulations or through analysis of observations, and there is a need for
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the development of further tools to analyse scale interactions in the atmosphere. Convincing

evidence that organised mesoscale convection drives an upscale energy cascade would be impor-

tant for the motivation of further (computationally expensive) high-resolution convective-scale

simulations on large regional or global domains.

In the context of West Africa, it is of interest to understand the interaction between MCSs and

AEWs. Several mechanisms have been proposed for thermodynamic interactions that facilitate

their coupling, but there are few studies that approach the interaction between MCSs and

synoptic circulation in the region from a dynamical perspective. The effect of MCSs on the

formation of future MCSs has been studied to some extent, as well as the initiating conditions

associated with MCSs, but a holistic description of the effects of MCSs on initiation of future

MCSs is lacking. Furthermore, there is a lack of consensus on how AEWs or MCSs transform

from cold-core vortex structures to warm-cored TC precursor vortices as they propagate off the

West African coast.

As a result, the thesis will aim to address the literature gaps by exploring potential new diagnos-

tics for characterising scale interactions, and using the diagnostics to draw conclusions about the

mesoscale dynamics of convection in CP simulations relative to parameterised simulations and

the implications of their differences for synoptic-scale circulation. Investigations will analyse

vortices and MCS tracks in CP models and parameterised counterparts to investigate the added

value of convective-scale simulation to predict initiations of MCSs and TCs, and feedbacks of

MCSs on future MCS initiations will be examined. Finally, the research will explore the upscale

and downstream impacts of convection by comparing simulations where convection is and is not

present at initialisation using output from trials of a novel initialisation technique.
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Data and Methodology

In order to further understanding of tropical organised convection and its upscale impacts, high-

resolution state-of-the-art models are used to simulate the dynamics of such convection. Since

there are few high-resolution observational datasets that characterise the internal structure of

tropical mesoscale organised convection, it is largely modelling that is used in this thesis to

investigate the internal dynamics and scale interactions of organised convection in the tropics,

with some observation and reanalysis data used for comparisons in chapters 4, 5, and 8.

The following chapter summarises the datasets used to investigate tropical convection in the

thesis. Firstly, the chapter outlines the setup of the UK Met Office’s Unified Model (MetUM)

and describe the configurations of the experiments analysed in the following chapters. Tracked

storm datasets in MetUM simulations are described. Finally there is an overview of the obser-

vational data both from JET2000, as featured in chapter 5, satellite precipitation data used in

chapter 8, and reanalysis data used in chapter 4.

3.1 The Met Office Unified Model

The Met Office Unified Model (MetUM) was developed with the aim to model the atmosphere

and earth system seamlessly across both weather and climate timescales (Brown et al. 2012).

The model is flexible and can be configured for various scenarios at various resolutions on

regional or global grids, and with different parameterisations.

The dynamical core of the MetUM, Even Newer Dynamics for General atmospheric mod-

elling of the environment (ENDGame), solves equations for a deep, non-hydrostatic, fully-
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compressible atmosphere. Prognostic variables (three-dimensional wind vectors, potential tem-

perature, Exner pressure, dry density, and moist prognostics) are stored using an Arakawa-C

grid (Arakawa and Lamb 1977) staggering in the horizontal and Charney-Phillips (Charney

and Phillips 1953) staggering in the vertical, on terrain-following hybrid height vertical co-

ordinates. To calculate modelled fields, ENDGame uses a semi-Lagrangian formulation (the

equations solved for key prognostic variables are Lagrangian in formulation, but are solved on

a fixed Eulerian grid), with semi-implicit time integration (Staniforth and Côté 1991; Wood

et al. 2014; Walters et al. 2019). Introduced in the Global Atmosphere (GA) 6.0 configuration,

ENDGame improved tropical variability and representation of tropical cylones (TCs) and other

such phenomena (Walters et al. 2017). The GA model releases are consistent with the release

of Global Land (GL) configurations of the Joint UK Land Environment Simulator (JULES; see

Best et al. 2011; Clark et al. 2011), which simulate the land surfaces that are coupled to the

atmosphere in the simulations (e.g. GL7.0, see Walters et al. 2019).

The MetUM can be configured for regional use in the form of local area models (LAMs) with

restricted domains. In a similar way to the releases of the GA configurations, regional model

configurations of the MetUM are defined and released. Such regional simulations can be run at

kilometre-scale resolution, without a deep convection parameterisation, and can be convection-

permitting (CP). The first Regional Atmosphere Land configuration (RAL1) is described by

Bush et al. (2020). Crucial differences between the global and regional configurations are in

the coordinate system (in the regional model, coordinates are rotated such that the ‘equator’ of

the rotated-pole grid runs through the centre of the domain) and the considerations that must

be made to account for boundary effects on the edges of a regional domain: imposed lateral

boundary conditions (LBCs) from the driving model that the domain is nested within must be

blended with the regional model solution (see Davies 1976).

The RAL1 release is comprised of two sub-releases, RAL1-M and RAL1-T, which are configured

specifically for midlatitude and tropical domains respectively. Key differences include stronger

turbulent mixing in RAL1-T to ensure that convective cells develop at a realistic time and to an

appropriate size, and a smaller number of below-tropopause vertical levels in RAL1-T since the

troposphere is deeper in the tropics (Bush et al. 2020). A second release, RAL2, was described

in (Bush et al. 2023). RAL2 increases the number of vertical levels from 70 in RAL1 to 90

in order to unify the vertical level set across both RAL2-M and RAL2-T configurations, and
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implements changes to the boundary layer and turbulence schemes. The newer configuration,

RAL3, is under development and looks to unify the configurations for the midlatitudes and

tropics, so there will not be sub-configurations as for RAL1 and RAL2.

The following subsections describe the specific MetUM experiments investigated later in the

thesis.

3.1.1 Hardy et al. (2021)’s Typhoon Nepartak Simulations

For the purposes of evaluating the circulation budget methodology on convective-scale simu-

lations, a dataset with high time resolution output was necessary. A subset of ensemble runs

were selected, taken from an experiment run over South East Asia (SEA) using the MetUM as

outlined in Hardy et al. (2021). The experiment ran a twelve-member CP ensemble simulating

the rapid intensification of Typhoon Nepartak in 2016, on a 4.4 km grid, based on the RAL1-T

configuration of the MetUM but with reduced air-sea drag at high wind speeds, a change later

implemented in the development of RAL2-T.

Ensemble members were one-way nested within corresponding Met Office global ensemble pre-

diction system (MOGREPS-G; Bowler et al. 2008), configured using GA6.1. The MOGREPS-G

ensemble members are created by perturbing the Met Office’s global analysis state using an en-

semble Kalman filter (Bishop et al. 2001). Their initial state is interpolated from the global onto

the finer regional grid, and the MOGREPS-G members drive each regional ensemble member’s

LBCs on an hourly basis. The CP simulations did not include any additional stochastic param-

eterisations or perturbations, so the ensemble spread is entirely derived from the differences at

initialisation and at the boundaries provided by the driving MOGREPS-G ensemble. Forecasts

were re-initialised every 12 hours from 1200 coordinated universal time (UTC) 2 July 2016 to

0000 UTC 4 July 2016. The first 24 hours of each simulation are ignored since the model takes

around 24 hours to spin-up convective structure.

While the simulations had limited success accurately replicating the intensification of the storm

compared to observations (Hardy et al. 2021), they still prove a useful tool for our purposes.

Firstly, the model output parameters include turbulent stress tensor components which can be

used to estimate frictional terms, which are an element of the circulation budget. Secondly,

the model timestep for the regional simulations was 75 seconds, and of the twelve ensemble

members, one was simulated with a time output interval of 5 minutes, which was appropriate
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Figure 3.1: Map showing illustration of the CP4-Africa domain, defined in Stratton et al. (2018).
The filled contours show the orography of the terrain. The thick black line outlines the CP4
regional domain.

for our aim: evaluating the impact of higher time output resolution on an analysis technique

that has potential for investigating scale interactions of convection.

3.1.2 CP4-Africa

CP4-Africa (CP4) refers to a CP simulation covering the African continent (see figure 3.1) with a

resolution of 4.4 km at the equator. A similar regional simulation with parameterised convection

and a resolution of 25 km at the equator was also run, referred to hereafter as R25. The original

experiment (outlined in Stratton et al. 2018) compared 10-year free-running ‘current climate’

simulations with 10-year free-running ‘future climate’ simulations with projected climatological

changes in line with Representative Concentration Pathway (RCP) 8.5 applied in the form

of sea surface temperature (SST) forcings. Mostly, in this thesis, the data used is from the
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current-climate configurations of CP4 and R25.

CP4 builds on work done as part of the Cascade project (Pearson et al. 2010), which was con-

nected with the African Monsoon Multidisciplinary Analysis (AMMA) campaign. The Cascade

project used various configurations of the UM to run convection-permitting simulations over

West Africa for a period in 2006 at several horizontal resolutions. Initial results indicated that

convection-permitting simulations were far more effective at representing convection than their

parameterised counterparts (Taylor et al. 2013; Birch et al. 2014b; Birch et al. 2015).

LBCs are supplied by a 25-km grid spacing GCM configured similarly to R25 through one-way

nesting. R25 is largely based on the GA7.0 configuration described in the previous section

(Walters et al. 2019), with the 6A convection scheme. Since CP4 is able to directly simulate

deep convection, it instead uses the Smith (1990) diagnostic large-sale cloud scheme and Wilson

and Ballard (1999) microphysics scheme. CP4 uses a blended boundary layer scheme (Boutle

et al. 2014) which combines the schemes of Lock et al. (2000) and Smagorinsky (1963), which

are better suited to low- and high-resolution models respectively, whereas R25 does not require

a blended scheme. Full details of the model setup can be found in Stratton et al. (2018).

CP4 and R25 Evaluation

With a 4.4 km grid, CP4 cannot explicitly represent dynamics of shallow convection or con-

gestus clouds, but it does improve diurnal precipitation timing and intensity relative to the

6A convection scheme used in R25 (Stratton et al. 2018; Kendon et al. 2019), especially when

rainfall is regridded to 25-km resolution (Berthou et al. 2019), although there are noticeable

biases such as a strong wet bias over the tropical ocean (Stratton et al. 2018).

CP4 also improves representation of the WAM and frequency of MCSs compared to observations

(Stratton et al. 2018; Berthou et al. 2019). The CP4 MCSs have more realistic lifetimes, spatial

distributions, and propagation directions compared to R25, but are smaller and propagate slower

than observed systems (Crook et al. 2019). Fitzpatrick et al. (2020) and Klein et al. (2021a)

note that the response of the MCSs to shear is not as expected, with no correlation between

shear and precipitation despite observational and idealised model evidence that shear facilitates

MCS organisation (e.g. Rotunno et al. 1988; Bickle et al. 2022; Baidu et al. 2022).
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3.1.3 ‘Warm-Starting’ Simulations

In March 2019, a Met Office simulation referred to as the ‘Tropical Africa Model’ (TAM)

was made operational. The TAM is a deterministic operational forecasting model at 4.4 km

resolution with no deep convection parameterisation, which covers the majority of tropical

Africa. With the RAL1-T configuration, the PC2 prognostic cloud scheme is used (Wilson et

al. 2008). The model is one-way nested within the MetUM GA6.1 configuration, which produces

a new global analysis every 6 hours using hybrid incremental 4D-Var data assimilation (Rawlins

et al. 2007).

At 06 and 18 UTC each day, the regional model is initialised using the downscaled global

analyses. No new data are assimilated at initialisation onto the native scale of the regional

model grid, but the global model updates the LBCs of the domain every 3 hours, and the

operational sea surface temperature and sea ice analysis (OSTIA) is used to update sea and

lake surface temperatures on a daily basis.

The use of a CP operational model has benefits in terms of a more realistic distribution and

diurnal timing of rainfall and convective storms (Hanley et al. 2021; Mittermaier et al. 2022).

However, there are disadvantages: a characteristic lack of light rainfall and overestimation of

the most intense rain rates is observed, and crucially, in all assessment of the TAM, one of the

major challenges is the ‘spin-up period’. The first 6–24 hours of the simulation are reported

to have insufficient convection present, since convective structure is not present in the global

reanalysis data used to reinitialise the model, so convection and therefore precipitation take

some time to develop within the model (Lean et al. 2008). The effect of the spin-up period is

to reduce the utility of forecasts at short lead time, which means that forecasters tend to use

simulations which have been initialised earlier, where convection has had time to ‘spin-up’ fully,

but these prior initialisations lack more recent information available from global reanalysis and

are likely to deviate more significantly from the true large-scale state (Woodhams et al. 2018).

Data assimilation (DA) on convective scales may be a solution to the problem posed by the

spin-up period, but in the tropics and particularly in regions such as West Africa, observational

data are sparse. High-quality and high-resolution observational data are required for effective

convective-scale data assimilation, and even where such data are available, DA on kilometre

scales in the tropics is challenging in itself due to the nonlinear nature of tropical convection

(Gustafsson et al. 2018), and is particularly challenging in understudied regions since a well-
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calibrated DA scheme requires background-error covariances to be calculated from existing

simulations. Furthermore, DA is computationally expensive; if its benefits could be limited then

it is not worth the extra cost. As a result, alternative methods for convective-scale initialisation

have been trialled which blend other forms of regional information with global reanalysis data;

for example, by using high-resolution model output from previous initialisations of the regional

model.

The implementation of such a technique in the MetUM was termed ‘warm-starting’ in a seminal

paper on the method by Short and Petch (2022). Warm-starting blends smaller-scale structures

from the previous model run with the global reanalysis data, allowing for the assimilation

of new larger-scale information while reducing the spin-up period by providing some existing

convective-scale structure at smaller scales. Details of the process are outlined in the following

subsection. By contrast, the traditional form of initialising models simply by regridding global

analyses to the regional grid is referred to as ‘cold-starting’. Short and Petch (2022) showed

significant improvements in fractional skill score (FSS) by applying the warm-starting technique

to a regional simulation over Darwin, for a relatively cheap computational cost of applying the

technique.

Warm-Starting Implementation

For regional modelling, two simulations are run: a driving global model, and a regional simu-

lation whose LBCs are driven by the global model. These two simulations are used to generate

a new initialisation (cycle n + 1) from a previous model cycle (cycle n); a visual reference is

provided in the form of a flowchart in figure 3.2, which has been created based on the process

of generating a warm-started simulation described in Short and Petch (2022).

To begin initialising a new cycle of the driving global model, a dump from the previous run’s

T+3 forecast is taken, and increments from the 4D-VAR global analysis are applied (see Rawlins

et al. 2007), effectively giving a short forecast with slightly more information applied than at

initialisation of the previous cycle. This forecast is assigned to be (cycle length - 3) hours before

the ‘initialisation’ of the new cycle; for example, since Short and Petch (2022) use a 6-hour cycle

length, the forecast ‘begins’ is at T-3 for cycle n + 1. Meanwhile, the regional model cycle n

continues to be driven by the evolving global model in cycle n.

The new cycle n + 1 T-3 forecast is integrated forward up to the T+0 ‘initialisation’, and the
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resulting global cycle n + 1 forecasts at T-2, T-1, and T+0 are interpolated onto the regional

grid. The regional forecasts from cycle n at T+4, T+5, and T+6, are subtracted from the

interpolated global cycle n + 1 forecasts at T-2, T-1, and T+0 respectively. A low-pass sixth-

order implicit tangent spatial filter α̂(k) is then applied to these ‘increments’:

α̂(k) =

[
1 + ϵ tan6

(
k∆

2

)]−1

(3.1)

where ϵ = tan−6

(
kc∆

2

)
, and kc is a characteristic wavenumber defined such that α̂(k) = 0.5

and associated with a particular spatial scale λc =
2π

kc
. Physically, the filtering means that

large-scale structure with λ > λc is dominated by the global analysis, while on smaller scales,

λ < λc, features from the previous regional simulation cycle are retained. Short and Petch (2022)

tested several values of λc, with the most skilful forecasts occurring for a value of λc = 400 km.

After the filtering, the increments are then added to the regional model cycle n simulations over

a set time window (Short and Petch (2022) selected two hours) using the incremental analysis

update scheme (Bloom et al. 1996) in order to avoid introducing instabilities associated with

high-frequency gravity wave disturbances with a period smaller than the length of the time

window. During the time window, the LBCs begin to be updated from the new global forecast

cycle n+ 1 rather than the previous cycle. Once the increments have been applied, the model

is run to the desired forecast length, and used for the initialisation of the next cycle.

The technique is applied to a subset of the prognostic variables: u and v wind components,

potential temperature, density, Exner pressure, and moisture. Moisture is treated differently

by the global and regional models, so when increments are computed between them, relevant

variables must be converted accordingly. Global total specific humidity qT is calculated by

taking the sum of specific humidity q, cloud liquid water fraction ql, and cloud ice fraction qi,

and increments of qT are added to the specific humidity field q in the regional model because

the lack of a deep convection scheme allows the regional model to independently distribute

moisture across phases. Soil moisture also undergoes nudging towards the global reanalysis,

but no spatial filtering is applied.
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Figure 3.3: Domain of warm-starting experiment shown by thick black line.
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Warm-Starting Simulations in West Africa

Warner et al. (2023) carried out a similar experiment over an African domain, configuring a

model setup analogous to the TAM. They showed demonstrable improvements in the skill of

rainfall prediction not only in the first 12–24 hours of the spin-up period, but also beyond into

the later hours of the forecast, which are specifically associated with the initialisation technique.

To explain why the warm-starting technique shows improvements in these simulations, chapter

8 examines the dynamics of the simulations and their control counterparts.

In Warner et al. (2023), several experiments were run. Based on the results of Short and

Petch (2022), the key warm-starting experiment was run with a characteristic filtering scale

of λc = 400 km and 6-hourly cycling. The simulation was run throughout June–August 2020

(capturing the evolution to maturity of the WAM) over the TAM domain (see figure 3.3, along

with a corresponding ‘cold-started’ simulation (initialised by interpolating global reanalysis

onto the regional grid), and a free-running simulation, whose LBCs are updated by a global

model forecast which is reinitialised every six hours. The driving global model is a MetUM

configuration using GA6.1 (Walters et al. 2017). In addition, further warm-starting trials were

run for June 2020 with λc = 200 km, one with 6-hourly cycling as for the longer experiment and

one with 12-hourly cycling.

3.2 Storm Tracking

To examine the dynamics of MCSs over their life cycle, from initiation to mature phase and

decay, it was necessary to use a dataset of tracked MCSs. Chapter 7 utilises the dataset of MCSs

tracked using outgoing longwave radiation (OLR) in CP4 identified by Crook et al. (2019).

The storm-tracking algorithm used is based on the algorithm described in Stein et al. (2014). For

each timestep, cloud clusters are identified as contiguous regions where the OLR < 167Wm−2,

equivalent to a brightness temperature of < 233K. Between timesteps, a velocity field is cal-

culated by cross-correlating images, and the field is used to advect the first timestep towards

the second timestep, where, if the fractional overlap between an advected cluster and a clus-

ter in the second timestep exceeds 0.6, the clusters are deemed to be part of the same storm.

When a new cluster has no overlap with an advected cluster from the previous timestep, it is

considered a storm initiation, and once an advected cluster does not overlap with any clusters
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in the following image, the storm is considered to stop existing. Where multiple clusters from

the first timestep overlap a single cluster in the second timestep, the storms are said to merge,

and similarly, if a single cluster from the first timestep overlaps two in the second timestep, the

two clusters are said to have split from the first storm.

Only storms with a maximum area that exceeds 5,000 km2, and a lifespan of at least 6 hours,

are categorised as MCSs. Under these criteria, 20,135 MCSs were identified between June and

September throughout the ten years of the CP4 current-climate simulation, with 21,061 in R25.

3.3 Observational data

In addition to the MetUM simulations used in the thesis, chapter 5 also examine some obser-

vational data, both from in-situ measurements (JET2000 data) and satellite measurements.

3.3.1 JET2000

JET2000 was a 7-day field campaign at the end of August 2000, during which 35 hours of flying

were undertaken using the Met Office’s MRF C-130 aircraft, with the aim of characterising the

dynamics of African Easterly Waves (AEWs) along the African Easterly Jet (AEJ). The C-130

aircraft took dynamical and thermodynamical measurements, as well as observing aerosols and

radiation, and throughout the flights 112 dropsondes were deployed over key sections of flights

at 0.5-1 ◦ resolution (Thorncroft et al. 2003).

Flight A781 on 29 August 2000 (flight 3 listed in their table 1), which flew both ahead of and

behind an approaching mesoscale convective system, provides the data used in chapter 5. The

western leg of the box-pattern flown by flight A781 passed in front of the storm, while the

eastern leg travelled along a constant longitude of approximately 2.2 ◦ E and passed behind the

MCS located at roughly 11 ◦ N. During the passage, 34 dropsondes were released, which give

details of the vertical profile associated with the dynamics of the decaying storm.

3.3.2 Global Precipitation Measurement (GPM)

The Global Precipitation Measurement (GPM) mission is an international satellite mission

which gathers data to facilitate global retrievals of precipitation rates which utilise a range of

instruments (Hou et al. 2014). In chapter 8, the Integrated Multi-satellitE Retrievals for GPM

(IMERG) retrieval Version 06B final product (Huffman et al. 2019) is compared to modelled
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precipitation. The product uses data from both passive microwave and activate radar radiometer

satellite instruments and is output at 0.1 ◦ grid-spacing every half hour. The simulations are

regridded to the IMERG grid and the IMERG product is averaged over each full hour for a

more accurate comparison.

3.4 ERA5 Reanalysis

The European Centre for Medium-range Weather Forecasting (ECMWF)’s ERA5 dataset is a

reanalysis of atmospheric fields covering the time from January 1940 to the present. A determin-

istic reanalysis is produced using 4D-VAR DA along with forecasts from ECMWF’s Integrated

Forecasting System (IFS) model on 137 model levels from the surface up to 0.01 hPa at a hori-

zontal grid resolution of 0.25 ◦ (Hersbach et al. 2020). ERA5 also includes an ensemble at lower

resolution which is used for the DA process and to provide a relative random uncertainty asso-

ciated with the deterministic high-resolution simulation. The IFS configuration used in ERA5

uses a convection parameterisation originally based on Tiedtke (1989) with some adaptations.

In chapter 4, its winds on pressure levels are used as a comparison for the Hardy et al. (2021)

MetUM simulations (see section 3.1.1).
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Closing the Circulation Budget

The first results chapter evaluates a method that can be used to interrogate the processes that

lead to variation in circulation. In the contemporary era of high-volume data output from high-

resolution convective-scale models, the question of how exactly to diagnose the interactions

between mesoscale convection and synoptic systems - the key topic that this thesis aims to

address - is an underappreciated challenge (Kendon et al. 2021). It is necessary to develop

methods to quantify dynamical changes across scales in model simulations.

Calculating the circulation budget is one such method to evaluate variation in synoptic-scale

circulation in terms of vorticity-related processes. Circulation Γ is the contour integral of

horizontal velocity uuu = (u, v) around some closed contour C, equivalent to the surface integral

of absolute vertical vorticity η contained in a region S enclosed by C:

Γ =

˛
C
uuu · dlll =

‹
S
ηdA (4.1)

Circulation, therefore, is a large-scale quantity encapsulating smaller-scale dynamics within a

region, making it a powerful tool for examining scale interactions. By formulating a circula-

tion budget, and analysing the magnitude of different terms, one can evaluate the changes to

circulation which are associated with different processes. Any missing terms can be calculated

by calculating the difference between the two sides of the budget equation to obtain a residual

proxy for a missing term. It is of interest to evaluate how close the values of either side of

the equation are, having calculated any terms which can be directly determined from model
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outputs. The question of how well-matched the sides of the equation are referred to hereafter

as the ‘closure’ of the circulation budget.

Here, the circulation budget is calculated in a numerical weather prediction (NWP) non-idealised

model over Southeast Asia using various temporal and spatial resolutions, in order to under-

stand the capacity for practical applications of the circulation budget to typical model output

products. The model in question was generated in Hardy et al. (2021) and is described in more

detail in section 3.1.1. Evaluating the use of the circulation budget technique for different model

output time intervals is of interest because, as the spatial resolution of models increases with the

advent of convective-scale high-resolution simulations, the volume of output data also increases,

and compromises are often made in terms of model output timestep to limit the volume of

data due to storage constraints. Understanding whether the instantaneous values of circulation

budget terms accurately sum to the circulation tendency at a given timestep, regardless of the

output frequency, may motivate the use of the circulation budget for further analysis of the

interactions between convection and circulation as proposed by Haynes and McIntyre (1987).

Section 4.1 explains the circulation budget’s derivation and outlines the meaning of the terms

within it. Section 4.2 describes the model setup and errors that may be introduced in the

methodology used, and justifies the case selection. In section 4.3, the analysis evaluates how

well the circulation budget is closed at the highest temporal and spatial resolutions available

over several case studies. Sections 4.4 and 4.5 discuss the sensitivity of the analysis to the size

of the selected domain and features of its boundary, and to the inclusion of estimated frictional

terms respectively. Then, the effect of the output model timestep (section 4.6) and the spatial

resolution of the model grid (section 4.7) on the closure of the circulation budget is evaluated,

with a comparison to ERA5 reanalysis data in section 4.9. A holistic evaluation of the technique

and its applications is presented in section 4.10.

4.1 The Circulation Budget

The circulation budget is derived by integrating the vorticity budget. The equation for absolute

vorticity η (sum of relative vorticity ζ and planetary vorticity f), can be written in flux-form:

∂η

∂t
= −∇xy · JJJ where JJJ =

uη + ω ∂v
∂p −G

vη − ω ∂u
∂p + F

 = uuuη − ωk̂̂k̂k × ∂uuu

∂p
+ k̂̂k̂k ×FFF . (4.2)
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∇xy is the differential operator in the x- and y-directions, FFF = (F,G) is frictional forces, and k̂̂k̂k

is the unit vector along the p-axis. Terms represent the accumulation of vorticity horizontally

through the sides of a 2-D box on consistent pressure surfaces (uuuη), the vertical tilting of

horizontal vorticity into the vertical vorticity component (−ωk̂̂k̂k × ∂uuu

∂p
), and frictional terms

(k̂̂k̂k ×FFF ). Equation 4.2 is specifically the flux-form vorticity budget under the assumptions of a

shallow atmosphere in hydrostatic balance, in pressure coordinates.

Integrating over a closed pressure surface S enclosed by contour C gives

∂Γ

∂t
= −
‹

S
∇xy ·

(
uuuη − ωk̂̂k̂k × ∂uuu

∂p
+ k̂̂k̂k ×FFF

)
dS. (4.3)

Through the divergence theorem, equation 4.3 can be converted into a contour integral.

∂Γ

∂t
= −
˛
C

(
uuuη︸︷︷︸

vorticity

accumulation

−ωk̂̂k̂k × ∂uuu

∂p︸ ︷︷ ︸
vortex

tilting

+ k̂̂k̂k ×FFF︸ ︷︷ ︸
friction

)
· n̂̂n̂ndl. (4.4)

Equations 4.3 and 4.4 represent the circulation budget. The terms in each equation allow

us to characterise how different processes at different scales govern changes to synoptic-scale

circulation. Similar techniques have been used to analyse the circulation budgets associated

with tropical cyclones (e.g. Raymond et al. 2014) and MCSs (e.g. Davis and Galarneau 2009).

Figure 4.1 is a schematic illustration of the processes involved in the (a) vorticity accumulation

and (b) vortex tilting terms. The vorticity accumulation term accounts for any ways in which

the vertical vorticity is modulated by horizontal winds on pressure surfaces. This includes

advection of vorticity anomalies into or out of the domain, and also the stretching of vorticity

anomalies due to convergence in the domain. Vortex tilting relies on the presence of horizontal

vorticity and some vertical velocity. A localised vertical velocity can effectively ‘tilt’ horizontal

vorticity into the vertical, which is illustrated in figure 4.1b through the concept of vortex tube

lifting by an updraught on the edge of a domain. For positive
∂uuu

∂p
, as illustrated in the schematic,

an updraught (negative ω) on the southern edge of the domain will induce a positive vertical

vorticity anomaly inside the domain, which will increase the circulation (equation 4.1 implies

that a positive vorticity anomaly inside region S increases circulation). The positive circulation

tendency induced corresponds to a positive sign overall for the tilting term when integrated,
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Figure 4.1: Schematic illustrations of the processes that cause changes in circulation via (a)
vorticity accumulation and (b) vortex tilting. In (b), an example shear profile is illustrated by
the dark red arrows; this does not necessarily reflect the shear in the Maritime Continent (the
region that the case study focuses on) at all times. Instead it represents a shear profile typical
of background flow in West Africa, the focus of the thesis as a whole.
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anticlockwise, along the southern edge with x increasing.

Mathematically, for a shallow and hydrostatic atmosphere, equation 4.4 should be exact: the

instantaneous values of the right-hand side (RHS) accumulation, tilting, and friction terms

should sum to an accurate time derivative of circulation (left-hand side; LHS). For this reason,

an approach to calculating any circulation budget terms for which model output data is not

available (for example, commonly, the friction term) is to calculate the residual between the LHS

and incomplete RHS, to estimate the term which has not been directly calculated. However,

the residual technique is not frequently used because it is uncertain how closely the sides of the

equation match: referred to hereafter as the ‘closure’ of the circulation budget.

Sources of error in the circulation budget closure emerge from several factors. Firstly, contem-

porary models no longer assume a shallow or hydrostatic atmosphere, so there will be errors

introduced from non-hydrostatic deep atmosphere terms. Secondly, inaccuracies may be intro-

duced when calculating terms in the equation on both sides using traditional model output,

which are linked to logistical constraints such as temporal or spatial output resolution, or the

presence of parameterisations in simulations. These sources of error are discussed in more detail

in the following section.

It is possible to calculate the vorticity budget for a domain, but for the purposes of answering

the questions pertinent to this thesis, the circulation budget was a more appropriate choice.

As noted by equation 4.1, circulation is able to link processes that happen within a domain

(changes in vorticity anomalies) to a measure that summarises the circulation pattern within

the domain, and thus it is a measure that inherently accounts for processes across spatial scales.

Furthermore, the circulation and circulation tendency act as a single measure of circulation

for a selected region, whereas vorticity budgets are calculated at each grid point. The single

value not only allows for more straightforward comparison across models, cases, and times, but

also automatically damps out some of the noisier values that emerge in grid-cell-by-grid-cell

measures.

4.2 Data, Methodology, and Case Selection

This chapter uses data from a MetUM ensemble run to examine Typhoon Nepartak (2016),

published in Hardy et al. (2021) and described in more detail in chapter 3. The data was used
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Figure 4.2: A snapshot of absolute vorticity (η, in s−1 × 105) at 700 hPa, at 01 UTC on 05
July 2016, as simulated by a MetUM ensemble member. Case study regions are outlined by
the black (8×8 ◦), blue (6×6 ◦), and cyan (4×4 ◦) boxes labelled A (Typhoon Nepartak), B (an
oceanic MCS), C (an MCS over land), and D (oceanic region with least active convection).

because of its convective-scale 4.4-km spatial resolution and high output time resolution, at 5-

minute intervals. The high frequency output time interval allows for the simulation of different

model output timesteps for the calculations. The ensemble member is initialised at 12 UTC on

02 July 2016 and runs until 00 UTC on 06 July 2016.

Consider regions illustrated in figure 4.2, labelled A–D. The regions cover (A) the mature phase

of Nepartak, (B) an MCS organised into a squall line which is largely positioned over the ocean,

(C) an area over the land, and (D) an area over the ocean with minimal active convection. For

each region we consider three boxes of different sizes (8×8 ◦, 6×6 ◦, and 4×4 ◦) in order to test the

sensitivity of the budget to the area of the region. Circulation around each box was calculated at

each of the 5-minute model output intervals for the duration of the simulation, from 13 UTC on

02 July to 07 UTC on 05 July. Once circulation had been calculated, circulation tendency was

estimated through centred finite-difference numerical differentiation of circulation with respect

to output time. However, the output time intervals, ∆t, were varied in this calculation, from

the highest-resolution time output of 5 minutes down to a ∆t of 6 hours. While the model
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was not output at 6-hour time intervals, this simulated the accuracy of circulation tendency

calculated using finite-difference methods for lower output time resolutions.

Later in the chapter ERA5 reanalysis data is analysed for the same time period. The temporal

output resolution is 1-hourly and the spatial resolution is 0.1 ◦. More detail is given in section

3.4 of chapter 3.

Instantaneous circulation budget terms were calculated at the same 6-hourly intervals over the

simulated period at various pressure levels. The terms calculated were vorticity accumulation

(−
¸
C uuuη · n̂dln̂dln̂dl), vortex tilting (

¸
C ωk̂̂k̂k × ∂uuu

∂p · n̂̂n̂ndl), and friction −
¸
k̂̂k̂k ×FFF · n̂̂n̂ndl. The friction coef-

ficients FFF were calculated using the model’s output of the xz- and yz-components of turbulent

wind stress, τxz and τyz, following the definition used in the calculations in Hardy et al. (2021):

Fxv =
1

ρ

∂τxz
∂z

; Fyv =
1

ρ

∂τyz
∂z

. (4.5)

Here, Fxv and Fyv denote the components of frictional force per unit mass in the y and x

directions, such that k̂̂k̂k ×FFF = Fyvî̂îi − Fxvĵ̂ĵj. It should be noted that equation 4.5 is specifically

formulated for the case of a mixed planetary boundary level over the ocean. Therefore, these

terms may not be valid outside of the boundary layer, or over land, where more complex surface

fluxes may interfere.

The nature of the output data from the MetUM simulation studied does impose some limitations

on the accuracy of the budget closure. To begin with, the MetUM simulates a non-hydrostatic,

fully-compressible, deep atmosphere, so terms that are usually neglected through scale analysis

to reduce equations to those of a shallow, incompressible, and hydrostatic atmosphere (for

example, the component of Coriolis acceleration proportional to the cosine of latitude; see

White et al. 2005) will mean that the RHS terms of equation 4.4 do not sum to the exact

circulation tendency.

Furthermore, the model output produced vertical velocity in height coordinates for the 5-minute

time resolution, which had to be converted into vertical velocity in pressure coordinates, ω using

MetPy (May et al. 2016). The conversion process again assumes hydrostatic conditions, which

may introduce inaccuracies. Also, all dynamical fields were output on hybrid height levels,

so had to be interpolated onto pressure levels, carried out using linear interpolation in one

dimension (again calculated using MetPy). For ERA5, ω was output, and all variables were
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available on pressure levels, so the same interpolation was not necessary.

Inexact time derivatives are also typically a significant source of error in the LHS
∂Γ

∂t
term, for

several reasons. Firstly, there are different techniques in calculus used internally to the model

and in the post-processing analysis. The internal MetUM solver within its dynamical core is

a semi-implicit semi-Lagrangian solver, meaning that integrals and derivatives are taken along

trajectories (Wood et al. 2014). Furthermore, Arakawa C-grid staggering means that variables

u, v, and p are calculated at different points in the grid during the dynamical calculations at

each model timestep. Meanwhile, the post-processing analysis in this chapter uses a central

point finite difference method to calculate gradients of the model output, regridded using linear

interpolation to various horizontal grid spacings with consistent differences in latitude and

longitude across the grid. The linear regridding itself may result in aliasing of small-scale

features onto a coarser scale grid which will introduce inaccurate values when circulation is

calculated by integrating around regions.

Naturally such differences in computational techniques will result in different outputs. However,

the major source of error is the limitation in accuracy of any time derivatives by the size of the

smallest model output interval. The model output interval is 5 minutes, compared to a model

calculation timestep of 75 seconds. Since the output interval is four times larger than the model

calculation timestep, the derivatives taken of the model output data are inherently relatively

inexact compared to internal model derivatives.

As well as this, even with perfect interpolation, ignoring errors introduced by assuming hydro-

static equilibrium, and with perfectly exact time derivatives, a model’s circulation budget still

may not close. In a model, equations are solved numerically, which means that outputs are

subject to truncation and numerical diffusion, limiting accuracy. Furthermore, sub-grid scale

processes such as turbulence and convective processes may be obscured by parameterisations

(for example, the boundary layer or convection schemes respectively) which simply represent

the bulk output of smaller-scale process on the model grid. Realistically, no model explicitly

represents processes at all scales, so there will always be unresolved sub-grid scale processes

that will introduce differences between the sides of the circulation budget equation. ERA5

also has the added complication of data assimilation, which means that the model is being

updated continuously with observations, which can push the model away from precisely solving

the equations of the dynamical core as it would do were it a free-running model.
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The following sections focus on varying the techniques used to calculate the circulation budget

in order to investigate how some of these factors affect the budget’s closure.

4.3 Closing the Circulation Budget

To illustrate the calculation, the circulation budget is calculated at the instant at which the

snapshot in figure 4.2 was taken. Figure 4.3 shows vertical profiles in regions (a)–(d) for the

8×8 ◦ boxes shown in black in figure 4.2. The circulation budget terms are shown in the faded

coloured lines, with their sum shown as the thick black line, denoting the total of the RHS of

equation 4.4.

For the most part, and certainly in the cases of regions (a) and (c), the major contribution

to the sum is from the vorticity accumulation term, shown in blue, which accounts for the

effect of convergence and divergence causing vortex stretching and the advection of vorticity

anomalies in or out of the box. For (a), the tropical cyclone exhibits a characteristic pattern of

convergence and enhanced cyclonic circulation up to around 550 hPa, where the pattern reverses

and becomes anticyclonic with the upper-level outflow. The tilting term (orange) is usually the

next-largest term at most levels and for most cases, and is typically the effect of subsidence and

ascent at the edges of the box tilting horizontal vorticity into the vertical. The friction term

(green) is the smallest term most of the time, but can be very noisy.

For the four regions at the selected time, the circulation tendency
∂Γ

∂t
is calculated at the output

time resolution. The highest-possible output time resolution (5 minutes) is used to attempt to

get the most accurate value of circulation tendency possible. The estimated circulation tendency

(shown as the grey line in figure 4.3) does not match the RHS sum of circulation budget terms

exactly, but it captures many of the major features of the vertical profile, largely matching the

sign and following fluctuations in amplitude.

It is helpful to quantify the errors over the vertical profile between the instantaneously-calculated

circulation budget and the differentiated circulation tendency, not only for the 01 UTC on 05

July 2016 instance, but also for the other 12 6-hourly intervals across the simulation. To do so,

the ratio between the variance of the residual (difference between the RHS and LHS of equation

4.4) and the variance of the LHS of the equation was calculated. The metric is a means of

expressing the extent to which the residual’s variance compares to the signal’s variance. If the
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Figure 4.3: The circulation budget terms calculated around the 8×8 ◦ black boxes labelled a–d
in figure 4.2, at 01 UTC on 05 July 2016 in the simulation. The thinner coloured lines indicate
the circulation budget terms calculated at each pressure level: the vorticity accumulation term
(blue), the tilting term (orange), and the friction term (green). The thick black line is the sum
of the three RHS terms. The thick grey line is the circulation tendency ∂Γ

∂t at the same time
around the box, calculated at time output interval ∆t=5 minutes.
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Figure 4.4: Ratio of the variance of residual (RHS budget terms subtracted from LHS ∂Γ
∂t

circulation tendency) to variance of the signal (LHS circulation tendency), σ2
r/σ

2
s , for each time

that the circulation budget was calculated over the four regions illustrated in figure 4.2, for the
three sizes of box, (a) 8×8 ◦, (b) 6×6 ◦, and (c) 4×4 ◦ boxes. Different coloured lines represent
the different regions (mid-blue for the TC region, purple for the MCS, green for the land, and
cyan for the inactive ocean). The solid lines show the variance ratio excluding the friction term
on the RHS, and the dashed lines show the calculations including the friction term. A solid

grey line indicates where
σ2(residual)

σ2(signal)
=1, the point at which variation in the difference between

the signals is indistinguishable from variation in the signal itself. Note the difference in y-axis
scale across the three plots.
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ratio is greater than one, then the variance of the residual is greater than the variance of the

signal, implying that it would be impossible to distinguish the difference in signal between the

RHS and LHS from the signal itself. As a shorthand going forward, the ratio is referred to as

σ2
r/σ

2
s , where σ2

r is the variance of the residual and σ2
s is the variance of the signal.

Figure 4.4 shows the value of the ratio for each instantaneous time for which the budget was

calculated. The ratios of residual to signal variance are different for different domain sizes, and

different depending on the time at which they are taken. The ratio seems to increase as the

box size decreases from the 8×8 ◦ to 4×4 ◦ regions. It also varies depending on whether friction

is used to calculate the sum of the RHS budget terms. The latter two features are examined in

more detail in the following few sections.

Nonetheless, the fact that the instantaneous circulation budget seems to, in many cases, follow

the calculated circulation tendency is reassuring. It suggests that, were the circulation tendency

calculated using a smaller model output timestep ∆t, the two sides of the equation could be

exactly equal. The similarity of patterns justifies that it is reasonable to take the instantaneous

terms as a reasonably close approximation to the instantaneous derivative of circulation.

4.4 Sensitivity to Region Size

It is worth examining how the method responds to a changing domain size, so the circulation

budget calculations were tested not only on the 8×8 ◦ regions (black squares in figure 4.2) but

also smaller 6×6 ◦ (blue) and 4×4 ◦ (cyan) regions centred on the same features. To evaluate

the error associated with each domain size, σ2
r/σ

2
s is calculated across the different-sized regions

for the specific time shown in figure 4.2. The ratios are shown in figure 4.5.

For several of the cases (particularly the (a) TC and (b) MCS cases), there is an increase in the

error ratio as the size of the domain decreases. An increase in error as domain size decreases

makes intuitive sense because, where there are fewer grid points in the domain, each grid point

will contribute more significantly to the mean value. Over larger domains, the small-scale

noise will be averaged out and will not be reflected in the overall total. However, the inverse

relationship of area and error is not reflected in the inactive ocean, and does not entirely hold

for any of the regions, although it varies significantly between the regions themselves. Figure

4.2 shows the 700 hPa absolute vorticity across the region, which is a useful indicator of the
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Figure 4.5: Ratios of the variance of the residual (RHS - LHS of the circulation budget equation)
to the variance of the signal (LHS of the circulation budget), σ2

r/σ
2
s , for the regions (a)–(d)

depicted in figure 4.2 in corresponding subfigures, and different domain sizes for each regions
illustrated by the differently-coloured bars: black for the 8×8 ◦ regions, blue for the 6×6 ◦

regions, and cyan for the 4×4 ◦ regions.
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location of convection where there is strong vorticity, as discussed in section 2.3.1.

Differences in error between the domains are likely related to the variation of dynamics along

the edges of the regions. Where the border of a region intersects convection, there are more

errors introduced into both the circulation tendency term and separate budget terms leading

to a poorer closure. Convection is a highly non-hydrostatic process, so the assumptions of

hydrostatic equilibrium do not hold, inducing errors as discussed in section 4.2, and particularly

in a CP model, instantaneous values of dynamical fields near convection are likely to be noisy.

The introduction of such errors can be seen as the 4×4 ◦ TC box begins to intersect the TC

structure, and even within the 8×8 ◦ MCS box there is error introduced since the domain

intersects convective structure on the southern edge of the box. The oceanic region (d) is

particularly low in error, and has a larger error fraction in its 8×8 ◦ domain than its smaller

domains since the former intersects some scattered convection to the south.

4.5 Impact of Friction

Often, simulations do not output quantities which allow for the explicit calculation of friction,

and in fact, in many cases, calculations of frictional forces are at best crude estimates based on

approximations which rarely hold. For this reason, it is common to use the residual between

the total circulation tendency and the circulation budget terms to estimate the contribution of

friction to the budget. However, if the budget terms including the friction term do not add up

to the calculated circulation tendency, or at least close to it, then the use of the technique is

called into question.

The calculations of friction contributions are based on the xz- and yz-components of the wind

stress tensor, which are output on the MetUM’s native hybrid height levels. Using these levels to

calculate the vertical derivatives, and the density field, one can calculate the horizontal friction

terms as in equation 4.5. These terms can then be used to calculate the integral of the friction

term in the circulation budget.

Figure 4.3 shows that the friction term (green line) is often noisy, often introducing spikes in

the RHS total profile (black line) which do not necessarily bring the value closer to closure. Of

interest is the fact that the friction term does not seem to significantly decrease in magnitude

further away from the ground; typically friction is expected to be at its peak in the boundary

54



Chapter 4. Closing the Circulation Budget

1.5 1.0 0.5 0.0 0.5 1.0 1.5
1e 9

200

400

600

800

1000

Pr
es

su
re

(h
Pa

)

(c) Land (8 x 8 region)

1.5 1.0 0.5 0.0 0.5 1.0 1.5
1e 9

200

400

600

800

1000

Pr
es

su
re

(h
Pa

)

(a) TC (8 x 8 region)

1.5 1.0 0.5 0.0 0.5 1.0 1.5

Normalised circulation tendency contribution (s 2)

1e 9

(d) Inactive ocean (8 x 8 region)

accum
tilting
RHS total

LHS t

1.5 1.0 0.5 0.0 0.5 1.0 1.5
1e 9

(b) MCS (8 x 8 region)

Figure 4.6: Similarly to figure 4.3, circulation budget terms not including friction calculated
around the 8×8 ◦ black boxes labelled (a)–(d) in figure 4.2, at 01 UTC on 05 July in the
simulation. The thinner coloured lines indicate the circulation budget terms calculated at each
pressure level: the vorticity accumulation term (blue) and the tilting term (orange). The thick
black line is the sum of the two terms. The thick grey line is the circulation tendency ∂Γ

∂t at the
same time around the box.
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layer where there is most turbulence. The term seems particularly erratic over land, where

the assumptions made in its calculation hold less convincingly and boundary layer dynamics

are complicated by orography, surface flux from different surface characteristics, and other

inhomogeneities. Meanwhile, figure 4.6 shows the sum of the circulation budget terms at the

same time and in the same regions as in figure 4.3, without the friction term being included.

The erratic tendencies that it introduces are removed and overall it appears that the sum of

just the accumulation and tilting terms are closer to the circulation tendency profile (grey line).

To compare the impact of including the friction term over the entire time period of the simu-

lation, the mean of σ2
r/σ

2
s was calculated over all times for the four 8×8 ◦ domains, illustrated

in figure 4.7. It appears that the inclusion of friction leads to a slightly increased error (less

accurate closure of the circulation budget) for the MCS and land regions, whereas it decreases

the error slightly in the TC and inactive ocean regions. The changes are, however, somewhat

marginal in almost all cases. It is possible that the estimation of the friction term breaks

down where there is convection on the boundaries of the region, inducing inhomogeneous and

non-isotropic turbulent motions which do not produce reliable estimates for Reynolds stress.

Because the improvement in circulation budget closure associated with the inclusion of the fric-

tion term calculation appears overall negligible, and for easier comparison to ERA5 data in later

sections, where the relevant terms to calculate the friction term are not available, henceforth

the RHS of the circulation budget equation is calculated ignoring the friction term.

4.6 Impact of Temporal Resolution

An aim of this chapter is to evaluate the circulation budget closure as it might be calculated

in typical model outputs. Outputs were selected at larger time intervals in order to simulate

different output timesteps ∆t: as well as the model’s native 5-minute timestep, we selected

outputs at 10-minute, 20-minute, 30-minute, 1-hour, 3-hour, and 6-hour time intervals. From

these selections, circulation tendencies were calculated for each of the ∆t. The circulation

budget terms were only calculated once, as for instantaneous model outputs the values would

remain the same regardless of the time output interval.

The vertical profiles for calculations of circulation tendency at different time intervals, compared

to the sum of the circulation budget terms calculated instantaneously, are shown in figure 4.8.

At time resolutions up to around 30 minutes, the spatial pattern does not degrade much and
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Figure 4.7: Ratios between the variance of the residuals between the RHS and LHS of the
circulation budget equation, and the variance of the RHS of the circulation budget, σ2

r/σ
2
s ,

calculated for the four 8×8 ◦ regions (a-d) shown in figure 4.2.
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Figure 4.8: Circulation tendency for various ∆t calculated around the 8×8 ◦ black boxes labelled
a–d in figure 4.2, at 01 UTC on 05 July in the simulation. The dashed black line indicates the
RHS sum of circulation budget terms while the coloured lines represent different ∆t as illustrated
in the key in subfigure (d).
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Figure 4.9: Mean of ratios of variance of residual (LHS-RHS) to variance of signal (RHS) for
different ∆t on the LHS, σ2

r/σ
2
s , taken over the 12 time periods the circulation budget was

calculated at. Circulation budget terms and circulation were calculated around the regions
(a)–(d) shown in figure 4.2.
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the profiles appear to follow the patterns set by the ∆t=5 minutes case, albeit with increasingly

weak amplitude. However, at time resolutions of ∆t=1 hour or greater, often entire minima

and maxima of the vertical profiles are missed; for example in (a) the entire fine structure of

the lower half of the atmospheric profile is not visible in the signatures at 1 hour and is further

smoothed out at lower time resolutions. Similarly in (b) the minimum at around 650 hPa is not

reflected in the profiles of 1 hour and above at all.

To examine budget closure for different temporal resolutions systematically, σ2
r/σ

2
s is calculated

again to quantify error introduced by different domain sizes and the inclusion of the friction

term. For each ∆t and at each time, the variance of the residual between the
∂Γ

∂t
for a given

∆t and the instantaneous budget terms was calculated as well as the variance of the circulation

budget terms (the ‘signal’). The ratio of the two variances was calculated, as in section 4.3, and

the mean was taken over all times for each ∆t, producing a summary of how the error increases

with an increasing model output timestep shown in figure 4.9 for the four 8×8 ◦ regions. For

(b) and (d), the error increase is negligible as ∆t increases from 5 minutes to 30 minutes, but

for all simulations there is at least a 30% increase in the variance ratio between ∆t=5 minutes

and ∆t=1 hour.

Figure 4.9 confirms the suspicion that the errors between the circulation budget terms and the

estimated circulation tendency is typically greater over land than over the ocean (comparing

figure 4.9c to the other subfigures, noting the different scale). The TC case is an exception,

and has nearly as great a magnitude of error as the land case for all ∆t, which can perhaps be

explained due to the fact that during the times investigated, the TC propagates into and most of

the way out of the box. As it entered and left, the edges of the box would be colocated with the

intense convection of a rapidly-intensifying TC which would have modulated the atmospheric

profile away from the hydrostatic equilibrium approximation made in the estimation of ω, thus

introducing errors into the circulation budget terms which are not present in the circulation

tendency calculations which only use zonal and meridional wind.

4.7 Impact of Spatial Resolution

Another aspect of model configuration that may affect the circulation budget is the spatial

resolution. Output data with high spatial resolution is not always available and it is of practical

interest to see whether the circulation budget closure holds even when the spatial resolution
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is reduced. For example, ERA5 reanalysis data (Hersbach et al. 2020) is commonly-used in

analysis of atmospheric dynamics and is output at a horizontal resolution of 0.25 ◦. This section

explores whether the circulation budget closure holds as well for these coarser grids up to the

ERA5 resolution.

To simulate output on coarser model grids, output was regridded to spatial resolutions ∆x of

0.1 ◦, 0.15 ◦, 0.2 ◦, and 0.25 ◦ and recalculated the instantaneous circulation budget terms and

circulation tendency terms at each new grid spacing. The regridding was carried out using a

linear regridding algorithm provided by xarray (Hoyer and Hamman 2017; Hoyer et al. 2022).

The RHS of the circulation budget equations (sum of the instantaneous circulation budget

terms) for the sample time of 01 UTC on 05 July 2016 (captured by figure 4.2) is shown in

figure 4.10.

Variation of the circulation tendency profiles is inconsistent between the region; there is no

clear trend in a positive, negative, or amplitude shift as spatial resolution changes. The inactive

ocean region shown in figure 4.10d does not vary significantly between the different resolutions,

perhaps as a result of the relatively weak circulation in the region. Meanwhile, there are very

different signals present in the TC and land cases (figures 4.10a and c), where the fine structure

of the native 4.4 km resolution appears to quickly be exaggerated as resolution decreases, and

upon reaching 0.2 ◦ resolution, there are differences in the magnitude and sometimes the sign of

the profile across various heights. Taken together, these results perhaps imply that missing fine

structure in the circulation budget terms can lead to very different vertical profiles of circulation

tendency, and thus may lead to differing interpretations of the physical processes represented

by the circulation budget terms.

If one solely considers the question of circulation budget closure at different spatial resolutions,

it does not necessarily matter whether the profiles themselves differ, so long as the difference

between the LHS and RHS of the circulation budget equation is minimised. Figure 4.11 shows

the mean σ2
r/σ

2
s for the 8×8 ◦ boxes over the full simulation period. For each spatial resolution,

a corresponding circulation tendency is evaluated using ∆t = 5 minutes. Generally, it appears

that decreasing spatial resolution makes the closure of the circulation budget less close, a feature

which is exaggerated for the regions with more activity (a, b, and c) relative to those with less

(d). The inactive ocean region appears to have good closure which does not vary with spatial

resolution.
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Figure 4.10: RHS of circulation budget profiles calculated for different spatial resolutions ∆x,
shown for the time snapshotted and regions a–d outlined in figure 4.2. The native grid resolution
is the highest resolution shown, 0.04 ◦.
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Figure 4.11: Mean of ratios of variance of residual (LHS-RHS) to variance of signal (RHS) for
different ∆x on the LHS, σ2

r/σ
2
s , taken over the 12 time periods the circulation budget was

calculated at. Circulation budget terms and circulation were calculated around the regions a–d
shown in figure 4.2, at the respective grid resolutions ∆x corresponding to each bar. The native
grid resolution is the highest resolution shown, 0.04 ◦.
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However, it is crucial to note that, should a methodology be using circulation budget terms to

understand the contributions of different processes to circulation changes, a linear regridding

as is carried out here may introduce errors into the profile by not sampling all grid points, and

thus over- or under-representing small fluctuations which are crucial to modulating circulation.

As a result, circulation tendencies as well as the budget terms may be calculated incorrectly.

Instead, it would be wise to utilise an area-weighted regridding algorithm.

4.8 Impact of Varying Both Spatial and Temporal Resolution

Having evaluated the impact of varying both spatial and temporal resolution independently, it

is of interest to see how varying both resolutions affects the closure of the circulation budget.

Figure 4.12 shows the mean ratio of variance of residual to variance of signal over the simulation

times. The ratio increases as temporal and spatial resolution decrease, except in the case of the

∆x = 0.25 ◦ spatial resolution, where the ratio has a minimum at a temporal resolution of around

∆t = 30 minutes for all of the regions. A potential explanation for the latter phenomenon

is that as the spatial and temporal resolutions decrease, they both reduce the variation in

the vertical profile on the whole in the same way, and thus the LHS and RHS profiles are

more similar, reducing the variance of the residual. Therefore, to obtain a closer closure in

a low-resolution output it may be technically optimal to use a larger model output timestep,

but it should be noted that the value that both the RHS and LHS approach may be further

from the absolute truth. It is possible that instead, reducing both the temporal and spatial

resolutions acts to damp out smaller-scale fluctuations in the budget in similar ways, resulting

in the circulation budget terms providing less meaningful insight into the processes affecting the

circulation tendency - especially of the small-scale processes that modulate large-scale motions

in a cumulative sense.

Regardless, time output intervals of greater than one hour have significantly poorer closure over

all spatial dimensions. Given that the majority of standard model output of dynamical fields

is often output at hourly or even three-hourly intervals, circulation budget closure is likely to

be poor for such models. Should an experiment require circulation budget analysis with good

closure, it would be advisable to output data at 30-minute or higher resolution intervals, ideally

on as high a resolution spatial grid as possible.
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Figure 4.12: Mean of ratios of variance of residual (LHS-RHS) to variance of signal (RHS),
σ2
r/σ

2
s , for different ∆x (x-axis) and ∆t (y-axis), taken over the 12 time periods the circulation

budget was calculated at, around the regions (a)–(d) shown in figure 4.2.
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Figure 4.13: A snapshot of absolute vorticity (η, in s−1×105) at 700 hPa, at 01 UTC on 05 July
2016, as calculated by ERA5 reanalysis. Case study regions are outlined by the black (8×8 ◦),
blue (6×6 ◦), and cyan (4×4 ◦) boxes labelled A (Typhoon Nepartak), B (an oceanic MCS), C
(an MCS over land), and D (oceanic region with least active convection).

4.9 Comparison to ERA5 Reanalysis

The previous section implies that the closure for ERA5 reanalysis data, output on a 0.25 ◦ grid

at 1-hour intervals, would theoretically be significantly worse than closure at higher temporal

and spatial resolutions. To test the hypothesis, ERA5 reanalysis data is examined on pressure

levels from the same time period as the simulations, from 02 July 2016 until 06 July 2016. A

snapshot of the absolute vorticity at 01 UTC on 05 July 2016 is shown in figure 4.13. The

coarser resolution of the reanalysis does not provide anywhere near the fine details of vorticity

structure observed in figure 4.2, and furthermore, the simulation shown in figure 4.2 is just one

ensemble member run, which means that its simulated track of TC Nepartak is not perfectly

aligned with observations. As a result, box (a) in figure 4.13 does not fully cover the tropical

cyclone signature, which appears to exist to the west of the 8×8 ◦ box at this time (it passes

through the box earlier in the simulation).

Figure 4.14 shows sample profiles from the time of the snapshot in figure 4.13 for the 8×8 ◦
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Figure 4.14: Similarly to figure 4.6, circulation budget terms from the ERA5 reanalysis, not
including the friction term, calculated around the 8×8 ◦ black boxes labelled (a)–(d) in figure
4.13, at 01 UTC on 05 July in the simulation. The thinner coloured lines indicate the circulation
budget terms calculated at each pressure level: the vorticity accumulation term (blue) and the
tilting term (orange). The thick black line is the sum of the two terms. The thick grey line is
the circulation tendency ∂Γ

∂t at the same time around the box.
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in ERA5, taken over the 12 time periods the circulation budget was calculated at, around the
regions (a)–(d) shown in figure 4.13.

domains around each of the regions (a)–(d). Due to a lack of pertinent variables in ERA5

reanalysis output, no attempt was made to calculate the friction term. As with the sample

profiles for the simulation (shown in figure 4.6), the RHS sum of the circulation budget terms is

largely dominated by the accumulation term (blue line) with the tilting term (orange) making

a smaller contribution. The closure of the circulation budget appears relatively good, with the

LHS grey line roughly following the black dashed RHS sum line in regions (b)–(c). There are

more discrepancies in the TC case, but overall the profiles are relatively well-matched, with the

largest residuals mostly appearing in the boundary layer, below 800 hPa.

In the same way as for the simulations, the σ2
r/σ

2
s was calculated over the twelve timesteps, 6

hours apart, over the study period, for each of the regions (a)–(d), shown in figure 4.15. The

values of the ratio are smaller, overall, for ERA5 than they are for many spatial and temporal

resolutions of the simulation, though they are higher than the native model output grid spacing

and time intervals. For the ERA5 regions, the ‘inactive ocean’ region has the highest ratio,
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implying a worse budget closure in the oceanic region, unlike the case in the MetUM simulation

where the region had the closest closure overall. It is possible that the lower ratios for the other

regions, indicating better closure, are related to the representation of convection in ERA5.

Since the reanalysis uses a convection parameterisation, convective motions are not explicitly

resolved. Therefore, small but noisy fluctuations associated with convection on the borders of

circulation domains will not appear and as a result it is likely that the closure will be closer.

While the regridding of the simulated data implies that a model with the time output interval

and grid resolution of ERA5 might have a more variable residual compared to its signal, the

previous estimate may have been limited in accuracy due to the choice to use linear interpolation

of the grids. With only a subset of the fine grid cells being sampled in the interpolation, small-

scale fluctuations may be either missed entirely or amplified unnecessarily in the subsequent

integration of the circulation budget terms, thus introducing errors in the RHS terms which

lead to poor agreement with the LHS circulation tendency. ERA5, however, is being sampled

here on its native grid, and no such errors through interpolation are introduced.

4.10 Evaluation and Conclusions

This chapter has evaluated the circulation budget as a technique for understanding how different

processes affect circulation changes. In particular, the effect of different factors on the closure

of the circulation budget have been investigated, including domain selection, time output reso-

lution, and spatial grid resolution. The efforts result in some practical knowledge, relevant to

the use of applying the circulation budget technique in future work.

Circulation budget closure is not perfect even for the highest time resolution available to us, and

the chapter has discussed several reasons for the inexact outputs: within the model, inaccuracies

are introduced through parameterised sub-grid scale processes and numerical truncation. Dif-

ferences in algorithms for the calculation of derivatives and interpolation within the model and

in post-processing will also introduce errors, and fundamentally the equation for the circulation

budget approximates a shallow, hydrostatic atmosphere whereas the MetUM solves equations

for non-hydrostatic, deep atmosphere.

Nonetheless, it is still useful to know how budget closure changes with the output time resolution.

Often model outputs do not include direct fields which can be used to calculate the frictional
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contribution to the circulation budget, so often the residual is employed as a means of calculating

the frictional term. For ∆t of under an hour, or spatial resolution ∆x of 0.15 ◦ or less, the residual

may be small enough to produce a meaningful estimate of friction, but for lower spatiotemporal

resolutions it would be unlikely to be accurate. Furthermore, when selecting a region to calculate

a circulation budget around, if the aim is to be as accurate as possible to the circulation

tendency term and achieve the best possible closure, it is wise to avoid sharply-fluctuating

dynamics on the edges of the domain selected where possible. Ideally, the region should fully

contain the convective activity. The relatively good closure in ERA5 further supports the idea

that mesoscale convection limits closure accuracy, since ERA5 is unlikely to resolve mesoscale

convection. However, if closure of the budget is not a concern, convection on the edges of a

domain may still be of interest and indeed can contribute to the circulation tendency - meaning

that the method could be an effective tool for exploring convection-circulation interactions.

It is worth noting that, even if the circulation budget cannot be closed since the time resolution

is too low, that the instantaneous circulation budget terms remain as accurate for any timestep

output so long as the fields are output as instantaneous values. Therefore, the circulation

budget terms are still physically meaningful in themselves regardless of model output timestep.

However, where models are resampled to lower spatial resolutions, particularly at 0.15 ◦ or

coarser and particularly in regions where there is active convection, the validity of the circulation

budget terms is less certain as these instantaneous values on coarser grids can miss fine structure

and fail to capture processes which are essential in modulating circulation.

Other factors affecting circulation budget closure to explore would be the options of using more

sophisticated algorithms for the integration and differentiation used to calculate the instan-

taneous budget terms, as well as different regridding algorithms which serve to smooth out

small-scale fluctuations, which appear to limit the accuracy of closure for coarser grid spacings.

Furthermore it would be useful to evaluate the circulation budget where the model outputs di-

rectly onto pressure coordinates while maintaining the high time resolution, to avoid introducing

errors in interpolating to pressure levels from MetUM hybrid height coordinates.

In summary, this chapter quantifies the closure of the circulation budget in a simulation over

Southeast Asia by examining the circulation budget terms over several different regions. The

chapter evaluates how the closure of the circulation budget changes when the time resolution

limits the accuracy of the circulation tendency around a region. It would be of interest to
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evaluate the circulation budget closure at even higher temporal output resolutions than 5-

minute intervals, which was not possible in this instance due to constraints on data storage and

available CPU time, but it appears that the majority of inaccuracies in the closure are a result

of errors associated with estimating the friction term. An exploration of more sophisticated

methods to estimate frictional contributions in both the boundary layer and at upper levels in

unresolved processes was deemed beyond the scope of the thesis and this chapter.

However, regardless of the time resolution, and even without an accurate estimation of the

friction term, the circulation budget terms provide an insightful tool for process-based analysis

of synoptic circulation evolution. In the next chapter, the circulation budget technique will be

applied over West Africa to interrogate synoptic-scale processes.
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Circulation Budget Analysis of Scale

Interactions in West Africa

This chapter is based upon the paper ‘How is synoptic-scale circulation modulated by mesoscale

convection in West Africa?’ in the Journal of Atmospheric Sciences, accepted March 2023.

In the previous chapter, examining different terms in the circulation budget was demonstrated

to be a valid method for separating circulation changes associated with different processes.

Applying the circulation budget technique, in this chapter, it is possible to explore one of

the driving fundamental questions of the thesis: dynamically, what impact does mesoscale

convection have on the synoptic circulation in tropical West Africa?

To gain insight into the nature of interacting mesoscale and synoptic diurnal processes in the

West African Monsoon (WAM), the circulation budget terms is separated into mean and per-

turbed components in order to separate the contributions of mesoscale and synoptic-scale pro-

cesses to circulation changes. Naturally, to understand the contribution of mesoscale convection

to these processes, the dynamics of mesoscale convection should be characterised. To do so,

dynamical fields are composited around precipitating features, discussing them in the frame-

work of their circulation budget contribution and also from a momentum transport perspective.

Composites are compared to measured properties of an observed organised precipitating system

in West Africa from the JET2000 field campaign (see chapter 3).

Section 5.1 describes the mathematical division of scales across the circulation budget, and

section 5.2 outlines the approach taken alongside the choice of dataset and analysis region. The
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diurnal cycle of the circulation budget is explained in terms of processes in the WAM in section

5.3, and mesoscale contributions to the circulation budget are explained by analysing typical

dynamics of mesoscale precipitation in section 5.4.

5.1 Scale Separation Using the Circulation Budget

In chapter 4, the circulation budget (equation 4.4) was calculated to demonstrate how circulation

tendency can be decomposed into different physical processes: vorticity accumulation, vortex

tilting, and friction. The method is based on a suggestion in Haynes and McIntyre (1987).

However, Haynes and McIntyre (1987) also suggest splitting the velocity and vorticity elements

into mean and perturbation elements for greater insight into processes at difference scales.

Let uuu = ū̄ūu + u′u′u′, η = η̄ + η′, and ω = ω̄ + ω′, where the bars denote some mean quantity and

dashed quantities are perturbations from said mean. The mean taken can be any mean, chosen

to reflect the physical insights sought by using the technique. For the purposes of this chapter,

the mean chosen is a spatiotemporal mean, over all points in the domain over all times at each

given hour in the diurnal cycle. Taking the same mean over the entire equation:

∂Γ̄

∂t
=

‹
S
∇xy ·

(
ū̄ūuη̄ + u′u′u′η′ − ω̄k̂̂k̂k × ∂ū̄ūu

∂p
− ω′k̂̂k̂k × ∂u′u′u′

∂p
+ k̂̂k̂k ×FFF

)
dS (5.1)

∂Γ̄

∂t
=

˛
C

(
ū̄ūuη̄︸︷︷︸

synoptic

accumulation

+ u′u′u′η′︸︷︷︸
anomalous

accumulation

−ω̄k̂̂k̂k × ∂ū̄ūu

∂p︸ ︷︷ ︸
synoptic

tilting

−ω′k̂̂k̂k × ∂u′u′u′

∂p︸ ︷︷ ︸
anomalous

tilting

+ k̂̂k̂k ×FFF︸ ︷︷ ︸
friction

)
· n̂̂n̂ndl. (5.2)

Chapter 4 established that the circulation budget terms on the right-hand side (RHS) of the

circulation budget equation (equation 5.2) are instantaneous. Therefore, the physical meaning

of the terms is valid to evaluate how different processes modulate circulation, even if the circu-

lation budget does not close. With the 3-hourly time output resolution of CP4’s pressure level

variables, it is unlikely to close accurately due to inaccuracies introduced by time derivatives.

Therefore, in this chapter the aim is not to close the budget, but instead to simply examine di-

urnal variations of the RHS circulation budget terms. The separation of the circulation budget

into the mean and perturbation components allows us to investigate elements of the circula-

tion which are associated with synoptic (theoretically, the mean component) and mesoscale

(theoretically the perturbation components) processes.
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5.2 Data and Domain selection

The analysis uses three-hourly pressure-level dynamical and thermodynamic fields, and hourly

precipitation data, from CP4 and R25 (see chapter 3). In particular, the analysis focused on

July and August (season of peak WAM activity) in the current climate simulations. CP4 data

was regridded to R25’s resolution to minimise the impact of their different resolutions.

The region chosen was a box which has its southwestern corner at 10◦W, 7.5◦N, and its north-

eastern corner at 5◦E, 15◦N, illustrated in figures 5.1 and 5.1. The region was selected so that

it was located entirely over land, not covering any major orographic features, and so that the

box largely covers the zonal wind speed maximum of the AEJ (figure 5.2). The box covers the

southern AEW track (Pytharoulis and Thorncroft 1999; Fink et al. 2017), which is strongly

associated with Sahelian moist convection. A fixed region was analysed because the AEJ is ge-

ographically constrained by the moisture gradient between the Sahel and the Sahara (Schubert

et al. 1991; Thorncroft and Blackburn 1999; Wu et al. 2009).

Dynamics have been analysed relative to the diurnal cycle (calculating the mean as the devia-

tion from the average value across the domain at a given time in the diurnal cycle) because it is

impossible to directly compare simulated events in free-running climate simulations. Further-

more, the processes that dominate West African weather systems are fundamentally diurnal in

nature (Parker et al. 2005), especially over land. With a diurnal framework, processes can be

separated according to time of day and understand the causes and impacts of diurnal activity,

including convection.

Later in the chapter, composites of convection are compared to an observation of a storm from

the JET2000 observational campaign (Thorncroft et al. 2003). Specifically, the measurements

are taken from dropsondes launched from flight A781 which flew within the mesoscale circulation

behind (to the east of) a decaying storm at around 11 UTC on 29 August 2000, passing behind

the storm at roughly 11 ◦ N.

5.3 Circulation Budget Diurnal Cycle over West Africa

Figure 5.3 shows the mean diurnal circulation and circulation tendency around the box illus-

trated in figure 5.1. There are distinct diurnal patterns in circulation in both simulations, with

the strongest variation at 1000–850 hPa, but there are several differences between the two sim-
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Figure 5.1: Orography (filled contours) and mean rainfall (line contours, labelled in mm h−1)
in July and August 1998-2006 for (a) CP4 and (b) R25. The region of interest analysed here is
outlined by the black box.
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Figure 5.2: Orography (filled contours) and mean zonal wind (line contours, labelled in m s−1)
in July and August 1998-2006 for CP4 (red) and R25 (blue). The region of interest analysed
here is outlined by the black box.
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Figure 5.3: Mean diurnal cycle (repeated for two full days) of (a-b) circulation (normalised
by area) Γ (s−1; filled contours) and (c-d) normalised circulation tendency ∂Γ

∂t (s−1h−1; filled
contours) around the synoptic region illustrated in figure 5.1. The mean is calculated over all
points in the border of the selected synoptic region for each time in the diurnal cycle. Also
shown is rainfall fraction (fraction of grid cells with a precipitation rate of 1mm h−1 or greater;
black solid line) and estimated convective boundary layer height (dashed black line). (a) and
(c) show these features in CP4, (b) and (d) in R25. The diagram also indicates the regions
selected for “afternoon” (12–18 UTC) and “overnight” (21–3 UTC) convection in lined and
dotted hashed regions respectively.
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Figure 5.4: Mean diurnal cycle (repeated for two full days) of circulation budget terms. The
mean is calculated over all points in the border of the selected synoptic region (black rectangle
in figures 5.1 and 5.2) for each time in the diurnal cycle. The ‘anomalous’ terms are the integral
of deviations from these mean values. (a-b) “Synoptic accumulation” term −

¸
C ū̄ūuη̄ · n̂̂n̂ndl, (c-

d) “Anomalous accumulation” −
¸
C u′u′u′η′ · n̂dln̂dln̂dl, (e-f) “Synoptic tilting”

¸
C ω̄k̂̂k̂k × ∂ū̄ūu

∂p · n̂̂n̂ndl, (g-h)
“Anomalous tilting”

¸
C ω′k̂̂k̂k × ∂u′u′u′

∂p · n̂̂n̂ndl. The left column shows results for CP4 and the right
column shows results for R25.
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ulations. At 400–500 hPa, circulation is stronger and more strongly varying in CP4 than in

R25. Generally, however, the circulation tendency in R25 has a greater magnitude, especially

at around 800 hPa. Also, the patterns in CP4 lag those in R25 by around 3 hours. The lag

corresponds with the difference in peak rainfall time shown by the solid black line in figure 5.3

which is at 15 UTC in CP4 and 12 UTC in R25, (Stratton et al. 2018; Berthou et al. 2019).

To understand what processes cause the differences in circulation and circulation tendency,

circulation budget terms described by equation 5.2 are calculated over a diurnal cycle (figure

5.4).

Anomalous and synoptic terms theoretically split the budget into contributions from diurnal

synoptic motions and effects from individual storms, since one might assume that storms do

not occur in the same place each day. However, the division is not precise since the mean value

is taken relative to the diurnal cycle, and convection is a strongly diurnal process itself which is

intrinsically linked to the synoptic diurnal weather systems such as the WAM. Therefore, some

effects of convection on the circulation budget will be contained within the synoptic circulation

budget terms rather than the anomalous terms.

The patterns in the synoptic terms in figures 5.4a–b and e–f can be explained in the context of the

WAM. Firstly, note that the background absolute vorticity of the region is general positive due

to planetary vorticity f , and the background vorticity contributed by the wind shear associated

with the AEJ. In the morning, over land in West Africa, solar radiation causes surface heating,

leading to ascent in dry convection in the North of the region over the Sahara from low-to-mid

levels, associated with the negative tendency in the synoptic tilting term which peaks at 9

UTC in R25, and a little later in CP4 (figure 5.4e–f). The convection disrupts the southerly

monsoon flow which has developed overnight (see Parker et al. 2005), especially in the north,

causing convergence within the box. The positive background vorticity leads to low-to-mid

level synoptic-scale accumulation as convection begins in both simulations. CP4 (figure 5.4a)

has smaller and later synoptic accumulation than R25 during hours of afternoon convection

because of the delay in the daily onset of convection, and because CP4’s monsoon flow extends

further north (Jackson et al. 2022), so there is less synoptic convergence in the box. It is for

the same reason that CP4’s tilting tendency is weaker than R25: the ascent over the Sahara

is further north and the northern edge of the box behaves more similarly to its southern edge

than in R25. Jackson et al. (2022) also note that CP4’s ascent tends to be deeper and more
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intense, which may account for the greater vertical extent of CP4’s circulation tendencies.

Above the monsoon flow, there is a northerly return flow at midlevels. Since the northern

edge of the monsoon flow has been disrupted, the return flow now only exists in the southern

edge of the box, causing an overall divergence signature at 600 hPa as convection initiates, in

both simulations, associated with the negative synoptic accumulation anomaly. By contrast,

the synoptic accumulation at 200 hPa remains negative for almost the entire diurnal cycle in

both simulations. Winds at 200 hPa are dominated by the behaviour of the tropical easterly

jet which peaks at 8◦ N, near the southern edge of the box. In CP4, there is lower positive

absolute vorticity during the hours of active convection, perhaps due to the deeper convection

in CP4 and associated upper-level negative vorticity anomalies (see section 5.4.2), reducing the

negative anomaly in synoptic accumulation compared to R25 in the early afternoon.

Overnight, diurnal convection dies down, beginning with the north of the region and leading

to subsidence on the northern edge of the box, while some convection remains active to the

south of the box. The meridional variance in ascent is associated with the positive tilting term

anomalies in the early evening at 850 hPa. Around 0–3 UTC, the convection on the southern

edge also begins to wane, leading to southern subsidence which reverses the tilting signature

and results in the negative tilting term in the early hours of the morning.

As convection diminishes, surface monsoon flow resumes and reaches its full extent beyond the

north of the box. The flow advects positive planetary vorticity northwards, replacing vorticity

in the region with lower-magnitude vorticity from the South, where f is smaller, and resulting

in a low-level negative accumulation term overnight from 0–9 UTC. The anomaly is larger in

R25 than CP4 because the monsoon flow in R25 is stronger (Jackson et al. 2022). Again, there

is a northerly return flow at midlevels with the opposite effect at the same time, causing positive

accumulation from 800–600 hPa (up to 400 hPa in CP4).

From the data available, it was not possible to estimate the frictional term adequately. The

residual between the total circulation tendency and the known terms was calculated (not shown),

which would include the effects of friction. One might expect friction to have maximum intensity

at low levels in the convective boundary layer (CBL) during peak hours of convection. As a

proxy CBL height (dashed black line in figure 5.3) is estimated using profiles of virtual potential

temperature θv averaged through the region, defining CBL height as the first vertical pressure

level where θv has decreased by 1 K from its value at 950 hPa. The estimated residual does
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peak in the expected periods of high turbulence, but is not negligible at upper levels, where it

cannot be attributed to friction. The discrepancy is caused by the low (3-hour) time resolution,

leading to non-instantaneous and imprecise derivatives, as explained in chapter 4.

CBL height peaks during the hours of active afternoon convection and drops to a minimum in

the early hours of the morning. R25’s afternoon boundary layer is slightly deeper than CP4’s,

and in it there is a strong positive circulation tendency anomaly which is delayed and less

intense in CP4, perhaps due to CP4’s blended boundary layer scheme (see chapter 3). Since

the positive anomaly is not accounted for in the other terms in the circulation budget (figure

5.4), it is likely to be a result of the friction term.

5.4 Dynamics of Mesoscale Precipitating Features

To investigate whether the contributions to the circulation budget may be attributed to MCSs,

in this section, the dynamics of precipitating features on the mesoscale are calculated.

Features are composited around 500-km boxes centred on grid cells precipitating at a rate greater

than 1mm h−1 (considered the threshold for rainfall to significantly affect soil moisture). The

composites are taken for all grid cells precipitating above these thresholds during the afternoon

(12–18 UTC) and overnight (21–3 UTC). During the selected period, in CP4 127,443 precipi-

tating grid cells were identified during the afternoon regime and 100,324 overnight. R25 had

178,839 and 95,158 precipitating grid cells in the afternoon and overnight regimes respectively

(consistent with the fraction of precipitating grid cells in figure 5.3).

In the following subsections, composites are linked to processes that control synoptic circulation

by plotting the dynamical features which relate to the accumulation (−
¸
C uuuη · n̂dln̂dln̂dl) and tilting

(−
¸
C ωk̂̂k̂k × ∂uuu

∂p · n̂̂n̂ndl) terms in the circulation budget. The tilting term, which generates the

characteristic North-South relative vorticity dipole, is addressed first, followed by the vorticity

accumulation term.

5.4.1 Vortex Tilting by Precipitating Features on the Mesoscale

One of the key features that the tilting term creates, as convective updraughts interact with

background zonal wind shear, is the characteristic pattern of North-South oriented dipoles of

positive and negative relative vorticity. Figure 4.1 illustrates how, for a given vortex tube,
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Table 5.1: Number of grid cells precipitating at a rate of 1mm h−1 or greater along each edge
of the synoptic box for the two regimes of convection.

# precipitating cells in CP4 along South border East border North border West border

Afternoon (12–18 UTC) 3004 2545 3499 3831

Overnight (21–3 UTC) 1886 2097 2306 4715

# precipitating cells in R25 along South border East border North border West border

Afternoon (12–18 UTC) 5515 4038 4614 5479

Overnight (21–3 UTC) 3124 1702 872 5726

the vorticity may be tilted from its horizontal orientation into a vertical dipole. For the zonal

wind profile characteristic of West Africa, an updraught results in a dipole with a positive

relative vorticity anomaly to the north and a negative anomaly to the south. In this section,

the cumulative effects of the tilting term on the circulation budget are examined, as well as the

relationship between the tilting term and convective momentum transport.

Composites of the tilting term integrand

To understand how mesoscale precipitating features modulate the tilting term, the integrand

of the tilting term,

(
ωk̂̂k̂k × ∂uuu

∂p

)
is composited along 500-km cross-sections centred on grid cells

precipitating at a rate greater than 1mm h−1. The direct contributions to the circulation budget

are from the components of ω
∂uuu

∂p
facing outwards along each side of the box. For the northern

and southern edges the integrands are ω
∂u

∂p
and −ω

∂u

∂p
respectively, and for the east and west

borders, −ω
∂v

∂p
and ω

∂v

∂p
respectively. Both meridional (north-south) composites of ω

∂v

∂p
and

zonal (east-west) composites of ω
∂u

∂p
are examined.

The net contribution of precipitating systems to the tilting term over the whole synoptic region

is proportional to the difference between the number of precipitating pixels, and the corre-

sponding integrand term. The number of precipitating grid cells on each edge of the box for

the afternoon and overnight phases of convection are shown in table 5.1, the consistent, during

the afternoon, with the climatological rainfall distribution (figure 5.1). There is a greater dif-

ference in precipitating grid cells between the eastern and western (meridional) edges than the

difference between the northern and southern (zonal) edges, so the tilting term integrand along

the West edge should contribute most strongly to the circulation budget.

In CP4, the meridional composites of ω
∂v

∂p
show a tripole, with a negative anomaly up to around

700 hPa, which then becomes a positive anomaly until around 400 hPa and negative again up to
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300 hPa (figure 5.5). (Note that the quantities shown in the composites are multiplied by 105

so that the legend has a reasonable scale.) R25 similarly has a low-level negative anomaly with

a mid-level positive anomaly, but has a greater meridional extent. The overnight convection

composites (figures 5.5c–d) look more similar between the two models, with stronger low-level

negative anomalies and positive anomalies extended from around 650 hPa to upper levels.

The zonal composites of ω
∂u

∂p
(figure 5.6) have anomalies up to around five times more intense

than the meridional composites (figure 5.5) in afternoon convection, and almost twice as intense

in overnight convection. While there is a greater difference in the number of precipitating grid

cells between the eastern and western borders, the differences between the northern and southern

borders may contribute just as strongly as the meridional composites to the total tilting term

due to their greater intensity. Since there is more rainfall along the northern (southern) edge in

CP4 (R25), the zonal composite signatures would contribute positively (negatively) to the total

tilting term in the circulation budget. Note the difference in rainfall, attributable to the more

northern position of the WAM system in CP4 (Jackson et al. 2022). The zonal composites’

tripole signature is very localised to the centre of the precipitation. R25’s signature is limited

to a negative anomaly at 900–500 hPa, slightly more intense and extended in the overnight

composite than the afternoon.

One could think of the signatures in figure 5.6 as being a reflection of the updraught being

projected onto the shear anomalies associated with the convection. In both cases, the zonal

wind shear between the surface and the AEJ is reduced since the AEJ is typically decelerated by

MCSs, which results in a negative
∂u

∂p
anomaly up to around 700 hPa, with a strong updraught

(negative ω) resulting in an overall negative −ω
∂u

∂p
anomaly. Above this, in the CP simulation,

the shear anomaly becomes positive, especially to the east of the composite, because of the

overturning updraught to the rear of the storm (illustrated in figure 5.7 as a pink arrow), which

results in a positive −ω
∂u

∂p
anomaly. Finally, at upper levels, in CP4, there is another positive

shear anomaly induced by strong divergence at the top of the updraught, which results in a

negative −ω
∂u

∂p
anomaly again, thus creating a vertical tripole structure.

The structures in the tilting integrand composites are somewhat reflected in the CP4 synop-

tic tilting term (figure 5.4e), where the tripole structure appears during the hours of active

afternoon convection. Both the western (figure 5.5) and northern (figure 5.6 edge contribute

a negative anomaly at low levels, a positive anomaly at midlevels, and a negative anomaly at
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Figure 5.5: Composites of tilting term integrand

(
ω
∂v

∂p

)
anomaly across a meridional (north-

south) cross-section of 500 km centred on grid cells precipitating at a rate of 1mm h−1 or greater.
The composited integrands contribute to the tilting integral through the eastern and western
edges of the box.
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(c) CP4 - overnight
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Figure 5.6: Composites of tilting term integrand

(
ω
∂u

∂p

)
anomaly across a zonal (east-west)

cross-section of 500 km centred on grid cells precipitating at a rate of 1mm h−1 or greater.
The composited integrands contribute to the tilting integral through the northern and southern
edges of the box.
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Figure 5.7: Composite of mean fields in a zonal cross-section extending 250 km to the west
and east around grid cells precipitating at a rate of 1mm h−1 or greater, as averaged through
afternoon convection 12–18 UTC (top row) and overnight convection 21–3 UTC (bottom row),
for CP4 (left column) and R25 (right column). Vertical velocity in Pa s−1 is shown by filled
contours. Vector arrows show storm-relative wind speeds such that the zonal and vertical
components are on the same scale in the plane of the cross section. The thick overlaid arrows
are schematic illustrations of the jump updraughts (yellow), overturning updraughts (pink) and
overturning downdraughts (purple), with the hatched region showing the approximate height
of the AEJ.
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upper levels to the tilting integrand. The tilting term signature associated with convection is

superimposed over the synoptic tilting associated with monsoon ascent and subsidence discussed

previously. R25 does not have a similar tripole signature in the synoptic term. Again, the effect

of these MCSs is not necessarily a synoptic process: when anomalies around non-precipitating

grid cells are plotted (not shown) there is no signal at all, so the anomalies in the tilting inte-

grand composites are robustly associated with precipitation. The diurnal convection is simply

projected onto the synoptic tilting term. The signature of the anomalous tilting term, while

small in magnitude, tends to roughly mirror the sign of the synoptic tilting term, likely from

storms on the opposite sides of the box to where rain dominates.

Convective Momentum Transport and the Tilting Term

The differences in CP4 and R25’s zonal tilting integrand composites is linked to the behaviour

of the storm-relative winds around precipitating points, so figure 5.7 shows composites of storm-

relative u and ω through a zonal (East-West) cross-section of the storm. An approximate storm

propagation speed is calculated by taking the mean of the zonal velocity u across all points

in the composite from 700 hPa and above. Storm-relative winds are calculated by subtracting

this single value from all individual points in the composite. These propagating speeds are not

likely to be precisely the mean of tracked MCSs in the domain, but they were of appropriate

magnitude and agree with the literature which suggests that storms in CP4 move more slowly

than storms in R25 (Crook et al. 2019).

Figures 5.7a and 5.7c show an intense updraught centred on the grid cell, with a stronger,

wider, and slightly more elevated signature during overnight compared to afternoon convection.

Both figures also illustrate a jump updraught moving from lower levels at the front of the storm

to upper levels at the rear of the storm (yellow arrow). However, the signature differs from

the archetypal profile shown in figure 2.3a (beyond the fact that here, pressure coordinates are

used, replacing w with ω). There appear to be multiple overturning circulations (pink arrows)

in both 5.7a and 5.7c: two to the front of the storm and an elevated overturning updraught to

the rear of the storm. The pattern appears to disrupt the jump updraught somewhat in figure

5.7a. Figure 5.7c, however, does have an overturning downdraught (purple arrow) present at

low levels to the rear of the storm, which matches the archetypal triple-branch circulation.

Because these composites are averaged over the entire storm, flows through the system can be
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treated as three-dimensional, and can intersect. The double overturning updraught that appears

to be present could simply be an impact of the AEJ intersecting a single overturning circulation,

but perhaps the multiple-updraught signature is due to the reversal of the background shear

profile at midlevels, where the mean background wind slows between the height of the AEJ and

tropical easterly jet (TEJ). Whether it is the AEJ intersecting a single circulation or a double

circulation, the momentum transport features implied by the composites still reflect the mean

impact of storm systems in the region on momentum.

Figures 5.7b and 5.7d show the wind profiles in the R25 simulation for afternoon and overnight

time periods respectively. The storm-relative patterns are less distinct than in CP4, with a

slight jump updraught signature in figure 5.7b and weaker winds around the precipitating grid

cell. In figure 5.7d there is a stronger updraught than in figure 5.7b, with a weak signature

of an overturning updraught ahead of the storm but a less distinct jump updraught flow from

front to rear. R25’s composites are approximately symmetrical along a longitude (except for

the easterly winds at upper levels comprising the TEJ, and the strong westerly storm-relative

flow at low levels) which could be because its simulated squall lines do not travel in consistent

directions.

In figure 5.8, the vertical profile of the products of mean storm-relative zonal velocity um and

vertical velocity ωm at each pressure level are calculated. The product umωm is effectively the

convective momentum flux. The mean is taken across all um and ωm values at each pressure

level within the composites in figure 5.7. In Moncrieff (1992), the mean is taken for all points

where the system has modulated the background wind field, while here it is taken between the

edges of the composites since the size of a storm and its influence over the local wind profile

is highly variable. The magnitude will be different since the values have not been normalised

using inflow velocity (because the background motion of each precipitating grid point is difficult

to calculate) and because pressure rather than height coordinates are used, one would expect

the shape of the profile to be similar to the profile in figure 2.3b except negative.

However, in figure 5.8 there are two negative momentum peaks instead of one, at around 850 hPa

and 400 hPa respectively. The pattern here makes sense in the context of the double overturning

updraughts shown in figure 5.7. Each peak is associated with one of those updraughts, and the

positive peak at around 600 hPa in CP4 is associated with the overturning updraught behind

the storm in the other direction. The lower-level peak in overnight CP4 is less intense than
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Figure 5.8: Vertical profiles of the mean product of composited storm-relative zonal velocity um
and vertical velocity ωm for CP4 (red lines) and R25 (blue lines) through afternoon convection
12–18 UTC (solid lines) and overnight convection 21–3 UTC (dashed lines). The mean values
are calculated at each pressure level for the entire width of the zonal composites in figures
5.9–5.7. The hatched region represents the typical height of the AEJ.
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the corresponding afternoon peak, which is consistent with figure 2.3b in that the presence of

a downdraught significantly dampens the momentum transport signature. R25 is reasonably

similar to these patterns although it does not exhibit as strong a negative circulation tendency,

which may seem unexpected since the storm-relative wind profiles in figure 5.7 are quite different

to CP4’s. However, the background wind shear is similar between the two models which would

cause the two different peaks in momentum transport due to two areas where wind speed

increases with height. The similarity between momentum transport signatures is particularly

noticeable during the afternoon period where the wind profiles of average precipitating features

in CP4 and R25 are more similar. Overnight, there are more differences between the profiles

of momentum transport in figure 5.8, perhaps because overnight precipitation is dominated by

organised convective systems which CP4 represents differently to R25 (Crook et al. 2019).

The tilting integrand is connected in some respects to the convective momentum transport,

⟨ρumωm⟩. To understand the link between the tilting term and the momentum flux, consider

the flux-form of the momentum equation:

∂uuu

∂t
+∇ · (uuuuuu) = −fk̂̂k̂k × uuu− ∇p

ρ
− gk̂̂k̂k. (5.3)

uuuuuu is the momentum flux tensor, a tensor product of uuu with itself, which can be explicitly

written as

uuuuuu =


uu uv uω

uv vv vω

uω vω ωω

 (5.4)

The momentum flux Λ described in Moncrieff (1992) is proportional to uw (or, in pressure

coordinates, uω) which is one of the components of the momentum flux tensor (bottom row

of the matrix). Considering the uω component only, its pressure derivative can be calculated,

∂uuuω
∂p , which is one of the terms of the divergence of the momentum flux tensor ∇ · (uuuuuu) and is

proportional to momentum change ∂uuu
∂t . Since

∂

∂p
(uuuω) = uuu

∂ω

∂p
+ ω

∂uuu

∂p
, (5.5)

the variation of the momentum flux Λ is indeed controlled to some extent by the “tilting” term,

ω ∂uuu
∂p .
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Because of the relationship between the tilting term integrand and convective momentum trans-

port, it is of interest to compare figures 5.5 and 5.6 to figure 5.8. The tilting term pattern (figure

5.6) is similar to the pressure derivative of the patterns shown by the convective momentum

transport estimated in figure 5.8. Therefore, it is likely that the representation of convective

momentum transport in storms leads to impacts on the circulation budget through the tilting

term.

While the direct impacts of convective momentum transport on the tilting term are on the edges

of the box, there are also indirect impacts. By modulating the wind field around the storm,

the momentum transport may lead to changes in the vorticity accumulation patterns on the

mesoscale and upscale. Of course, if a perfect vorticity dipole is contained within the circulation

then it will have no net impact on the circulation, but dipoles associated with convection are

rarely symmetrical (see figure 5.9, so the vorticity accumulation may be modulated. Also, the

momentum transport could modulate the overall zonal wind field within the box, impacting the

synoptic winds beyond that which can be measured by circulation. Understanding these effects

would require further momentum budget analysis, which is beyond the scope of this chapter.

5.4.2 Vorticity Accumulation by Precipitating Features on the Mesoscale

Since accumulation is the flux of vorticity into the region, the anomalies (relative to the mean

at a given point at a given time in the diurnal cycle) of absolute vorticity and divergence

associated with precipitating grid cells were composited (figure 5.9). Meridional (North-South)

composites in both CP4 and R25 show meridional dipoles of relative vorticity, with low-level

convergence and upper-level divergence implying the existence of an updraught between the

two. Overnight, composites exhibit midlevel convergence up to around 450 hPa (figures 5.9c

and d). Composites around grid cells with rainfall under 1mm h−1 have negligible vorticity and

divergence signatures (not shown), suggesting that the convective dynamics in figure 5.9 are

robustly associated with precipitation.

CP4 has a narrower, more intense vorticity dipole than R25 with a greater vertical extent, from

about 850 hPa up to over 200 hPa in the afternoon. In R25, the dipole exists at around 800–

700 hPa in the afternoon and is around five times weaker. The dipole is consistent with lifting

of vortex tubes (caused by the climatological vertical background shear) by vertical velocity

associated with convection (e.g Holton and Hakim 2013a), and most simulations of squall lines
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Figure 5.9: Composites of relative vorticity anomaly (filled contours) and divergence anomaly
(line contours) across a meridional (north-south) cross-section of 500 km around grid cells pre-
cipitating at a rate of 1 mm h−1 or greater. Divergence anomaly is labelled in s−1 ×106; dashed
lines represent negative values (convergence). Thick black dot-dash line shows the product of
the divergence and vorticity anomalies, averaged meridionally across the composite.
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in West Africa (Rotunno et al. 1988), although case studies of some examples have a reversed

North-South orientation (Diongue et al. 2002). The positive anomalies are more pronounced

and extensive than the negative, due to the positive background planetary and relative vorticity

(induced to the south of the AEJ due to the AEJ’s zonal shear profile) being intensified by vortex

stretching.

Both simulations have low-level convergence (negative divergence field) and upper-level diver-

gence within around 150 km of the central precipitating point in the afternoon convection and

expanding to around 200 km overnight. The convergence in CP4 is more sustained towards mi-

dlevels compared to R25. In both simulations, the vorticity and divergence signatures intensify

overnight, where typically a larger fraction of convection is organised, and in CP4 the signatures

widen and are elevated. Storms in R25 do not travel in such a uniform direction as those in

CP4, which may impact the vorticity intensity, alongside the parameterisation being associated

with a weaker updraught. The parameterisation may also not be reliably representing midlevel

convection during the afternoon hours.

The product of vorticity and divergence approximately corresponds to the negative of the accu-

mulation term’s integrand. It is negative for almost the entire column, with intensity peaking

at around 900 hPa and 200 hPa. Therefore, particularly at lower and upper levels, precipitating

systems contribute positively to the circulation budget through accumulation (see equation 4.4)

associated with storm-induced convergence pulling positive absolute vorticity into the region,

increasing circulation. The same process may occur at midlevels where there is elevated convec-

tion. At upper levels, storm-induced divergence pushes negative vorticity anomalies associated

with storms out of the box, which similarly contributes positively to the circulation tendency.

The process of mesoscale convection therefore reinforces cyclonic circulation on the synoptic

scale at lower and upper levels as reflected in figure 5.4c–d, and at midlevels in CP4, imply-

ing there is more elevated convection, or a greater updraught and convergence profile depth.

The more intense positive low-level anomalous accumulation in CP4 can be explained by the

stronger vorticity and divergence signatures than R25.

As discussed in section 5.3, precipitating convection may still be reflected in the synoptic ac-

cumulation term. For example, the height of the vorticity dipoles in CP4’s composites can

explain why the vertical signature of synoptic accumulation is more elongated in CP4 than

R25, and the stronger negative vorticity anomalies at upper levels reduce the overall positive
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absolute vorticity and thus decrease the negative synoptic accumulation tendency at 200 hPa

when convection is active.

5.4.3 Comparison to Observations

The composited precipitation features are compared to an observed storm in August 2000, with

measurements taken by dropsondes from a plane flying through the decaying storm at around

11 UTC. The east leg of flight A781 is along a constant longitude of approximately 2.2 ◦ E from

8 ◦ N to 18 ◦ N before turning around and passing behind the storm located at roughly 11 ◦ N.

The storm can be identified in figure 5.10a by the reduced zonal velocity at around 600 hPa,

where the winds induced by the storm have caused the jet to decelerate, and corresponding

acceleration of easterlies in at lower levels, associated with the rear-inflow jet (Lafore and

Moncrieff 1989). The deceleration signature coincides with convergence in the meridional wind

field at 600 hPa and divergence at around 800 hPa (figure 5.10b).

Since the plane flew along a single latitude the measurements are not instantaneous nor can

they provide a complete calculation of vorticity, but the component of vertical vorticity from

the variation of zonal velocity along latitude (−∂u
∂y ) as the plane flew by is estimated (figure

5.11a). There is a dipole structure present just below 600 hPa. The horizontal resolution is

limited by the distance between sondes dropped (0.5 degrees, or around 55 km), so the precise

scale of the dipole is unclear, but it is almost certainly constrained within 100 km either side

of its centre. Below 800 hPa, a reversed dipole structure signature exists, forming a quadrupole

which extends to around 200 km either side of the storm’s centre. Figure 5.11 also shows the ∂v
∂y

component of divergence. There is a divergence signature from around 900 to 750 hPa within

around 100 km of the storm, with smaller regions of convergence 100–200 km from the centre of

the storm between 850 and 750 hPa. Above 700 hPa, there is convergence at the centre of the

vorticity dipole up to 500 hPa.

Few studies provide detailed observations of the internal structure of Sahelian storms. One of

the few examples is a squall line observed on 22 June 1981 as part of the COPT81 project,

analysed in Chong et al. (1987), Roux (1988) and Chalon et al. (1988). These papers show AEJ

deceleration after the squall line passes, consistent with the observed vorticity structure (figure

5.11a) and descending rear inflow jet (figure 5.10) in this case.

Figures 5.11b and 5.11c, plotted following figure 5.9, are composites of relative vorticity and
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Figure 5.10: Cross-section of dropsonde profiles of (a) zonal and (b) meridional velocity (m s−1)
for flight A781 on the JET2000 campaign. The position of the storm that the flight travelled
behind is marked at 11 ◦ N with a black dashed line. The positions at which dropsondes were
dropped are shown by the black pips at the top.
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Figure 5.11: (a) Meridional cross-section of the relative vorticity term contributed by latitudinal
change in zonal velocity, −∂u

∂y (shading), and the horizontal divergence from meridional velocity

variation ∂v
∂y (line contours, labelled in s−1 ×106), spanning 500 km centred on the storm at 11 ◦

N (black dashed line). (b) Meridional cross-section of relative vorticity and divergence anomaly
in composites around grid cells precipitating at a rate > 1mm h−1 in CP4 at 9–12 UTC over
the same pressure range as (a). (c) As in (b) but for R25.
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Figure 5.12: (a) Vertical profile of convective momentum flux < umωm > measured by the
dropsondes in the JET2000 campaign at 11 ◦ N. (b) Vertical profile of convective momentum flux
< umωm > calculated using storm-relative winds from composites around grid cells precipitating
at a rate of 1mm h−1 or greater at 9–12 UTC in CP4 (red line) and R25 (blue line).

divergence anomalies around precipitating grid cells in CP4 and R25 respectively, over the same

height range as the observations in figure 5.11a, taken over all July and August days at 9 and 12

UTC to approximately match the observation time on the observation flight. (In CP4, 36,630

grid cells are included in the period, and in R25 there are 126,772.) Note that the scales are

different for observed (5.11a) and modelled (5.11b and 5.11c) plots since composited fields are

a mean representation of many events, so it is difficult to compare the intensity of the vorticity

signatures. Above 800 hPa, the shape of the observed signature is closer to the dipole structure

in CP4 than the single positive vorticity anomaly in R25. Below 800 hPa, the observed reversed

vorticity dipole is not present in either simulation. The reversed dipole may be a feature of

decaying storms specifically, or perhaps is located only in the stratiform region which is not

uniquely sampled by the compositing method. There is evidence for the latter: while not

present in figures 5.11b and c, composites centred two grid cells to the west of precipitating grid

cells (not shown) show low level divergence that matches the observations.

The dropsonde observations were also used to calculate an approximation of convective momen-

tum flux < umωm > up to 400 hPa, shown in figure 5.12a. Measurements of zonal wind were

used to calculate um at 11 ◦ N. ωm was calculated by integrating ∂ω
∂p = −∂u

∂x −
∂v
∂y with respect to

pressure. No data was available to calculate ∂u
∂x , but a descending easterly rear inflow jet would

contribute a negative ∂u
∂x at midlevels and above in the stratiform region of the storm behind
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the convective line. The ∂ω
∂p term may, therefore, be more positive than the estimated value,

which would lead to a quicker decrease in omega with height, thus a shortened downdraught,

and hence a more pronounced positive omega anomaly at 600 hPa.

Figure 5.12a shows a similar vertical structure to modelled profiles of < umωm > in 5.12b,

with a stronger negative anomaly at lower levels and a weaker positive anomaly which peaks

at around 650 hPa, and the correction discussed in the previous paragraph would bring the

structure closer to the modelled ratio of peaks in CP4. The positive anomaly occurs in the

region where the vertical velocity has become an updraught but the AEJ still causes a negative

zonal velocity anomaly, leading to a positive product. Physically the anomaly corresponds to

the upwards transport of easterly momentum from the jet.

The maximum negative momentum transport is smaller in both simulations’ composites than in

the observed storm, which may again be the dilution effect of composites. The peak momentum

transport is also at a lower height in the simulations than the observations, perhaps because

MCSs tend to have a descending rear inflow jet and, since the observations are taken towards

the rear of the storm, the rear inflow jet is higher than it might be as it approaches the storm’s

leading edge. Therefore, the zonal wind profile of the observation will be elevated and as such

so will the convective momentum signature. While a comparison to a single observation is not

a robust validation, CP4 does reflect convective momentum transport more similarly to the

observed case.

5.5 Summary and Conclusions

In this chapter, connections between processes on meso- and synoptic scales are considered in

a specific focus area (figure 5.1) using two regional current-climate simulations: one with a

deep convection parameterisation and one without. Following Haynes and McIntyre (1987),

a synoptic circulation budget is calculated, with terms split by separating both vorticity and

velocity into their diurnal mean (“synoptic”) and perturbation (“anomalous”) components.

Using composites of dynamical quantities corresponding to the accumulation and tilting terms

in the circulation budget around precipitating grid cells, picture of the dynamics of a typical

MCS is constructed, and the processes are linked to the circulation tendencies in the region.

The contributions of convection-related processes in the four circulation budget terms consid-

98



Chapter 5. Circulation Budget Analysis of Scale Interactions in West Africa

ered, and their differences between the two simulations, are outlined in the schematic shown in

figure 5.13. The circulation budget is dominated by the “synoptic accumulation” term (figure

5.13a), which is reasonably similar between the two simulations except for a slight difference in

diurnal timing which corresponds to a lag in rainfall peak, and vertical extent. A process-based

analysis explains that the WAM largely drives synoptic accumulation, but convective systems

play a role in reinforcing and disrupting the WAM’s diurnal variation. Storms contained en-

tirely within a circulation will cause convergence of positive vorticity anomalies at lower levels,

and at midlevels where there is substantial elevated convection, resulting in positive accumula-

tion anomalies which move upwards as convection becomes more elevated overnight. At upper

levels, storms cause divergence of positive background vorticity, resulting in negative accumu-

lation anomalies on the synoptic scale. In CP4, since convection is deeper, negative vorticity

anomalies are generated at upper levels, which lower the overall mean positive vorticity, reduc-

ing the magnitude of negative synoptic accumulation term at upper levels. The greater vertical

extent in CP4 may be linked to the tendency of convection-permitting models to overestimate

updraught speed and extent (Kendon et al. 2021). It is reassuring that the dominant term in

the circulation budget, which appears to rely on convergence (and hence heating) profiles of

convection, is similar in both simulations. It is not a new argument that the heating profile a

parameterisation produces is crucial for simulating the wider impacts of convective dynamics,

but the work carried out in this chapter supports the existing literature.

The representation of convection also affects the anomalous accumulation term, with the positive

anomalies overnight representing the impacts of individual MCSs that do not occur in the same

place regularly, but when they do initiate, their profile of vorticity accumulation is almost

entirely positive. The anomalous MCSs act to reinforce cyclonic circulation around them (figure

5.13c).

The greatest differences between the two simulations’ circulation budgets are in the synoptic

tilting term. It appears that diurnal convection projects onto the synoptic tilting term, and is

the most likely explanation of the difference in the term between simulations at mid- to upper

levels. The tilting term is linked to convective momentum transport, a relationship detailed

in subsection 5.4.1. Both simulations indicate an intense negative anomaly at low levels in

composites of the integrand of the tilting term, so storms on the eastern (western) or northern

(southern) edges of a cyclonic circulation will accelerate (decelerate) cyclonic circulation between
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Figure 5.13: Schematic illustrating the effects of vorticity accumulation and vortex tilting linked
to convection on the circulation budget. Top row shows synoptic (diurnal mean) effects and
bottom row shows anomalous effects. Storms are illustrated in the location in the box where
they impact each term. Red (blue) arrows indicate reinforcement of (anti)cyclonic circulation.
Objects, and illustrative arrows, are not to scale.
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around 900 and 600 hPa. In CP4, there is an opposite effect at 600–400 hPa, and returns to

the original pattern above 400 hPa. The synoptic tilting term in CP4 shows a corresponding

pattern, indicating that storms can modulate circulation on a large scale in resolved convection

(figure 5.13b). Anomalous tilting shows a signature with opposing signs, indicating that some

storms contribute an opposing circulation tendency to the diurnal pattern of rainfall: these are

the less frequent storms on the southern (northern) side of the box in CP4 (R25) (figure 5.13d).

The analysis focuses on a fixed region, but understanding could be applied to specific case

studies of circulations such as AEWs. There is a consensus in the literature that convection

often is located to the west of an AEW trough axis, reinforcing the AEW circulation (see

chapter 2). The results indicate that the momentum transport on the southern edge of a vortex

serves to reinforce it, despite literature suggesting that weaker (non-developing) AEWs have

convection to their south. However, convection on the western edge of a trough would reinforce

the low-level cyclonic circulation associated with an AEW: that is, ahead (to the west of) an

AEW trough, consistent with the literature.

The chapter goes on to use the circulation budget to examine interactions between mesoscale

convection and synoptic circulation over the diurnal cycle in West Africa. The latter investi-

gation reaffirms the importance of simulating realistic heating profiles in convective parame-

terisations. It further discusses the less crucial but still relevant role of considering convective

momentum transport in MCSs in the context of the circulation budget tilting term, which in

this particular case was distinctly different between simulations with and without a deep con-

vection parameterisation. Convective momentum transport is therefore an important factor to

consider in developing parameterisations in the future.

Having examined how the representation of precipitating convection affects nearby synoptic-

scale circulations, the first part of research question 2 has been addressed. The second part of

question 2 refers to the downstream impacts of the differing representation of convection, in the

form of tropical cyclogenesis over the Atlantic, which will be explored in the next chapter.
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North Atlantic vortex populations in

CP models

Having discussed the dynamics of precipitating convection over land in West Africa and how

such dynamics influence the synoptic-scale circulation in the region, this chapter addresses

another form of mesoscale organised convection which can originate over West Africa: tropical

cyclones (TCs).

Convection-permitting (CP) models have demonstrated potential for improved representation of

TCs in simulations. Chapter 2 presents a summary of literature about TC genesis, and work so

far indicates that considerable value is added by the use of CP models to simulate populations

of TCs in global climate models (GCMs). A consensus in the literature suggests that African

Easterly Waves (AEWs) are a key precursor to Atlantic cyclogenesis, with up to 70% of Atlantic

TCs originating from AEW disturbances (Russell et al. 2017). Since it is also established that

the representation of convection is crucial to accurately simulating AEWs, and that AEWs are

better-represented in CP models, it follows that a potential source of skill in the representation

of TCs in CP models may be as a result of TC genesis associated with convective clusters that

originate over West Africa. However, the hypothesis is the subject of debate, with some studies

arguing that the link between AEWs and TCs is overstated (Patricola et al. 2018; Danso et al.

2022).

In this chapter, the statistics vortices generated over land and over the ocean in CP4 are

quantified and compared to those in R25 to evaluate the impact of a convection parameterisation
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on the vortex populations. The work reinforces the link between vortices and the representation

of convection in the simulations, as examined in the composites in chapter 5, and explores the

thermodynamics of the vortices generated in both simulations. Finally, there is a discussion of

the implications of the vortex characteristics for the generation of tropical depressions and TCs

in CP models, and the motivation for the development of CP GCMs.

6.1 Data and methodology

6.1.1 Data

To quantify the value of CP models, compared to models with deep convective parameterisa-

tions, for representing vortex structures that may undergo tropical cyclogenesis, a CP climate

simulation is compared to a similar simulation with a convective parameterisation. As in chapter

5, the simulations used are CP4-Africa (CP4) and its corresponding parameterised simulation

(R25). The model configurations are described in detail in chapter 3. The simulations were

selected because CP4 has demonstrably improved convective characteristics relative to R25,

but they are comparable experiments which cover West Africa and part of the Eastern Atlantic,

with a long timescale over which to calculate statistics of vortex populations.

There are limitations to using CP4 and R25: firstly, they are free-running 10-year simulations,

so it is not possible to directly compare case study events. Furthermore, the resolution of the

two models is different. Regridding the data to the same resolution counteracts the resolution

difference somewhat, but a finer grid will inherently improve dynamical representation of smaller

features. Thirdly, the investigation region is limited by the model boundaries, which only extend

to 24.5 ◦ W. Therefore, the full lifetime of tropical cyclogenesis cannot observed within the

domain, and boundary effects near the edge of the domain must be accounted for. The analysis

is therefore limited to the very first steps of tropical cyclogenesis: the generation of vortex

populations with dynamical and thermodynamic properties such that they may be suitable

candidates to develop into tropical depressions.

Finally, it should be noted that CP4 and R25 are not ocean-coupled simulations. Models with

atmosphere-ocean coupling are preferred for the simulation of TCs, since the intensification

and maintenance of TCs depends significantly on interactions with the upper-level ocean, the

state of which can in turn be modulated by a TC’s dynamics and precipitation. CP4 and
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R25’s oceans are prescribed fixed sea surface temperatures (SSTs) on a daily basis, derived

from a climatology of the region during the simulated years of 1997–2006 (Stratton et al. 2018),

effectively acting as an unmediated energy source to drive rainfall, potentially resulting in the

noticeable wet biases over the ocean in CP4.

However, despite these limitations, a study of the potential for vortex formation in a CP simu-

lation compared to a simulation with a deep convective parameterisation, over a region where

TC seeds are known to form, should serve as an evaluation of the added value of CP models

for representing tropical cyclogenesis. The investigation could potentially illustrate the pitfalls

of using simulations with convective parameterisations in the Atlantic Basin to examine the

genesis of TCs.

6.1.2 Vortex Identification

Figure 6.1: Snapshot of 850 hPa relative vorticity on 5th September 2006 at 15 UTC (filled
contours) in (a) CP4 and (b) R25. (Note that the plot does not correspond to the actual
date since the simulations are free-running climate models). Vortices identified with kinematic
vorticity number Wk > 1 are outlined in black contours. Thick black outline indicates regions
of interest over land and sea.

Vortices are identified in both simulations during August and September, the most active months

of the North Atlantic TC season. Two regions were selected, illustrated in figure 6.1, extending

from 5 ◦ N to 20 ◦ N, one over land (4 ◦ W to 8 ◦ W) and one over ocean (18 ◦ W to 22 ◦ W),

and statistics of the vortices within each were compared for all timesteps. The ocean region is

as wide as possible without starting to interact with edge effects due to proximity to the model

domain boundary. The land region is as long as possible while constrained to be entirely over
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land. These dimensions were matched for both regions.

Vortices which exist for multiple timesteps are counted multiple times, which is accounted for

in the analysis. If any vortices cross the boundary of the selected regions, only the area of the

vortex within the region is analysed when calculating its properties, so the maximum vortex

area is limited. Vortices are identified at 850 hPa, a height often used to track AEWs (Bain

et al. 2014) since it is close to the vertical level where the background zonal wind is zero. As a

result, forecasters often diagnose pre-convective mesoscale vortices at 850 hPa (Cornforth et al.

2017).

To identify the vortices, objects are thresholded using the kinematic vorticity number, Wk, a

dimensionless parameter which quantifies the rotation-strain ratio in a fluid. Wk is defined by

Schielicke et al. (2019) as

Wk =
||Ω||
||S||

, (6.1)

where ||Ω|| is the tensor norm of the skew-symmetric rotational component of the velocity

gradient tensor, ∇u, and ||S|| is the tensor norm of the symmetric strain-rate non-rotational

component. Wk is used rather than simply relative vorticity contours because Wk identifies

vortices of cyclonic and anticyclonic rotation, and also specifically selects region of rotation

rather than regions of shear vorticity, which is especially important in a region as strongly

dominated by background wind shear as West Africa. Vortices are defined by contours of

Wk > 1, identified using Python package scikit-image (Van Der Walt et al. 2014).

6.1.3 Thermodynamic Metrics

The thermodynamic metrics of cyclone phase space defined in Hart (2003), −|V T
U | and −|V T

L |,

were calculated centred on the centroids of identified vortices. The metrics were developed to

characterise the process of extratropical transition of tropical disturbances as they decayed after

making landfall, but in this case it can be used to characterise the thermodynamics of vortices

over land in West Africa and over the North Atlantic Ocean. AEWs typically have cold-core

structures at lower levels (Kiladis et al. 2006), with convection colocated with the edges of AEW

troughs rather than directly at the centre. As they move over the ocean, a subset of the AEWs

may turn into warm-core vortices which are potential candidates for tropical cyclogenesis.

Quantities −|V T
U | and −|V T

L | are defined as
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Figure 6.2: Histogram showing frequency of vortices, on a logarithmic scale, with different values
of area. Median values for each model and region are shown by the vertical lines. Dashed darker
lines represent CP4 and the lighter, solid lines represent R25. Sea region is shown in blue and
land in red. Grey line indicates an area of 25,000 km2.

−|V T
L | = ∂(∆Z)

∂ ln p

∣∣∣900 hPa
600 hPa

and− |V T
U | = ∂(∆Z)

∂ ln p

∣∣∣600 hPa
300 hPa

, (6.2)

where ∆Z is the difference between the minimum and maximum values of geopotential in a

radius of 500 km around the centroid of the structure, and p is pressure. A warm-core structure

is indicated by positive values of −|V T
U | and −|V T

L |.

6.2 Vortex Statistics

6.2.1 Vortex Frequency and Intensity

Vortices with Wk > 1 were identified in the two regions illustrated in figure 6.1, and their area,

intensity (mean relative vorticity), and mean moisture within each vortex (specific humidity

and total column water) was calculated. Low-level cyclonic vorticity (at, for example, 850 hPa)
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is often associated with disturbances that may become TCs, as is low-to-mid-level moisture.

There are more vortices in total in CP4 compared to R25, over both land and sea, which can

be seen in figure 6.2. Figure 6.2 indicates that in both simulations, the vortex population is

dominated by very small vortices over both land and sea. The larger number of small vortices

in CP4 than R25 may be a byproduct of their differing resolutions, but in both cases there are

far more vortices with large areas over the ocean than over land.

Since the algorithm identifies even single grid-cell features with a Wk > 1, it is important to

remove features which are far too small to be properly resolved in the simulations. At best,

simulations resolve features which are at least 4–5 grid cells across (Inness and Dorling 2013),

meaning a radius of at least 50–75 km assuming approximately circular features on grid with

25-km spacing. For the purposes of this chapter, the most relevant vortices are those which

are suitable candidates to become tropical cyclone precursors. While small-scale vortices may

merge later on in their lifetimes, to ensure only vortices that might feasibly become tropical

depressions are selected, the population is narrowed down to those with larger areas. TCs in the

North Atlantic Basin typically form with radii of 400 km or greater, but most TC precursors that

originate over land will be smaller. Taking the balance between sufficiently resolved features

and vortices that are somewhat smaller than the baseline radii of TCs, vortices of areas greater

than 25,000 km2 are selected from all the identified features (illustrated by the grey line in figure

6.2), corresponding to a radius of around 90 km.

Figure 6.3 shows the effect of limiting the vortices to only those of sufficient area on the dis-

tributions of three key measurements: the mean relative vorticity within each vortex at the

height at which they are identified (850 hPa, left column), the mean specific humidity at the

same height (middle column), and the mean total column water in each vortex (right column).

The top row shows the distributions of properties for all vortices and the bottom row shows the

impact of limiting the vortex populations to only those with area > 25,000 km2. Perhaps due

to the smaller sample size, the difference in the medians of the different distributions (indicated

by the vertical lines) is greater for the population restricted to larger vortices, particularly for

the moisture characteristics. Figures 6.3e shows that for both simulations, the 850 hPa spe-

cific humidity within vortices decreases, on average, over the ocean relative to the vortices over

land. However, in terms of total column water, the median value stays similar for the land

and ocean populations in R25, but is higher over the ocean than over the land in CP4. The
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Figure 6.3: Histogram showing frequency of vortices, on a logarithmic scale, with different values
of mean relative vorticity at 850 hPa (left column), mean specific humidity at 850 hPa (middle
column), and mean total column water (TCW; right column). Dashed darker lines represent
CP4 and the lighter, solid lines represent R25. Sea region is shown in blue and land in red. The
vertical lines indicate the respective medians of each distribution (for relative vorticity, medians
are calculated for both positive and negative vortices). The top row indicates statistics for all
vortices, and the bottom row limits the population to vortices with an area of 25,000 km2 or
greater.
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Figure 6.4: 2-D histogram showing the ratio of number vortices in the land region to number of
vortices in the sea region in given bins of area (x-axis) and mean relative vorticity (y-axis), for
(a) CP4 and (b) R25. Colours indicate whether the ratio is greater than 1.2 (more vortices over
land, green), between 0.8 and 1.2 (around the same number of vortices over land and ocean,
orange), or less than 0.8 (more vortices over sea, blue). The opacity of each box is proportional
to the total frequency of vortices in each box in both simulations. Bins are only shown if there
are at least 10 total vortices over land and sea in the given bin. The grey dashed lines illustrate
levels of constant circulation.

increase in total column moisture implies that vortices over the ocean in CP4 are wetter, which

ties in with known wet over-ocean biases in the simulation. A discrepancy in lower-atmosphere

humidity implies that there are differences in either vertical transport, convective efficiency, or

the representation of monsoon winds.

There are subtle differences in the mean relative vorticity distributions between the two simula-

tions. There are fewer negative vortices with relative vorticity < 0 in R25 than in CP4, especially

over the ocean. However, when limited to only large vortices with areas > 25,000 km2, the neg-

ative vortex populations are similar. The distribution of negative vortices is not as directly

relevant for the formation of TC precursors since that depends on cyclonic vorticity, but the

values of positive vorticity are also slightly higher in vortices over the ocean in CP4 than in

R25, suggesting that on average the CP4 population of ocean vortices are more likely to undergo

cyclogenesis.

Mean relative vorticity and area are both relevant when considering the potential for cyclogenesis

in a vortex, so the distributions of area and relative vorticity are presented in conjunction in a

two-dimensional histogram in figure 6.4. Both CP4 and R25 produce smaller and more intense

vortices more frequently over land, with larger and less intense vortices over the ocean. In
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CP4, there are more bins with similar numbers of vortices in both regions, shown by the larger

orange area, and the distribution of vortices skews smaller and more intense (likely an effect of

the finer resolution). For both simulations, there are more vortices over 25,000 km2 in area over

the ocean than over land.

The larger vortex sizes in R25 result in a greater ratio of vortices with higher circulations

compared to those in CP4, but these vortices may be more diffuse and too weak to become TC

precursors. In both simulations, vortices with higher circulations tend to be more prevalent over

the ocean than over land. CP4 has more vortices over the land with higher circulations, due to

their higher values of vorticity. However, over the ocean, following figure 6.3d, there appear to

be similar frequencies of large vortices over the ocean.

The difference between the number of intense vortices over the land and over the ocean is

much higher in R25 than it is in CP4; in fact, for vortices over 25,000 km2 in CP4, there is

a higher frequency of more intense vortices over the ocean. There are two possible reasons

for the difference: for a given number of vortices that are generated over land, either (i) the

way in which vortices are transported from over land to over the ocean is different between

the two simulations, (ii) the way in which ocean vortices are generated varies between the two

simulations, or some combination of both effects.

To investigate the advection of vortices from land to ocean, vorticity signatures are composited

around the centroids of positive vortices over land for both the time at which the vortex was

identified and the following timesteps for 48 hours (figure 6.5). The vorticity signatures in

figure 6.5 are not truly a reflection of the average transportation of a vortex; as composites they

will account for the dissipation of vortices and will merge the effects of vortices travelling in

directions other than directly westwards, and at speeds which are both faster and slower than

the observed “translation speed” in these plots. It is likely the effect of averaging over various

trajectories which dominates the apparent decrease in the amplitude of vorticity at later times.

Regardless of the direct interpretation of the patterns observed in the composites, CP4 and R25

both seem to have rather similar signatures in terms of the favoured direction of translation

and the amplitude (perhaps implying a similar distribution of vortices which travel in different

directions). As a result, the figure suggests that the mean advection associated with vortices in

the two simulations are very similar. Therefore, reason (i) is not a likely cause of the disparity

in differences in vortex numbers.
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Figure 6.5: Composites of the relative vorticity anomaly (filled contours, s−1) around centres of
positive vortices at the time that the vortices identified using the Wk > 1 threshold over land,
and composited around the same location as time goes on, thus showing the average vorticity
field evolution around a given identified vortex. The centroid of the identified vortex is at
coordinate (0,0). Vortices in CP4 are shown in the left column and R25 are shown in the right
column.
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Figure 6.6: Composites of the relative vorticity anomaly (filled contours, s−1) and vertical
velocity (line contours; Pa s−1) in a 500-km north-south (meridional) cross-section centred
around grid cells where the rainfall rate exceeds 1mmh−1.
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Another potential cause of the large drop-off in number of vortices over the ocean could be due

to differences in oceanic convection in both simulations. To examine the differences between the

dynamics associated with convection, the vorticity field is composited along a 500-km meridional

cross-section around grid cells precipitating at a rate of 1mmh−1 in figure 6.6, in a similar way

as is computed in chapter 5. Vorticity anomalies around precipitating grid cells, as well as the

updraught, are more intense and narrower in CP4 than in R25, which corroborates with the

well-established behaviour of CP models (Kendon et al. 2021). Because of the strong colocation

of vorticity with rainfall, it is possible that the large number of vortices observed in CP4 over

the ocean are linked to the wet bias in the region (Stratton et al. 2018).

6.2.2 Vortex Thermodynamics

The thermodynamic properties of vortices also vary for those over land and over the ocean.

Calculating the values of −|V T
L | and −|V T

U | for each vortex in each region produces distributions

shown in figure 6.7 for all vortices and for exclusively large vortices. Observations and reanalysis

indicate that AEWs often have cold-core structures below 700 hPa, but increase in temperature

above the jet level (e.g. Kiladis et al. 2006), which is reflected in the lower average value of

−|V T
L | and higher average value of −|V T

U | for larger vortices in CP4 over land (dark red dashed

line in figures 6.7c and d).

The variation in warm- and cold-core structures over the land suggests, therefore, that there

are vortex structures which are both within and outside of AEWs. In both simulations, there

is a distinct shift of the modal value of −|V T
L | from less to more positive between land and

ocean, indicating that vortices over the ocean have warmer-core structures between 900 hPa

and 600 hPa than vortices over land, regardless of vortex size. The change in the median

between the land and ocean is of a similar magnitude in both simulations, suggesting that the

transition of vortices from cold-core to warm-core structures at low levels is similar in CP4 and

R25. It should also be noted that since the vortices are identified using dynamics at 850 hPa,

any tilt in the vortices may result in the thermodynamics at 600 hPa and above being decoupled

from a deeper vortex structure that tilts.

By contrast, the median value of −|V T
U | decreases moving from land to ocean in CP4, becoming

negative over the ocean (figure 6.7b and d). It appears that −|V T
U | and −|V T

L | are somewhat

negatively correlated over land, which can be seen in the two-dimensional histograms in figure

113



Chapter 6. North Atlantic vortex populations in CP models

200 100 0 100 200
-|VT

L|

100

101

102

103

104

105

(a) no area threshold

200 100 0 100 200
-|VT

U|

100

101

102

103

104

105

(b) no area threshold

200 100 0 100 200
-|VT

L|

100

101

102

103

104
(c) area > 25,000km2

200 100 0 100 200
-|VT

U|

100

101

102

103

104
(d) area > 25,000km2

Figure 6.7: Histograms showing the frequency of vortices with different values of −|V T
L | (left

column) and −|V T
U | (right column) for all vortices (top row) and only vortices with area >

25,000 km2. The dashed darker lines indicate vortex populations in CP4 and the lighter, solid
lines indicate vortex populations in R25. Sea region is shown in blue and land in red. The
vertical lines indicate the medians of corresponding distributions.

114



Chapter 6. North Atlantic vortex populations in CP models

75 50 25 0 25 50 75 100 125
100

75

50

25

0

25

50

75

100

-|V
T U
|

(a) CP4 land

75 50 25 0 25 50 75 100 125
100

75

50

25

0

25

50

75

100
(b) CP4 sea

75 50 25 0 25 50 75 100 125
-|VT

L|

100

75

50

25

0

25

50

75

100

-|V
T U
|

(c) R25 land

75 50 25 0 25 50 75 100 125
-|VT

L|

100

75

50

25

0

25

50

75

100
(d) R25 sea

0.00000 0.00008 0.00016 0.00024 0.00032 0.00040
Fraction of vortices in bin

Figure 6.8: Two-dimensional histograms with −|V T
L | on the x-axis and −|V T

U | on the y-axis,
for the vortices with area > 25,000 km2 identified over the land (left column) and sea (right
column) in CP4 (top row) and R25 (bottom row). The fill colour of each box represents fraction
of the vortices which lie in each box of the histogram on the colorbar.

115



Chapter 6. North Atlantic vortex populations in CP models

6.8. While there is a fraction of vortices which are positive in both −|V T
U | and −|V T

L | over land in

both simulations, the mean value of −|V T
U | shifts to a less positive value over the ocean compared

to the distributions over the land, although the decrease is less pronounced in R25 where −|V T
U |

is lower over land anyway, which may reflect the shallower heating profiles associated with

convective parameterisations. Figure 6.6 shows that the peak of the updraught of precipitating

convection in CP4 is more elevated and more intense, which could result in more latent heating

at levels above 600 hPa, and thus increase the value of −|V T
U | relative to the weaker heating

in R25. Where the two simulations produce a more similar depth of structure, over the ocean

(figures 6.6c–d), the distributions of −|V T
U | are more similar.

However, when comparing CP4 and R25, there is a slightly greater fraction of all vortices

which meet the warm-core criteria (both positive −|V T
L | and −|V T

U |) than in R25. Not all of

these vortices are close in size to the 500-km radius measurement that Hart (2003) uses, so it

is possible that environmental thermodynamics unrelated to the vortices is being captured in

these distributions. There are few vortices identified in the study regions with sufficient area

to cover the entire 500-km radius (≳80,000 km2; figure 6.4 shows that there are only tens of

vortices of such size).

6.3 Conclusions and Future Outlook

In this chapter, two 10-year climate simulations are compared to investigate the differences in

representation of vortex populations over the ocean between CP and parameterised models.

The CP model used shows a higher frequency of vortices overall, over both land and the ocean,

compared to the parameterised simulation. There are more intense vortices in the CP model

over both land and sea, especially more intense negative vortices. The distribution is a result

of stronger vortex structures associated with oceanic convection and a greater frequency of

storms generated both over land and the ocean, since the transport of vortices is similar in both

simulations.

Section 6.2.2 examines the thermodynamics of the storms by considering the warm-core met-

rics introduced in Hart (2003) for the vortices. There is a demonstrable increase in the lower

cyclone phase space thermodynamic metric, −|V T
L |, indicating overall a shift towards more

warm-core structures between 900 and 600 hPa over the ocean, which is similar in both simu-

lations. However, the corresponding upper-level metric, −|V T
U |, decreases for vortices over the
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ocean relative to vortices over the land in CP4. One hypothesis is that the differing upper-level

thermodynamics is linked to the depth of convection being markedly different between the land

and ocean in CP4, leading to higher values of −|V T
U | over land where the convection is deeper,

and perhaps a more accurate reflection of AEW thermodynamics with a lower cold core and

warm anomaly aloft. However, −|V T
U | is somewhat similar between the land and the oceans in

R25. Taking the two metrics together, CP4 shows a higher proportion of vortices with positive

values of both −|V T
L | and −|V T

U |, thus suggesting that a higher proportion of its oceanic vortex

population could have warm-core structures throughout the vortex height, making them more

likely candidates to undergo tropical cyclogenesis.

It cannot be assumed that the number of vortices off the coast of West Africa will directly

impact the number of TCs. However, CP4 creates many more vortices with characteristics that

may be important for such vortices to undergo cyclogenesis, as seen in the example (figure 6.1)

and the statistics (figures 6.3, 6.4, and 6.7). Research into CP models indicates that they predict

more TCs than models with a deep convection parameterisation (Judt et al. 2021), and having

a greater number of candidate vortices in the Atlantic Basin could be a factor determining the

future changes to TC populations under warming.

One key limiting factor of this study is the lack of ocean-atmosphere coupling in CP4, which

leads to wet biases over the ocean. The lack of coupling could lead to an overestimation of the

frequency of convective cells over the ocean, leading to larger vortex populations than may be

realistic. The study of tropical cyclogenesis in convective-scale simulations will be limited until

atmosphere-ocean coupling can be integrated into CP simulations.

Further investigation of how an altered population of vortices impacts the eventual development

of TCs or their intensity would be beneficial to connect this work to the impacts of TCs. The

work in this chapter suggests that there is merit in further investigation of TC evolution across

their lifetime from genesis to extratropical transition within CP models, with a view to eventu-

ally improve seasonal and subseasonal TC forecasting, as well as developing understanding of

cyclogenesis mechanisms. In order for the full lifetimes of TCs to be simulated, CP simulations

would need to be global or cover the entire Atlantic as well as most of Northern Africa (to cap-

ture genesis of AEWs), which is at present still a costly demand, especially to perform similar

statistics to those shown in this chapter because a long timescale would need to be simulated

at high resolution and large area. An alternative would be to run NWP operational simulations
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at convective scales over the region for a single season or even part of a season. With a larger

domain, it would then be worth tracking TCs from their development backwards to their initi-

ation over Africa, either as AEWs or vortices embedded within organised convection. Since an

appropriate simulation is not currently available, a full investigation is left as future work.

While it is not possible to determine whether they eventually become TCs with the available

data, it is, however, possible to track MCSs in the existing CP4 simulation using outgoing

longwave radiation (OLR) signatures. Combining such a dataset of MCS tracks with modelled

dynamical fields allow us to understand how the MCSs modulate the local area in different parts

of their lifetime, and the environments that they form in, which is the basis for the investigations

that continue in chapter 7.
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Chapter 7

Initiation and dissipation

environments of MCSs in

CP4-Africa

Chapters of this thesis have so far focused on the upscale impacts of organised mesoscale con-

vection, but to fully understand their scale interactions it is also of interest to understand the

impacts of synoptic-scale environments on the initiation and intensification of organised con-

vective systems. This chapter uses a dataset of tracked mesoscale convective systems (MCSs)

in CP4-Africa and its corresponding parameterised simulation, R25, described in chapter 3, to

examine what features are characteristic of environments of MCSs at initiation and throughout

their lifespan.

Since in-situ measurements of organised convection, especially from its very initiation, are rare

in West Africa, a convection-permitting (CP) model provides value as an opportunity to explore

the structure around MCS initiations and over their lifetime from a 3-dimensional perspective.

Furthermore, by contrasting such observations to a model with a deep convection parameter-

isation, one can examine the differences in conditions that are associated with initiation and

intensification of convection, and thus provide an overview of weaknesses of the convection

scheme in representing responses to certain features compared to simulations with explicit con-

vection. It is possible that doing so may have practical implications for the implementation of

convection schemes and the validity of their triggering conditions. While the same simulations
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examine dynamics of precipitating convection by compositing around precipitating grid cells in

chapter 5, the work in this chapter will go further to analyse dynamics specific to certain parts

of MCS lifetimes: their initiation, and the features they leave behind once they have dissipated.

To understand the response of MCS initiation to local- and synoptic-scale features, in this

chapter, statistics of the dataset of tracked MCSs generated in Crook et al. (2019) are examined,

filtering the storms to only examine the behaviour of coherent, long-lived systems and identifying

the points at which the storms initiate and dissipate. To establish features of the environments

which are conducive to MCS initiation in the two simulations, composites are generated centred

on the centroids of storm initiations, and statistics of key environmental properties local to the

initiation point are summarised. The dataset of tracked MCSs allows for an opportunity to

examine the environments of dissipating storms at the final points in each MCS track, in order

to understand what MCSs leave behind once the precipitation or anvil cloud has dissipated. As

a result, it is possible to draw conclusions about how the impact of MCSs on their environment

can modulate the initiation of subsequent MCSs.

7.1 MCS Populations in CP4 and R25

The MCS dataset used in this chapter is taken from the dataset generated by Crook et al. (2019)

and described in more detail in section 3.3.2. The analysis focuses on MCSs that are initiated in

the months of June–September (JJAS) from 1997 to 2007 in the current-climate configurations

of CP4 and R25 between 20 ◦ W and 20 ◦ E and 0 ◦ N and 30 ◦ N, covering most of northwest

Africa. The domain is the area shown in figure 7.1. The JJAS season covers the onset and peak

of the West African Monsoon (WAM) where there are most frequent MCSs climatologically.

The analysis that follows uses storms identified by their outgoing longwave radiation (OLR)

signature, limited to storms which have a maximum area exceeding 5,000 km2 and a lifetime of

6 hours or longer. In CP4, there are 20,135 storms that fit these criteria, and in R25 there are

21,061. While CP4 typically has more precipitating features than in R25 (see chapter 5), the

lower resolution of R25 means that more of the features are likely to reach what is technically

a larger size, because in order to register as an identifiable object in at least one grid cell, they

must be inherently larger. For the purposes of examining spontaneous storm initiations, storms

which have split from existing MCS structures are also excluded, since such storms will likely

have structures that are characteristic of mature systems. These further restrictions limit the
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number of storms to 8,142 in CP4 and 2,263 in R25.

Figure 7.1 shows the density of initiations for (a) CP4 and (b) R25, as well as the orography on

their respective model grids. Mountains and other high orographic features provide orographic

lift that drives the formations of storms, particularly over the Guinea Highlands and the moun-

tains of Cameroon. The density of storm tracks themselves (figures 7.1c and d for CP4 and R25

respectively) reflects the location of initiation, with similar hotspots near the major mountain-

ous features in the Sahel region. The band of storm initiations is largely limited to the 5–15 ◦ N

latitude range, where the WAM provides sufficient moisture for convective initiation and where

southern-track African Easterly Waves (AEWs) couple to convective systems. Key differences

between the simulations are that there are, overall, more frequent storms initiating in CP4 and

they especially are more common over the ocean, which corresponds to the over-ocean wet bias

documented in CP4 (Kendon et al. 2019).

The density of storm dissipations is shown in figures 7.1e–f. The dissipation distribution is

almost identical to the track density plot in the row above, perhaps with a slightly higher

proportion of dissipations over the ocean at about 18 ◦ W than track density proportion in the

same location. The similarity between the distribution of storm tracks and storm dissipations

suggests that the dissipation of storms is unlikely to be modulated strongly by permanent

geographical or climatological conditions.

7.2 Initiation Environments of MCSs in CP4 and R25

7.2.1 Composites Illustrating Mean Initiation Environments

By compositing around initiation locations of the filtered storms, it is possible to characterise the

archetypal environment that a storm is likely to form in within each of the simulations. Figure

7.2 shows an example of such a composite at the initiation location, showing the associated

specific humidity anomaly (filled contours) and horizontal divergence anomaly (line contours)

fields over a 500-km zonal cross-section centred on the storm’s centroid at initiation in figures

7.2a and c. Anomalies are calculated relative to the mean values of each field at each point

across all times in the June–September period of the 10 years of simulations.

To compare to the wider background state at the time of initiation, composites are also generated

centred on random grid cells within the domain, at the same time as the initiations of each
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filtered MCS (subject to the conditions described in the previous subsection), providing an

illustration of an average cross-section through any given point in the region (figures 7.2b

and d). These ‘random’ composites serve to prove that signals observed in the composites

around initiations are robustly linked to the MCS initiation, and not simply a reflection of the

background state at the typical time of day of storm initiations, or during the season altogether.

One subtlety that should be noted before exploring the results of compositing around ‘initiation

points’ is that, while the time of initiation is defined as the first time that a storm which, at

some point, reached appropriate size and lifetime thresholds, was first identified by the algo-

rithm. However, storm-like structures could start evolving before the algorithm has identified

an appropriate cloud cluster, so it may be that at ‘initiation’, the storm already has a developed

updraught and associated dynamical features of a more mature system. Regardless, because

the algorithm tracks storms through advected-overlapping (see section 3.2), it does still cap-

ture differing dynamics through a storm’s lifetime and therefore captures uniquely early-lifetime

storm dynamics compared to fully mature storm features. Furthermore, composites are also

produced at the initiation centroid of the storm for the 3–6 hours before this ‘initiation’ has

been identified by the algorithm, thus capturing dynamics that precede storm initiation as fully

as possible with the available time output resolution of the simulation.

Figure 7.2 shows that MCS initiation characteristically has an enhanced low-level moisture signal

relative to the background moisture patterns, particularly in CP4. There is also a signal of low-

level convergence and upper-level divergence in CP4, which emerge as a result of continuity

as an updraught is generated. The divergence patterns are extremely localised and strong,

especially compared to R25 where any convergence is weaker and more diffuse, with a smaller

vertical extent. A narrower and more intense updraught associated with convective features is

typical of CP models (Kendon et al. 2021).

Figures 7.3 and 7.4 show zonal and meridional cross-sections through MCS initiations respec-

tively, as well as the 3 and 6 hours before the initiation at the same location. These composites

show vectors of wind anomaly and relative vorticity anomaly through the cross-section. Signals

in the corresponding ‘random’ composites are negligible, so figure 7.3 show an enhancement in

wind shear characteristic of the region in the 3–6 hours before the MCS initiates, with enhanced

westerlies below 850 hPa and enhanced easterlies at 800–600 hPa. The signals are small (most of

the wind anomalies are less than 1 m s−1) but may have become diffuse due to the large number
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of storms that are averaged in the composites. R25 shows smaller signals of enhanced shear

than CP4, and does not, unlike CP4, show any indication of a developing updraught 3 hours

before the initiation. In CP4, however, 3 hours before the initiation there is evidence of some

ascent at low levels, which starts to form a low-amplitude vorticity dipole (in figure 7.4b) due to

the lifting of the vortex tube formed by the background shear. By initiation of the storms, an

intense, coherent updraught has formed which is associated with a strong north-south dipole of

relative vorticity, consistent with theory (see chapter 2) and with the precipitation composites

generated in chapter 5.

The composites show some evidence of a distinct vortex existing at midlevels before there is an

updraught that can generate vortices independently; the anomalies visible in the T-6 composites

are about 2–3 times larger in magnitude than anomalies seen in random test composites (not

shown). Therefore, while it is unlikely that all storms form from existing vortex structures, it

is possible that some storms reinvigorate existing vortices.

Fitzpatrick et al. (2020) suggest that, contrary to observations, there is not a strong response

between environmental shear and precipitating systems in CP4. Results from the composites in

this chapter suggest otherwise, with an evident shear signal in composites around the initiation

points of MCSs. It is possible that this discrepancy emerges due to a difference in the definition

of the systems; Fitzpatrick uses precipitating grid cells whereas here the MCSs are defined by

OLR thresholds.

Another element of the local- and synoptic-scale environments which can modulate the initiation

of storms is the land surface temperature (LST) and soil moisture (e.g. Taylor et al. 2012, see

chapter 2). Figures 7.5 and 7.6 show the anomalies of soil moisture and LST respectively leading

up to MCS initiation. In figure 7.5, there is a distinct soil moisture signature, and corresponding

random test composites (not shown) show a very weak signal. CP4 corroborates evidence that

MCSs are often formed on boundaries between drier and wetter soil or over dry patches of soil.

By contrast, R25 appears to have storms forming over wetter soil, a bias that has been revealed

by previous modelling studies (Taylor et al. 2013).

Figure 7.6 looks remarkably similar to its corresponding test composites, shown in figure 7.7,

suggesting that the cooling of LSTs as MCSs start forming is not a local effect, but at least exists

on the synoptic scale of the full region. The pattern of MCS formation occurring over a negative

LST anomaly which follows positive LST anomalies could be associated with the diurnal cycle,
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since MCSs tend to form in the early hours of the evening as the surface temperature starts to

fall after its peak in the early–mid afternoon.

7.2.2 Statistics Describing Initiation Environments

While the composites are useful for determining which properties characterise MCS initiation,

it is important to acknowledge that they are simply an average over thousands of storms and

they do not account for the variability of MCS initiation environments. Various properties

are calculated around each MCS initiation, in order to examine the full range of properties

from a statistical perspective. For example, figure 7.8 shows the distribution of the values of

maximum relative vorticity anomaly in the 500-km boxes centred on the centroid of each MCS

at initiation, as well as 3 and 6 hours before, indicated by the opacity of lines shown in the

legend. The figure demonstrates that for all pre-initiation environments, R25 has far weaker

maximum vorticity anomalies than CP4, which in itself is not particularly revolutionary since

this is a natural result of CP4’s more intense updraughts and higher resolution grid, but it does

reinforce the conclusions associated with figures 7.3 and 7.4: that CP4 has stronger vorticity

anomalies throughout.

Figure 7.8 also reflects the fact that there is no noticeable change in the distributions of maxi-

mum vorticity anomaly in the hours leading up to the initiation of MCSs. It is also reasonably

similar to its respective distribution for random points (not shown), which indicates that there

is no particular tendency for MCS initiations to have the presence of a strong vortex near its

initiation.

The distribution of variance in soil moisture anomaly around the initiation points of storms is

shown in figure 7.9a, with figure 7.9b showing the equivalent distribution for random points.

CP4 has a higher variance in soil moisture patterns overall, but soil moisture variance is particu-

larly enhanced in the regions where MCSs form, indicating that higher variance in soil moisture

(for example, on sharp gradients of soil moisture anomalies) is associated with the initiation of

MCSs. However, R25 also has more variance in soil moisture associated with MCS initiation

compared to its background soil moisture variance, even if it is not as variable, implying some

sort of response in the convection scheme to variation in soil moisture anomaly.
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7.3 Dissipation Environments of MCSs

As well as understanding what environments MCSs form in, in order to understand their in-

fluence on the subsequent initiation of other MCSs, it is important to understand how they

modulate their environments. One obvious way in which MCSs modulate their environment is

through producing precipitation throughout their lifetimes, dampening soil on local scales and

producing sharp gradients where soil has previously been dry. Other such influences are the

results of the production of vortices. Mesoscale convective vortices (MCVs) are often produced

as midlevel positive vortices in the stratiform regions of MCSs, in addition to the strong vortex

dipoles which occur around updraughts. Figure 7.10 shows that even after the storm itself has

dissipated, signatures of vortices continue to exist. The persistence of vortices is true for both

simulations, although it is more distinct in CP4 simply because the vortices are stronger to

begin with. In CP4 the vortices also have a more distinct tendency to propagate westward,

perhaps because the MCS populations in CP4 more reliably propagate in that direction, in

line with observed MCSs (Crook et al. 2019). Not only may the initiation of new MCSs be

associated with the pre-existence of vortex structures, as discussed in the previous subsection,

but MCSs can generate of vortices which continue to propagate beyond the storm’s lifetime.

These vortices could serve to reinforce synoptic structures such as AEWs, and go on to undergo

tropical cyclogenesis if they were to propagate over the Atlantic.

Another way in which MCSs modulate the atmosphere is through moisture transport. In a

direct contrast to figure 7.2, figure 7.11 shows that there is, in CP4, a much lower specific

humidity anomaly at the dissipation point of a storm compared to its initiation or even to the

background (random composite, figure 7.2b). The updraught in the storm has, over its lifetime,

transported the low-level moisture that fuels the moist convection to higher levels, leading to

positive specific humidity anomalies at 600–400 hPa, which persist for up to 6 hours after the

storm has dissipated. By this point, the low-level moisture has been restored, so the reduction

in low-level humidity is not a long-term effect. The effect is similar if less pronounced in R25.

7.4 Conclusions and MCS Feedbacks

Elements of MCS initiation that are illustrated by the composites in this chapter are the presence

of low-level moisture to supply the moist convection, slightly enhanced background zonal wind

shear, and the existence of dry patches in the soil moisture signature. The most distinct
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signatures of MCS initiation are in the moisture fields.

It is also possible to composite, around each initiation centroid, the density of other MCS tracks

which had passed through a 500-km square in the 24 hours before the storm is initiated. Such

a composite would illustrate the feedbacks that MCSs have on one another’s initiation. The

results, as well as test composites of storm tracks in a given 24 hours around random points

at the same times as the storm is initiated, are shown in figure 7.12. As previously, the test

composites can be treated as a ‘background’ field.

Track density anomaly was computed rather than raw track density to counteract the effect

of particular geographic ‘hotspots’ of storm density associated with orography (see figure 7.1)

leading to overwhelmingly positive track density signatures. Since the compositing removes a

single storm track from each composite relative to the background by ignoring the storm it is

compositing around in each iteration of the compositing algorithm, all the values are negative

anomalies.

It is possible that the track of the intiating storm is the cause of the signal seen in figure 7.12a,

since storms in CP4 tend to consistently propagate in a southwesterly direction, leading to a

negative track anomaly where these patterns have been removed. The signal also indicates

a tendency of storms to not follow the same tracks as storms that have recently propagated

through the region. A potential mechanism for the minimisation of storm tracks in the track

of a propagating storm from the initiating position is the effect of soil moisture. If a storm

has already propagated down a track, the ground will be wet due to the storm’s precipitation,

reducing the sensible heat flux and thus dampening the potential for strong updraughts to

intensify future storms. Thus, it appears that there is a negative feedback of MCSs on future

MCS initiation at their specific track locations; they produce enough rainfall to suppress future

MCS initiation. A similar albeit far weaker pattern exists in the R25 simulations (around 30

times weaker; note that figure 7.12c uses a different colorbar to the top row).

Furthermore, since low-level moisture is lifted by storms over their lifetime (compare figure 7.2

to figure 7.11), which is a persistent feature after their dissipation, the existence of a storm

means there is reduced low-level moisture. Since low-level moisture seems to be a necessity for

the MCS to draw on in order to initiate and develop (figure 7.2), it would generate a negative

feedback between MCS initiations at the same point. However, as shown in figure 7.11, the low-

level humidity is largely replenished within 6 hours of storm dissipation, so it is unlikely that
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the low-level moisture feedbacks have as long-term an effect as soil moisture, which is typically

a longer-lived signature.

The persistence of vortices from previous MCS tracks leading to regeneration of new MCSs

would probably result in an enhanced signature to the northeast of the initiation centroid, at

least in CP4 where the overwhelming majority of storms propagate in a southwesterly direction.

The track density anomaly is less negative in the east of the track density composite of figure

7.12, which does imply that MCSs which may have dissipated to the east of an initiation point

could be leaving behind westward-propagating vortices which help to spin up the newly-initiated

MCS. Figure 7.10 shows the vorticity maximum travelling 100–200 km over the course of six

hours, so it may be that the 500-km composite in 7.12 is too small for the a signature of vortex

propagation from an MCS which has existed in the past 24 hours to be observed.

Overall, it appears that the patterns in MCS initiation and dissipation relative to other MCSs

is representative of the fact that, typically, in West Africa, thunderstorms do not strike twice:

storm tracks do not typically have the exact same centroids across timescales of a few days, which

is consistent with literature which highlights the unusual temporal incoherence of precipitation

in West Africa at a given location (Roehrig et al. 2013). This chapter proposes that soil moisture

patterns are a key mechanism for such feedbacks since MCSs appear to initiate consistently on

soil moisture anomaly gradients, thus meaning that MCSs do have a positive feedback on the

generation of future MCSs, but not at the same location.

Using observational data would serve to validate the results presented in this chapter, but

reliable estimates of wind profiles around MCSs, and thus the signatures of vorticity and wind

shear associated with their initiation and dissipation, would be challenging to obtain. Some

satellite data detailing wind profiles exist, but these are polar-orbiting satellites which do not

capture large scales of motion around mesoscale systems and are unlikely to track a single

system over its lifetime due to their orbit. Standard reanalysis products are also unsuitable

for the evaluation carried out in this chapter since they use deep convection parameterisations

and do not explicitly resolve convective dynamics. However, as more comprehensive reanalysis

at higher resolutions is produced, or more convective-scale observational data is obtained, the

statistics here could be reproduced using the observational or reanalysis data to validate CP

models of organised convection and improve its model representation, even at convective scale.

From existing observations and theory of MCSs in other regions, it does appear that CP4 offers
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added value over a parameterised model in representing the environments associated with the

initiation and dissipation of MCSs. The evidence of structure in the patterns of MCS tracks

around initiation points implies feedback mechanisms which are represented in the CP model.

So far in the thesis, the effects of convection have been diagnosed by comparing CP simulations

to simulations with parameterisations. In order to continue exploring the convective feedbacks

at play between MCSs, the next chapter examines simulations with different initial conditions

at convective scales, allowing for two similar synoptic scenarios to evolve with and without the

influence of convection. The approach allows us to diagnose the impacts of convection on the

larger-scale features, and more easily understand the feedbacks through which these impacts

propagate.
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Figure 7.1: Density of initiations (top row) and tracks (bottom row) of MCSs in CP4 (left
column) and R25 (right column), indicated by filled contours. The grid orography for each
simulation is shown in labelled line contours.
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Figure 7.2: Left column shows composites of specific humidity anomaly (filled contours) and
horizontal divergence anomaly (line contours, labelled in units of s−1 × 105) along zonal (east-
west) cross-sections through MCS centroids at initiation in CP4 (top row) and R25 (bottom
row). Right column shows, instead of initiation centroids, composites around random points at
the times of initiations of storms.
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Figure 7.3: Composites of relative vorticity anomaly (filled contours) and wind anomaly (vec-
tors) along zonal (east-west) cross-sections through MCS centroids at and leading up to time
of initiation in CP4 (top row) and R25 (bottom row).
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Figure 7.4: Composites of relative vorticity anomaly (filled contours) and wind anomaly (vec-
tors) along meridional (north-south) cross-sections through MCS centroids at and leading up
to time of initiation in CP4 (top row) and R25 (bottom row).
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Figure 7.5: Composites of soil moisture anomaly (filled contours) in 500-km squares centred on
MCS centroids at and leading up to time of initiation in CP4 (top row) and R25 (bottom row).
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Figure 7.6: Composites of land surface temperature (LST; filled contours) in 500-km squares
centred on MCS centroids at and leading up to time of initiation in CP4 (top row) and R25
(bottom row).
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Figure 7.7: Composites of land surface temperature (LST; filled contours) in 500-km squares
centred on random points at and leading up to time of each MCS initiation in CP4 (top row)
and R25 (bottom row).
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Figure 7.8: Maximum value of relative vorticity anomaly (ζ × 105) in 500-km squares centred
on centroid of MCS at its initiation leading up to time of each MCS initiation in CP4 (orange
lines) and R25 (blue lines).
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Figure 7.9: Variance of soil moisture anomaly in 500-km squares centred on centroid of MCS
at its initiation leading up to time of each MCS initiation in CP4 (orange lines) and R25 (blue
lines).
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Figure 7.10: Composites of relative vorticity anomaly (filled contours) and wind anomaly (vec-
tors) along zonal (east-west) cross-sections through the centroid of MCS at dissipation and for
3 and 6 hours after dissipation at the same point, in CP4 (top row) and R25 (bottom row).
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Figure 7.11: Composites of specific humidity anomaly (filled contours) and wind anomaly (vec-
tors) along zonal (east-west) cross-sections through the centroid of MCS at dissipation and for
3 and 6 hours after dissipation at the same point, in CP4 (top row) and R25 (bottom row).
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Figure 7.12: Composites of anomalous MCS track density within the 24 hours before initia-
tion around centroids at MCS initiation (left column) and random points at the time of MCS
initiations (right column) in CP4 (top row) and R25 (bottom row). The composite excludes
centroids of storms as they are being composited around.
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Chapter 8

Practical Implications of Convective

Feedbacks in an NWP Model

The previous chapters have presented descriptions of organised convective systems and suggested

some ways in which they might affect synoptic circulation in free-running climate models and

comparing the simulations to observations. The exploration of such mechanisms attempts to ad-

dress one of the major gaps in contemporary understanding of climate modelling: the feedbacks

between mesoscale convective processes and synoptic-scale atmospheric circulation, including

both the upscale (chapter 5), downstream (chapter 6), and downscale (chapter 7) impacts.

So far, the explorations of the feedbacks associated with convection have largely been based

on the assumption that convection-permitting (CP) simulations can be taken as a ‘truth’ or

at least have a more accurate representation of convective dynamics. Indeed, many studies

treat the use of CP simulations as synonymous with an improvement in convection relative to

a parameterised simulation (e.g. Finney et al. 2019), and while CP models have shown demon-

strable improvements in the diurnal cycle, precipitation intensity, and convective organisation

compared to models with a deep convection parameterisation (outlined in more detail in chapter

2), the comparison between the two does not constitute a comparison between similar synop-

tic scenarios with and without convection, particularly for the case of comparing free-running

climate models.

In order to interrogate the impacts of convection, it is of interest to consider the synoptic cir-

culations in the same case, except for conditions with and without convective structures. The
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described scenario is difficult to recreate. One could remove mesoscale features by reconstructing

streamfunctions (as in, e.g., Oertel and Schemm 2021), or considering different parameterisa-

tions (as above), but these and other such methods are a somewhat artificial means of creating

such scenarios. It is also possible to consider similar but not identical case study scenarios

where convection does and does not develop, but in these situations it is difficult to unpick the

effects of convection from the larger-scale conditions which prevent convection from forming,

and indeed accurate observations or simulations of both cases are required.

This chapter utilises analogues to operational numerical weather prediction (NWP) simulations

with different initialisation techniques: the ‘warm-started’ and ‘cold-started’ simulations based

on the Tropical Africa Model (TAM) described in section 3.1.3 of chapter 3. The driving

global model used to force the lateral boundary conditions (LBCs) of the regional models is

also used as a point of reference. Because the warm-started simulations are initialised with a

blend of smaller-scale structure from the previous run of the regional forecast, and large-scale

structure from the current global reanalysis, they combine a similar synoptic situation with

different convective conditions at initialisation in a more organic way than artificially inducing

or suppressing convection. These simulations care used to evaluate how the evolution of meso-

and synoptic-scale weather systems is affected by convection or the lack thereof at the start of

the forecast. If the existence of convection has significant upscale impacts later in the forecast,

it provides a strong argument for further simulations at convective scales on large regional

and even global domains, since it demonstrates that there are consequences of representing

convection explicitly on larger scales than that of the convection itself.

First in this chapter an in-depth case study is presented of the warm- and cold-started ini-

tialisations at 18 UTC on 17 June 2020, alongside an explanation of how and why the two

simulations differ in their representation of precipitation. The description and explanation is

followed by an exploration of the impacts of the differences in mesoscale convective structure

on the synoptic scale features. The first case study (Case Study 1) is then compared to an

alternative initialisation of the forecast where there are far fewer differences in convective and

synoptic-scale structures: Case Study 2, a forecast initialised at 18 UTC on 7 August 2020, later

in the season. Finally, general diagnostics are evaluated for the entire experiment to provide an

overall insight into the impacts of the initialisation techniques on the later forecast qualities,

and the implications for the feedbacks between synoptic circulation and mesoscale convection
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are discussed.

8.1 Case Study 1: Forecast Initialised at 18 UTC on 17 June

2020

The 2020 boreal summer was a season of anomalously high rainfall in West Africa, with an

enhanced WAM (Blunden and Boyer 2021). Multiple devastating floods impacted the region

throughout the season (Echendu 2022; Mendes and Fragoso 2023). On June 17–18 2020, heavy

rain fell over the continent as part of multiple organised systems which propagated westward

across the region.

Figure 8.1, reproduced based on figure 1 in Warner et al. (2023), shows the mean rainfall rate

in the three hours centred on forecast hours T+0, T+12, T+24, T+36, and T+48 following the

initialisation at 18 UTC on 17 June 2020. Overall both simulations produce rainfall which is too

scattered and intense relative to the Global Precipitation Measurement (GPM) observations.

However, the warm-started simulation (figures 8.1b and e) captures far more rainfall in the early

stages of the forecast than the cold-started simulation (figures 8.1c and f), with some form of

organised convective system emerging by T+12 in the warm-started forecast. This system is

not quite in the right place, being too far to the southwest of the observed system in the GPM

observations and too small (see figures 8.1d and g). However, the system is not generated at all

in the cold-started simulation. The operational forecast, therefore, initialised using the standard

method, would have completely missed the prediction of an intense, long-lived convective system

which crossed several countries and hundreds of kilometres raining at rates of over 8mmh−1 en

route.

The smoothness of the small-scale prognostic fields at the initialisation of the cold-started

forecast meant that convection did not develop quickly. The small convective elements present

in the initialisation of the warm-started forecast evidently were able to collectively aggregate

over the next twelve hours into an MCS, and without these elements the model was unable to

spin-up the convection required to formulate the system. In this case, it is likely because as the

simulation is initialised at 18 UTC, the solar radiation incident on the region is well past its

peak for the day and thus there is nothing to generate the convective available potential energy

(CAPE) required to trigger such convection.

141



Chapter 8. Practical Implications of Convective Feedbacks in an NWP Model

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N
(a) GPM T+00 (b) warm T+00

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(c) cold T+00

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N
(d) GPM T+12 (e) warm T+12

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(f) cold T+12

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N
(g) GPM T+24 (h) warm T+24

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(i) cold T+24

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N
(j) GPM T+36 (k) warm T+36

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(l) cold T+36

15°W 5°W 0° 5°E
2.5°N

5°N
7.5°N
10°N

12.5°N
15°N

17.5°N
(m) GPM T+48

15°W 5°W 0° 5°E

(n) warm T+48

15°W 5°W 0° 5°E
2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(o) cold T+48

0.5 1.0 2.0 4.0 8.0 16.0 32.0
Mean rainfall (3-hourly) (mm h 1)

Figure 8.1: Three-hourly averages of precipitation rate at 12-hour intervals (represented by each
row) from 18 UTC on 17 June 2020 onwards. The left column shows the Global Precipitation
Measurement (GPM) final-run gridded product. The middle and right columns show the pre-
cipitation in the warm- and cold-started simulations respectively, both regridded to the same
resolution as GPM.
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However, even beyond the initial lack of forecast for this storm, there are further incorrect

elements in the cold-started forecast. In fact, both the warm- and cold-started forecasts produce

convection over Mali and northern Niger which begins to initiate at T+24, then develops into

a second organised storm by T+36. However, in the GPM observations, no such precipitation

exists. Nonetheless, in the warm-started simulation, the system is far less organised by T+36

as it has started to dissipate already, which is closer to the ‘storm-less’ reality than the coherent

strong system that exists in the cold-started simulation at the same time. Supporting the

conclusions of Warner et al. (2023), there is evidence in this case study that the existence of

small-scale convective structure at model initialisation has effects on forecasts for not only the

spin-up period but also beyond.

The following subsections attempt to, firstly, explain why there are differences in the forecasts

after the initial spin-up period, and secondly, to quantify what these differences are, in order to

understand the mechanisms behind and impacts of convective feedbacks.

8.1.1 Explaining Differences Between Warm-Started and Cold-Started Fore-

casts

In the example considered here, an organised convective system emerges from precipitation that

exists at initiation. After it propagates across the continent, another organised system begins to

generate at T+24h after initialisation, but in the warm-started simulation it does not organise

as strongly as it does in the cold-started simulation. The subsequent analysis explores why the

original system is generated in one simulation and not the other, and whether it caused the

suppression of organisation in the second storm formed in its wake.

Figure 8.2 shows the relative vorticity at 700 hPa (filled contours) along with the 0.5mmh−1

rainfall line contour in black for the first few hours of the forecast. Studies have shown that

it is possible for the mesoscale convective vortex (MCV) generated in the stratiform region

of a squall line to go on to initiate further convection (e.g. Davis and Galarneau 2009, see

section 2.3.1). Certainly, at the beginning of the forecast there are stronger and more abundant

vorticity anomalies in the warm-started forecast compared to the cold-started forecast, as a

result of the small-scale structure being retained in the prognostic fields of horizontal wind,

which are either associated with dry convection over the Sahara, or strongly colocated with

rainfall. In all precipitation features, there are associated vorticity anomalies, which makes sense

143



Chapter 8. Practical Implications of Convective Feedbacks in an NWP Model

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N

(a) warm T+01

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(b) cold T+00

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N

(c) warm T+04

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(d) cold T+03

15°W 10°W 5°W 0° 5°E

2.5°N
5°N

7.5°N
10°N

12.5°N
15°N

17.5°N

(e) warm T+07

15°W 10°W 5°W 0° 5°E

2.5°N
5°N
7.5°N
10°N
12.5°N
15°N
17.5°N

(f) cold T+06

36 24 12 0 12 24 36
Relative vorticity (x 105 s 1)

Figure 8.2: Relative vorticity ζ at 700 hPa at forecast hours T+0 (top row), T+3 (middle row),
and T+6 (bottom row), for the cold-start simulation (right column) and closest approximations
for warm-started output (left column), after initialisation at 18 UTC on 17 June 2020. Rainfall
contours at 0.5mmh−1 are shown by the black line contour.
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since there is robust evidence from theory and modelling that convective cells are associated

with vorticity dipoles (see section 2.3.1, chapter 5, and chapter 7). At times beyond T+6

hours, maps show similar colocation of rainfall and relative vorticity dipoles. However, it is

difficult to diagnose whether the precipitation or the vortices (and their associated updraughts)

emerge first. Therefore, it is difficult to draw concrete conclusions about the role of vorticity in

convective memory or initiation of new MCSs from the simulations used in this chapter.

Organised convection can also generate mesoscale circulation over the depth of the troposphere

which can modulate the wider environment and thus affect the wind conditions that are associ-

ated with convective initiation. For example, figure 8.3 shows the 925 hPa winds for T+18–24

hours in the forecast. Typically, low-level southwesterly monsoon winds strengthen overnight,

advecting cool moist air over the land from the Gulf of Guinea, but in this case the winds are

disrupted by the rear-inflow jet (RIJ) of the MCS in figure 8.3a, seen where there is a line

of reduced wind speed extending northwest from the back of the storm. In addition, there is

evidence of a cold pool pushing ahead of the storm as it moves forwards, further disrupting the

monsoon flow.

It is possible that the disruption of winds from the RIJ leads to reduced low-level convergence

in the following timesteps, and thus affects the formation of precipitating features in figures

8.3c and e compared to the system that forms in 8.3d and f. The rainfall in figures 8.3c and e

seem to comprise two smaller coherent regions of rainfall on either side of Niger’s northeastern

border, compared to a more coherent single larger system along the border in the cold-started

simulation. Arguably the latter could be considered ‘more organised’.

In the region near the RIJ of the system in figure 8.3a, relative humidity is lower than at the

same position in figure 8.3b. Perhaps the RIJ has reduced the flow of moist cool air as part

of the monsoon, or the moisture in the atmosphere has been converted into cloud and lifted

out of the boundary layer. Regardless, the region where the second system forms in the warm-

started simulation is noticeably drier than its cold-started counterpart. Again, it is difficult to

diagnose whether the suppressed convection is a direct result of interrupted low-level flow, since

by the time the system is forming at the following timestep there are already updraughts which

necessitate convergence by continuity. Nonetheless, it is of note that the reduced southwesterly

monsoon winds, disrupted by the MCS’s RIJ, extends along the northwestern border of Niger,

which is where two mesoscale systems are separated in figure 8.3e, but in figure 8.3f they exist
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Figure 8.3: Wind at 925 hPa (shown by black vectors) and relative humidity at 925 hPa at T+18
(top row), T+21 (middle row), and T+27 (bottom row), for the cold-start simulation (right
column) and closest approximations for warm-started output (left column) after initialisation at
18 UTC on 17 June 2020. Rainfall contours at 0.5mmh−1 are shown by the black line contour.
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as part of a single larger system.

Another potential mechanism for convective feedbacks is the effect of precipitation on the land

surface. Heavy rainfall will result in the moistening of the soil beneath it, which is evident in

figure 8.4a by the moist anomaly behind the track of the MCS. Since no such storm existed

in the cold-started simulation, no such moist anomaly is present in figure 8.4b. Soil moisture,

however, can affect how convective storms initiate and intensify as described in section 2.3.1,

and the positive soil moisture anomaly is a persistent feature which still exists 12 hours later,

when more convective cells begin forming at 18 UTC on 18 June 2020. More cells appear to form

in the cold-started simulation in figure 8.4d than in the warm-started simulation (8.4c), and by

the time it reaches T+36, the cells in the cold-started simulation have organised into a coherent

system (figure 8.4f) whereas in the warm-started simulation they have dissipated and become

parts of smaller systems (figure 8.4e). It is possible that because in the cold-started simulation,

the soil was drier as a result of the first MCS not forming, which intensified the second MCS,

allowing it to organise and become stronger compared to the system in the warm-start which

was limited due to the damp soil.

Overall it appears that in this case study, the existence of the first storm impacted the potential

of the second storm in its formation and intensification. GPM observations indicate that the

second set of organised convection over Niger at T+36 (seen in figure 8.1k–l) did not, in fact,

exist (figure 8.1j). Since the warm-started simulation has a more dispersed and less coherent

storm than the cold-started simulation, it can be regarded as a closer depiction of reality, though

it is still incorrect. However, the mechanisms of the formation of the second MCS suggest that

the impact of the first MCS on the low-level winds (reducing the moisture flux and low-level

convergence in the area where the convective cells were generated) and soil moisture (dampening

the soil which meant that the convection did not intensify as strongly) were responsible for the

suppression of the initiation and organisation of the second MCS. Perhaps the second storm

exists in the warm-start simulation because the first storm was too small and too far westward

even in the warm-started simulation relative to observations (figure 8.1d–e), meaning that the

impact of its RIJ and the modulation of the land surface was reduced relative to reality, where

they may have acted to fully suppress the second storm.
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Figure 8.4: Soil moisture at 0.05m below the surface at T+12 (top row), T+24 (middle row),
and T+36 (bottom row), for the cold-started (right column) and warm-started (left column)
simulations after initialisation at 18 UTC on 17 June 2020. Rainfall contours at 0.5mmh−1 are
shown by the black line contour.

148



Chapter 8. Practical Implications of Convective Feedbacks in an NWP Model

8.1.2 Upscale Impacts of Forecast Differences

Having established what the impact of the mesoscale differences in the forecast make on other

mesoscale features, it is now of interest to examine how the mesoscale differences make changes

in the forecast on synoptic scales. The first tool one could use to examine the impact of

mesoscale differences is by taking the difference between wind vectors at the same time between

the two simulations (within an hour of accuracy due to the lack of synchronisation between

model outputs) to understand how the winds at different heights are behaving differently based

on the two initialisations.

Figure 8.5 shows the differences between the simulations at 700 and 200 hPa. Evidently, over

the course of the forecast, the different MCS structures are generated have induced different

circulations across scales. For example, figures 8.5a and c show evidence of midlevel inflow

entering the rear of the first MCS at 700 hPa, and as it moves off the coast in figure 8.5e it

generates a cyclonic circulation relative to the cold-started simulation, even though there is

still a precipitation feature at approximately the same time and location in the cold-started

simulation (see figure 8.1l). The feature in the warm-started simulation is larger and further to

the west. It is more mature, having emerged from an existing system which has a developed

circulation.

However, the most remarkable changes in the circulation occur at upper levels, shown in the

right-hand column of figure 8.5. The first MCS causes distinct upper-level divergence anomalies

of around 15m s−1, which enable an anticyclonic circulation to form that drives a considerable

northwesterly wind across the continent (seen in figure 8.5d and f). Such a modulation of wind

could disrupt the tropical easterly jet (TEJ) and affect the wind shear profile which serves to

organise MCSs in the region.

Another synoptic-scale impact of the differences in convection is the modulation of African

Easterly Waves (AEWs). Following the tracking methodology in Bain et al. (2014), Hovmöller

plots were produced to track the northern and southern AEWs using curvature vorticity, shown

in figure 8.6. The black lines highlight local coherent curvature vorticity maxima propagating in

an easterly direction overall. The southern-track AEWs (figures 8.6c–d) look relatively similar

in qualities between the two simulations, but the vorticity signatures are significantly weaker

and the strong wave signal starting at 5 ◦ W and hour 7 in the warm-started simulation does

not emerge in the cold-started simulation. Furthermore, the warm-started simulation generates
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Figure 8.5: Wind vectors (black vectors and greyscale shading) representing the difference
between the warm- and cold-started simulations at T+13 (top row), T+25 (middle row), and
T+37 (bottom row) after initialisation at 18 UTC on 17 June 2020 for 700 hPa and 200 hPa
(right column). The warm-started simulation’s 3-hourly mean rainfall rate is shown by the
coloured contours.
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Figure 8.6: Hovmöller plots of curvature vorticity (filled contours) averaged over (a–b) 15–22.5 ◦

N at 850 hPa and (c–d) 5–12.5 ◦ N at 700 hPa, plotted for each longitude against forecast hour,
for the warm-started simulations (left column) and cold-started simulations (right column). The
location of AEWs in longitude and time are plotted by black lines.

an AEW-like signature in the northern track which does not appear whatsoever in the cold-

started simulation. The AEW structure in the warm-started simulation seems to originate from

positive vorticity anomalies at 0 ◦ E above 15 ◦ N, which exist at the very start of the forecast,

and are stronger in the warm-started simulation than in the cold-start due to the retention of

small-scale structure from previous runs (see figures 8.2a–b). The key period of intensification

that the vortex signature undergoes in the warm-started simulation which does not occur in

the cold-started simulation is between 12 and 20 hours, which corresponds to 06–14 UTC on 18

June 2020.

While some of these vorticity anomalies do not appear to directly couple to convection during

the simulation (as they exist on the dry northern AEW track over the Sahara), it appears that

it is an upscale impact of a nearby MCS which reinforces cyclonic circulation and intensifies

the AEW. Where the cold-started simulation has not generated an MCS, the wave signature is

weaker and barely exists. It is very important for downstream forecasting that the warm-start

vorticity anomalies collectively assimilate and grow into a coherent propagating wave signal

whereas those in the cold-started simulation do not, since AEWs can trigger further convection
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and even undergo tropical cyclogenesis once they propagate over the Atlantic (see chapter 6).

Another perspective for understanding the scales of energy involved in both forecasts is to

examine the spectral energy density at various pressure levels. Figure 8.7 shows energy spectra

for various pressure levels over the first 9–10 hours of the cold- and warm-started forecasts, as

well as for the global driving model at the same valid times as the warm-started simulation. The

closest possible output times are compared, which have the warm-started and global outputs

leading the cold-started outputs by one hour due to output inconsistencies. The spectra are

calculated in the region defined by 20 ◦ W–20 ◦ E, 5 ◦ S–25 ◦ N (note that this region is larger

than the domains shown in previous figures).

To begin with, in the forecasts, it is possible to see the impact of the initialisation techniques

in the difference in the energy spectra in figures 8.7a–b, where below 105m (100 km), the cold-

start has noticeably less energy per wavenumber than in the warm-start, showing the impact

of including small-scale structures from the previous model run which are not present in the

global reanalysis. The global model shows consistently lower energy per wavenumber at smaller

wavelengths but it should be noted that it has been scaled down to the regional grid, creating

some resonances at smaller wavelengths, so its values at wavelengths below 33 km (its native

resolution, at 33,000m ≈ 104.5m) are not meaningful.

The gap between the cold- and warm-started energy spectra at these smaller wavelengths is

most distinct at 850 hPa, noticeable at 700 hPa, and is barely distinct at 200 hPa (perhaps since

there tend to be fewer mesoscale or smaller-scale structures at upper levels). However, over the

subsequent hours, the spectra observed in both simulations become closer together, with the

cold-started simulation having slightly lower energy at larger (>105.5m) scales at 850 hPa by

T+10 (figure 8.7). The difference here may not be significant due to the hour-long lag of the

cold-start behind the warm-start simulation. Nonetheless, both simulations, particularly at 850

and 700 hPa, seem to shift somewhat the amplitude of energy and the angle of the spectrum

over the forecast, perhaps indicating the existence of a diurnal cycle in the spatial kinetic energy

distribution.

To understand these changes in the energy spectra across forecast times, after smoothing the

signals, the time derivative of the energy spectra

(
∂ logEk

∂t

)
was calculated (effectively taking

the gradient over time across the plots shown in figure 8.7 and for further times in the sim-

ulation). Figure 8.8 shows Hövmoller-style plots of the
∂ logEk

∂t
signal varying with forecast
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Figure 8.7: Spectral energy density plotted against wavenumber on a log-log plot, for the first
four forecast hours (indicated by row; T+1, 4, 7, and 10 for the warm-started simulation and
T+0, 3, 6, and 9 for the cold-started simulation) after initiation of the simulation at 18 UTC on
17 June 2020. Spectra are shown at three different pressure levels (indicated by column; 850 hPa,
700 hPa, and 200 hPa), for the warm-started and cold-started initialisations (orange and blue
lines respectively) as well as forecasts at the same time from the closest driving global model
initialisation (grey lines). The spectra are smoothed using a variable-size uniform filter along
their length to limit noise (raw signals are shown in faded colours behind the lines). Reference

lines showing the archetypal E(k) ∼ k−
5
3 relationship (with arbitrary scalings to approximate

observed amplitudes in the plots) are in black.
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Figure 8.8: Rate of change of the logarithm of spectral energy density (filled contours) plotted
against log(wavelength) on the x-axis and forecast hour on the y-axis for the forecast initialised
at 18 UTC on 17 June 2020, with the warm-started regional forecast (left column), cold-started
regional forecast (middle column), and global model (right column). Global model spectra are
only shown above the model’s native grid spacing (≈33 km).
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hour on the y-axis and wavelength on the x-axis. Note that the values below λ ≈ 104.5m have

been removed for the driving simulation. The initial part of the forecast is where the most

obvious differences are, with an increase for the first ten hours of the warm-started forecast in

the features below 100 km or less at all levels, though stronger at lower levels, while the energy

decreases at these scales in the cold-start simulation until the afternoon the next day.

As the forecast time increases there is a 24-hour cycle of decreasing smaller-scale energy features

in the early hours of the morning (T+9 to T+18) which then increases in the afternoon the

next day (T+18 to T+24). Energy appears to be generated at smaller scales beginning in the

early afternoon, then as the afternoon progresses, the scale where energy is increasing most

rapidly becomes larger, such that by T+36 hours (06 UTC on 19 June 2020), energy on scales

of up to 106m is increasing, at 850 hPa in the warm-started simulation (figure 8.8g). The

cycle of energy corresponds to the generation of convection through diurnal heating in the early

afternoon, which then clusters into more organised systems with mesoscale circulations in the

late afternoon and early evening, and then appear to feed back on synoptic-scale systems of

scale ≥ 1000 km (106m).

At 200 hPa (figures 8.8a–c), the variation in energy across all three simulations is smaller in

magnitude and does not have a prominent diurnal cycle in the same way as the lower-level energy

spectra. However, it is at this level where the forecasts seem to have the most differences in how

the energy evolves at different scales. For example, across all scales at T+21–24 hours, there is

a maximum in the warm-started simulation which likely corresponds to the strong upper-level

response to deep convection in the form of the warm-started simulation’s storm (see figure 8.5).

The maximum is stronger than in the cold-started simulation and is barely present in the global

simulation, which, as the discussion of the upper-level impacts of the presence of the storm

suggests, further supports the idea that the presence of deep convection has discernible impacts

on the upper-level meso- and synoptic-scale circulations.

At 850 hPa and 700 hPa, the signatures of
∂ logEk

∂t
seem to be relatively similar, although the

afternoon diurnal upscale energy transfer appears to be delayed by 2–3 hours in the driving

model compared to the cold- and warm-started simulations. However, a key differences arises

in the upscale energy rate of change at approximately T+36 (mostly at 850 hPa, but a small

signature exists at 700 hPa) where the warm-started simulation shows a strong positive anomaly

which is not reflected as distinctly in the cold-started or global simulations. Since the essential
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difference between the cold- and warm-started simulations is the initial convective conditions,

and the global simulation uses a convective parameterisation with limited representation of

organised moist convection, the difference implies that it is the moist convection that forces the

upscale transfer of energy that causes differences in the synoptic-scale features.

The case study makes a convincing argument that moist convection has an impact on atmo-

spheric evolution at larger scales, even days into a forecast. However, in order to validate the

conclusions drawn from the case study, it is worth investigating a case where convection is not

represented so differently in the early stages of the forecast.

8.2 Case Study 2: Forecast Initialised at 18 UTC on 7 August

2020

The second case study is intended to provide a contrasting scenario. Figure 8.9 shows a com-

parison with GPM observations for the two simulations over the course of the forecasts. In

this case, although there is extensive convective structure present at the initialisation of the

warm-started forecast that is absent from the cold-started initialisation (figures 8.9a–c), the

simulations evolve to have very similar precipitation fields over the rest of the forecasts. The

initial convection present in the warm-started simulation has a similar shape to the observed

GPM precipitation, but is too spatially incoherent, and shortly dissipates. Twelve hours after

initialisation, the cold-start has generated a similar structure to the warm-started precipitation,

which is also similar to the observed structures but with a smaller spatial extent. Over the rest

of the forecast, the convective features evolve to look very similar, with some spurious scattered

convection across the region at T+24 which is not observed leading to another organised system

at T+36 which is not present in observations (on the Mali-Senegal border; see figures 8.9j–l).

The similarity in the precipitation structures is echoed in the synoptic-scale dynamics in the

region. Figures 8.10 and 8.11 indicate that the AEW tracks and energy spectra changes respec-

tively look very similar between the simulations. The curvature vorticity signature in figure 8.10

look very similar, with only very minor differences, such as a small positive vorticity signature in

the cold-started simulation in the northern-track at 15 ◦ W (figure 8.10b) which extends slightly

further into the forecast than it does in the warm-started simulation (figure 8.10a).

Furthermore, figure 8.11 shows that the rate of change of energy spectra for the warm- and
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Figure 8.9: Three-hourly averages of precipitation rate at 12-hour intervals (represented by each
row) from 18 UTC on 7 August 2020 onwards. The left column shows the Global Precipitation
Measurement (GPM) final-run gridded product. The middle and right columns show the pre-
cipitation in the warm- and cold-started simulations respectively, both regridded to the same
resolution as GPM.
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Figure 8.10: Hovmöller plots of curvature vorticity (filled contours) averaged over (a–b) 15–22.5 ◦

N at 850 hPa and (c–d) 5–12.5 ◦ N at 700 hPa, plotted for each longitude against forecast hour
since initialisation at 18 UTC , for the warm-started simulations (left column) and cold-started
simulations (right column). The location of African Easterly Waves (AEWs) in longitude and
time are plotted by black lines.

cold-started initialisations look very similar at all levels with the exception of the first 10 hours

at scales below around 2 × 105m, which is to be expected given the nature of the initialisation.

Afterwards, the cold-started simulation quickly recovers to recreate a near-identical diurnal

cycle. There are more differences between the driving simulation and the regional simulations,

where the diurnal cycle is again delayed and truncated at around 104m at 700 hPa. Since the

convection is similar in both the warm- and cold-started simulation beyond forecast times of

T+10 hours, it makes sense that the limited convection in the driving global simulation is the

reason behind the differences (which are again, most pronounced at 200 hPa).

Figures 8.10 and 8.11 explore the same feedback mechanisms as for Case Study 1, aiming to

diagnose why the forecasts produce similar precipitation and thus moist convective structures.

The figures show similar synoptic-scale structures, perhaps as a direct result of the similar

initialisation conditions and evolution.

Figure 8.12 shows the 925 hPa wind vectors and relative humidity for the the first 9–10 hours

after the initialisation at 18 UTC on 7 August. The humidity is overall much higher than
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Figure 8.11: Rate of change of the logarithm of spectral energy density (filled contours) plotted
against log(wavelength) on the x-axis and forecast hour on the y-axis for the forecast initialised
at 18 UTC on 7 August 2020, with the warm-started regional forecast (left column), cold-started
regional forecast (middle column), and global model (right column). Global model spectra are
only shown above the model’s native grid spacing (≈33 km).
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Figure 8.12: As for figure 8.3, for the initialisation at 18 UTC on 7 August 2020. Wind vectors
at 925 hPa (shown by black vectors) and relative humidity at 925 hPa at T+3 (top row), T+6
(middle row), and T+9 (bottom row), for the cold-start simulation (right column) and closest
approximations for warm-started output (left column). Rainfall contours at 0.5mmh−1 are
shown by the black line contour.
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Figure 8.13: Soil moisture at 0.05m below the surface at T+12 (top row), T+24 (middle row),
and T+36 (bottom row), for the cold-started (right column) and warm-started (left column)
simulations after initialisation at 18 UTC on 17 June 2020. Rainfall contours at 0.5mmh−1 are
shown by the black line contour.
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the 17 June case (figure 8.3) because it is later in the monsoon season. Climatologically, the

moisture has penetrated further north through the Sahel up to around 15 ◦ N, with much less

distinct variation in the moisture field. Convective precipitation seems to spin up relatively

quickly in the cold-started forecast, with structures already existing at T+3 which are very

similar to those that exist at the same time in the warm-started simulation, perhaps due to the

plentiful moisture creating a favourable environment for convective initiation. As a result, the

low-level moisture and wind fields is altered in much the same way in the first 12 hours of both

forecasts, which means that the subsequent convection is not modulated differently between the

two simulations.

Figure 8.13 tells a similar story. Again, the moist soil signature extends further north since it

is later in the season, and as a result of the convection evolving similarly in the early hours

of the forecast, the soil moisture signature is extremely similar between the two forecasts.

Chapter 7 establishes that soil moisture patterns are robustly associated with MCS initiation, a

relationship that is supported in section 8.1 where figure 8.4 illustrates that storm systems tend

to develop over sharp gradients in soil moisture, and intensify over dry soils. Therefore, similar

soil moisture patterns are likely to lead to a similar generation and evolution of precipitation

structures in both simulations.

The similarities between the convective structures as well as the soil moisture and low-level

atmospheric moisture transport suggests that these factors are crucial for forecasting the ini-

tiation and maintenance of convection. In conjunction with the stark differences in convective

structures that appear to be linked to differences in soil and low-level moisture in Case Study 1,

it seems that accurately representing small fluctuations in these values caused by the existence

of previous storms is crucial for continued skill in forecasting.

8.3 Overall Impact of Convective Feedbacks on Forecasts

Over the entire three-month experiment, generalised diagnostics were calculated based on el-

ements of the two case studies in order to evaluate whether the existence of convection at

initiation has a consistent impact on the synoptic-scale response. Total energy spectra for all

dates in the three-month experiment were calculated, for each forecast hour output following

18 UTC initialisations (to remove the impact of the diurnal cycle). These were compared for

the warm- and cold-started regional simulations as well as for the driving global model.
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Figure 8.14: Plotted as in figure 8.7 energy density plotted against wavenumber on a log-log plot
over the full three-month experiment, for the first four forecast hours (indicated by row; T+1, 4,
7, and 10 for the warm-started simulation and T+0, 3, 6, and 9 for the cold-started simulation)
at three different pressure levels (indicated by column; 850 hPa, 700 hPa, and 200 hPa), for
the warm-started and cold-started initialisations (orange and blue lines respectively) as well as
forecasts at the same time from the closest driving global model initialisation (grey lines). The
spectra are smoothed using a variable-size uniform filter along their length to limit noise (raw
signals are shown in faded colours behind the lines). Reference lines showing the archetypal

E(k) ∼ k−
5
3 relationship (with arbitrary scalings to approximate observed amplitudes in the

plots) are in black.
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Figure 8.14 shows the spectra for the first 9–10 hours of the forecast, and they bear a strong

resemblance to the spectra for the first case study (figure 8.7): at first there is a distinct lack

of energy on scales below 100 km in the cold-started simulation relative to the warm-started

simulation, but the gap quickly closes and the two simulations look similar by T+10 after

initialisation. Again, as for the first case study, the driving model simulation has a distinct dip

in energy below wavelengths of 100 km throughout due to its coarser horizontal resolution, and

resonances appear due to regridding of the simulations. The difference between the regional and

global simulations is reduced at 200 hPa, however, where the energy spectra appear to closely

match between simulations across scales.

Examining the full length of all the 18 UTC warm- and cold-started forecasts reveals that there

is a prominent diurnal pattern in the scales of energy that emerge, which is not unique to the

case studies selected previously but exists across the full experiment for both initialisations and

in the drving model. It appears that the injection of energy on the scale of tens of kilometres by

convection at midday–early afternoon robustly develops into larger-scale kinetic structures. The

pattern occurs at all heights in the atmosphere but is strongest at low–mid heights. Overnight

the structures dissipate, starting with the smaller structures and then the larger ones. Since

there is no further increase in smaller-scale energy before the next diurnal cycle begins, it does

not appear that the larger structures routinely break down into smaller ones before dissipating;

perhaps instead they weaken in intensity but do not shrink in size.

While there is a distinct difference in the evolution of kinetic energy spectra in the first 10

hours or so between the warm- and cold-started forecasts (left and right columns of figure 8.15

respectively), the effects on upscale differences are somewhat limited as, particularly at lower

levels (figures 8.15c–f), the evolution of the spectra look very similar. There is a slight increase

in the horizontal extent of the positive
∂ logEk

∂t
anomaly as it reaches the T+30 forecast hour in

the warm-started simulations relative to the cold-started simulations. Nonetheless, at 200hPa

the positive
∂ logEk

∂t
anomaly at T+21 is noticeably stronger in the warm-started simulation

than the cold-started simulation. The increase in the kinetic energy in the 200 hPa spectrum at

scales of approximately 100 km is consistent with the major shifts seen in the first case study of

the 200 hPa wind because of the presence of large organised systems generating strong divergent

upper-level wind anomalies.

While it appears that the diurnal cycle dominates the changes in the energy spectra, there
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Figure 8.15: Rate of change of the logarithm of total spectral energy density across all initiali-
sations at 18 UTC (filled contours) plotted against log(wavelength) on the x-axis and forecast
hour on the y-axis for warm-started (left column) and cold-started (central column) initialisa-
tion, with the difference between the two in the right column
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are noticeable differences overall between the simulations which start with and without small-

scale convective structure later in the forecasts, with maximum impact in the upper levels of

the atmosphere. The particular enhancement of patterns at upper levels is consistent with the

findings in Warner et al. (2023), who show that there is reduced root mean square error (relative

to ERA5 reanalysis) in the warm-started simulation compared to the cold-started simulation at

200 hPa even up to 48 hours into the forecast.

Further results can be established by examining the differences between the regional simulations

and the driving simulation in order to determine the effects of explicit convection on the energy

spectra changes over the course of a forecast. Figure 8.16 shows the differences between the

warm- and cold-started simulations and the driving simulations in the two right hand columns,

with the spectra for all three simulations shown as a reference. There are marked differences

between the regional convective-scale simulations and driving simulations, which at low levels

appear to be related to the delay in when the energy at smaller scales begins to increase

in the diurnal cycle, as noted in the discussion of figure 8.8. The delay may be associated

with the dry bias over West Africa in the Global Atmosphere (GA) 6.1 configuration used in

the driving simulation (see chapter 3). Similarly, the lack of precipitation due to insufficient

convection could explain the weaker diurnal signatures present in the 200 hPa driving model

energy spectrum relative to both the warm- and cold-started simulations.

The differences between the changes in energy spectra throughout the forecasts may seem subtle,

but the simulations suggest a distinct upscale energy transfer is present at lower and mid-levels

in the atmosphere in regional simulations, which has implications on a case-by-case basis for

synoptic-scale energy distributions. Therefore, if convection is not adequately represented,

the impacts are likely to extend to at least synoptic scales, and particularly can influence

atmospheric motions at upper levels.

8.4 Summary and discussion

This chapter utilises the output of an experiment testing novel initialisation techniques, de-

signed to decrease spin-up time after initialisation, for CP NWP simulations. The upscale

differences between the very similar simulations, differing only by the scales of structures exist-

ing at initialisation, are examined. From this, mechanisms through which the existence of moist

convection might modulate the larger-scale differences. Results from the regional convective-
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scale simulations are contrasted with results for their driving model which uses a convection

parameterisation, in order to further highlight the role of deep convection and its impacts.

Crucially, this chapter illustrates that low-level moisture transport and soil moisture patterns

are mechanisms for the modulation of MCS activity through case studies, highlighting the

importance of accurately observing, assimilating, and forecasting soil moisture patterns and

low-level moisture anomalies. The selected case studies were chosen due to having some of the

most different precipitation conditions at the start of their initialisations. However, the processes

that they represent (effects of soil moisture and low-level moisture) are reflected by dynamics

which are present throughout the simulations and indeed in other simulations (see chapter 7).

Since variation in soil moisture patterns is more pronounced during the early days of boreal

summer, it is more challenging to forecast MCSs since the soil and low-level moisture feedbacks

will be more variable. (The early monsoon season, where onset occurs, is also the time period

when forecasting MCS activity is most important for agricultural purposes, as it affects choices

of crop planting dates.) Single systems can modulate the conditions that lead to suppression

(where the ground has been moistened by precipitation, or where low-level moisture has been

converted into precipitation by a storm) or stimulation (on wet-dry boundaries, or drier patches

of land) of MCS initiation and intensification over the following days. As a result, accurately

representing the feedbacks of MCSs is likely to be important for prediction of monsoon onset

on subseasonal scales; where MCSs and their initiations are represented less accurately (such as

in parameterised simulation), storms may be forecasted to form in what are actually unrealistic

conditions, leading to incorrect onset predictions.

The chapter also supports conventional understanding that interactions with MCSs and their

effects on the local area can lead to the intensification of AEWs. An example of AEW-convection

interaction can be seen in Case Study 1 where a positive curvature vorticity anomaly, which

exists across the northern and southern AEW track regions at the start of both forecasts,

dissipates in the cold-started simulation but strengthens and propagates in the warm-start

simulation. By contrast, a second case where organised convection is similar between the two

initialisations shows similar AEW signatures. The cases highlight how differences in mesoscale

features can result in very different synoptic-scale patterns, which emphasises the role of upscale

energy transfer in driving AEWs.

It also shown in this chapter that there is a diurnal upscale transfer of energy as convective activ-
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ity injects smaller-scale energy into the atmosphere during the day, which then propagates into

larger-scale energetic features overnight. Such an illustration evidences the benefit of the use

of convection-permitting simulations, since the results indicate that the presence of mesoscale

convection drives the upscale growth of energetic structures in the atmosphere up to scales of

thousands of kilometres and potentially beyond. The differences in the energy spectra, along-

side further analysis of the differences between the simulations, also underlines the fact that the

representation of convection has a strong impact on circulation in the upper troposphere, which

can in turn drive weather systems, which strongly suggests that there are circulation-convection

feedbacks and scale interactions. Evidence is presented to suggest that CP simulations repre-

sent the upscale impacts of convection, particularly at upper levels, differently to GCMs with

convection parameterisations.

Future work could involve running suites of idealised simulations with prescribed soil moisture

or low-level atmospheric moisture patterns to investigate whether it is the soil moisture or the

low-level moisture which plays a more significant role in the generation of different convective

structures. Furthermore, the original experiment did not include a spatial filtering of soil

moisture patterns prescribed by the previous run of the regional model (see chapter 3), as it

had not yet become clear what a crucial element soil moisture played in convective feedbacks.

Including soil moisture in the spatial filtering in the warm-started initialisation may contribute

to improving spin-up time in such simulations.

Finally, analysis in this chapter is limited to the use of a regional CP simulation to calculate

energy spectra, so the results cannot clearly show an upper limit of the scales where upscale

energy transfer can be linked to convective activity. Exploring similar diagnostics to those

presented in this chapter would be of great interest to examine whether the upscale propagation

of energy extends even further than the limited domain analysed in this chapter can show. As

larger CP simulations become available in the coming years, these methods could be applied to

them.
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Chapter 9

Discussion and Conclusions

Organised convection is a key element of tropical West African climate. Variation in frequency

of mesoscale convective systems (MCSs) is a major factor in the interannual variability of the

region’s precipitation. Not only are MCSs high-impact weather (HIW) events, but their self-

sustaining circulations act to modulate the synoptic-scale atmospheric motions in their vicinity,

which in turn modulate the intensity and formation likelihood of MCSs, resulting in feedbacks

between mesoscale convection and synoptic-scale circulations.

Since numerical weather prediction (NWP) models struggle to represent mesoscale convection

using convection parameterisations, researchers have turned to using higher-resolution models

which have sufficient resolution to explicitly resolve some dynamics of mesoscale convection,

leading to more realistic simulations of convective systems and their effects on the environ-

ment. While many research institutions are dedicating vast proportions of their computational

resources to running large-domain and even global-scale convection-permitting (CP) models,

there is some debate as to whether the extensive carbon cost of running such models can be

justified, especially since CP models still have noticeable biases. Downloading data and running

simulations has computational (and therefore carbon) cost, which can be reduced by running

it at lower spatial resolution or using parameterisations. While CP models may demonstrate

some improvements, it is virtually impossible to generate a perfect model, which can represent

all processes explicitly: there will always be a ‘grey zone’ where some processes are unresolved.

It is therefore crucial that the value of convective-scale models for climate and NWP modelling

is critically evaluated. The work in this thesis suggests that CP models are indeed a useful

tool to diagnose the impacts of mesoscale convection on synoptic-scale circulation, and can rep-
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resent upscale effects that the current generation of deep convection parameterisations cannot

replicate.

The purpose of this thesis was to improve contemporary understanding of the scale interactions

between organised convection and synoptic circulation in West Africa. More specifically, the

questions asked at the start of the thesis were:

1. How can the modulation of synoptic-scale atmospheric dynamics by organised mesoscale

convection be measured?

2. How does organised convection in West Africa modulate synoptic-scale dynamics both

locally (e.g. AEJ, AEWs, monsoon wind) and downstream into the Atlantic Ocean (e.g.

modulating tropical cyclogenesis)?

3. Which environmental conditions, on the mesoscale and on larger scales, affect the initiation

and development of MCSs in West Africa?

4. How do MCSs in West Africa interact with each other across temporal and spatial scales?

In this chapter, the extent to which the thesis has addressed the above questions will be evaluated

in turn. Afterwards, a synthesis of the key findings of the thesis will be provided, followed by

suggestions for work which could build on the results of this thesis in the future.

9.1 Answering the Research Questions

The subject of the first research question is the use of various methods for measuring the

perturbation of synoptic-scale dynamics by organised mesoscale convection. Throughout the

thesis, several methods are utilised to examine the impacts of mesoscale convection on larger-

scale dynamics, including compositing around precipitating features (chapter 5) and storm

initiations and dissipations (chapter 7) to understand their impacts on the surroundings, and

Fourier analysis of the energy spectra in the region over diurnal cycles (chapter 8). The use

of the kinetic energy spectrum to analyse the scales of atmospheric motions is not uncommon

in contemporary literature, but its evolution over forecasts as they spin up, and with respect

to the diurnal cycle, has not been explored in such detail and provides some insight into how

mesoscale convection interacts with larger-scale features on a diurnal basis.

Another method examined is the use of the scale-separated circulation budget, explored in
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chapters 4 and 5. The circulation budget is a form of the vorticity equation, integrated over a

pressure surface, which separates contributions to circulation tendency into contributions from

vorticity accumulation (vortex stretching, and horizontal advection of vorticity), vortex tilting

(the tilting of horizontal vorticity into the vertical through vertical winds), and frictional effects,

described in Haynes and McIntyre (1987).

In chapter 4, the closure (how closely two sides of the equation match) of the circulation budget

is evaluated for a high-resolution CP model over Southeast Asia for a range of temporal model

output intervals and interpolated grid spacings. The model was selected for its high-resolution

time output interval of 5 minutes, and at this output interval the closure is reasonably accurate.

The closure remains reasonably accurate up to output intervals of 30 minutes. The reason the

closure is explored is because in many model outputs, values that can be used to calculate

the frictional contribution directly are not present and as a result, some might assume that

the residual between the circulation tendency (a time derivative of the circulation) and the

other directly-calculated circulation budget terms can be taken as equivalent to the absent

frictional term. However, at time resolutions of 1 hour or greater, doing so would lead to largely

inaccurate estimates of the frictional contribution to the circulation budget. Furthermore, when

regridding fine grid resolutions to coarser horizontal scales, the closure worsens, perhaps due to

a loss of information associated with the resampling to lower resolutions. Closure is consistently

worsened also by convective activity or small-scale variations on the borders of the enclosing

region.

Nonetheless, the chapter concludes that the calculation of individual budget terms can still be

meaningful when output at larger time output intervals, because their values are instantaneous.

Since at high time resolutions, the budget terms very closely match the circulation tendency,

particularly when on the native grid of a simulation, the chapter indicates that the calculations

of the terms are accurate in the context of the model. Care should be taken when regridding

simulations to coarser horizontal grids, however, since doing so introduces substantial deviations

from the values of circulation budget terms calculated on their native grid. Chapter 4 acts as

the first published evaluation of the accuracy of the closure of the circulation budget, and its

variation with differences spatial and temporal resolution.

In chapter 5, the circulation budget method evaluated by chapter 4 is utilised to measure the

effects of mesoscale features on synoptic-scale circulation. The circulation budget terms are split
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into mean and anomalous components over a diurnal cycle. Calculating the circulation tendency

around a synoptic-scale region over land in West Africa allows for an interrogation of the diurnal

monsoon processes, and by comparing the fields of circulation budget term integrands around

precipitating convection to the synoptic-scale values, the analysis estimates which contributions

were associated with convective processes. The fact that chapter 5 was able to draw conclusions

from the circulation budget method provides a reasonable argument for its utility in diagnosing

mesoscale contributions to synoptic-scale circulation. The circulation budget has not been

applied before in West Africa, and has typically only been applied in cases of TC genesis (see

Raymond et al. 2014) or for MCVs (Evans et al. 2014) rather than for synoptic-scale atmospheric

motions.

The conclusions of chapter 5 provide some insight into the local modulation of synoptic-scale

dynamics by organised convection, which contributes to answering the second research question.

Ultimately, the convergence profiles that are required by convective updraughts - low-level

convergence to feed the updraught and upper-level divergence as it reaches the tropopause -

dominate the effect of mesoscale convection on the circulation budget. The effect manifests as a

diurnal mean tendency (as opposed to an anomalous tendency) in the circulation budget due to

the strong diurnal cycle of convection. There is also a smaller contribution from the tilting term

of precipitating convection, which is a result of the convective momentum transport associated

with updraughts, theoretically described by Moncrieff (1992). The analysis also reveals some key

differences between the representation of convection in CP simulations compared to simulations

with parameterisations: parameterised simulations fail to capture the convective momentum

transport in mesoscale convection that contributes to the tilting term in the circulation budget.

While chapter 5 explores the effects of convection in a fixed box across the domain, its outcomes

can be applied to how organised convection might modulate other pertinent circulations in the

region such as African Easterly Waves (AEWs). For a storm contained within an AEW’s

cyclonic circulation (an AEW trough), the vorticity accumulation that results from the low-

level convergence in precipitating convection can serve to strengthen and intensify the AEW’s

vorticity signature. When storms are on the western edge of such a circulation, the effects of

vortex tilting also reinforce circulation, which is consistent with literature that identifies strong

AEWs as having organised convective systems not only within but to the leading edge of the

wave trough (Semunegus et al. 2017).
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Chapter 8 also shows how the existence of organised convection modulates AEWs by comparing

NWP simulations with two different initialisation techniques: one initialised from a lower-

resolution global reanalysis (‘cold-start’), and another blended with information from a previous

run of the high-resolution convective-scale forecast (‘warm-start’), described in Warner et al.

(2023). The results in the chapter are based on a very novel technique and it is the first

time that warm-starting or scale-blending techniques have been used to to diagnose convective

feedbacks, rather than simply to improve forecasting by metric of comparison to observations

and reanalysis.

The chapter examines two case studies, the first of which is initialised on 17 June 2020 at

18 UTC. In the 17 June case study, an MCS develops in the warm-started simulation which

is not present in the cold-started simulation. Meanwhile, a low-magnitude positive curvature

vorticity signal in the northern AEW track, present at the start of both simulations, is amplified

considerably in the warm-started simulation whereas it dissipates in the cold-started simulation.

The MCS appears to have amplified the weak AEW signature in the early hours of the warm-

started forecast, allowing the AEW to strengthen and propagate, whereas the absence of an MCS

in the cold-started simulation led to its dissipation. Meanwhile, where precipitation signatures

are very similar in the second case study (7 August initialisation), the AEW signatures were also

similar. Taken together, the results indicate that differences in the distribution and intensity

of organised mesoscale convection leads to discernible differences between AEW tracks and

intensities. In particular, the lack of AEW signature in the 17 June cold-start simulation in

chapter 8 is a clear and novel example of the direct role that organised convection plays in

intensifying AEWs, as suggested by such works as Hsieh and Cook (2005). Chapter 8 also

illustrates the strong impacts at upper levels in the atmosphere associated with the existence of

MCSs generating divergent circulations, indicating that one of the key mechanisms for convective

impact on synoptic-scale circulations is through modulating upper-level winds.

The second research question also asks about the to downscale impacts of organised mesoscale

convection. Chapter 6 addresses the question by examining the vortex populations associated

with mesoscale precipitation in a CP and parameterised simulation, and their potential to

undergo tropical cyclogenesis downstream. The CP model has more frequent and more intense

vortices than its parameterised counterpart, but the difference could be a result of overestimation

of oceanic convection due to the lack of ocean-atmosphere coupling in the simulation leading to
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a wet bias over the ocean (Kendon et al. 2019). However, a larger proportion of the population

of vortices over the ocean in CP4 have positive warm-core metrics at both upper and lower levels

compared to R25, suggesting that a higher fraction of the vortices that exist over the ocean

could be candidates for cyclogenesis. This chapter is among the first work done to explore the

earliest stages of tropical cyclogenesis through statistics of longer-term CP simulations, and its

results hints at potential for CP models to add value to the simulation of tropical cyclogenesis.

Understanding the early stages of TC initiation could help explain why there is a tendency

towards a greater frequency of TCs in trials of global CP simulations (e.g. Judt et al. 2021).

Furthermore, in chapter 7, composites around dissipations of the centroids of tracks of identified

MCSs suggest that remnants of vortices characteristic of a mature MCS structure continue to

exist and propagate even after the storms have dissipated for at least 6 hours. The phenomenon

is observed in both CP and parameterised simulations, but since CP models have far more

intense vortex signatures in MCS structures, their remnant vortices may be more persistent

and have greater downstream impacts. Such mesoscale convective vortices (MCVs) may be a

source for reinitiation of MCSs, since in composites of the environments preceding spontaneous

MCS initiation, signatures of midlevel vortices exist. Therefore a further downstream effect of

organised convection is potentially the further reinitiation of organised convective systems by

persistent MCVs, which has been observed in the midlatitudes (e.g. Schumacher and Johnson

2008), but has yet to be explored in the tropics.

Chapter 7 also provides conclusions that are relevant to the third research question, which asks

what environmental conditions affect the initiation and development of MCSs. The CP model

reveals that, in some cases, a vortex is present before MCS initiation, which may help to generate

updraughts. Other characteristics of the pre-MCS environment are in the soil moisture, where

dry patches of soil seem to be associated with MCS initiation, consistent with observations

in the literature (Klein and Taylor 2020), and low-level atmospheric moisture is consistently

enhanced in regions of MCS initiation. Chapter 8 also highlights low-level atmospheric moisture

and soil moisture gradients as a key element of MCS initiation environments in discussing the

feedbacks of existing MCSs on the generation of future MCSs, which leads into the fourth

research question, examining the spatiotemporal interactions between MCSs.

To examine feedbacks between existing MCSs and MCS initiation downstream, chapter 7 re-

veals that there is some structure in the locations of MCSs that pass by the tracks of existing
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storms through comparing composites of various fields around MCS initiations to composites

around random points taken at the same time. It appears that an MCS is less likely to form if

another system’s track has propagated through a region in the previous 24 hours. The finding is

consistent with observational literature that MCSs tend intensify over drier land surfaces (Klein

and Taylor 2020), which are unlikely to have been rained on in the past day. Furthermore, since

the chapter shows that MCSs generally lift moisture upwards over their lifetime, they remove

low-level moisture which is also shown to be a crucial element for MCS initiation. The combi-

nation of low-level moisture and soil moisture feedbacks ultimately implies a negative feedback,

on the timescale of a day, between MCSs occurring over the same tracks. Chapter 7 is one of

the first chapters to utilise composites around the dissipations of MCSs to understand how they

modulate the atmosphere around them.

Chapter 8 provides further evidence for soil moisture and low-level atmospheric moisture feed-

backs through comparing the T+24–T+48 forecast hours of the case studies. Earlier in the

monsoon season in the 17 June case study, the MCS which exists in the warm-started but not

the cold-started simulation creates a noticeable soil moisture anomaly, over which later systems

weaken and dissipate, whereas in the cold-started simulation a strong system develops over the

dry soil which has not been rained on by the first system. However, in the second case study,

initialised at 18 UTC on 7 August 2020, the monsoon season has progressed. The impact of

rainfall on soil moisture gradients is reduced due to climatologically higher soil moisture over the

entire region, and as a result, similar convection evolves later in the forecasts for both the cold-

and warm-started simulations, despite very different convective conditions at initialisation.

9.2 Summary of Key Results and Implications

Throughout the thesis, conclusions have sought to provide answers to the four research questions

stated above, and overall have made steps towards addressing them. Resolving these questions

provides convincing evidence for the value of accurately representing the dynamics of mesoscale

convection in simulations, thus justifying further research using high-resolution convective-scale

simulations. The work also suggests some viable metrics for the evaluation of upscale effects of

mesoscale convection, and recommendations for improvements to deep convection parameterisa-

tions. It also reinforces existing understanding of the interactions between organised convection

and AEWs from a dynamical perspective, and MCS feedbacks through low-level atmospheric
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and soil moisture.

The circulation budget is shown to be a viable method for assessing the effect of different

processes on changes to circulation tendency, and chapter 4 also provides recommendations

for when its usage is most appropriate; for example, its closure is good enough to estimate

frictional contributions from residuals at models with high resolution output time intervals

of 30 minutes or below, but for one hour intervals or greater, the estimates are likely to be

inaccurate. However, instantaneous circulation budget terms are valid for use to diagnose the

effects that different processes have on circulation tendency even if the budget does not close

accurately. The recommendations here may be helpful in future work exploring the effects of

organised convection on synoptic-scale circulation.

Chapter 5 and chapter 8 support prior evidence that MCSs reinforce and intensify AEW signa-

tures, which serves to further underline the importance of representing the effects of moist con-

vection on synoptic-scale circulation. Chapter 5 also illustrates key differences between CP and

parameterised simulations in terms of mesoscale convective dynamics, highlighting the relevance

of convective momentum transport for inclusion in organised convective parameterisations.

From chapters 7 and 8, there is strong evidence that soil moisture is a key feedback for MCS

initiation, with distinct anomalies associated with their initiation in CP simulations, further

highlighting an advantage in representation of convection in CP simulations compared to those

with deep convection parameterisations. The importance of soil moisture motivates the further

development of land-surface and hydrology models to accurately replicate real behaviour of soil

moisture patterns in the region. Work in chapter 8 also implies that soil moisture feedbacks are

of particular importance for MCS prediction in the early weeks of boreal summer, before and

during monsoon onset, which means that it could be of significance for predicting the monsoon

onset.

Finally, chapter 8 provides insight into the upscale impacts of moist convection, illustrating that

its most noticeable impacts are felt in the upper troposphere. Chapter 8 also reveals a diurnal

cycle in kinetic energy spectra. The kinetic energy spectrum in the model has a strong diurnal

variation, with mesoscale perturbations increasing the energy spectra on the order of tens of

kilometres during the early to mid-afternoon of each day, and increases in energy at larger

scales as the day progresses, with the smaller-scale energy decreasing in amplitude as diurnal

convection ceases in the late evening. During the first 9–12 hours of the cold-started simulation,
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where there is little to no small-scale precipitation, there is a negative anomaly of small-scale

kinetic energy relative to the warm-started simulation. Later in the case study forecasts, there

are distinct differences not only at small scales in the energy spectra, but also at large scales

in the warm- and cold-started simulations, and also differences compared to the driving global

model which has parameterised convection. Taken together, the differences in energy spectra

across the scales and forecast times imply the existence of an upscale energy cascade driven by

injection of energy into the atmosphere through mesoscale convection in the afternoon, strongly

suggesting that mesoscale convection directly modulates synoptic-scale structures.

9.3 Limitations and Future Outlook

While meaningful suggestions for the evaluation of convective impacts, as well as implications

that convective-scale forcing can noticeably impact synoptic and even larger-scale circulations,

have been provided by this thesis, almost all of its studies have used output from models on

regional domains, forced by lower-resolution global models with one-way nesting. To fully

understand the impacts of mesoscale convection on larger scales, it would be of great benefit

to apply some of the techniques tested in this thesis to CP simulations on larger regional

domains, or even on global CP simulations. In the current research climate, significant efforts

are being put towards running large-domain or global CP simulations, with lengthy timescales,

and as a result, in the near future more datasets of CP simulations will be available and require

examination to evaluate their quality and the value they add to short- and long-term forecasts.

Many of the techniques applied in this thesis could be applied to these datasets to more robustly

diagnose the impact of resolving mesoscale convection, such as the circulation budget analysis

or the time derivatives of the global kinetic energy spectra over a diurnal cycle. Applying these

analysis techniques can serve as further justification as to whether it is worth continuing to run

such high-resolution large-domain simulations.

The analysis in chapter 6 could particularly be developed by having access to larger domains

which cover both tropical Africa and the Atlantic Ocean, through to the Caribbean and North

America so that TCs could be tracked over their full lifetimes, from their initiation as AEWs

or MCSs in West Africa to their landfall in the Americas. The statistical influence of vortex

populations over land in West Africa could then be linked to the eventual TC population

within the season, and the thermodynamic development of vortices over their lifetimes could be
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explored in more detail. Investigation of tropical cyclogenesis in high-resolution simulations will

also benefit from the integration of atmosphere-ocean coupling into CP models, which will reduce

wet biases and allow for more realistic simulation of oceanic convection. New simulations will

be quick to emerge in the coming months and years, and rapid developments in understanding

the downstream impacts of mesoscale convection in the context of tropical cyclogenesis could

follow, perhaps using the metrics and tools trialled in chapter 6.

The thesis has also highlighted the importance of soil and low-level atmospheric moisture for

the feedbacks of convective systems, particularly in the early monsoon season. Future work on

monsoon onset prediction should carefully consider the effects of soil moisture feedbacks at the

start of the season. The results in the thesis also motivate further work to develop accurate

hydrological land surface models which should be included in any simulations which aim to

accurately represent organised convective systems on either NWP or climate timescales.

While this thesis has largely taken CP simulations as something of a ‘truth’, and indeed has

shown that they improve on the representation of mesoscale convective dynamics relative to

simulations with deep convection parameterisations, CP models still have biases and flaws,

and still require significant development. In recent years there have been more field campaigns

taking measurements over or near West Africa (e.g. the ‘Convective Processes Experiment Cabo

Verde’ CPEX-CV field campaign, described in Nowottnick et al. 2023), and plans exist for more

sophisticated remote observations that can quantify convective updraughts and momentum

transport (such as the ‘Investigation into Convective Updrafts’ INCUS mission; see Prasanth

et al. 2023). Such observations could be used to constrain CP simulations with unprecedented

high-resolution measurements, working to resolve CP model biases or validate the simulated

values of convective momentum transport in MCSs over West Africa.

In addition, chapter 8’s evaluation of the results of the warm-starting experiment not only

reinforces the value of the warm-starting technique for initialising simulations but also provides

some explanation as to why it is so effective. It would be of great interest to reproduce the

warm-starting technique over more regions, such as South America or South East Asia, to see

whether the benefits of the technique apply in other locations and, if so, whether the feedback

mechanisms are similar.

In summary, the field of convective-scale modelling is a rapidly-growing area of meteorological

research with vast potential for improving the representation of synoptic- and even planetary-
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scale features through their scale interactions with mesoscale convection. In the coming years,

high-resolution convective-scale modelling is likely to dominate computational resource in mete-

orological and climate science research, and the work done in this thesis motivates such develop-

ments. This thesis has demonstrated, through a range of techniques, the value of CP models for

exploring scale interactions between convection and tropical circulation. Novel applications of

techniques for analysing high-resolution simulations have been outlined, as well as some results

highlighting key feedbacks of organised convection on itself in West Africa. Ultimately, the

work highlights the importance of mesoscale convective dynamics in the context of accurately

representing motions across scales in the tropical atmosphere.
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Péan, S. Berger, N. Caud, Y. Chen, L. Goldfarb, M. Gomis, M. Huang, K. Leitzell, E. Lon-

noy, J. Matthews, T. Maycock, T. Waterfield, O. Yelekçi, R. Yu, and B. Zhou. Type: Book
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T. Montmerle, E. Wattrelot, A. Bučánek, M. Mile, R. Hamdi, M. Lindskog, J. Barkmeijer,

M. Dahlbom, B. Macpherson, S. Ballard, G. Inverarity, J. Carley, C. Alexander, D. Dowell,

S. Liu, Y. Ikuta, and T. Fujita. 2018. Survey of data assimilation methods for convective-

187



REFERENCES REFERENCES

scale numerical weather prediction at operational centres. Quarterly Journal of the Royal

Meteorological Society 144(713), pp. 1218–1256.

Hakim, G. J. and J. Patoux. 2021. Weather: A Concise Introduction. 2nd ed. Cambridge Uni-

versity Press.

Hamilton, H. L., G. S. Young, J. L. Evans, J. D. Fuentes, and K. M. Núñez Ocasio. 2017. The
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Staniforth, A. and J. Côté. 1991. Semi-Lagrangian Integration Schemes for Atmospheric Mod-

els—A Review. Monthly Weather Review 119(9), pp. 2206–2223.

Stein, T. H. M., R. J. Hogan, K. E. Hanley, J. C. Nicol, H. W. Lean, R. S. Plant, P. A. Clark,

and C. E. Halliwell. 2014. The Three-Dimensional Morphology of Simulated and Observed

Convective Storms over Southern England. Monthly Weather Review 142(9), pp. 3264–3283.

Stevens, B. and S. Bony. 2013. What Are Climate Models Missing? Science 340(6136), pp. 1053–

1054.

Stevens, B., M. Satoh, L. Auger, J. Biercamp, C. S. Bretherton, X. Chen, P. Düben, F. Judt, M.
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