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ABSTRACT

Despite the number of approaches established for Multiple Criteria Optimisation Problems,
few of them have been developed for the decision making process. This research work
proposes a new methodology for the solution of optimisation problems that involve multiple
criteria emphasising the Decision-Maker’s (DM’s) preferences model and the use of
evolutionary computation techniques and fuzzy logic. The use of genetic algorithms (GAs) is
of vital importance to the development of this research. The use of operations research (OR)
techniques and decision analysis is also considered vital. The aim of this project is to provide
a definition of hybrid approaches that combine the strengths of GA and decision analysis. For
this reason four hybrid models are proposed: 1. The GA-SEMOPS. 2. The fuzzy
multiobjective genetic optimiser. 3. The GA-PROTRADE. 4. The interactive procedure for
multiple objective optimisation problems. The main characteristics of these approaches are
that they handle the DM’s preferences in an interactive way and their objective functions are
formulated using goal levels and surrogate functions.

In order to demonstrate that these models can be used in different optimisation problems they
have been applied to different case studies covering examples from environmental systems to
land and human resource allocation. Each model was studied in depth, comparing the results
found with those available in literature. In the majority of the cases, it was found that they
performed better than existing methods.

The investigations carried out showed that the proposed hybrid models can be considered as a

very powerful tool for the solution of a wide variety of optimisation problems in situations
from business to science and engineering.
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CHAPTER 1

Introduction

1.1 Operational Research

The first scientific area where the study of the design and decision processes were formally
defined is operational research (OR), as it is called in Britain, or operations research or
management science (OR/MS), as it is known in the USA. As the main objective of this thesis

is the study of decision-making, the different definitions or views of different authors of OR
will be discussed in this chapter.

Generally, it is considered that OR originated in the World War II period. Cook and Shutler
(1991) presented a creditable review of the history of OR. They stated that although the idea
of applying science to the solution of decision problems can be traced from the Greeks, it was
not until the mid-1930s that a country’s national objectives and science objectives became
one. At that time, a group of scientists led by Robert Watson-Watt was working on the
development of radar to defend the United Kingdom from German air attack. This group was
interdisciplinary with scientists from different areas such as mathematics, physics, statistics,
electronics and psychology and developed a new activity or a new way of visualising and
attacking a problem. This team had an office in Operational Headquarters, according to Cook
and Shutler (1991) the door where this group of scientist was working was labelled
“operational research” that means “research into operations” or perhaps “ research within
operational headquarters”. In 1940 Watson-Watt and his team decided to name the new
activity “operational research” in order to describe the general activity and make it known.

Professor Patrick Blackett (physicist) who was an active member of the OR group contacted
his fellow professor at the Massachusetts Institute of Technology in Boston, Philip Morse, to
share with him how operational research was used in different areas of the war. Blackett and
other colleagues presented operational research in a special conference, to scientists and
defence chiefs of the United States. They adopted the idea but changed the name to

“operations research”, because of their use of “adjectival nouns”(Cook and Shutler, 1991),
setting up OR groups in the different areas of the USA’s armed forces (land, sea and air).

After the war some scientists were convinced that OR could be as useful in peace as it had
been in war, for this reason, in this period of time the main focus of OR was on quantitative
approaches to support decision-making. The simplex method proposed by George Dantzig in
1947, led to the application of OR to non-military problems. This combined with the
development and growth of digital computers resulted in an extensive range of methods and
applications. In 1957, Churchman, Ackoff and Arnoff published the first OR textbook, the
main objective of their book was to visualise OR as a process rather than just a simple set of
techniques to solve problems. They stated as mentioned above that the main objective of OR
was to improve operations and for this reason defined a procedure for conducting OR shown

in Figure 1.1, understanding that a project can be also called research. The phases of this
procedure are explained in more detail below.
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Problem Model Model Testi Control ol tati
Formulation Construction Solution CSHng ontro

Figure 1.1 Phases of the Research

Problem formulation

Churchman et al. (1957) defined the formulation of a problem (first phase of the research),
also called the orientation period, as a sequential process that starts with an initial formulation
and 1s continuously reformulated until a solution is found. Generally speaking, a problem
arises when an individual or a group within the organisation wants to improve some aspects
of current practices and for this reason a decision has to be made. Churchman et al. (1957)
presented an idealised problem-formulation procedure where the first step was to define the
components of the problem.

The components of a problem are:

1. Decision-maker (DM). It is important to identify the person or group of people who is
going to make the decision once the problem is solved.

2. Objectives. These outline the desires of the DM as well as the possible outcomes of
the problem.

3. System or environment. The principal components of the system were listed by

Churchman et al. (1957) as “management, men, machines, materials, consumers,
competitors, and government and the public”.

4. Alternative courses of action. The researchers have to list all the possible alternative
courses of action.

Once the components of the problem are defined the next step is to transform the problem into
a research problem. To perform the transformation the steps listed below are followed:

1. Editing the list of objectives.
2. Editing the list of alternative courses of action.
3. Defining the measure of effectiveness.

Construction of the model

A scientific model is understood as “a representation of the system under study”; it is also
understood as an instrument that helps in the evaluation of the possible alternatives of action.

Churchman et al. (1957) classified models into three categories: iconic, analogue and
symbolic.

- Iconic models. These models’ main characteristics are that they “look like what they

represent”, their properties are the same as those of the original and usually are scaled
up or down making the decision or design process easier to use and more economic.
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- Analogues. It is not always possible to represent all the properties of the original
system, when this is the case it is necessary to make a “substitution of one property
for another according to some transformation rules” (Churchman et al., 1957). A

good example of these kinds of models is graphs because they use distance to
represent different properties such as time, weight, money, etc. It is easier to modify
an analogue than an iconic model and also it is considered more general.

- Symbolic models. In these models, “the components and their interrelations”

(Churchman et al., 1957) are represented by mathematical or logical symbols. The
models to be studied in this chapter will be mainly symbolic.

Once the models are described, it is necessary to list the steps in model construction:
1. Make a list of the components of the system.

2. Pertinence of the components. To decide whether each of the components should be
considered in the model.

3. Combining and dividing the components. Sometimes, it is better to group some
components.

4. Substituting symbols. Once the final list of components is completed, it is necessary
to determine whether each component has a variable or fixed value.

Solution of the model

Churchman et al. (1957) stated that to derive a solution it is necessary to follow procedures
that can be classified into two types: analytic and numerical. They defined the analytic
procedure as deductive and the numerical procedure (trial and error) as inductive. There are
certain occasions where none of the procedures mentioned above can be applied. These cases
are normally those where a term 1n the equation has to be previously evaluated. Therefore to
evaluate the term it is necessary to apply the Monte Carlo technique. It is important to bear in
mind that when the term solution appears it refers to the solution of the model and not to the

solution of the real system. Analytic and numerical solutions as well as the Monte Carlo
technique are briefly described below:

- Analytic solutions. When a solution is given in the form of an equation or a set of
equations 1t 1s considered analytic. It is important to bear in mind that some systems
are somehow restricted. These restrictions are called constraints and are normally
represented by inequalities. In a more general way, a solution will be considered
analytic when it 1s possible to solve the problem using mathematical deduction or
when different types of mathematical analysis are needed to derive a solution.

- Numerical solutions. This kind of solution is given by the substitution of the symbols
by numbers and finding which set of numbers gives the “maximum effectiveness” by

trying every possible combination of numbers. These kinds of solutions are founded
on a trial an error basis and perform several iterations.

- Monte Carlo Technique. When probability concepts are involved it is not possible to
apply either analytic or numerical techniques; therefore, a technique called Monte
Carlo 1s necessary. This technique is a procedure that helps when mathematical

expressions are constructed of probability distribution functions and yields
approximate evaluations of these expressions.
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Churchman et al. (1957) reviewed the different types of problems that frequently appear in
industry and government such as inventory problems, allocation problems, waiting-line

problems, combine inventory-allocation-queuing problems, replacement and maintenance
problems, and competitive problems.

Model and solution testing

The testing will be divided into two categories: model and solution. The kind of data used for
testing depends on the kind of test to be performed. In the case of model testing, it measures
the adequacy of the model. In other words, it has to be assessed if the pertinent variables have
been included or not. These variables are those that have a significant effect on the
effectiveness of the system. It is also important to be sure that the model accurately represents
the relationships between the effectiveness measure and the independent variables. Finally,

the parameters contained in the model should be evaluated properly in order to yield good
results.

Testing the solution. It is supposed that a solution given by OR must lead to an improvement
over the current system, so to know if this improvement has occurred it is necessary to
compare it to past tests. Therefore the solution testing would determine whether the DM
adopts that solution or not. For this purpose it i1s necessary to obtain historical data.

Sometimes there are no records of this data and then the effectiveness of the new solution
must be compared with that of the current system.

Control of the solution

According to Churchman et al. (1957) a “decision rule is a solution that can be applied
repetitively”’. The system’s parameters are the variables which define it. It i1s necessary to bear
in mind the systems in reality are unstable and for this reason are very likely to change. In
other words, the relationships between the parameters and the parameters themselves have to

be adjusted and re-evaluated every time the system changes. Summarising the solution has to
be controlled due to changes in the system.

The steps followed for the design of a control system are listed below:

1. Make a list of the variables, parameters, and relationships that are included or should
be included 1n the solution.

2. Develop a procedure to detect changes in the parameters and relationships.

3. Definition of the adjustments to be made in the solution when a significant change
OCCUTS.

Implementation

This stage occurs once the solution has been found and tested. An implementation plan 1s
needed to assure the operations’ improvement. To develop the plan, Churchman et al. (1957)

proposed answering the following questions, bearing in mind that “the implementation of a
solution involves people taking action’:

1. Who should do what?

2. When?

3. What information and facilities are required to do it?
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Finally, the most important point in the implementation procedure is the continuous co-
operation and communication between managers, operators, and researchers.

After discussing the Churchman et al. (1957) method for OR, it is necessary to discuss some
other authors’ points of view.

Pidd (1991) named the OR methodology as a “process model”. From Figure 1.2 it is possible
to see that this process model is considered a continuous cycle; in other words, the process
can be repeated as many times as necessary during the development of the OR project.

"c" ........

n O
gt S

E R R
.:.r,:_".-_fl'.-' R,

Figure 1.2 Process model
Adapted from Pidd (1991)

The process model is defined by three stages:

1. Problem structuring. This i1s defined as the process of extracting some agreement
from a mess. Where mess occurs when there 1s no agreement or “common view about
what constitutes an acceptable solution” (Pidd, 1991).

2. Modelling. According to Pidd (1991) this is considered as the heart of OR and
involves the use of analysis methods such as mathematics, statistics and computer

science. The risk of modelling can be the oversimplification of the system which is
being studied.

3. Implementation. After the modelling phase is performed, some changes will be

recommended. It 1s possible to say that an OR approach is implemented when these
suggestions are taken into practice.

One of the main aspects of OR is the use of quantitative analysis. According to Anderson et

al. (1996), quantitative analysis is divided into four steps: model definition, data preparation,
model solution and report generation.

Model definition

Anderson et al. (1996) define a model as “the representations of real objects or situations™.
The kind of model used to represent a problem through mathematical relationships and
symbols is called a mathematical model; according to Churchman et al. (1957) this kind of
model is known as symbolic. A mathematical model is needed when the time and cost of
experimentation have to be reduced. Another important fact is that the risk of experimenting
with a real situation is considerably greater than that associated with experimenting with a
mathematical model. Therefore the better the model represents the real situations the better
the decisions and conclusions will be. In order to have a good model it is necessary to define
the objectives and constraints associated to the problem the most accurately possible. The
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inputs of a model can be classified as either controllable or uncontrollable. The controllable

inputs are those determined by the DM whilst the uncontrollable are those that cannot be
influenced.

Data preparation

The data that is going to be used by the model has to be prepared. On the one hand, Anderson
et al. (1996) understand data as “the values of the uncontrollable inputs”. Sometimes a
separate data preparation, after the model has been defined, 1s needed. On the other hand,
Curwin and Slater (1991) define a process called data collection where two aspects are
considered: the need for data and its quality. They focus on numerical data although they bear
in mind that to solve most problems; it i1s necessary to take into account the people, the
enterprise, the culture and the environment. A very important element is the “completeness”
of data, this is the DM’s responsibility because he or she has to determine whether the data
collected is sufficient or not. A full understanding of the purpose of the data is vital for the

problem’s solution. Some elements attained to data are grouped as follows (Curwin and Slater
1991):

1. Population. In order to collect data, it is necessary most of the time to do a survey that
can be costly, for this reason it 1s essential to identify the relevant population.

2. Sources of data. Once the relevant population has been defined, the next step is to
obtain the data. This is classified as primary and secondary. Primary data has to do
with the “collection of new data” through observation, questionnaires and group

discussions, whilst secondary data has to do with “existing data”. This means that is
data collected previously for other purposes.

3. Numbers and selection. The first type is census. Once the relevant population is
identified, a census will be applied to the complete and enumerated population,

without applying any selection procedure. If the relevant population is too big it is
recommended to select a sample of .

The second type 1s random and non-random selection. To select a random sample each
element of the population has the same probability of being selected. Usually, a
computer generates a series of random numbers. When some judgement is required to
make the selection the sample is called non-random. The most used non-random
sampling is the selection of a “quota sample”. This consists of identifying the
characteristics sought by the survey, then the proportions of people for each
characteristic will be determined and a quota will be assigned to the interviewer.
Another important aspect to consider is the sample’s size; to calculate a good sample

size a procedure that uses an error level is required. The error level is determined and
the sample’s size is the one that attains that level.

4. Asking questions. Having identified the relevant population and the sample, 1t 1s
necessary to determine the kinds of questions to be asked. In most cases, a
questionnaire is designed. The main characteristics of the questionnaire are twofold:
“logical structure” and “thought-out questions” (Curwin and Slater 1991). There are
two Kinds of questions: open and pre-coded. Open questions are those that allow the
respondents to express their ideas and thoughts. Pre-coded questions are those that
offer the respondents possible answers or alternatives to be chosen. Once the relevant
population has been selected and the questionnaire has been designed, an interview
has to take place. The main element of an interview is the interviewer. There are two
aspects to consider regarding the interviewer’s profile, namely, that this person must
have had appropriate training and must have the appropriate attitude. Nowadays some
interviews are made by telephone or using postal questionnaires.
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5. Non-response. This case basically appears when the survey is applied on a human

population and it depends on the kind of survey that 1s being developed. Normally, the
researcher would like to reduce the non-response to a minimum.

6. Types of data. There are different types of data such as discrete, continuous,
categorical or nominal, ordinal and cardinal. Nevertheless, sometimes data 1s classified
in quantitative and qualitative.

Model solution

According to Anderson et al. (1996), in this phase the analyst or researcher (Churchman et al.,
1957) tries to identify the values of the optimal solution for the model. For this optimal
solution, identification of any one of the three solutions (analytic, numerical, Monte Carlo
technique) defined by Churchman et al. (1957) will be used. After the solution 1s found, the
DM and the analyst would like to consider its feasibility, for this reason Anderson et al.
(1996) suggest a model testing and validation phase (as conducted by Churchman, Ackoff,
and Arnoff). If for any reason the model shows inaccuracies a corrective action has to be
applied until the testing and validation phase is satisfied. It is possible to note that this process
1s very similar to that proposed by Churchman et al. (1957).

Report generation

The reports are prepared using the solution of the model. As shown 1n Figure 1.3 to make a

decision the DM needs both qualitative and quantitative information. In this context, the main
emphasis 1s on the quantitative approach.

Qualitative
Analysis

Summary Make
and the

Evaluation decision

Quantitative
Analysis

Figure 1.3 Problem analysis
Adapted from Anderson et al. (1996)

Normally, it is expected that the report gives the DM information about the results and
recommends him or her a possible decision to make.

When the amount of data is very large, it is necessary to group it together in order to make the
numbers more comprehensible. Curwin and Slater (1991) stated that there are three ways to
present the data: tabulation of data, visual presentation and graphical presentation.

- Tabulation of data. One way is to present the data in numerical order, from the lowest

to the highest values or vice versa. Examples of this kind of presentation are
“frequency distribution and cross-tabulation”.

- Visual presentation. This way of representing the data is through a chart or a diagram.
The data will be divided into two types: discrete and continuous. The presentation of

discrete data can be made through “Pie charts, Bar charts and pictograms”. The
presentation of continuous data can be made through “histograms™.
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- Graphical presentation. This is normally used when the relationship between two
variables has to be shown. Curwin and Slater (1991) consider four types: graph
plotting, plotting a time series, logarithmic graphs and the Lorenz curve.

One of the most popular textbooks in the study of OR is the one written by Taha (1997).
According to him, a typical OR mathematical model is one that relates the variables,
constraints and objective functions. Figure 1.4 shows the structure of a mathematical model,

where the objective is to optimise (maximise or minimise) the objective function satisfying
the constraints. The solution 1s known as optimum.

Maximise or minimise (Objective functions)

Subject to (Constraints)

Figure 1.4 Typical OR mathematical model
Adapted from Taha (1997)

According to Taha (1997), OR should be viewed in the context of the decision-making

process. The most used technique to solve optimisation problems is linear programming,
where all the elements (objectives and constraints) of the model are linear and the variables
are continuous, although there are other techniques such as integer programming, non-linear

programming, goal programming, dynamic programming and network programming.
Practically, the whole of these techniques are computational algorithms.

Taha (1997) states that an OR team is defined by two essential components: the OR analyst
and the client. He also states that there are five principal phases for implementing OR:

1. Definition of the problem. The analyst and the client carry out this process, involving

three issues: description of the decision alternatives, determination of the objective and
specification of the limitations.

2. Construction of the model. Once the problem has been defined, it is necessary to
transform it into mathematics (mathematical relationships).

3. Solution of the model. Taha (1997) considers this phase as one of the simplest because
it consists of the use of standard mathematical algorithms mentioned above (e.g. linear

programming). It can also involve the use of a heuristic approach or the use of
simulation, and sensitivity analysis.

4. Validation of the model. In this phase, it is necessary to check if the model is giving a
reasonable output and it is behaving as was expected. A way to validate if the output is
suitable or not is comparing it with historical results (outputs) using the same or
similar input conditions. In the case that there is no historical data of the problem, for

comparison purposes, it is necessary to use simulation for the verification of the
output.

5. Implementation of the solution. If the model 1s considered valid, the next step to
follow is the translation of the results into operating instructions. These instructions
have to be understandable to the person or group of people who will administer the

system.
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Taha (1997) considers the following areas as those of relevant interest within the OR study:
linear programming as mathematical technique, data envelopment analysis, inventory control,
project management, queuing theory, computer simulation methods and decision analysis.

1.2 Handling Preferences

Preferences are essential in the modelling of decision-making. According to Vincke (1992) in

the preference structure, it is assumed that a decision-maker has to compare two actions a and
b where:

aPb means that action a is preferred to action b
alb means that action a is indifferent to action &

Some authors use indistinctively the terms criteria or preference to denote criteria, for effects
of this thesis it is important to understand the difference between these two terms.

The classification of Hwang and Masud (1979) described different stages where the
information from the DM could be needed. These stages are:

1. No Articulation of Preference Information.

2. A Priori Articulation of Preference Information.

3. Progressive Articulation of Preference Information (Interactive Methods).

4. A Posteriori Articulation of Preference Information (Nondominated Solutions
Generation Methods).

1.3 Overview

The main objective of this research is to find the solution of optimisation problems (multiple
criteria decision-making) using OR techniques that can handle the DM’s preferences in an
interactive way. The originality of this research is the way in which it modernises two
interactive methods proposed in the 1970’s and then refines them through contemporary areas
of research such as genetic algorithms and fuzzy logic. These methods were selected because
not only can they handle the DM’s preferences in an interactive way but they also offer a
direct way for the development of a hybrid approach using OR and evolutionary techniques.

Based on this objective the structure of this thesis is described below:

Chapter One introduces the basic concepts of OR, visualising it more as a methodology than
as a set of techniques.

Chapter Two describes the main characteristics of the evolutionary algorithm, giving the
general procedure and its formal definition. Furthermore, the definitions of genetic
algorithms, along with their genetic operators are presented. This chapter also describes the
basic techniques of evolutionary computation to solve a well-known problem called the
traveling salesman problem (TSP). This problem was chosen because it is not only an NP-
complete problem but also an optimisation problem and for the purpose of this research gives
the general idea on how to attack this kind of problem using evolutionary algorithms. This
chapter presents the most commonly used genetic operators in the solution of the TSP.

The area of decision theory, which is defined as making a decision by mathematical means, is
described in Chapter Three. In this chapter the effect of the incorporation of risk and
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uncertainty in a problem 1is also discussed, defining some basic characteristics of risk analysis.
Moreover, an area that involves OR and decision theory called multiple criteria decision-
making (MCDM) is defined in detail along with the most popular methods for the solution of

MCDM problems. Finally, the most important operators of multiple objective evolutionary
algorithms are discussed.

Chapter Four describes a GA-OR approach where the GA uses an interactive method called
Sequential Multiobjective Problem Solving (SEMOPS). This new approach is named GA-
SEMOPS and can be understood as the support system used to help the DM to solve the

decision problem. In this chapter two case studies are solved: the Bow river case study and
the nurse-scheduling problem.

- The Bow River Valley is a hypothetical example of an artificial river basin and its
pollution problems. In this problem there are three pollution sources, the Pierce-Hall
Cannery, and the towns of Bowville and Plympton towns and the main objective is to
improve the water quality considering the DM’s preferences. The problem is solved
using two different techniques a real-valued genetic algorithm and a mutliobjective
genetic optimiser using a fuzzy rule-based system. This case study is the one

presented by the authors of the SEMOPS method and it was selected for comparison
purposes.

- The nurse-scheduling problem consists of generating a schedule of working days and
days off for each nurse in a hospital subject to hard and soft constraints. The approach
presented in this thesis considers a multiple objective nurse scheduling problem
involving the decision making process attached to it. In order to manage this process
it has been decided to use the SEMOPS method in conjunction with a genetic

algorithm (GA), developing a hybrid approach that uses the strengths of both
operations research and evolutionary computation techniques.

In Chapter Five a GA-OR approach is described where the GA uses the Probabilistic Trade-
off Development (PROTRADE) method. The main characteristics of PROTRADE are that it
incorporates uncertainty and risk analysis in the solution of a problem, and it also allows the
DM to introduce his or her preferences. The new model is called GA-PROTRADE and is
used to solve a land allocation problem. This case study is a multiple use approach to land
reclamation and it is solved by means of a real-valued genetic algorithm, considering risk and

uncertainty. This problem is the one presented by the authors of the PROTRADE method and
it was selected for comparison purposes.

Chapter Six introduces a new proposal for the solution of multiple objective optimisation
problems and describes its main characteristics. This model is called the inferactive procedure

for multiple objective optimisation problems (IPMOOP) and is used for the solution of a
resource allocation problem in the Automatic Control and Systems Engineering at the

University of Sheffield. This problem is selected in order to implement a real life application
of the IPMOOP and to validate it.

Finally, Chapter Seven outlines the conclusions obtained from the results of this research and
the future applications for these methods.

Figure 1.5 shows the relationships between the different chapters and the types of codification
used in each case study. It is possible to observe that Chapters Two, Four, Five and Six use
the concepts outlined in Chapter Two, whilst Chapters Four, Five and Six also use the
concepts presented in Chapter Three. Furthermore, it is also evident that the genetic
algorithm’s codification used in Chapter Two is integer, in Chapter Four for the first case

study it is real-valued whilst in the second one it is binary string, in Chapter Five it is real-
valued and in Chapter Six it is binary string.
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Chapter1
Chapter 2 -Evolutionary Computation Integer
-TSP codification

Chapter 3 Multiple Criteria
Decision Making

Real-valued

Chapter 4 GA-SEMOPS Birary sifing

Chapter 5 CA-PROTRADE Real-valued

KFigure 1.5 Thesis Structure

1.4 Contributions

The main contributions of this research work are:

» The development of a hybrid model called GA-SEMOPS (Chapter Four). The main
characteristics of this approach are: the use of a surrogate function that can be directly
understood as the objective function and mapped as the GA’s fitness function and the use
of a set of auxiliary problems reducing the solution space. Additionally, another important
feature is the use of goal and aspiration levels and finally, the sequential decision-making
process with the direct intervention of the DM. Another contribution is the demonstration

of the use of this model to solve different multiple objective optimisation problems and
different kinds of GAs.

= The development of a fuzzy multiple objective genetic optimiser (Chapter Four). This
model is based on a fuzzy rule-based system (FRBS) in order to achieve an automated
process emulating the DM. Considering that the problem has several objectives, a number
of fuzzy sets will be assigned to each objective. These sets are defined in terms of
standard deviations and aspiration levels. Once the fuzzy sets are defined, it is important
to determine the shapes of the membership functions. Finally the set of rules is created,

using both the fuzzy set and the membership functions. This set of rules is programmed
Into the automated algorithm.

= The development of a hybrid approach called GA-PROTRADE (Chapter Five). This
model allows the introduction of risk and uncertainty in the solution of a problem. One of
its most important features is that it handles the DM’s preferences in two different levels.
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The first level is based on pairwise comparisons made by the DM to determine the
importance of each goal compared to the others. This process yields a classification of
goals from the most preferred to the least important. The second level for handling
preferences is based on the assignment of a probability of achievement to each goal. The
DM is asked to define the probability of achievement of each goal creating a new solution
space and a new surrogate objective function. Therefore, the GA has to be applied again
finding new solutions. Finally, the DM and the analytic programmer have to decide
whether or not the solutions found are acceptable and select which one 1s more suitable.

= The development of the interactive procedure for multiple objective optimisation
problems (IPMOOP), in Chapter Six. This procedure is focussed on the decision-making
process followed when a real life problem is solved. The main objective of this model is
to visualise the decision-making process as a continuous interaction between the DM and
the analytic programmer. For this reason a unit called the decision-making process group
(DMPQ) is defined, showing this interaction. This model is based on the formulation and
solution of an initial problem. In this model an initial problem is proposed because it is
expected that in the first attempt at a solution of a problem not all the aspects attached to
it can be visualised. Therefore, after the solution of the initial problem a final problem has
to be formulated and solved. Once the final problem is solved the DMPG unit decides
whether an acceptable solution has been found or not. This procedure can be applied as
many times as necessary until a solution found satisfies the DM.



CHAPTER 2

Evolutionary Computation

2.1 Introduction

Since the main objective in this research, as outlined in Chapter One, is the solution of
optimisation problems using evolutionary algorithms, it is important here to describe
evolutionary computation. Moreover, most optimisation methods perform a search to find a
single-optimal solution whilst evolutionary computation performs a search to find a

population of solutions. Therefore the outcome in evolutionary computation methods is also a
population of solutions.

The origins of evolutionary computation date from the late 1950’s when some computer
scientists started to use the Darwinian evolution theory (“Struggle for Existence”) to solve
optimisation problems (Bick et al.,, 2000). In general, evolutionary computation systems
consisted of using operators that were defined as processes in natural selection (reproduction,
crossover, and mutation). Despite the flexibility and adaptability of evolutionary computation

in the searching task it was not until the 1980’s when this set of methodologies became well
known in the scientific community.

The main purpose of evolutionary computation is to model the evolution process and simulate
it using a computer. The concept of evolution may be used as one search method to find the
best solution out of a great number of possible solutions (Mitchell, 1996). The term
evolutionary computation was defined in 1991 as including three avenues: genetic algorithms,
evolutionary programming and evolution strategies (Bick et al., 1997). If these avenues are
considered as algorithms then the term “Evolutionary Algorithms” emerges.

Firstly, this chapter describes the main characteristics of the evolutionary algorithm, giving
the general procedure and its formal definition. Additionally, the definitions of genetic
algorithms along with their genetic operators are presented. In subsection 2.2.2, a description
of evolutionary programming and its operators is given. In subsection 2.2.3, the evolution
strategies are shown as well as the definition of their recombination, mutation and selection

operators. A comparison between genetic algorithms, evolutionary programming and
evolution strategies 1s presented in section 2.3.

Secondly, this chapter describes a well-known problem called the Traveling Salesman
Problem (TSP). This problem concerns a salesman who has to visit » cities with the

restriction that he must visit each city once. The solution expected is the tour of all the cities
which implies the minimal cost (Hamiltonian cycles).

In sub-section 2.4.1 some traditional search methods for the TSP are explained. To solve this
problem using genetic algorithms a considerable number of crossovers have been developed
sub-section 2.4.2 contains a summary of these operators.

Additionally, in sub-section 2.4.3 other methodologies to solve this problem as genetic local
search, evolution strategies, and evolutionary programming are analysed. Genetic local search
1s a hybrid that consists of the traditional methodologies used in a genetic algorithm.
Evolution strategies are based on mutation and recombination operators. Genetic algorithms
sometimes use these mutation operators.

13
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Finally, 1n section 2.5 some applications of TSP for real-world problems are discussed,
especially for scheduling manufacturing problems.

2.2 Evolutionary Algorithms

Evolutionary algorithms (EAs) are instances of algorithms that work with evolutionary
principles. Genetic algorithms, evolutionary programming and evolution strategies are subsets
of evolutionary algorithms (Béck, 2000).

Michalewicz (1994) describes the following structure of an evolutionary algorithm (he called
it evolution program):

Procedure evolution program

begin
<0
initialise P(¢)
evaluate P(7)
while (not termination-condition) do
begin
t<1t+1]
select P(¢) from P(¢- 1)
alter P(¥)
evaluate P(?)
end
end

In the above, P(¢) is a population of individuals, which is initialised at £ = 0, and this is
considered as the starting point in the program. An evaluation function 1s applied and returns
the fitness, comparing among the solutions. A termination-condition is stated, determining the
number of iterations the program is going to run. The counter ¢ 1s incremented by one; an
individual is selected from the previous population of individuals and is altered by a “genetic”
operator. It is necessary to evaluate the new P(f); the program will run until the termination-
condition is reached and it will return the solution of the problem.

Basically, the genetic operators will be classified in three asexual, sexual and panmictic as
shown in the following definition (Bick, 1996):

Definition 2.1
A genetic operator pg: ¥ — 1%is called

sexual R > T FTUSY CRy SN
Uﬂ(ala"'aap)=(U'ﬂ(ail:aﬂ)a"':U'G(afq:ajq))
where Yk € {l,---,q} ik,jke{l,'--,p}
are chosen at random,

(2.1)
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