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Abstract

This thesis contains the study results of magnetic texture motion induced

by spin currents through both simulation analyses and experiments. The

exploration into the force interactions between spin currents and magnetic

textures furnishes a better understanding of the complex dynamical beha-

viour of these textures. More accurate predictability of magnetic texture

responses within varied external conditions is crucial for applying mag-

netic texture as information carriers of spintronic devices.

Periodic heterostructures of ferromagnetic materials and heavy metals

were fabricated via sputtering techniques. The samples presented pro-

nounced Dzyaloshinskii-Moriya Interaction (DMI). This interaction helps

the stabilization of magnetic textures. The initial step was characterizing

the magnetic properties of the Ta/[Pt/Co68B32/Ir]n/Pt system. These char-

acterized magnetic parameters were used in subsequent micromagnetic

simulations. The simulation results demonstrated the possibility of sta-

bilizing skyrmions on our samples with an external magnetic field. More

importantly, simulations found the different behaviours of skyrmion in

varied widths and damping characteristics tracks. The result analysis re-

vealed that the initial trajectory of the skyrmion is altered upon the balance

between spin transfer torque from the transmitted spin wave, linear mo-

mentum transfer torque from the reflected spin wave and the repulsive

forces from the sample edges.

The latter portion of this project is the experimental investigations of

domain dynamics driven by spin currents from thermal gradients along

the narrow tracks. Magnetic Force Microscopy (MFM) was used to look for

the domain position before and after the heating application. An Oersted

field due to the applied dc current must be accounted for the displacement

of the domains. The effects of the Oersted field and thermal gradients

were discussed. Ultimately, we observed the domain driven by a series

of thermal gradients on the metal sample.In recent research, insulating

materials, such as YIG, are widely used because they ensure that electric

currents do not interfere with the magnetic texture movements or the pure

spin current dynamics being studied. The results of our research can give

the researchers more choices from designable magnetic heterostructures
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than traditional insulating magnetic materials.
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1.1 Spintronic Devices and Skyrmionics Memory Devices

1.1 Spintronic Devices and Skyrmionics Memory Devices

Electronic devices, such as transistors, digital logic gates, flash memory devices, and

other functions in microscale circuits, are already commonly used in modern techno-

logy. After decades of development, people started expecting devices with smaller

sizes and higher efficiency, and researchers started facing the disadvantages of elec-

tronic devices. Smaller transistors face the higher challenge of breakdown voltage,

avalanche multiplication, current leaking and quantum-related challenges such as

maintaining the coherence of qubits [1–4]. Joule heating is unavoidable to high-

performance electronic devices because of the energy dissipation. Also, the rising

heat changes the working environment of the electronic devices, which will limit the

longevity and efficiency of the devices because of the thermal conductivity. The high-

performance computer will need more energy to reduce the heat produced, which

leads to high energy consumption [5, 6].

Unlike electronic devices, spintronic devices are based on the spin of electrons and

take advantage of both the electrons and the spins. Because the spin of a single electron

can be regarded as a magnetic moment, one of the most common applications of the

spintronic device is the magnetic memory device [7–9].

Granular ferromagnetic materials are used to make traditional magnetic memory

devices such as hard disk drives, and the magnetic domains are used to represent

the digital information 0 or 1. Magnetic random-access memory (MRAM) is another

type of traditional magnetic memory device, it uses the magnetic state of the magnetic

tunnel junction (MTJ) to store information. However, the sizes of the storage elements

limit the size of the magnetic memory device [10].

A smaller-sized magnetic element has high potential for the future magnetic

memory device. Skyrmions are the smallest elements with different spin directions,

which give more ways and spaces to compile information. Skyrmions have topolo-

gical spin texture, the directions of spins have axial symmetry. Skyrmions can have

different types of texture including Néel-type and Bloch-type. In most of the thin

films, 2D texture can be characterised by the Pontryagin number (winding number)

Q =
∫

d2rρ(r), where ρ is the topological charge density. Q describes the number of

times the spins need to ’turn’ from the centre of the skyrmion through the domain

wall to the outside of the skyrmion, this is also related to the magnetisation axis of

the core of skyrmion. The different types of skyrmions texture are listed in Fig. 1.1.
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1.2 Heterostructure of Heavy Metal/ Ferromagnetic Material/ Heavy Metal

From Fig. 1.1(a), (b) and (g) is the skyrmion texture type with Q=-1. The Néel type

and Bloch type skyrmions are most commonly used in the simulation. Only these two

extreme types of skyrmions were identified from the chiral symmetry breaking mag-

netic materials in the experiment before 2018. [11–13] Antiskyrmions were observed

in (Mn1.4Pt0.9Pd0.1Sn) in 2019 [14]. The antiskyrmion is shown in Fig. 1.1(c) and has

winding number Q=+1. The combination of 2 skyrmions (d) has Q=-2 whereas the

single vortex (e) and meron (f) both have Q=-0.5. Fig. 1.1(h) shows the texture called

a skyrmionium and its Q value is 0.

Also, the skyrmions can be driven by current [15] has high potential to realise the

high-speed and large information storage density spintronic devices.

Skyrme first defined the mathematical concept of a skyrmion in high-energy phys-

ics [16]. Skyrmionic states were assumed to be a non-equilibrium state, and those

skyrmions would not appear as spontaneous ground states [17]. However, Bogdanov

showed the theoretical possibility of getting skyrmions in magnetic materials due to

chiral interactions like the Dzyaloshinskii-Moriya interaction (DMI) [18].

Traditionally, the magnetic materials are mostly simple bulk ferromagnets or anti-

ferromagnets. In past decades, the research about the magnetic properties of all kinds

of artificial thin or 2D samples that can host skyrmion attracted much attention. In

2009, by neutron scattering on the cubic B20 compound MnSi sample, a stable anti-

skyrmion helped the author prove that the effects of Gaussian thermal fluctuations

need to be counted when stabilising the skyrmion [19]. Further studies were made

and suggested that skyrmion can be written [20, 21], deleted [22] and read [23]. These

show that skyrmionics is a promising region for computation and data storage.

1.2 Heterostructure of Heavy Metal/ Ferromagnetic Material/

Heavy Metal

Skyrmions can be created by different mechanisms, such as the dipolar interaction

[24], the relativistic Dzyaloshinskii Moriya interaction (DMI) [25], frustrated exchange

interactions [26] and four-spin exchange interactions [27]. In recent research, DMI

is the most concentrated mechanism, and most research depends on it. DMI is the

result of the non-negligible spin-orbit coupling (SOC) in lack of inversion symmetry

magnetic system [25]. The phenomenological formula for the DMI is expressed by the
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1.2 Heterostructure of Heavy Metal/ Ferromagnetic Material/ Heavy Metal

Figure 1.1: Series of skyrmion textures. The slyrmions with Q value equals to -1

(a) Néel-type skyrmion ; (b) Bloch-type; the texture with Q value equals to 1 (c)

antiskyrmion; the texture with Q value equals to -2 (d) biskyrmion; the texture with Q

value equals to -0.5 (e) vortex and (f) meron; the texture with Q value equals to -1 (g)

bimeron, the texture with Q value equals to 0 (h) skyrmionium. [13]

HDMI = −DDMI · S1 × S2, where DDMI is the Dzyaloshinskii Moriya vector and S1 and

S2 are adjacent spins. If the S1 and S2 have clockwise rotation, the energy of the spins

will decrease.

To ensure the stable existence of the skyrmions and reduce the undesirable de-

viation of the skyrmions in the spintronic devices, researchers try to find materials

that can have strong DMI and minimise the skyrmion Hall effect (SkHE). No only the

velocity parallel or anti-parallel to the orientation of the driving current, the skyrmion

also accompany with a transverse velocity.[28] Because of the skyrmion topology, the

skyrmion experiences a quasiclassical force Magnus force in the current flow. The

Magnus gyrotropic force force shifts the skyrmion trajectory perpendicular to the ori-

entation of the current flow.[29, 30]

In multilayer structures, inversion symmetry is broken due to the interfaces between

layers. Around 2015, more and more research teams pointed out that the Dzyaloshinskii-

Moriya interaction will be more common in antiferromagnets (AFM) than ferromagnets

(FM) [31]. Later, artificial materials like the FM/AFM coupled structures could theor-

etically get rid of the SkHE when driven by an applied force [32]. The skyrmion can

also get rid of the SkHE in AFM structure driven by spin current or electron current.

The skyrmion in the top and bottom AFM structure layer experience opposite Magnus

force because of the opposite topological charge at each layer of the AFM structure.

The cancellation of the Magnus force allows the skyrmion moves along the direction
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1.3 Motion of Skyrmion Driven by Spin Currents

of the driven current or spin wave. [30, 33]

So, the AFM and FM combined samples got many interests. The anisotropic frus-

trated magnet [34], heavy metal/ultrathin ferromagnet/insulator (HM/FM/Insulator)

trilayers [35] and few of 2D Van der Waals crystals [26] were also proved to host

skyrmions in theory. What is more, inversion symmetry is broken due to the in-

terfaces in the multilayers’ structure. The heterostructure of magnetic materials and

heavy metals can have strong SOC. Skyrmions can be found in multilayers of magnetic

metals [36] or metal films deposited on heavy metal substrates [27].

Co68B32 has strong perpendicular magnetic anisotropy (PMA). This means that its

magnetic moments prefer to align perpendicular to the film plane. PMA is highly

desirable in thin-film magnetic structures as it supports different magnetic textures

in different repeat stacks [37]. Co is the key component of Co68B32, it has high spin

polarization [38], which improves the efficiency of spin-transfer torque (STT) mechan-

isms in spin current dynamic. Co68B32 can form high-quality interfaces with common

heavy metals. We chose Platinum (Pt) and Iridium (Ir) because they exhibit strong

spin-orbit coupling. Considering the heavy metal and FM interface properties, the

[Pt/Co68B32/Ir] heterostructure is the fundamental structure to find and stabilise the

skyrmion with external magnetic field in this project.

1.3 Motion of Skyrmion Driven by Spin Currents

In order to read the information stored in the skyrmion, the skyrmion needs to move

to the reader or the expected direction. The reading efficiency and accuracy are highly

dependent on the position of skyrmions during the movement. So, the skyrmion

motion driven by different methods is essential to be studied.

One of the tools to move a skyrmion to the detector is the injected electron current.

Spin-transfer torque (STT) and spin-orbit torque (SOT) are two mechanisms of the

current-driven skyrmion.

The STT is the effect from the electron polarized spins which influence the orienta-

tions of the magnetizations.[39] The SOT is from the interaction between the electron’s

spin and its orbital motion.[40] The spin of the electrons in the current and the current-

induced effective magnetic field can exert a torque on the local magnetic moments

to transfer the angular momentum. The dynamics of skyrmions caused by electron
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1.3 Motion of Skyrmion Driven by Spin Currents

Figure 1.2: The harmonic spin wave visualized as a sequence of precessing magnetic

moments with phases. [45]

currents are also interesting and significant in order to apply the effects in the industry

[41][15]. But the spin current or spin wave (SW) is also a promising way to drive

skyrmions [42]. Spin current is a flow of spin angular momentum. Not only the spin

polarised electrons current can refer to the spin current, the collective magnetic motion

of the spins as shown in Fig. 1.2 in a magnetic material can also be regarded as another

type of spin current and known as spin wave.[43–45] The wavelength of the SW is

the length when the length that phase change from 0 to 2π, the SW wave vector = 2π
λ .

Joule heating is directly related to the flow of charge but SW can propagate without

the motion of electrical charge and most of the magnetic material is low magnetic

damping, so SW can reduce the Joule heat with less energy consumption.

In recent years’ published papers, the SW-driven skyrmion motion in simulations is

still a hot topic. The SW twisted magnon can provide skyrmion with a rotated gyration

motion [46]. The polarised laser can modify the SW flow direction, the skyrmions in

skyrmion crystal in Cu2OSeO3 then can be rotated by the Magnus force from both

SW and thermal gradient because the system is inhomogeneous. [47, 48]. The SW

transmitted to the skyrmion will also give rise to the skyrmion diode effect based on

the opposite motions of the skyrmion with different SW injected directions in a certain

frequency and sample width. In the paper of Xichao Zhang’s team [49], the motions

of skyrmion at L corner and T junction were simulated. Because of the Magnus force,

skyrmion prefers to turn left when there is no repulsive force from the edge. As shown

in Fig. 1.3 (a), the skyrmion driven to the left when the SW excited from the bottom of

the T junction. The skyrmion Fig. 1.3 (b) will not drop to the bottom of the T junction
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1.3 Motion of Skyrmion Driven by Spin Currents

Figure 1.3: Snapshots of the skyrmion (Q = 1) locations driven by the SW excitated on

different position of the T junction. (a) The SW propagated from the bottom of the T

junction. The SW propagated from the (a) left and (b) right of the T junction. (c) Similar

simulation when the skyrmion driven by the SW from the bottom of the Y junction.

[49]

when the excitation of SW is on the left on the T junction while (c) it drops to the

bottom of the T junction when the skyrmion is driven by the SW from the right of the

T junction. The arrival of the skyrmion at the C branch can be the signal 1 (true) of the

logic gate; contrarily, the absence of a skyrmion at the C branch is the signal 0 (false).

Their consideration of reflection in simulation also shows the importance of the linear

momentum transfer torque (LMTT) [50].

Not only affecting the skyrmion displacements on the x, y-axis, SW also af-

fects the shape and structure of skyrmion by time-varying perpendicular sine field

H = H0 sin 2π f t, the hybridised modes, and breathing modes because of the breaking

of topological protection [51]. A sinusoidally varying magnetic field can be tuned

to match the SW frequencies and the smoothly varying amplitude can minimize the

sudden changes in the magnetic flux which might induce unwanted errors. The SW

can propagate perpendicular to the plane of the skyrmion or along the strings of 3D

skyrmions. As shown in Fig. 1.4, by measuring the varification of skyrmions topo-

logic charges, positions and sizes along the skyrmion string direction, the skyrmion
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1.3 Motion of Skyrmion Driven by Spin Currents

Figure 1.4: Schematic illustration of CCW, breathing, and CW excitation modes on

skyrmion strings.[52]

anticlockwise and clockwise rotation modes and breathing modes can be determined.

[52]. If the magnetic layer used in the future is thick and non-negligible, the rotation

mode might also happen and show as a non-straight domain pattern when observed

in the in-plane direction.

Most of the micromagnetic dynamic simulation models considered SW will be thor-

oughly scattered on domain walls or skyrmions, which can also explain the skyrmion

Hall effect. The strength of the SW transmission and reflection can be gained by

compare the upstream and the downstream amplitude SW amplitude. However, the

strength of the scattering SW is hard to gain from the magnetisation data compared to

the transmitted SW and reflected SW, it need to gain the amplitude of a SW in a prop-

gation angle which the data collection started simulation cell will be complicated to

determine. Also, the balance between spin transfer torque (STT) from transmitted SW

and LMTT from reflected SW is more promising in explaining the transient retrograde

skyrmion motion in our simulation result. The force model considers equivalent force

from transmitted and reflected SW, which will be discussed in §1.6. The skyrmion

driven by spin wave on varying track widths were simulated and showed a transient

retrograde motion, which will be shown in Chapter 4.

Also, because of the spin Seebeck effect, the spin current can be generated in the

magnetic material by heat gradient. In recently published papers, the discussed heat-
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1.4 Imaging the Magnetic Patterns

gradient-driven magnetic texture data are still mostly based on the simulation data

[53–55]. The Seebeck coefficient is simply defined and different between papers, which

causes confusion during calculations. In Yi’s paper, the Seebeck coefficient based on the

properties of the magnetic material is defined, which will be shown in §1.8.2 [56]. Some

experimental papers present the domain wall or skyrmion lattice motion driven by the

temperature gradient, and magnetic insulator samples have good results that can prove

the skyrmions or domains will move towards the hot region [48, 57]. Comparing the

conducting magnetic material, using an insulator can help people eliminate the effect

of electron currents. But at the same time, the research of spin Seebeck effect-driven

magnetic texture motion on conducting magnetic metal materials still remains blank.

In this project, the components of the multilayers are all conducting. The domain wall

motion observed by magnetic force microscopy (MFM) measurements is still similar

to the domain wall motion in insulating materials, which will be shown and discussed

in Chapter 7.

1.4 Imaging the Magnetic Patterns

There are a handful of ways to image the magnetic textures, such as the Kerr mi-

croscope, spin-resolved scanning tunnelling microscopy (SP-STM), X-ray magnetic

circular dichroism (XMCD) and Magnetic Force Microscope (MFM). In recent years,

most skyrmion spatial motions or results of skyrmion edge interaction were captured

by magneto-optic Kerr effect (MOKE) [58, 59], or spin-resolved scanning tunnelling

microscopy (SP-STM). We already successfully gained the demagnetisation pattern of

the samples by Kerr microscope, but the image resolution with the largest expansion

objective lens (x50) in the lab is not high enough for us to find skyrmion or distin-

guish skyrmion from the background with defects in real-time. The magnetic texture

imaging tool becomes a better choice in this project since it can measure nanoscale

texture.

Meanwhile, the MFM is widely used to present the changes of skyrmion sizes and

shapes of different domains [60, 61]. MFM measurement showed current induced

skyrmion on low pinning material CoFeB [62, 63]. Also, MFM measurement with

varying external field microscopy (VFM) can show lots of magnetic texture dynamics.

In some published papers, designed current pulse-driven skyrmion [64] and differ-
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1.5 Skyrmion Dynamics

ent phases in hybrid ferromagnetic/ ferrimagnetic multistacks [65] were measured

by MFM. Thermal induced skyrmion diffusion [66] and ac magnetic field induced

skyrmion diffusion [58] were imaging by VFM. In Cao’s paper [67], the normal MFM

already shows a good performance on imaging skyrmion motion similar to the results

in Chapter 5, a direct domain shape and location difference visualisation by adding

external AC field on the whole sample and superparamagnetic probe of MFM were

realised. The result perfectly matches the mathematical signal subtraction between the

initial state MFM figure and the final state MFM figure. Though this method is clear to

show domain wall (DW) shape-changing, it won’t improve the single skyrmion mo-

tion observation because the 2D dot-like skyrmion position is already easily tracked

by normal MFM. Also, the varying field will affect the SW excitation on the sample. To

track the skyrmion motion driven by spin current, we can now only apply the current

pulses and measure after the pulses because each high-resolution MFM image (at least

512 points per line) requires around 15 minutes to finish the scan of the interested area.

1.5 Skyrmion Dynamics

Numerical micromagnetic simulations are well-suited to studying SW-driven skyrmion

dynamics, and there are many recent examples, in most of which the track for the

skyrmions is narrower than 100 nm or not larger than 4 times the skyrmion diameter

[42, 49, 50, 68–70]. By studying the skyrmion motion in tracks of different widths,

we can predict the skyrmion motion in an experimentally easily achievable sample.

Though the high performance lithography can create 100 nm wide track, the smallest

feature size which the optical lithography equipment (MLA 150) in Leeds cleanroom

can make is 600 nm. We also study the SW-driven skyrmion motion as a function

of varying the Gilbert damping constant. Our simulations were carried out with the

micromagnetics package Oommf [71]. The simulation is based on an iteration of the

Landau- Lifshitz- Gilbert (LLG) equation:

dM
dt
= −γM ×Heff +

αM
Ms
×

(
dM
dt

)
, (1.1)

which is an equation of motion for the magnetisation M, where γ = −2.211 × 105

mA−1s−1 and α are the gyromagnetic ratio and Gilbert damping constant, respectively.

(Here and throughout, we use SI units unless otherwise specified.) Ms is the saturation
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magnetization. Heff describes the effective fields in the system arising from energy

terms such as the exchange stiffness, DMI, and anisotropies as well as the applied

magnetic field [49], defined as the partial derivative of the free energy density E with

respect to the magnetisation M,

Heff = −
1
µ0

∂E
∂M

, (1.2)

in which µ0 = 4π × 10−7 H/m is the vacuum permeability. The free energy density

contains terms arising from the magnetic field H, which includes both the externally

applied field and the demagnetisation field, Heisenberg exchange with exchange stiff-

ness Aex, uniaxial anisotropy with anisotropy constant Ku and easy axis direction with

unit vector û, and interfacial Dzyaloshinskii-Moriya interaction [71], and is written as

E = −µ0M ·H + Aex∇

( M
Ms

)2
− Ku

( M
Ms
· û

)2
+ EDMI + Edemag, (1.3)

where the interfacial DMI energy is written as [72]

EDMI =
DDMI

M2
s

(
Mz

∂Mx

∂x
−Mx

∂Mz

∂x
+Mz

∂My

∂y
−My

∂Mz

∂y

)
, (1.4)

with interaction strength DDMI. And Edemag is the energy of the demagnetizationi.

Edemag = −
µ0

2

∫
V

(M · (−NM)) dτ, (1.5)

where the demagnetic tensor N depends the geometry of the material and dictates how

the magnetic field is distributed within it due to its own magnetization, the intergral

is taken over the volume of the sample.[73, 74]

1.6 Force Model of Micromagnetic Simulation of Skyrmion

Motion

In this section, we briefly review some relevant results on skyrmion motion to introduce

concepts that we shall use later to describe our work.

The Thiele equation describes the dynamics of rigid magnetisation textures in

response to driving forces [75] and was originally derived to treat bubble domains. It

can thus also be used to treat the motion of skyrmions in response to driving forces
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1.7 Forces on a Skyrmion

such as a current of magnons arising from a SW [76–78]. For a skyrmion spin texture

with spatial co-ordinate R, it is written as

G × v − αD · v = −f(R), (1.6)

where the gyrovector G = (0, 0,G) = (0, 0,−4πQ), for a skyrmion with topological

charge Q = −1. v = Ṙ is the velocity of skyrmion, whilst D is a dissipative tensor with

the form


D 0 0

0 D 0

0 0 0

 for an isolated skyrmion in a thin film [79]. F = −∇U is the force

which is defined as the negative spatial derivative of the skyrmion potential energy

U. Because of the Heff definition and fu = γ
∫

S Heff
d( M

Ms )
du dS, where S is the non-uniform

magnetisation surface and u can be either x or y, the converted force is represented in

Eq. 1.6 by f = Fγ/(Msµ0dm), where dm is the thickness of the magnetic layer [80] since

a quantity with dimensions of velocity is required in that form of the Thiele equation.

This yields

G × v − αD · v =
(
4πQvy −Dαvx, −4πQvx −Dαvy, 0

)
= (− fx,− fy, 0), (1.7)

from which we obtain

vx =
1

G2 + α2D2

(
4πQ fy + αD fx

)
, (1.8)

and

vy =
1

G2 + α2D2

(
−4πQ fx + αD fy

)
. (1.9)

Motion in the x-direction is particularly interesting here since we define that as the spin

wave propagation direction. The presence of the gyroscopic term in Eq. 1.6 means the

y-component of force will also affect the skyrmion velocity along the x-axis, as shown

in Eq. (1.8).

1.7 Forces on a Skyrmion

In the simulation work, we set up a skyrmion at the centre of a magnetic track which

has magnetic properties same as the sample Ta/Pt/Co68B32/Ir/Pt. A Néel-type skyrmion

will be formed by injected 2 ns width current pulse (current density = 108 A cm−2)
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1.7 Forces on a Skyrmion

and be stablized by a out of plane magnetic field. The magnetization informationwill

be set as the initial state of the simulations. The forces on a skyrmion will from two

sources. The principal source is the SW magnon current drive, fmag, that can include

the scattering of SWs as well as the reflection, transmission, and absorption of SWs.

Nevertheless, the repulsion at the edge of the sample also plays a role. Thus we can

have f = fmag + fedge [81] in Eq. 1.6.

1.7.1 Force From the Sample edge: Repulsive Force

The repulsive force from the edges of a nanostrip of width w across the y-direction and

thickness dm as a function of skyrmion position y can be written as [81]:

Fedge = −Vedge∇

[
exp

(
−(y + w

2 )
Ledge

)
+ exp

(
(y − w

2 )
Ledge

)]
= f0

[
exp

(
−(y + w

2 )
Ledge

)
+ exp

(
(y − w

2 )
Ledge

)]
Msµ0dm

γ
, (1.10)

where Vedge is used to parameterise the strength of the repulsion, and the penetration

depth of the magnetisation twist being induced by the DMI at the sample edges is

Ledge. We define ledge as the normalized length

ledge = Ledge/
√

2Aex/(µ0M2
s ). (1.11)

The physical parameters f0 and ledge can be expressed in term of the dimensionless

parameters Ξ = DDMI

√
2/(µ0M2

sAex), κ = 2Ku/(µ0M2
s ) and η = Hz/Ms [82]. Here, Hz is

the external out-of-plane magnetic field. We can then write the values of the force and

interaction depth as

|f0| =
eπ
√

2

(
Ξ −

2
|ledge|

) √
2Aexγ2

µ0
, (1.12)

in which e ≈ 2.71828 is Euler’s number, and

|ledge| =
π3Ξ

−4(π2 − 4)η + 2π2κ
. (1.13)

1.7.2 Magnetic Force from the Scattering Spin Wave

Considering the effect of SWs impinging on a skyrmion and scattering from it, fmag =

fscatter(R). In Ref. [81], the authors considered the force arising from spin wave scat-

tering on skyrmion, with a decay of the scattering force based on the SW attenuation

13



1.7 Forces on a Skyrmion

owing to the distance between the SW source and skyrmion position R. The scattering

force is written as:

fscatter(R) = je
−R·q̂
Lmag q(σ||q̂ + σ⊥(ẑ × q̂))

= je
−Rx

Lmag q(σ||x̂ + σ⊥ŷ) (1.14)

= fscatter||x̂ + fscatter⊥ŷ, (1.15)

where q = q̂q is the wavevector of the spin wave, assumed to be along the x-direction,

and j is the magnon current density at the spin wave source position j = |G|ve
4π . The

skyrmion effective velocity is ve = ρ2 ℏq
m , where ρ is the spin wave amplitude, q is

the magnitude of SW wavevector and m is the magnon mass [83]. σ is the magnon

scattering cross-section of the skyrmion,σ||σ⊥
 = ∫ 2π

0

1 − cosχ

− sinχ

 dσ
dχ

dχ, (1.16)

where χ is the scattering angle of the spin wave on skyrmion and dσ
dχ is the energy-

dependent scattering cross-section. Usually, σ⊥ ≈ 4π
q and σ|| ∼

1
q2 [83, 84]. The

skyrmion Hall angle is β = arctan
(
σ||/σ⊥

)
, so fscatter||/ fscatter⊥ = tan β. The parameter

Lmag accounts for the attenuation of spin waves by the Gilbert damping according to

Lmag =

(
α

√
m
2ℏ

2π f
)−1

, (1.17)

in which f is the spin wave frequency.

1.7.3 Magnetic Force from the Transmitted Spin Wave

To optimise the data analysis from getting the amplitude of the scattering spin wave

with a skyrmion Hall angle to the reflected and transmitted spin wave from upstream

and downstream of the skyrmion, we need to know the force model from the reflected

and transmitted spin wave. For spin waves propagating along the track (x-direction)

and perfect transmission through the skyrmion (T = 1, R = 0), the magnons must

change their spin after passing through the domain wall at the skyrmion edge, and so

transfer angular momentum to the local magnetisation, giving rise to a spin transfer

torque (STT) on the magnetisation at that point [85]. In the Thiele approach of regarding

the skyrmion as a particle, this torque gives rise to a force that leads to a skyrmion
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1.7 Forces on a Skyrmion

velocity −ρ
2

2 vg, where ρ is the SW amplitude normalised by the Ms, vg = 2γ0Aexq is the

spin wave group velocity, in which γ0 = 2γ/(µ0Ms). The total force component in the

SW propagation direction will only come from this STT between fully transmitted SW

magnons and the skyrmion. Whilst this idea was developed for a one-dimensional

domain wall [85], where the force from transmitted SW will simply align with the x-

axis, here we generalise it to a two-dimensional skyrmion. Thus, we need to consider

the component of ftransmit perpendicular to the SW propagation direction. This force

on the skyrmion arising from STT can be written as

ftransmit = ftransmit||x̂ + ftransmit⊥ŷ (1.18)

which leads to

−4π ftransmit⊥ + αD ftransmit|| = (G2 + α2D2)vx

=
−ρ2vg(G2 + α2D2)

2
, (1.19)

where the ratio between ftransmit|| and ftransmit⊥ is set as tan β [84] and ftransmit|| is in the

negative on x direction, as shown in Fig. 1.5.

1.7.4 Magnetic Force from the Reflected Spin Wave

To determine the effect of SW reflection, the excited magnon number density can be

written as n = ρ2Ms/(2ℏγ), where ρ is the normalised spin wave amplitude. Since this

is a volume density, to be able to apply it to the one-dimensional force calculation,

we must multiply n by the cross-sectional area of the track. A skyrmion can be

regarded as a circular reverse magnetic domain with a chiral domain wall between it

and its surroundings. The spin orientations in a one-dimensional section along the

central horizontal axis of a Néel skyrmion is a pair of Néel domain walls as shown

in Fig. 1.5(c) [86, 87]. The magnetisation unit vector can be expressed in spherical

coordinates as shown in Fig. 1.5(d). The linear momentum of the left-hand-side domain

wall of the skyrmion in this 1D section only has an x-component given by pDW =

Ms/γ
∫
ϕ sinθ(∂θ/∂x)dx = 2ΦMs/γ, where θ is the angle between the magnetisation

and the z-axis, and ϕ is the angle between the in-plane projection of the magnetisation

and x-axis (as shown in Fig. 1.5(d). The domain wall tilt angle Φ = ϕ at the center of

the domain wall [88]. Conservation of linear momentum then gives the force arising
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(a)                                                                (c)

(b)                                                                (d)

Figure 1.5: Spin wave driving forces for Q = −1 skyrmion. (a) When a free skyrmion

experiences all the forces from impinging spin waves and the force from reflected spin

waves is too small to overcome the effect from ftransmit and fscatter⊥, the skyrmion’s

longitudinal velocity component is opposite to the spin wave propagation direction.

(b) Assuming the same transmitted SW is reduced, ftransmit can be overcome by fref

and/or skyrmion is near enough to the track edge to experience edge repulsion, the

additional force arising from linear momentum transfer can change the sign of the net

longitudinal force and hence also the sign of longitudinal component of the velocity.

The v is a unit vector pointing to the direction of the skyrmion velocity. (c) 2D diagram

of skyrmion with 1D spin orientation. The bar under the skyrmion is a 1D section

through the skyrmion along the x-axis. (d) The magnetisation unit vector in spherical

coordinates.

from the reflection of magnons

Fref =
dpDW

dt
= −

dpmag

dt
, (1.20)

where pmag is the linear momentum of the magnons. Considering only x-components

since that is the direction of magnon flow, we can then write

−
dpmag

dt
= −nSvgδp = −

2Ms

γ
dΦ
dt
, (1.21)
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where vg is the magnitude of the spin wave group velocity, S is the cross-sectional area

of the track, and the magnitude of the change in momentum is given by δp = ℏDDMI/Aex

[20, 85, 88].

This means that
dΦ
dt
= −

ρ2vgδp
4ℏ

, (1.22)

and so

−
dpmag

dt
=

Msρ2vgDDMI

2Aexγ
, (1.23)

and so

fref =

ρ2vgDDMI

2Aexµ0dm
, 0, 0

 . (1.24)

fref is a force that only has a component along the direction of magnon flow, defined

here as the x-axis.

To have interaction between the magnons and skyrmion and the deflection of

the skyrmion trajectory, the wavelength of magnons needs to be smaller than the

skyrmion diameter. In our simulation, the spin wave wavelength is around 15 nm

when the skyrmion size is more than 20 nm in varying magnetic track width.[89]

1.7.5 Force Model with only Force from the edge, Reflected and Transmitted
Spin Wave

When the distance between the skyrmion and sample edge is a few times larger than

ledge, as is the case initially, fedge is negligible, and the forces on the skyrmion and

the resultant skyrmion velocity are as shown in Fig. 1.5(a). Firstly, we consider the

case where the spin waves are reflected by the skyrmion but not stronger than the

transmitted spin waves, and the transmitted spin waves exert spin-transfer torque

upon it [90]. Part of the torque’s effect can be regarded as a longitudinal force ftransmit||

from transmitted SWs on the skyrmion particle, which yields retrograde motion of

the skyrmion by reference to Eq. (1.19), as shown in Fig. 1.5(a). There is, in addition,

a transverse force component ftransmit⊥, meaning that the retrograde motion is not

exactly back along the track towards the SW source, but at an angle.

On the other hand, when the strong reflection of the spin waves from the domain

wall at the edge of the skyrmion is taken into account, an additional longitudinal

force arises owing to the linear momentum transfer from the reflected magnons [20].
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1.8 The Heat Gradient Driven Skyrmion

Suppose it exceeds the force arising from the STT. In that case, it will be strong enough

to change the sign of the net longitudinal component of the force on the skyrmion and

so change the skyrmion velocity to be positive along the x-axis.

Another possible mechanism to obtain forward motion is to consider the perpen-

dicular force from the edge, the transverse component of which can give skyrmion

forward motion, as shown in Fig. 1.5(b). Such edge-induced torques can be very large

[91].

1.8 The Heat Gradient Driven Skyrmion

To generate a proper frequency spin wave, the distance between the antennas is one

of the factors that will affect the wave vector, which means a series of chips with

different distances antennas need to be fabricated. Compared to a spin wave antenna

fabrication, a heater is easier to build because it just needs to be a large resistor with a

small volume. Also, the raised temperature of a resistor is convenient to be measured

by a four-point transport measurement.

In general, researchers suggest two different principles that will drive the magnetic

patterns. One is the change in the entropy of the magnetic sample generated by the

heat gradient. Another way is the magnonic current from the Seebeck effect.

1.8.1 The Entropy Difference Between Domain Wall and Domain

The magnetic pattern of the magnetic sample is stable with a particular external field

and temperature. Domains and domain walls sit around the minimum energy state

when the system stays or tries to reach its thermal equilibrium state at a finite temperat-

ure. People always suggest that the magnons generated by the temperature contribute

to the entropy and free energy of the system.

In the second law of thermodynamics, the system prefers moving to the state with a

lower free energy or forwarding to the state with a larger entropy. For example, all the

atom’s diffusion is because the system tends to be in a state with maximum entropy.

So, the domain or domain wall should also obey this law. In Wang’s paper [92], they

set up a magnetic track with a head-to-head domain wall on it. The free energy of

a region of a domain and domain wall was calculated. The motion of domains and

domain walls is influenced by the difference in free energy between regions containing
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domains and those with domain walls, rather than solely by the energy of the domain

wall itself. A domain wall tends towards a state with a smaller free energy difference

between the domain and the domain wall. Their free energy difference decreases with

high temperature. Also, the entropy density difference increases when the temperature

is high. Obeying the law, the domain wall will tend to move to the region where the

free energy difference is smaller, which means the domain wall will move towards the

hotter region.

The difference of the system free energy with different temperatures can be regarded

as a magnetic field,

H∇T =
∆S∇T
2µ0Ms

, (1.25)

where the S is the density of the entropy, and ∇T is the thermal gradient.

By using the Walker formula v = γH∆/α [93, 94], the domain wall velocity driven

by the equivalent field H∇T is:

vDW∇T = γ
H∇T∆

α
, (1.26)

where α is the damping constant, ∆ is the domain wall width. In Eq. 1.26, the domain

wall velocity is proportional to the ∇T. The larger temperature gradient can generate

a larger free energy difference and entropy, which will generate a larger domain wall

velocity towards the hotter region. The magnons flow from the hot region to the cold

region generated by the heat gradient is compensated by the magnons in the bound

states when calculating the free energy.

1.8.2 The Seebeck effect, spin Seebeck effect and spin-dependent Seebeck
effect

The Seebeck effect, Spin Seebeck effect, and spin-dependent Seebeck effect are different

contents of the thermoelectric phenomena. The Seebeck effect is a well-known ther-

moelectric phenomenon; a thermal gradient on the different materials can generate

different electric voltage in a loop. The different thermal responses of the distribution

of charge carriers between different materials cause the electric potential. [95] Mean-

while, the Spin Seebeck effect is a phenomenon from magnetic material. A thermal

gradient on the different magnetic materials can generate different spin potentials.

When the spin transport is based on the spin-polarized conduction electrons, the

phenomenon will be called spin-dependent Seebeck effect.[96, 97] Due to the spin-up
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and spin-down electrons having different scattering rates and densities. The different

properties of the spins and electrons make the different materials have different spin

Seebeck coefficients.

For regular conducting metal material with a thermal gradient, the electrons will

accumulate at different ends of the sample, which generate an electric voltage along

the direction of the thermal gradient. For conducting ferromagnetic material[98, 99],

the spin-up and spin-down electrons will accumulate and generate a spin voltage, so

the Seebeck effect for a conducting ferromagnetic is called the spin-dependent Seebeck

effect.

At the thermal equilibrium state, the charge current in an open circuit is zero, so

there will not be a net charge flow of electric charge

jc = 0 = j↑ + j↓, (1.27)

where j↑ and j↓ are the spin up current and spin down current. Meanwhile, the spin

current is js = j↑ − j↓.

σ↑ and σ↓ are the spin current conductivity for spin up and spin down electrons,

respectively. Here, the spin Seebeck effect coefficient O = σ↑O↑−σ↓O↓
σ↑−σ↓

with the spin

current Js = −(σ↑ − σ↓)O∇T.[56]

The spin Seebeck effect can even be present on an insulating magnetic material.[100]

The spin Seebeck effect directly generates the spin potential by the thermal gradient

on the magnetic insulator. The phenomena prove that the spin Seebeck effect can be

generated on the magnetic material without the electron carriers. The spin current

from the insulating magnetic material spin Seebeck effect, the spin current can be

regarded as a pure magnonic current with angular momentum due to the abscent of

the charge carrier, so this phenomenon is also called magnonic Seebeck effect.

1.8.3 The Spin transfer torque between magnons and domain wall

The ferromagnetic material used in this project is Co68B32, an electrically conducting

alloy. Though the pure spin current is carried by charged particles when applying a

thermal gradient on Co68B32, the spin current is usually regarded as a flow of pure

angular momentum and there is no charge current because the system is in the open

circuit. The quasi-particle magnons also possess angular momentum, so the magnonic

current in the mathematical model can represent the spin current carried by charged
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particles. Since the spin current will flow from the hot region to the cold region because

of the spin Seebeck effect, the magnons can be regarded as flowing from the hotter

region to the colder region because of the diffusion and present a magnonic current

as well. With the presence of the pure magnonic spin current model, the spin transfer

torque can explain the domain wall motion driven by the pure spin current on both

conducting and insulating materials.[101–103]

Similar to the transmitted spin wave driven skyrmion model as mentioned in

§1.7.3, if the magnons are fully transmitted across the domain wall, it will transfer 2ℏ

of angular momentum, and the torque will drag the domain wall upstream towards

the source of the magnonic current. Because the magnonic current generated by the

thermal gradient will flow to the colder region, the transmitted magnons exert an STT

on the domain wall, leading to the domain wall moving toward the hotter region. To

completely absorb the spin transfer torque from the magnons, the domain wall needs

to propagate with speed
−ρ2vg

2 . Because Js = −Aρ2q, the velocity of domains becomes
Js

2Aq vg and towards the hotter region.

Another way to estimate the domain wall motion is to use the LLG equation and

calculate the magnetisation dynamic. The LLG equation can always describe the mag-

netic domains. By substituting the Walker ansatz into the Landau-Lifshitz-Gilbert

equation Eq.1.1 and regarding the spin current as magnonic current:

Ms = −γM ×Heff + α
M
Ms
×

dM
dt
+ γℏJs

(
∂M
∂x
− β

M
Ms
×
∂M
∂x

)
, (1.28)

where the Js is the magnon current from the Seebeck effect, the β term is disspative

correction term from the weak charge-current-indeced spin transfer. After derivation

from Kovalev’s published paper, Js = −
kB∇T

6π2λαℏ
[57, 104]. The ∇T term indicates the

thermal gradient on the x-axis, showing that the current Js is proportional to the heat

gradient. The larger the heat gradient, the stronger the magnon current flow from the

hot region to the cold region since the Js is negative.

In conclusion, the tendency of the domain wall motion driven by spin transfer

torque is the same as the analysis in the aspect of system entropy and free energy.

Because of the SiOx layer between the heater and magnetic layer, the exact thermal

gradient is unmeasurable, and the precise domain wall motion can not be calculated.

We can only discuss the domain displacement as proportional to the heat generated

by the heat gradient, which will be discussed in Chapter 7.

21



Chapter 2

Methods

22



2.1 Introduction

2.1 Introduction

This chapter will review the principles of the research methods I used. The overall

aim of the project was to study the motion of skyrmion on a ferromagnetic track by

both simulation and experiment. Different deposition methods were used to fabricate

sheet film samples and patterned magnetic tracks to gain the asymmetric interaction

(DMI interaction) from the interface between the heavy metal and magnetic layer.

The magnetic material Co68B32 is used as the ferromagnetic layer. The properties of

samples need to be determined. Multiple characterisation methods were used for the

thin magnetic samples. XRR was used to find the thickness of each layer. Magneto-

optic Kerr effect (MOKE) for the coercive field and the magnetic anisotropy orientation

of samples. In order to quantitatively calculate the sample magnetic properties, the

superconducting quantum interference device (SQUID) measurements with varying

fields and temperatures were done. Kerr microscope helps image the domain bubble

expansion or the size of maze domains to calculate sample DMI values. The magnetic

properties are used in the micromagnetic simulation. The simulation software used

for micromagnetic simulation is OOMMF [71].

In order to measure the skyrmion motion driven by the heat gradient, the narrow

magnetic track and circuit connection for the heater that creates heat gradient need to

be built and suitable for a unique sample holder under the Magnetic Force Microscopy

(MFM) head. The sample fabrications for chip samples on the PCB were in the clean

room by maskless alignment lithography equipment. The recipe of chemical solutions

for electron beam lithography in the clean room is the same for the condensed matter

physics group users and will be mentioned in the following section. The cryostat

with a lock-in amplifier measured the resistances of different patterns under varying

temperatures. Transport measurement for the insulator layer was done to avoid the

current leaking when applying current on the Pt heater pattern. The magnetic domains

or skyrmions are then imaged by MFM.
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2.2 Sample preparation

2.2.1 Physical Vapour Deposition (PVD)

There are multiple ways to achieve the thin film coating on a single side polished Si

wafer substrate. The PVD methods used for the project are DC magnetron sputtering,

RF magnetron sputtering in the cleanroom and thermal evaporation. We used the DC

sputtering to make the magnetic multilayer, the RF sputtering for the SiOx layer and

evaporation for contact leads of the chip.

The PVD equipment used for depositing metal material outside of the cleanroom

during this project is a DC magnetron sputtering equipment named IVOR, built by the

condensed matter physics group. The principle of the DC sputtering is shown in Fig.

2.1(a). The argon gas will be ionised to argon ions and electrons in the low gas pressure

environment. The target acts as the cathode. The chamber and the traget sheilds are

grounded and act as the anode. During the sputtering process, the bias field from the

power resource and the magnetron will let the ions collide on the target and create a

spray of the target atoms to the substrate. To trap electrons near the target surface,

magnet ia placed under the target. The strongest magnetic lines form a closed racetrack

near the surface of the target. The ionization of the Ar gas will be most intense along

the racetrack. The appeared racetrack might cause non-uniform deposition and needs

to be took care over time. The racetrack is a phenomenon associated with the magnetic

field configuration used in magnetron sputtering systems to trap electrons near the

target surface

The magnets located near the target surface are designed to confine the electrons

in the plasma, enhancing the argon plasma density. The higher density of the plasma

leads to higher sputtering rates and a more uniform deposition rate across the sample

surface.

The IVOR equipment is shown schematically in Fig. 2.1(b). As a ‘homemade‘

DC magnetron sputtering system, the IVOR chamber contains the liquid nitrogen

Meissner trap to help reduce the water vapour from the air. Reducing the water can

reduce the risk of a reaction between water and certain materials or special substrates

such as titanium, aluminium and ITO [105–107]. Water also contains reactive oxygen,

especially when cracked in a plasma, and so can lead to impure films [108]. The

condensed water might lead to a rough surface while sputtering and affect the sample
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Figure 2.1: The schematic drawing of (a) DC Sputtering and (b) the structure of the

IVOR chamber.

surface roughness and uniformity.

Compared to the PVD system without toroidal magnetrons, the magnetrons create

a toroidal field to confine the plasma in a ring closely over the target. It also concentrates

the plasma through the hole of the shutter and allows the higher density target atoms to

spray on the substrate upon the hole with less arcing problem [109]. The holder wheel

and sample wheel design allow the plasma of different guns to stay lit; the different

materials and thickness of layers will grow on the substrate with stable sputtering

speed. The heater in Fig. 2.1 (b) is not for sample heating. Before opening the chamber

after sputtering, we need to wait until the chamber is back at room temperature, the

heater will be used to reduce the waiting time.

Regarding RF sputtering, the principle is similar, but the sputtering power for RF

sputtering will be replaced by the RF power to generate an electric field when the

target is an insulator.

The RF sputtering process was on the PVD 75 from the Kurt J. Lesker Company.

The schematic structure of the PVD 75 RF sputtering chamber is shown in Fig. 2.2.

The system has a vacuum chamber and gas inlet system, allowing different gases

to flow in the chamber during the deposition. The source holders have different

power supplies; the radio-frequency (RF) power supply is designed to process non-

conductive dielectric sources such as SiOx. Compared to the DC sputtering, the Ar is

ionised to energetic ions by the RF source. A matching network, including a blocking

capacitor and inductor, can be adjusted to give impedance matching at the operating

frequency of 13.56 MHz, shown in Fig. 2.2. The target material will be set up as the
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Figure 2.2: The structure of PVD 75 chamber with matching network and RF sputtering

setting

negative cathode and the target shield as an anode, respectively. The Ar+ will be

accelerated to the target, and the collision will eject an atom from the surface of the

target material. The target surface is bombarded by the Ar ions, ejecting the target

species; the target atoms will finally deposit on and cover the substrate. The Ar+

ions accumulate on the cathode target surface will cancel the negative potential of the

target and discharge the target atom for coating, which means the sputtering would

stop for a dc process. The RF power supply can alternate the potential of the target and

substrate. The condensed positive ions will be removed, and the electrons from Ar gas

ionisation take place the role to collide with the target and neutralise the target. The

accumulation of ionised ions will raise the possibility of arcing. The discharge will lead

to an unstable target atom spray and produce a non-uniform coating. So, the frequency

of the RF supply is an important setting property to create a smooth thin film. The

continuous discharge achieved by the positive and negative cycle of RF power over 1

MHz will allow continuous and stable sputtering. The frequency of the RF supply for

the insulating target is fixed at 13.56 MHz, which is also the standard frequency for all

RF sputtering equipment, which can be found in the major components sheet of KJLC

RF03 Power Supply for PVD 75 [110].

The principle of thermal evaporation is simpler. A high current will heat a resistive

heater, and the target inside the crucible will be evaporated. The evaporated targets will

form a vapour plume above the evaporator source and be deposited on the substrate

placed upon the target. The chamber structure of the thermal evaporator in the

26



2.2 Sample preparation

Substrate

Target 

Vacuum pump

Crucible connects with high current
 

Figure 2.3: The schematic drawing of the thermal evaporation

cleanroom in Fig 2.3 looks like its principal schematic drawing but with an extra

growth rate monitor installed to determine the thickness of the layer on the substrate

and when to close the cap upon the crucible. The growth rate monitor can also display

the estimated thickness of the material on the substrate. A shutter upon the crucible

was used to stop the plume from reaching the substrate when the expected thickness

of the material was gained. Because the growth rate is more than 10 angstrom per

second for Ti and Au, which is much higher than that of DC sputtering, we used the

thermal evaporator to grow 100 nm thick contact leads.

2.2.2 Photolithography and Maskless Lithography Aligner (MLA)

The normal sputtering process can provide multilayer sheet film samples, but to build

lateral patterns on a wafer, photolithography is one of the main methods [111]. A

photoresist is a necessary tool for lithography. It is a kind of light-sensitive material.

Its changes in chemical properties after exposure to UV light allow it to be used for

patterning. There are two kinds of photoresist. The exposed negative photoresist will

remain on the substrate after exposure and development. The unexposed negative

resist will be rinsed with deionised (DI) water. The exposed positive photoresist

will be removed by DI water rincing after exposure and developing. The unexposed

positive resist will react with the developer and remain on the substrate.

In this project, we used the positive photoresists from the S18 and LOR B series for

exposure, developed with different concentrations of MF351 developer and developing
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Figure 2.4: Process flow of positive (blue) and negative (orange) photoresist photo-

lithography method

time. SVC14 is the positive photoresist stripper we used to lift off the layer built by

deposition. The principle to build the photoresist barrier is presented in Fig. 2.4. The

UV light will weaken the positive photoresist and create the same pattern as the mask.

On the contrary, the negative photoresist will be strengthened and leave a reverse

mask pattern. Since the photoresists we used were positive, the pattern we wanted to

remain in the area that had the UV light exposure. The KLayout software [112] is a

software that can design the pattern. The pattern drawn in the software is the pattern

will remain. The design will be shown in §6.2.

By applying the material layer upon or under the photoresist, the remaining resist

can be used as a barrier or etching cover, as shown in Fig. 2.5. The process flow on the

left-hand side is the etching process; for the isotropic etchant, the undercut under the

photoresist cover will appear. For example, to etch the SiO2, hydrofluoric acid can be

use to have uniformlly material removal.[113] Using the anisotropic etchant can reduce

the undercut. For example, reactive ion etching uses ions and radicals generated in a

plasma to etch materials selectively.[114] The right-hand-side process flow is the lift-off

process; the photoresist stripper will remove the developed photoresist barriers and

leave behind the reverse pattern on the material layer. However, fencing and crowning
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Figure 2.5: Process flow of (a1-a5) the etching and (b1-b4) the lift-off. The crowning

and fencing are shown in (b3-b4).

issues are significant when using the single-layer photoresist [115, 116]. The fencing is

due to the non-uniform deposited layer, which has more material accumulated around

the edges of the developed photoresist patterns. This coverage will cause a blockage

between the photoresist and its stripper like a ‘fence‘, which will cause a complete

lift-off, incomplete patterning or low resolution. The crowning is related to the top

part of the photoresist; when the top part gets more development than the bottom part,

the pattern edge will lift more or have an upward curve like the last step result of the

lift-off process shown in Fig. 2.5. The crowning of the edge of the remaining material

will affect the coverage and thickness of the next layer

Double photoresist coating can significantly reduce the crowning at the edges of the

remaining pattern by having an undercut of the developed photoresist pattern [115] .

The undercut from the bilayer photoresist layers are based on the different developing

speed of the top and bottom layer; the slower developing speed of the top layer avoids

the top layer shrinking more than the bottom layer, as shown in Fig. 2.6. The deposition

of the material layer will be unidirectional with the bilayer photoresist barriers. In this

case, step coverage is another important property that needs to be considered. The

poor coverage will lead to the current leaking between layers or discontinuous of

the patterns. For the evaporation layer, the atoms are directed in a straight line by

heating up. For the sputtering layer, the atoms are scattered in all directions. With

the undercut of the bilayered photoresist pattern, thermal evaporation can offer better
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Figure 2.6: The process flow can create proper undercut resist and material pattern

with less crowning.

step coverage than single-layer photoresist. The advantage of the evaporator in step

coverage is more significant than the sputtering because of the more directional flux

of atoms.

The substrates were cleaned in an ultrasonic bath for 2 minutes using acetone,

IPA, and then water. The nitrogen gun was used to dry the liquid remaining on the

substrates. The photoresists S1803 and LOR 3B were taken out from the refrigerator and

warmed back to room temperature. To reduce the uncoated area or inhomogeneities in

the resist film, we should avoid bubbles when applying the photoresist on the substrate

and avoid taking the photoresist from the bottom of the bottle that might contain clots

or particles. Disposable pipettes can also reduce the particles on the substrate after

cleaning the substrate. The spinner was used to apply the photoresist on the substrate.

The substrate got a spin coating of the first layer of the photoresist LOR 3B with a

spin speed of 3000 RMP. The substrate with LOR 3B was then placed on the 185 ◦C

hot plate for 3 minutes of baking. The second layer, S1803, was applied after cooling

the substrate for at least 1 minute after baking. The spin speed was still 3000 rmp for

S1813, the baking temperature changed to 115 ◦C, and the time length changed to 1

minute.

The energy and defocus of the laser for different photoresists and solutions also

affect the exposure and developing result of the photoresist. To gain the pattern with

designed details, different series of combinations of laser energy named ‘Dose energy‘

in the software and ‘Defocus‘ were tested, as shown in the §6.3. The developing time

and developer solutions will affect the thickness of the remaining photoresist, which
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Figure 2.7: X-rays reflection from the air/sample and from the sample/substrate inter-

faces

should be removed and create different widths of the undercut.

2.3 Sample Characterization Techniques

2.3.1 X-ray Reflectometry (XRR)

X-ray reflectometry (XRR) was used to find out the thickness details of the samples.

In Snell’s law, n1 cosθ1 = n2 cosθ2. The n1 and n2 are the refractive indicies of

the materials, θ1 and θ2 are the angles between the light path and the plane of the

materials as shown in Fig. 2.7. The light path is dependent on the refractive indices of

the materials involved when transferring from one material to another. The refractive

index is n = 1 − δ + iι, where δ is the real part of the refractive index and ι imaginary

part of the refractive index. δ corresponds to the phase shift of the X-rays as they

penetrate the material, ι corresponds to absorption within the material. The X-ray

refractive index of a material will slightly smaller than 1. So we will have total external

reflection and the critical angle θc = arccos
(√

1 − δ2

)
. The incident angle of the X-ray

will affect the reflection of the X-ray. If the incident angle equal to θ1 is smaller than

the total reflection critical angle θc, all incident X-rays will be reflected. The critical

angle showed in the Fig. 2.8 is around 1.2◦.

If the X-ray is incident from the air to the metal with θ1 larger than the θc, the X-ray

will not experience total reflection at any angle. Because the X-ray wavelength is 1.54

angstrom, with a low angle difference, the thin layer thickness in the atom scale can

be measured. The interference between the X-rays reflected from the top and bottom

interfaces of a thin film on a substrate leads to the appearance of fringes or oscillations
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in the X-ray intensity as the sample angle is varied. The principle of the XRR can be

based on the Bragg equation nλ = 2d sinθ, where d is the distance between lattice

layers and θ is the x-ray injected angle. Even if the material is noncrystalline, the x-ray

will be completely reflected at a low angle because the difference in refractive index

between air (n1), solid sample(n2) and substrate(n3), which is shown in Fig. 2.7. Once

the path 2d sinθn2 difference between the two reflected X-rays from the top and bottom

interfaces is an integer k times the X-ray wavelength, the interference will occur, and

the X-ray intensity will show fringes. These fringes were first observed by Kiessig in

1931 [117]. The distance between the fringes represents the thickness of the film; the

larger the distance, the thinner the film on the substrate. Including a correction for

dynamical effects (refraction), the modified Bragg equation can be used to calculate

the thickness of the sample. Using the maximum of the fringes, θi is the position of

the maximum of the ith fringe, ni is the index of the observed Kiessig fringe maxima,

∆n = 0.5 for maximum of the fringes and λ is the wavelength of the X-ray:

sinθi
2 = θc

2 +
(ni + ∆n)2λ2

4d2 (2.1)

[118],

with the kinematical approximation, the thickness of the layer can be extracted

from the Kiessig fringes. The kinematical approximation needs the low incident angle

to be far away from the θc so that the dynamical effects can be ignored. The thickness

of the layer tk f is regarded as the d in Bragg’s equation, the half of the angle between

adjacent Kiessig fringes θk f is regarded as the θ. By applying the wavelength of X-ray

to Bragg’s equation, the thickness of layer tk =
λ

2 sinθk f
. For example, the θ in Fig. 2.8 is

around 0.12◦ so we have thickness of Ta/[Pt/Co68B32/Ir]20 sample around 36.8 nm.

These fringes can also contain information on the periodic multi-stack structures.

The Laue oscillations will appear from incomplete destructive interference when the

sample contains a periodic structure. The Laue oscillation acts as a high peak between

smaller Kiessig fringes on XRR data, as shown in Fig. 2.8. The half of the angle between

Laue oscillation peaks θlo can also be applied to the Bragg’s equation to calculate the

thickness of the periodic structure [119].

Then, the thicknesses of individual layers in the multilayer structure can be de-

termined by analysing the interference fringes from all the layers. The thickness

information can be manually calculated from the period of Kiessig fringes but is still

not accurate, especially if the fringes are affected by the noise. The roughness of the
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Figure 2.8: X-rays reflection data of 20 times periodic [Pt/CoB/Ir] sample. The critical

angle is around 1.2◦. A lot of small Kiessig fringes on between 1.5◦ to 3◦, a Laue

oscillation is at around 3.2◦.

interface can also show in the fringes; the rougher sample will have dampened fringe

amplitude.

GenX is a program designed by Andreas Viklund and developed by Matts Björck

and Ivana Zizak that can simulate the XRR data of the set-up structure and fit with the

experimental XRR data [120, 121]. After loading the experimental XRR data, the user

manually set up a sample structure, and each layer’s materials and estimated thickness

roughness were set. The simulation’s first step was done by calculating the provided

information. The user can then set up the adjustable ranges of all the parameters for

the fitting. The fitting involved iterative optimisation techniques to find the best-fit

model that matches the experimental data. The default figure of merit (FOM) of GenX

is the reduced chi-square statistic. A smaller FOM indicates a better fit. GenX filtered

the changing parameter that led to a limited increase in the FOM to minimise the figure

of merit.

2.3.2 Magneto-Optic Kerr Effect (MOKE)

To characterise the basic magnetic properties of samples, the magneto-optic Kerr effect

(MOKE) was used to gain the hysteresis loop of magnetic samples. The interaction

between the light and the magnetic moments in the material will change the polarised

light angle. The changed polarisation angle is the Kerr rotation angle. The Kerr
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rotation angle depends on the sample’s magnetisation, so after passing through the

fixed polarising film, the detector will detect different intensities of horizontal and

vertical components when the sample is at different states. The varying reflected

polarised light from the samples will be detected with various external magnetic

fields. The varying intensity of the reflected polarised light through the polariser filter

can be transferred to the normalised magnetic moment on the hysteresis loop.

Figure 2.9: The basic optical experiment set up of (a) longitudinal MOKE and (b) polar

MOKE.

The MOKE equipment contains four main parts, which are shown in Fig. 2.9,

incident laser light path, reflect light path with set up polarising film and light detector,

the sample holder and electromagnets.

In longitudinal MOKE, the orientation of the external magnetic field is parallel to

the sample plane and lies in the plane of reflection. The p-polarised laser is used. The

linear polarised light will then be incident on the in-plane magnetised sample. The

reflected light will pass another polariser, also called an analyser. This analyser is

used to analyse the polarisation angle of the reflected light. Photodiodes are a type of

semiconductor-based photodetector which can transfer light intensity into an electric

signal. By fixing the analyser angle and measuring the intensity of the passed light,

the Kerr rotation angle can be detected.

In polar MOKE, the orientation of the external magnetic field is perpendicular to

the sample plane. Though circularly polarised light are normally used, the linear

polarised light was still used in our experiment. The same optics were used as the
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longitudinal light.

2.3.3 Kerr microscope

The Kerr effect microscope is a technique to take images of the magnetisation or

demagnetisation pattern of the sample.

The principle of the Kerr microscope is the same as the MOKE, but it can obtain

images by capturing the sample surface and measuring the intensity of the reflected

light for different positions and polarisation analyser angles. These images can show

the magnetisation pattern of the sample surface in a greyscale.

The Kerr microscopy principle is based on the polarised angle rotation of the

reflected polarised light. The magnetic sample is made of birefringent materials.

The different refraction index is due to the anisotropy of the sample. Kerr contrast

is a parameter to describe the contrast of the Kerr signal to domains with different

magnetisation directions. Different types of polarised light will give different Kerr

contrast to samples with different magnetic easy axes. As shown in Fig. 2.10, different

polarised lasers will have different contrasts between the +z and -z axis magnetisation

domain. If the +z and -z magnetisation domains are all shown in the same colour, the

contrast of the OOP domains is not high enough.

The Kerr microscope needs to contain a light source, polarising optics, electromag-

net, analyser and camera to show the magnetic textures of the sample. The polarising

optics were used to provide polarised light to be reflected on the sample surface. The

optics can switch to the conoscopic mode. The conoscopic mode is to exam birefrin-

gent materials which can produce interference figure of two different polarised light

split by the materials. The built-in Bertrand lens lets the user observe the formation

of isogyres (the dark bands in the conoscopic interference pattern) arising from the

superposition of reflected polarised light from the sample. Since the polarisation state

of the reflected light might change differently depending on the optical path, there’s a

spatial variation of the polarisation state in the conoscopic mode back focal plane.

After setting the magnets to provide the external field and the lens focusing on

the sample surface, the polariser and the aperture slit need to be adjusted to give us

polarised light and the needed Kerr contrast. The aperture slit is the spatial filter to

select the specific angular components of the light. The adjustment was made in cono-

scopic mode. In the conoscopic mode, a specific optical configuration as compensator
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and analyser (i.e. a quarter-wave plate) will be in the optical path. This special op-

tical configuration will split the incident laser into two orthogonally polarised lights.

The interference between the two reflected orthogonally polarised beams of light after

their interaction with the sample creates the dark cross pattern as shown in Fig. 2.10

(a) below.

The dark cross needs to be significant by adjusting both the compensator and ana-

lyser if the cross is not well defined in the monoscopic image because the orientations

of the magnetisation component parallel to the reflected lights will gain the highest

Kerr contrast [122, 123]. Then the aperture slit needs to be adjusted to open a square

window, which size and position should be similar to the green square in Fig. 2.10(b) to

have pure polar sensitivity. In pure polar sensitivity, the incident laser is perpendicular

to the sample surface, and the magnetisation component in two different directions

parallel to the incident light will gain the highest contrast. If the aperture (green rect-

angles) was adjusted to open the window like the green rectangle in Fig. 2.10(c) or

(d), the transverse Kerr effect with the orientation parallel to the incident lights vertical

plane (or transverse sensitivity) will be set up in high sensitivity. Meanwhile, the con-

trast of different directions of the magnetisation component in out-of-plane direction

will lose some contrast.

The magnetic textures obtained from the Kerr microscope are useful to calculate

the DDMI. Calculating the DMI of the sample has some methods, but most of them

are based on the domain pattern of the samples. The sample prepared in this project

contains repeated stacks. The domain pattern of those samples with a repeat number

n larger than 2 will be like a maze rather than simple nucleated domains. The do-

main periodicity methods will be used to calculate DDMI. These two methods will be

discussed in §3.0.3 and §3.0.4.

2.3.4 Atomic Force Microscopy (AFM)

The Atomic Force Microscopy is based on the interaction between the sample surface

and the AFM tip. The interaction strength can represent such as the sample phase

difference between solid and liquid, the molecular fine topographical features on the

substrate or the larger-scale roughness of the sample surface.

The set-up of the AFM device from Asylum company contains an AFM scanning

head, piezoelectric scanners platform under the head, feedback control system, optical
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Figure 2.10: The aperture slit (green area) adjustment. (a)The cross needs to be set

up after switching to the monoscopic mode, (b) the pure polar sensitivity Kerr effect

aperture setting, (c, d) the transverse Kerr effect aperture setting.

system, computer and software as shown in Fig. 2.11. The cantilever and tip assembly

will be loaded at the bottom to the AFM head as shown in the side view of the AFM

head; the sharp tip needs to point to the sample surface. The AFM head also contains

a photodetector system to gain the laser beam reflected by the tip, the deflection signal

controller, the laser position adjustment system and the AFM head standing leg height

adjustment system. The piezoelectric scanners are used to move the sample in two

dimensions precisely; the scan size range is from 15 nm to 90 µm. The laser and light

from the optical system will be captured by the camera so the user can align the laser

position on the tip and locate the tip to the interested scanning area.

In the AFM, different types of scanning can be made. There are two typical modes:

intermittent contact mode and contact mode, as shown in Fig. 2.12. In the contact mode,

the tip makes continuous contact with the sample surface with a constant force defined

by the user, so the red line in Fig. 2.12 (a) is aligned with the sample topographical

shape. This mode is suitable for clean and hard samples; otherwise, the tip will change
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Figure 2.11: The scheme of the AFM equipment. The system contains AFM scanning

head, piezoelectric scanners, feedback control system, optical system, computer and

software.

the deformable sample or be destroyed by the ‘lump‘ on the hard sample surface.

In intermittent contact mode, the tip will continuously vibrate, relating to the ‘drive

amplitude‘ set up by the user, but touching the sample surface but not continuously.

In Fig. 2.12 (b), only a few points of the zigzag tip track are on the sample surface.

Because the tip will not scan through all the points of the scanning area on the surface,

intermittent contact mode is more effective than contact mode. Also, the intermittent

contact mode has less risk of friction that can wear out the tip and deform the sample,

and it can measure soft material or samples with a large step height.

No matter whether the scanning modes need the vibration of the tip or not, the

tip needs to be fine-tuned with the resonance frequency to check the stiffness and

quality of the tip. If the tip is broken or contaminated, the resonance peak will shift

and undistinct. Every tip has its own working resonance frequency; the feedback loop

operates more effectively and is sensitive to the tip-sample interaction forces change

when the tip vibrating frequency is closer to the resonance frequency. To ensure the

reliable operation of the system and the reproducibility of the results, tip tuning is a

critical step that needs to be done every time. The laser light is reflected off the back

of the cantilever’s reflective surface. The reflection angle changes as the cantilever

deflects with the sample surface, so the reflected spot on the detector will change its
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(a)                                                  (b)

Figure 2.12: The tip track of (a) the contact mode and (b) the intermittent contact mode.

position. To tune the tip, firstly, the laser needs to be on the tip and closer to the

end when the tip is away from the sample surface. Also, the tune will perform best

when the cantilever is not bent, and most of the laser reflected from the cantilever is

on the detector. For most of the manufacturers, the ‘SUM signal‘ measures the total

amount of spotlight on the detector. So, the ‘SUM signal‘ of the system needs to be

maximised. The ‘Deflection‘ signal is from the photodetector detecting the deflection

of the cantilever as it oscillates. When the cantilever is bent upward, the signal will

be positive; when the cantilever is bent down, the signal will be negative. The mirror

can adjust the ‘Deflection‘ signal in the optical system and needs to be as close as 0 to

maintain a balanced deflection.

The resonance peak should show when the measurement frequency range is close to

the resonance frequency during tuning. The amplitude and frequency of the cantilever

oscillation in imaging modes can be set up on the shown resonance peak. To reduce

the effect of the tilted tip when the tip contacts the surface too hard, the tip oscillation

frequency will be set slightly lower than the centre of the peak (position at around 90%

of the peak maximum). The final step is adjusting the centre phase to maximise the

signal difference when capturing the force.

After tuning the tip, we need to define the working distance between the tip and the

sample surface in z-direction. The reflection laser intensity represents the equilibrium

position for the cantilever when it’s in contact. When the force between the tip and
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sample is strong enough to affect the tip, the reflected and deflected laser intensity will

change. Also, when the signal reaches the expected tip position and bending shape, it

means the tip arrives at the sample surface.

For the equipment we used in this project, ‘setpoint‘ is the name of the user-defined

value of the expected strength of the signal when the cantilever contacts the surface.

The smaller ‘setpoint‘ is associated with harder contact because a smaller ‘setpoint‘

means a less pronounced deflection when the cantilever is still close to its equilibrium

position.

2.3.5 Magnetic Force Microscopy

The MFM was used to scan the sample surface to image the magnetic domains or

skyrmions. The MFM scanning tips have a magnetic coating, so the magnetic interac-

tion between the magnetic samples and tip will give information hidden in the phase

shift wave we obtain. The tip will be raised later to extract the long-range magnetic

force, and the interaction between the sample topographic surface and the tip can be

reduced and even removed.

The intermittent contact mode mentioned in §2.3.4 is more common than the contact

mode for MFM measurement because the intermittent contact mode will reduce the

contribution of the AFM signal that might affect the MFM signal. Also, intermittent

contact mode reduces the possibility of dragging the sample surface, which reduces

the creation of defects on the sample and the alteration of domain structures.

When the tip starts intermittently contacting the sample, the rough sample provides

van der Waals force information to the sharp tip. Since we can regard the tip-sample

interaction as the interaction between a pair of atoms, we can use the Lennard-Jones

model. The potential function of van der Waals force is Vvan = 4ϵ[( ϵr )12
−( ϵr )6], where the

r is the distance between atoms, the ϵ is the depth of the potential well. Since the ϵ is the

distance where both the potential energy and dVvan
dr will be zero, ϵ is the equilibrium

distance. The first term of the Lennard-Jones model represents the repulsive force

between the atoms, while the second term represents the attractive force when two

atoms are away from each other. [124] Because the van der Waals force was unwanted

during the MFM measurement. The repulsive potential term is what we are concerned

about.

Comparing to the power law for magnetostatics, B(r) = µ0
4π

3(m·r̂)r̂−m
r3 , where B is the
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2.3 Sample Characterization Techniques

Figure 2.13: The phase value as a function of the resonance frequency. The Phase value

will be set as 0 during the tuning.

magnetic field due to a point magnetic dipole moment m and r̂ is the unit vector in the

direction from the source to the observation point. The potential associated with the

magnetostatics decays as 1
r2 , compared to the 1

r6 of the attractive van der Waals potential

term. So, in the second scan, the force due to magnetisation between the tip and sample

can be obtained without the background of the van der Waals force. The magnetic

domain picture can appear by removing the surface characterisation. The second scan

is called lift mode. By interacting with the magnetic domains, the cantilever will bend

or deflect. The frequency of the cantilever oscillation will increase when the cantilever

gets repulsive force from the domains. On the contrary, the frequency will shift to a

lower value when the domain attracts the cantilever. The frequency shift causes the

amplitude or phase change of the reflected laser. The changes of the phase shift allow

the user to observe the magnetic texture in the MFM phase channel. The frequency-

dependent phase value is shown in Fig. 2.13. The two different MFM modes are shown

in Fig. 2.14.

The interaction between the stray field from the sample and the magnetic tip gives

rise to the MFM signal. The stray field from the MFM tip can interfere with the

sample’s magnetic domain structure and lead to distorted or erroneous measurements
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2.3 Sample Characterization Techniques

Figure 2.14: (a) The basic AFM or MFM measurement set-up. (b) The intermittent

contact mode is the first AFM scan, and (c) the MFM parallel scan upon the sample

surface.

[125]. The influence of the tip stray field remains negligible by using a sharp tip to

minimise the tip’s magnetic moment. The different coatings material on the silicon

tips provide different magnetic moments. The MESP-LM-V2 tips from Bruker have

Co-Cr coating, which provides low moment: 0.3×10−13 emu. The ASYLMFM-LC-R2

tips from Oxford Research have permalloy coating, which provides medium to low

moment: 1×10−13 emu. A low moment tip is needed when we want to minimize

disturbance from the magnetic tip to the magnetic structure of the sample. To optimise

the MFM measurement, we need to choose an appropriate MFM tip with suitable

magnetic properties and a proper scan lift height to minimise the tip-sample surface

interactions and maximise the MFM signal-to-noise ratio. This will be discussed in

more detail in Chapter 5.

2.3.6 SQUID-VSM

When a magnetised sample vibrates in a coil, the magnetic flux in the coils will change,

and a magnetic induction voltage will be produced. The principle of the vibrating

sample magnetometers (VSM) is Faraday’s law of induction. It tells that induced

electromotive force will be related to the vibration frequency and the change of the

magnetic flux, E = −dΦ
dt , Φ is the magnetic flux in a certain area.

The superconducting quantum interference device (SQUID) can detect the flux in

the coils, which results in an AC voltage across the SQUID’s Josephson junctions. As
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2.3 Sample Characterization Techniques

shown in Fig. 2.15, two Josephson junctions connect in parallel. The current through

point A will be two times the current through points B and C when there is no phase

difference between two currents, IC = IB. The phase difference between point B and C

is ΦA −ΦD = δb +
2qe
ℏ

∫
Ads = δc +

2qe
ℏ

∫
Ads and δb − δc =

2qe
ℏ Φ, where qe is the charge

of the electron, δa and δb are the additional phase differences of superconductors, A is

the magnetic vector potential,
∫

Ads is an area integral of A.

So IC + IB = I0[sin
(
δ0 +

qe
ℏΦ

)
+ sin

(
δ0 −

qe
ℏΦ

)
]. The magnetic flux in a certain area Φ of

a SQUID loop is proportional to the magnetic moment of the sample, ∆Φ = µ0M. The

interaction between the sample’s magnetic moment and the external magnetic field

leads to changes in the magnetic flux within the SQUID loop, which can be detected

and measured by the SQUID. M = 1
µ0

VB, where M is the magnetic moment of a

sample, B is the flux density inside the material, and V is the volume of the sample.

The SQUID-VSM device will calculate the moment with its setting parameters, like the

area of the coils, and directly give the M-H loop.

Figure 2.15: The DC SQUID and its two parallel connected Josephson junctions

The SQUID system of our group is from Quantum Design. It allows the temperature

range from 1.8 K to 400 K and the external field from 0 to 70000 Oe. The magnetic field

changing resolution: 0.33 Oe and the temperature accuracy is smaller than 0.5 K.[126]

As shown in Fig. 2.16 (a), the system contains a computer control system, linear motor

and SQUID sensor in the dewar. The superconducting magnet wound in a solenoidal

configuration provides the external field [127]. The superconducting detection coil

has four coils, the upper and bottom coils are single-turn wound clockwise, and the

centre coil is two turns wound counter-clockwise. The detection coil is installed at

the centre of the superconducting magnet. The gradiometer configuration of coils was
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Shielded nitrogen 
jacketed dewar

Computer control system
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(a)                                                                                                         (b)

                                                                                       

                   

                                                                                                              (c)

HSample

Plastic straw

H

Figure 2.16: (a)The SQUID scheme and its (b) out-of-plane sample loading and (c)

in-plane sample loading.

used to reduce noise from the fluctuation in the large external magnetic field. When

the large applied magnetic field changed, the clockwise and counter-clockwise coils

would get opposite induced voltage, and the subtraction of the voltage helps reduce

the common-mode noise [128].

Two ways of loading the sample are designed to achieve the measurement for

measuring the sample properties with an in-plane or out-of-plane magnetic field. To

load the sample out of the plane, the traditional straw loading is applied to the sample

as shown in Fig. 2.16 (b). To load the sample for in-plane measurement, the sample

will be glued onto a quartz paddle sample holder as shown in Fig. 2.16 (c) [128, 129].

The sample position needs to be calibrated before the measurement. For calibration

measurement, the sample is stopped at several positions, and the SQUID voltage will

be collected. The stop positions versus output of the SQUID voltage will be plotted

to find the position of the sample as shown in Fig. 2.17, the SQUID induced voltage

VSQUID with external field set to 1500 Oe as a function of sample position is modelled

as a single point dipole [130]:
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2.4 Micromagnetism Tool (OOMMF)

VSQUID = P1+P2z+P3{2[R2+(z+P4)3]
−3
2 ]−[R2+(Λ+z+P4)3]

−3
2 ]−[R2+(−Λ+z+P4)3]

−3
2 ]},

(2.2)

where the parametersΛ and R refer to the longitudinal coil separation and longitudinal

radius, respectively. z is the sample position. P1, P2, P3, and P4 are the four fit

parameters of the dipole model. P1 is a constant offset voltage. P2 is a linear offset

to account for electronic drift in the SQUIDs from data collection. P3 is the amplitude

of the induced voltage, the sample magnetic moment = P3
device dependent factors . P4 is the

shift of the sample along the axis of the magnet [131]. The centre of the Gaussian

fitting peak is the centre position of the sheet sample. The sample position needs to be

within [63 mm, 69mm] to sit around the centre of the detection coils and gain a good

signal-to-noise ratio.
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Figure 2.17: The output of SQUID [Pt/Co62B38/Ir]20 sheet sample position detection of

at room temperature with 1500 Oe magnetic field applied.

2.4 Micromagnetism Tool (OOMMF)

OOMMF (Object Oriented Micromagnetic Framework) was built by M. Donahue and

his team [71]. As mentioned in the Theory part, the LLG equation is used to do

micromagnetism simulation. The total energy used in the OOMMF is[49]:

E = A[∇(
M
Ms

)]2
− K

(n ·M)2

Ms
2 − µ0M ·H −

µ0

2
M ·Hd(M)+

DDMI

M2
s

(Mz∇
∂Mx

∂x
−Mx∇

∂Mz

∂x
+Mz∇

∂My

∂y
−My∇

∂Mz

∂y
),

(2.3)
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2.4 Micromagnetism Tool (OOMMF)

where the first two terms are the exchange and anisotropy energy, the third term is

applied field, and the fourth term demagnetisation field energy, and the rest of the

equation presents the DMI energy.

OOMMF uses an object-oriented approach; the sample properties, such as the

energies of different interactions, become modular and extensible. To build up the

sample configuration, the coding in the software is based on Tcl/TK or C++ language.

The sample properties were defined in a .mif file. Then, the .mif file was read and run

by the OOMMF 3D solver interactive interface Oxsii.

The micromagnetic solver used by OOMMF is the finite difference method (FDM).

The FDM simulation started with setting the size of the whole sample and each layer

and then discretize them into rectangular-shaped small cells. Each cell can have finite

difference of material parameters and will be set as a magnetization state. The state can

react with the neighbour cells. The discretized LLG equation is used.[132] If the sample

had a multilayer, then setting the sub-region in the .mif file is necessary because the

demagnetization energy in OOMMF depends on the shape and size of each layer; the

error can not be ignored if we regarded the multilayer samples as single-layer samples.

Also, the cells must be smaller than the exchange length lex =
√

2A
µ0Ms

. The lex scales

the length of the alignment of elementary magnets due to exchange interactions. If

the size of cells is larger than lex, the details of the magnetic textures at the nanoscale

will be missing. The error will be large because the size of the domain wall is not

correct, and the domain displacement in the simulation will always be different from

the actual displacement.

Another type of the micromagnetic solver is based on the finite-element method

(FEM). The FEM will discrete the sample into different shapes of elements, the magnet-

ization of these element will be discrete at the node points of the elements. This solver

will show advantage when the sample has complex geometry or varying magnetic

properties within an domain.[133] To update the simulated magnetisation configura-

tion from one step to the next, the evolvers controlled by drivers need to be set up in the

code. The Oxs SpinXferEvolve time evolver tracks Landau-Lifshitz-Gilbert dynamics

[134]:

dM/dt = −|γ|M ×Heff +
α

Ms
(M ×

dM
dt

), (2.4)

and the simulation can be stopped at setting up the simulation time. The defult

implementation method of this time evolver is Runge Kutta Fehlberg Method (RKF)
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2.4 Micromagnetism Tool (OOMMF)

54. One of the key difference between the Runge Kutta Fourth method (RK4) which

might be used in other evoler is the time step size. The RK4 uses a fixed time step for

intergration while the time step of RKF 54 ia adaptive. The adaption of the time step

is based on the estimated error of solution, so the result can remain a high level of the

accuracy.[135]

The OOMMF represents the total energy of a magnetic system as a function of the

magnetisation configuration in 3D. The energy minimisation evolver is controlled by

minimisation drivers located local minima in the surface of the total energy. Refering

to the LLG equation, Heff = −
1

mu0Ms

dE
dM represents the system energy, the m ×Heff

defines the torque on the magnetization. To minimize the free energy of the system,

the magnetization prefers aligning with the effective field. So when the torque is zero,

the energy is minimized. The simulation will stop when the m ×Heff/Ms decrease to

the set-up value. The initial state can be the state from the same sample affected by

other interactions at any time by taking the MIF file from a specific time.
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The magnetic properties of the DMI constant DDMI, the anisotropy coefficient K and

exchange stiffness A are necessary for all kinds of micromagnetization models. The

DDMI, A and K can be obtained from the information provided by the M-H hysteresis

loop and the Kerr microscope measurement. In this chapter, the calculation process

for the [Pt/Co68B32/Ir]n samples magnetic properties are showed. The samples were

fabricated by the DC sputtering in the IVOR. The results are also used for the simulation

work in this project.

3.0.1 SQUID and Anisotropy

The anisotropy coefficient can use the magnetisation method to be obtained. The

IP and OOP M-H loop will show the saturation magnetisation moment Ms and the

value of anisotropy field Hs. The anisotropy field is obtained from the hard axis

loop as shown in Fig. 3.1 and Hs =
2Keff
µ0Ms

. The magnetocrystalline anisotropy constant

Ku = Keff +
µ0Ms

2

2 . The Ku is the uniaxial anisotropy arises from the magnetocrystalline

and considered in the simulation by the anisotropy energy term. Keff unlikes the

magnetocrystalline anisotropy, is called shape anisotropy. The Stoner-Wohlfarth model

explained that the shape anisotropy is due to the demagnetizing fields due to its shape.

Assuming the total energy of the system is E = K sin(θ)2
− HMs cos

(
θ − ϕ

)
, where θ

is the angle between M and easy axis and ϕ is the angle between the external field

and easy axis. A single domain ferromagnetic material with finite size contains the

energy related to the demagnetization factors Ni j (i, j = x, y, z). The energy term

now is E = K sin(θ)2 + 2π(NxxM2
x + NyyM2

y + NzzM2
z) − HMs cos

(
θ − ϕ

)
. Thus Keff =

Ku −
µ0Ms

2

2 .[136, 137]

Figure 3.1: M-H loop with perpendicular magnetic easy axis
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Figure 3.2: The M-H loop of (1) n=1 sample and (2) n=10 sample.

The IP and small field OOP M-H loops of [Pt/Co68B32/Ir] and [Pt/Co68B32/Ir]10 are

shown below in Fig. 3.2. When there is a prefectly isotropic magnetic film, its Ms given

by the IP and OOP measurement would be the same. If they drift between each other, it

is because the crystalline anisotropiy and the interfacial anisotropy from the multilayer

structure. A stronger OOP anisotropy will let the sample have a high Ms in OOP

measurement. To reduce the error from the system background, a well-known thick

material of the same size can be the calibration sample. By measuring the calibration

sample, we can know the factor that causes errors in the SQUID dynamic system, such

as sample positioning or sample contamination. If the Mscal (the measured saturation

moment of the calibration sample) of the calibration sample is smaller than the known

value Mscaltheory (the saturation moment of the calibration sample in theory), then the

Ms of the same size of the samples measured from that system should multiply with
Mscaltheory

Mscal
.

The saturation magetization error is from the moment. The errors are large because

the thickness of the CoB layer is almost 10% of the CoB thickness. And the Ms =
M

Vmag
,

where Vmag is the volume of the magnetic layer. The error of the Vmag is the area of

the sample times the thickness error, the Ms error ∆Ms is Ms ·
∆Vmag

Vmag
. But we can tell

that the Ms of same material Co68B32 is around 1100 ±100 emu/cc without considering

the magnetization from the polarised Pt.

The proximity to the magnetic order of the adjacent layer between Pt and Co68B32

will cause the Pt polarisation. Because lack of SQUID data from varying thickness of

the Co68B32 layer to compare with the bulk magnetisation of Co68B32, I refer to the toy
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Figure 3.3: The magnetization data of different Co68B32 thickness.[138]

model published from a member of our group who use the same Co68B32 target. In

Nathan’s paper, he mentioned the polarised Pt is 46 ±9µemu/cm2 from the y-intercept

of the fitting line for thick magnetic layer samples as shown in Fig. 3.3.[138] The

relation between the repetition of the [Pt(0.7nm)/Co68B32(0.8nm)/Ir(0.5nm)]n samples

and their Ms is plotted below in Fig. 3.4(a).

The relation between the repetition of the [Pt/Co68B32/Ir]n samples and their Keff

is plotted below in Fig. 3.4(b). The error is from the Ms, ∆Keff =
1
2 Hs · µ0 · ∆Ms. The

higher repetition seems to have larger anisotropy. The Ku = Keff +
1
2µ0M2

s , due to it

being mostly based on the Ms, so the tendency will be the same as the Ms and Keff . The

Ku and Keff of [Pt/CoB/Ir]*5 sample is smaller than the expected value might be due

to the small thickness of CoB and large error. The overlap errors of the n = 1 sample

and n = 5 sample give the possibility that Keff of n = 1 sample can be smaller than n

= 5 sample. Since the CoB target used in the sputtering was same for all the samples,

the Ms should be same for every sample. In that case, the anisotropy energy should

slightly increase with increasing repetition n because of the increasing magnetic layer

volume.
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Figure 3.4: (a)The saturation fields of [Pt/Co68B32/Ir]n samples and (b) the

[Pt/Co68B32/Ir]n samples Keff after the correction of the polarisation of Pt.

3.0.2 SQUID and Exchange stiffness

The exchange stiffness can be calculated from the Bloch law theoretically. The Bloch

law predicted that Ms(T)
Ms(0K) is propotional to the 1 − αT

3
2 .[73]. Because the SQUID VSM

can hardly provide a measurement lower than 3K, the Ms in 0 K must first be predicted.

Then the Ms(0K) will be used to fit the formula: Ms(T)
Ms(0K) = 1 − αT

3
2 , where α is just the

slope of the fitting curve of data,

Ms(T)
Ms(0K)

= 1 − 0.0587
√

Qs
[

kBT
2A(T)a

] 3
2

,

where Q is the number of the neighbouring atoms, a is the lattice constant (e.g. a

for FCC Co is 3.54 angstroms ), spin quantum number s = Ms(0K)a3

QgµB
and g is g-factor

which is around 2. But the sample contain Co68B32 is amorphous material which does

not have lattice constant. So, the amorphous Bloch law will be used. In amorphous

Bloch law, α = 2.612 gµB
Ms(0K) (

kB
4πC )

3
2 , where A = Ms(0K)C

2gµB
[139]. The exchange stiffness is

A = Cρs
2gµB

, where C is the spin wave stiffness constant and ρ = 100
68
ρCo
+ 32
ρB

is the density

of the magnetic layer. The constant 2.612 is from the Riemann’s Zeta-functions that

indicated ζ(3/2) = 2.612, which relates to the order of the temperature T [140].

The exchange stiffness A is related to the Ms(0) and the slope of the function
Ms(T)

Ms(0K) = 1 − αT
3
2 , the error of the exchange stiffness A will arise from the error of Ms

and the error of fitting slope. As an example, the saturation part of the n=1 sample

M-H loop and the figure of Ms versus T
3
2 are below in Fig. 3.5 (a). As shown in Fig. 3.5,

most of the Ms can be found obeying the rules that higher temperature will have lower
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Figure 3.5: (a) The n=1 sample Ms raw data in varying temperature and (b) the n=1

sample Ms(0) and Bloch law fitting

Ms, but Ms with T= 50K, 200K show a much higher value than the expected value. The

fitting equation of Fig. 3.5 is Ms = 1250−0.056T
3
2 . In Bloch model, Ms(T)

Ms(0K) = 1−αT
3
2 and

the intercept is 1, so the intercept of the fitting equation is the predicted Ms(0K), the

slope that used to calculate spin wave stiffness and exchange stiffness is the ratio of the

slope and the intercept of the fitting equation. As mention before, the raw data of the

SQUID measurement need to be corrected with the consideraion of Pt polarisation. So

the Ms(0K) after correction is 928 emu/cc. With the equation that α = 2.612 gµB
Ms(0K) (

kB
4πC )

3
2 ,

the error of the C is ∆C = C · 4π
kB

−2
3 · (

1
2.612gµB

)
−2
3

√
(∆Ms(0K)

Ms(0K) )2 + (∆αα )2. The error bar of the

intercept ±20 emu/cc is regarded as the ∆Ms(0K), so the spinwave stiffness C of n=1

sample is 0.99 ± 0.13 (10−40J/m2).

The exchange stiffness A then can be obtained from C with∆A = A· 1
2gµB

√
(∆C

C )2 + (∆Ms(0K)
Ms(0K)

2
).

The exchange stiffness A of the n=1 sample is 2.5 ± 0.1 pJ/m. The exchange stiffness

versus the repetition of the samples in Fig. 3.6 can show that the exchange stiffness has a

similar changing pattern of the Ms in 300K. The exchange stiffness will not change with

the increasing stack repetition. It only depends on the Ms as they are all the magnetic

material Co68B32 properties and will not be affected by the interlayer energies.

The paper from Knoc shows that the CoxB100−x has a component percentage sens-

53



0 5 10 15 20 25
2.0

2.2

2.4

2.6

2.8

3.0

A
 (

p
J
/m

)

n

Figure 3.6: The [Pt/Co68B32/Ir]n samples set exchange stiffness

itive dependence of exchange stiffness.[141] When x drops from 80 to 20, the exchange

stiffness drops from 9.8 pJ/m to 3.4 pJ/m. The values of A of Co68B32 around 2.4 to 2.7

pJ/m are smaller than the literatures about bulk samples but close to the estimation (1.7

pJ/m and 2.4 pJ/m) of 5 and 6 angstroms Co68B32 thin film from other researcher.[142]

If using the parameters of Co to estimate, A = NC
2a3 , where N= 4 for FCC. The rough

estimated result will be 4.5 pJ/m for n=1 sample.[143] Since the Keff and A both have

the same changing pattern except the Keff in the n=20 sample is slightly larger than the

one of n=10, the DMI calculation result might be strict in a small range.

The ferromagnetic resonance (FMR) is another way to obtain the spin wave stiffness,

which does not require Bloch law fitting. The frequency of the resonance and the known

anisotropy of the material can give the spin wave stiffness. Refering to A = Ms(0K)C
2gµB

=,

the exchange stiffness can be obtained more straight forward and considerable in the

future work.[144]

3.0.3 DDMI from Bubble Expansion Method for Repeat Stacks Less Than 2

The bubble expansion method is based on the effect of the different directions and

amplitudes of IP fields applied to the nucleated domain. The bubble expansion will

not be suitable for n<2 samples because it is hard to find a nucleated domain which will

not touch the others after expanding. To get the image of nucleated domains for the

bubble domain expansion, a magnetic field that can fully saturate the sample in an out-

of-plane direction will be applied with a 1-2-second pulse. This pulse helps align the
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Figure 3.7: (a)DW bubbles 1, 2 and 3 overlapped comparison with Hx points to left-

hand side (Hx3 > Hx2 > Hx1) (b)DW bubbles 1, 2 and 3 overlapped comparison with

Hx points to the right-hand side (Hx3 < Hx2 < Hx1)

majority of magnetic moments within the sample in the same direction. This alignment

will allow the Kerr microscope to capture the response of the magnetic pattern to the

next applied field, especially enhancing the contrast of the domain with the opposite

magnetisation direction. After that, an opposite direction with an amplitude smaller

than the saturation field as a nucleation magnetic field will be applied. Take the image

as the background and remove it with Kerr microscope software; if another magnetic

field was applied to the sample again, the comparison between the new domain and the

nucleated domain would be shown. The new domain will be dark, and the nucleated

domain will be the bright part in the middle of the black domain.

Fig. 3.7 shows the mode of the velocity antisymmetry that the domain wall expan-

sion velocity will be faster along the direction same as the IP field. Hrabec tried to

explain the antisymmetry domain movement caused by the IP field. He suggested

that the magnetic sample will have Néel type domain walls but not Bloch type when

it has a high DMI. The strong DMI will maintain the rotational system, so the bubbles

will remain symmetry when the external field only contains the component parallel

to the easy axis.The IP field makes the moment in the direction of the IP field being

antiparallel and breaks the symmetry [145]. The in-plane field rised a force on the

domain wall which competes with the effective field fro DMI. When the force between

DMI and in-plane field is balanced, the velocity of the DW will be minimized. So,

the velocity of the DW versus the amplitude of the IP field will give us the HDMI,

where is the location of the lowest velocity. The DMI constant D can be calculated by

the equation DDMI = µ0HDMIMs∆, where ∆ = π
√

A/K0, A is the exchange stiffness,
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Figure 3.8: (a) The difference image of nucleated domain of n= 1 sample with IP field

225 Oe and expansion field 6 Oe, (b) The n= 5 sample maze demagnetization pattern.

K0 = 2Keff − Ku, Keff is the effective anisotropy coefficient and Ku is the unidirectional

anisotropy energy density related to the demagnetization.

The Kerr microscope was used to measure the domain images of samples. The

domain pattern images of [Pt/Co68B32/Ir]n samples with n= 1 and n=5 are in Fig/ 3.8

(a) and (b) which are the typical domain images for n=1 sample and n>2 samples,

respectively. So, the bubble expansion method was used to calculate the DMI of the

n=1 sample. The black bubble is the first nucleated domain, and the white bubble is

the expansion of the nucleated domain with a short OOP field (6Oe) pulse and an IP

field. The sign of IP represents the orientation of the field; ’+’ means pointing to the

left, and ’-’ means pointing to the right. In Fig. 3.9, the bubble has a larger expanding

velocity along the direction of Hx. Two possible reasons will cause the error and bring

unreliable results: the nucleation pulse is not fixed at the second time and the IP field

is not parallel to the sample surface. They cause the error because the bubble will

keep growing all the time and might stop at an unknown point, with an unexpected

z-axis magnetic field component accompanies by the in-plane magnetic field pulse.

To avoid the first problem, the sum of nucleation field pulse width and delay pulse

width must be 1-2s smaller than the total pulse width in order to let the computer and

software control the power of coils well. The second problem is because of the wrong

alignment of the IP coils, so manually adjusting the coil and measuring the size of the

bubble to let the bubble expands the same distance in both hand side (symmetrically

with respect to the centre of the original bubble) is necessary.
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Figure 3.9: DW movement with (a) 660 Oe and (b)-690 Oe Hx

Results from bubble expansion of left and right domain walls are shown in Fig. 3.10.

The HDMI is the location of the minimum of v, for n=1 sample, HDMI = 48.4 ± 0.1 mT.
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Figure 3.10: DW velocity versus IP of the left-hand (black) domain wall and right-hand

(blue) domain wall

So the DMI constant DDMI is 0.35 ± 0.1 mJ/m2.
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3.0.4 DDMI from Demagnetisation Pattern Calculation for Repeat Stacks
More Than 2

The Kerr microscope can also provide the demagnetisation pattern of the sample.

A quick M − H loop will be scanned to find the full saturation field of the sample.

The switching point Hswitch where the moment increases sharply with the increasing

external field. To image the demagnetisation pattern, the sample will be fully saturated,

and the background will be taken and removed without any external field. Then, an

AC field, which will decay to 0 mT with an initial amplitude of Hswitch, is applied to give

a demagnetisation pattern of the sample. For the maze demagnetisation pattern, the

period with length unit is related to the DMI constant. The period can be obtained from

the fast Fourier transform because the peak location of the power density spectrum

gives 1
λ . The Lemesh model is mostly used in DMI research. He assumed the system

only has a single domain first and then calculated the DW energy [146]. To obtain the

equilibrium domain width (which is assumed to be half of the Domain period), the

DW energy EDW equation needs to be minimised, respected to the domain width W.

The condition is the partial derivation result of the EDW/W. Here,

EDW =
1
W

[2∆Ku +
2A
∆
+ πDDMI sinψ + Ei j

ds + Ei j
dv], (3.1)

where Ei j
ds and Ei j

dv is the surface and the volume stray field energies per domain wall

area, i is the number of the DW and j is the repeat number n. In a single domain wall

model, i and j are all equal to 1. The condition to minimize the EDW is:

∂Ei j
dv/W

∂W
+
∂Ei j

ds/W

∂W
=

2∆Ku +
2A
∆ + πDDMI sinψ

W2 . (3.2)

The E∞1
ds and E∞1

dv :

E∞1
ds =

µ0M2
s

2
(1 −

2W
λ

)2 +
2πµ0Ms

2∆2

λd
×

∞∑
n=1

sin πnW
λ

2

sinh π2n∆
λ

2

1 − exp
(
−

2πnd
λ

)
n

(3.3)

E∞1
dv =

2µ0M2
s∆

2 sinψ2

2
×

∞∑
n=1

sin πnW
λ

2

cosh π2n∆
λ

2

exp
(
−

2πnd
λ

)
+ 2πnd

λ − 1

n
, (3.4)

where d is the film thickness, ψ is the DW angle. Because the j will not be 1 when

using the model to calculate multi-stack samples, factor f transfers the parameters

from multi-stack samples to non-repeat samples, f = dm/P, dm is the thickness of the
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magnetic layer in the stacks, and P is the period of DW. Then An = f A, Dn = f D, it can

also apply to other parameters [147].

Meier and his team pointed to another model, which is more direct and simple

without a summation function [148]. They calculated the domain width W with one

unknown independent variable ∆,

W =
π
2

leq exp
(

4πA
Ωleq

−
πk∆

2

)
, (3.5)

leq =

√
A

Keff
+

Ω2

16π2Keff
2 −

Ω

4πKeff
, (3.6)

where Ω = µ0M2
s is the energy of the dipole interaction, leq is domain parameter in

equilibrium state and ∆ is the domain shape parameter. Different domain wall types

will have different ∆. When DW is Bloch type, ∆ = 0; when DW is canted wall,

δ = (πDDMI
kΩ )2 and πDDMI

kΩ < 1. The DW is always Néel type in Pt/CoB/Ir samples, which

has

δ = (
2

kΩ
)(π|DDMI| −

1
2

kΩ),
πDDMI

kΩ
> 1. (3.7)

The type of DWs need not be confirmed before using the Meier model because the Néel

∆ will definitely be larger than 1, and canted DW will have ∆ smaller than 1 because

the defined ∆ equation [148].

For sample with n larger than 2, it is hard to find a nucleated domain, so the period-

icity of the demagnetisation pattern is concerned. To obtain the period of the domain

λ, the fast Fourier Transform(FFT) is applied to the image. The peak location of the

power Density Spectrum can give the information of λ, which is assumed to be 2W.

Fig. 3.11 shows the original image used to apply FFT, the FFT figure and its PDS. In

the FFT image, the corners are the high-frequency regions, and the centre of the image

is the low-frequency region. The intensity of the pixels is the Power Spectral Density

(PSD) intensity. The peak location of the PDS is 1
λ =

2
W . λ and W will be put in the

Lemesh model to obtain the DMI constant DDMI. The λ, Keff , A and other parameters

to calculate the DMI constant are shown in the table 3.1 below, the DMI constant of

n=1 sample is not calculated from the Lemesh method but put in that cell to compare

with the others.

The DMI constants calculated from two different methods are plotted in Fig. 3.12.

In low repetition samples, the results from both methods are almost the same with
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Figure 3.11: (a)The maze demagnetisation pattern of n=5 sample and (b) its FFT figure

and (c) the power density spectrum
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Figure 3.12: The DMI constant of varies repetition N from Lemesh and Meier method.

a difference smaller than 0.1mJ/m2. However, in high repetition sample n=20, the

Meier method gave a smaller value because the factor of demagnetising energy and
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n λ Keff A dm
dstack

DDMI(Lemesh) DDMI (Meier)

(µm) (MJ/m3 ) (pJ/M) (mJ/m2 ) (mJ/m2)

1 - 0.32± 0.05 2.5± 0.1 0.21 0.35 ± 0.2

5 4.57 0.27± 0.03 2.4± 0.1 0.23 0.2± 0.1 0.3± 0.3

10 0.63 0.44± 0.07 2.6± 0.1 0.25 0.3± 0.2 0.3± 0.2

20 0.74 0.48± 0.01 2.6± 0.1 0.22 0.6 ±0.2 0.4 ± 0.3

Table 3.1: The magnetic properties of [Pt/Co68B32/Ir]n samples, where dstack is the

sickness of the repeated stack.

repetition is not considered in the original Meier method.

Since the simulation based on the n=1 properties was done, DDMI=0.7mJ/m2 can

stabilise a skyrmion with an external field over 100 mT. So, the DMI constant value of

n=20 is above 1 mJ/m2, which can be reliable and strong enough to stabilise a skyrmion

in the simulation with an smaller external field than n=1 sample. Though the DMI

constants of other samples are small, it is still worth studying whether it can hold the

skyrmion with an external field or pin the skyrmion by using random distribution

magnetic parameters like Zeissler et al. did before [149].
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Chapter 4

Simulation of the motion of spin

wave-driven skyrmions in magnetic

nanotracks
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4.1 Simulation Setup

OOMMF software can realise the simulation of the motion of a skyrmion driven

by propagating spin waves (SWs) in a thin film track. The numerical micromag-

netic simulations were done with interfacial perpendicular magnetic anisotropy and

Dzyaloshinskii-Moriya interaction.

Numerical micromagnetic simulations are well-suited to studying skyrmion dy-

namics driven by the SW, and there are many recent examples, in most of which the

track for the skyrmions is narrower than 100 nm or not larger than 4 times the skyrmion

diameter [42, 49, 50, 68–70]. By studying the skyrmion motion in tracks of different

width, we can predict the skyrmion motion in an experimentally achievable sample.

We also study the SW-driven skyrmion motion as a function of varying the Gilbert

damping constant.

At long simulation times, the skyrmion is found that always moves in the direction

of the spin wave propagation. At shorter times, rather than observing skyrmion motion

in a single direction, the skyrmion shows transient retrograde motion when the track

width is wider than 50 nm (for Gilbert damping α = 0.02) or α < 0.06 (for a track width

of 100 nm).

4.1 Simulation Setup

We have performed numerical micromagnetic simulations using the Oommf package

[71]. The simulation cell dimensions were set to [1 nm, 1 nm, 0.4 nm]. The magnetic

track thickness dm = 0.8 nm. We simulated wires with a length of 1000 nm and variable

width w, in the range 40 to 100 nm. The track geometry is depicted in Fig. 4.1. The value

of α was selected for each sample from the range [0.02, 0.06], but in the regions close

to the ends of the track we set α = 1 so the SWs are not reflected back along the track.

The materials parameters used are based on the representative magnetic properties

of a [Ta/Pt/Co68B32/Ir/Pt] sheet film prepared in our laboratory, the parameters can be

found in §3.0.4. We successfully stablized the skyrmion with DDMI = 0.7 mJ/m2 in the

early simulation. To make the skyrmion can be more stable in an external field smaller

than the SW excitation field, we change the simulation sample DDMI to 1.5 mJ/m2, the

simulated magnetic properties are shown in Table 4.1.

The initial magnetization was fully saturated normal to the x-y plane. The spin

waves were excited by applying a time-dependent magnetic field H0 sin (2π f t), direc-
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4.1 Simulation Setup

(a) (b) nmq (rad/nm)

Figure 4.1: Spin wave excitation in a magnetic track. (a) The sample geometry

simulated in Oommf, with a red-blue color scheme used to depict the z-component of

the magnetization. The track is 1000 nm long and of variable width w. The damping

constant α is set to 1 in 10 nm long regions at the ends of the track to avoid spin wave

reflections and takes variable values in the range 0.02-0.06 in the main part of the track

for different simulations. A skyrmion, shown schematically, is initialized at the center

of the track at x = 0 nm. The spin wave excitation field is localized at a position

x = −150 nm with time dependence Hy = H0 sin
(
2π f t

)
ŷ. (b) The dispersion relation

f (q) for spin waves in the 100 nm width and α = 0.03 nano track, showing the expected

parabolic form.

Table 4.1: Micromagnetic parameters representing typical values for an experimental

sample.

Parameter Symbol Value Unit

Saturation Magnetization Ms 1.004 MA/m

Exchange Stiffness Aex 3.6 pJ/m

Anisotropy Constant Ku 1.0 MJ/m3

DMI Constant DDMI 1.5 mJ/m2

ted along the y-axis, where µ0H0 = 800 mT is the amplitude of the exciting field and

f = 80 GHz is the frequency. The frequency of the SWs will be the same as the exciting

field. The excitation field is localized to one column of cells located at x = −150 nm.

To obtain the dispersion relation f (q) of the SWs, shown in Fig. 4.1(b), sinc pulses

sin (ωt
t ) of varying frequency were applied to the track which was in a static saturating

field of µ0Hz = 100 mT. The magnetization data was used as the input signal to a
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4.1 Simulation Setup

Figure 4.2: The spin wave excitation geometries: (a) backward volume, (b) forward

volume and (c) surface spin waves.[150]

discrete Fourier transform process to obtain the wave vector k. [150] The Fourier

transform of a sinc function is a rectangular (hat) function, which makes sinc pulses an

useful tool for exciting a finite bandwidth frequency spectrum. The signal after FFT

is easy to be seperated from noise. The magnon mass calculated from this spin wave

dispersion relation is m = 2.41×10−29 kg [83]. The angular frequencyω = ω0+λexωMq2,

where λex =
2A
µ0M2

s
, ω0 is the zero-wavevector angular frequency and ωM = γ0µ0Ms,

the quadratic relationship between frequency and wavevector showed in Fig. 4.1(b)

obeys the dispersion relation.[150] In this project, the simulated spin wave is excited

in the forward volume mode as shown in Fig. 4.2 (b), where the external field is

perpendicular to both the wavevector and the sample surface. There are also other

spin wave geometries showed in Fig. 4.2 (a) backward volume and Fig. 4.2 (c) surface

spin waves. In the backward volume wave configuration, the vector of the magnetic

field is parallel to and aligned with the wavevector. The surface wave configuration

has the external field perpendicular to the wavevector but also lies in the plane of the

sample surface.

To study SW-driven skyrmion motion, I firstly stabilized a skyrmion spin texture.

A static external field Hz is applied on the whole sample along the z-axis. A Néel-

type skyrmion was nucleated and relaxed at the center of the track where x = 0. The

equilibrium diameter found after this procedure is 17 nm. The SW excitation was then

switched on with f = 80 GHz. Spin waves propagate away from the excitation region

along the x-direction, driving the motion of the skyrmion when they reach it.

65



4.2 Simulation Results

4.2 Simulation Results

4.2.1 Retrograde Motion of Skyrmions in Wide Track

A spin wave propagating along the x-axis induces skyrmion motion, shown in Fig. 4.3(a).

Fig. 4.3 (b) and (c) show the skyrmion displacement along the x- direction and the y-

direction as a function of simulation time with different track widths in the range w =

40-100 nm and a 0.1 ns timestep. These simulations were carried out with the Gilbert

damping set to α = 0.02. When the track is narrow, w ≲ 50 nm, the skyrmion is driven

along the propagation direction of SW as shown in the w = 40 nm example of Fig. 4.3

(a). In this case, the x-component of the skyrmion velocity is always positive.

For wider tracks, the motion is more complex as shown for the w = 90 nm example

depicted in Fig. 4.3(a). The skyrmion shows negative initial velocity along x. The

skyrmion also has a y-component of velocity, since the gyrotropic motion will also

lead to the skyrmion moving toward the upper edge, as seen in the 90 nm track width

example shown in Fig. 4.3(a) and (c) [79, 151]. The transient retrograde motion stops

when the skyrmion approaches the track edge after a few tens of ns, and the skyrmion

then begins moving along the edge in the positive x direction. The skyrmions will

have to move up further to reach the track edge before changing direction for the

wider tracks, as shown in Fig. 4.3 (b) and (c). As the theory based on the SW scattering

on skyrmion shows in Eq. 1.8 and 1.15, fscatter always drives the skyrmion towards the

SW source on a borderless sample. The skyrmions all move towards the top edge until

the distance between the skyrmion center and the upper edge is around 25 nm before

starting to have positive velocity on the x-axis.
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4.2 Simulation Results

(a)

(b)

(c)

Figure 4.3: Spin wave-driven skyrmion motion. (a) Snapshots at different simulation

times of samples with track widths = 40 nm and 90 nm. Time-dependent skyrmion

displacement on the (b) x-direction and (c) y-direction for various magnetic track

widths in the range 40-100 nm. The region enclosed by the dashed line in (b) is where

the skyrmion x-displacement is negative w.r.t. the starting position.

Close to the sample edges, the presence of DDMI gives rise to a twist in the magnetiz-
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4.2 Simulation Results
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Figure 4.4: Out-of-plane component of magnetization Mz across the track width dir-

ection (y-axis) for the w = 100 nm wide track. The inset graph shows that the z-

component of magnetization depends exponentially on distance from the edge, with a

fit to Mz = Ms −Mc exp
[
−(x − w

2 )/Ledge

]
in the range [−50 nm, −40 nm] region, where

Mc is half the largest difference between the twisted magnetization and the saturation

magnetization.

ation away from the z-axis [72]. As an example, the z-component of the magnetization

for the 100 nm width sample in the notionally uniform state (i.e. without a skyrmion)

is shown in Fig. 4.4. A canting away from the z-direction is visible that extends for

a few nm into the track from its edge. This twisting gives rise to the edge force fedge

discussed in §1.5 above, with the twist extending in from the edge by a distance Ledge.

A value of Ledge = 2.4 nm is calculated from DDMI, Aex and the other magnetic prop-

erties of track using Eq. 1.11 and 1.13 [82]. The Oommf simulation results also give

a magnetization that depends exponentially on position, shown in Fig. 4.4, with the

fit in the inset of that figure yielding Ledge = 1.5 nm, which is of the same order of

magnitude. The small difference can be accounted for by the fact that demagnetizing

effects are properly accounted for in the numerical simulation but neglected in the

analytical formulae.

The sum of the radius of the skyrmion and Ledge is close to 10 nm. This means when

the distance between the skyrmion center and track edge is smaller than ∼ 10 nm, the

skyrmion starts to feel the influence of fedge. This force acts in the y-direction and so

we see that the edge force will give rise to a positive term in vx as given by Eq. 1.8.

If this additional force is large enough it will overcome ftransmit (similarly to what is

shown in Fig. 1.5(a) and (b)) and hence the skyrmion will start moving forward once
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4.2 Simulation Results

it reaches the track edge [152]. In a wider track, the skyrmion will take more time to

reach the edge region where this force can be active, so we can expect a larger transient

retrograde motion of the skyrmion towards the SW source before the forward motion

sets in.

4.2.2 Retrograde Motion of Skyrmion with Enhanced Damping

Fixing the sample width at w = 100 nm, we ran a similar series of simulations in

which we varied the value of α in the range [0.02, 0.06] with a 0.1 ns timestep. The

resulting skyrmion displacements in the x-direction as a function of simulation time

with varying damping constant are shown in Fig. 4.5 (a). When α = 0.02, 0.03, or 0.04,

we again see that the skyrmion initially moves backwards against the SW direction.

The skyrmion only has a positive initial velocity when the track has α ≥ 0.05. As

shown in Fig. 4.5 (b), the skyrmions still have a velocity in the y-direction due to

the skyrmion Hall effect. The distance between the skyrmion and the edge when the

skyrmion moves away from the SW source is smaller when α is stronger.

Assuming the skyrmion has the same R and T at the same position of each simu-

lation, the strength of fx only depends on the amplitude of the SWs. A larger value of

α leads to stronger attenuation of the spin-waves owing to the shortening of Lmag, as

described by Eq. 1.17. This reduces the force arising from the SW magnons for a fixed

given distance between the skyrmion location and the SW source. Thus, it is easier for

fedge to overcome the negative terms of the vx when the skyrmion is in a sample with

larger α. Though a lot of micromagnetic simulations prefer to use the damping con-

stant of CoFeB for CoB sample.[153–155] In the real experiment, the skyrmion will be

expected to show a simple forward motion because α of real thin cobalt alloy samples

is usually much larger than 0.05 [156]
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4.2 Simulation Results

(a)

(b)

Figure 4.5: Time-dependent (a) x-direction and (b) y-direction skyrmion displacement

in a w = 100 nm track for various values of the Gilbert damping constant in the range

α = 0.02-0.06. The region enclosed by the dashed line in (b) is where the skyrmion

x-displacement is negative and the region enclosed by the black line doesn’t have data

since no simulations were done for those ranges of parameters.
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4.3 Data Analysis and Results Discussion
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Figure 4.6: The y-component of magnetization at [xs − rs, ys] of skyrmion during an

interval of 0.05 ns shows the spin wave along the propagation direction, the difference

of magnetization data with and without skyrmion is the reflected spin wave.

4.3 Data Analysis and Results Discussion

4.3.1 The Magnetization Information from Data File

In order to determine the amplitudes of the SWs that are propagating in the track we

simulated, we analyzed the data arrays output at each 5 ps timestep of the simulation,

which contains the three components of the magnetization within each [1 nm, 1 nm,

0.4 nm] cell. An example of plotting the y-component of magnetization as a function

of x was already given in Fig. 4.6, showing a damped sine wave. Simulations of the

SW propagation both with and without the skyrmion on the track were carried out.

Analysis of the former yields the coordinates of the skyrmion location in the track

as [xs, ys]. The y-component magnetization data from 50 nm long regions which

have the same y location as the skyrmion but are 100 nm downstream from it, i.e.

from xs+100 nm to xs+150 nm, were fitted with damped sine functions My = My0 +

I exp
(
−x/Lmag

)
sin

(
q(x − x0)

)
, where I is the amplitude of the SW at the location [xs+100

nm, ys], q is the SW wavenumber, My0 is the amplitude offset and x0 is a phase shift.

The ratio between the values of I with and without the skyrmion is the transmission

coefficient T.

Determining the reflection coefficient R required a different approach since plotting

the spatial dependence on the waveform upstream of the skyrmion yields a complex
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Figure 4.7: The y-component of magnetization at [xs − rs, ys] of skyrmion during an

interval of 0.05 ns shows the spin wave along the propagation direction, the difference

of magnetization data with and without skyrmion is the reflected spin wave.

interference pattern between the incident and reflected waves. We, therefore, select a

point in space at location [xs(t) − rs(t), ys(t)], where rs is the skyrmion radius, and the

variation of the y-component of magnetization for a 1 ns time interval (200 data points)

determined, again for the system with and without the skyrmion. An example is shown

in Fig. 4.7. The spin wave propagation along the magnetic track without skyrmion

initiation were simulated and set as pure incident waveform. From the simulation with

skyrmion at the centre of the magentic track, the magnetization information obtained

in the upstream area of the skyrmion contained pure incident wave and the reflected

wave. So, by subtracting the pure incident waveform from the combined wave, we can

yield the reflected wave. Both the reflected SW and SW without skyrmion on the track

are fitted with sine functions a sin(ωt + θ)e−t/ϵ to yield their amplitudes a. The ratio

between the amplitudes of the reflected SW and the incident SW yields the reflection

coefficient R.

The relationship between the transmission coefficient T, reflection coefficient R and

the distance between skyrmion and the sample edge dse was shown in Fig. 4.12. In here,

we provide plots of T, R, Asw and skyrmion velocity as a function of simulation time

for the first 60 ns simulation time in Fig. 4.8. We define the absorption Asw = 1−T−R.
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Figure 4.8: The time-dependent (a) transmission coefficient T, (b) reflection coefficient

R and the absorption coefficient Asw = 1−T−R for tracks with 40 nm and 100 nm width.

(d) The observed skyrmion velocity from simulation as a function of the simulation

time.
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Figure 4.9: Initial skyrmion velocity decomposed into x and y components for different

initial positions on the y-axis across a 100 nm wide track. Spin waves are propagating

in the +x direction along the track. Note that the initial velocity in the down track

direction x depends on which half of the track the skyrmion starts in. The inset is a

magnification of the central region of the main plot.

4.3.2 The Force Model of the SW Driven Skyrmion

As mentioned in the Section §1.6 and Eq. 1.8 above, When |αD frefR| > |αD ftransmit||T|,

then fx > 0. So, −4π fy = −4π(T ftransmit⊥ + fedge) will be more likely be positive when

approaching the upper edge, and the longitudinal component of the skyrmion velocity

will be vx > 0. When the transmission of SWs is reduced, or the reflection of SW or α

grows, the skyrmion will be more likely to move along the SW propagation direction.

In the work we present, the x component of the force on the skyrmion becomes

| fx| = |(T ftransmit|| + R fref)e
−x

Lmag |. (4.1)

Assuming that fmag is fixed at a given x-axis location, the initial x and y components of

the skyrmion velocity, calculated using Eq. 1.8 and 1.9, are shown in Fig. 4.9 for different

starting positions across a 100 nm wide track, with values based on the simulation

parameters described in Table 4.1 in the next section and fixed representative values

of R = 0.2 and T = 0.8.

The results illustrate the importance of the gyrotropic motion and edge forces. For

starting positions closer to the upper edge of the track (larger positive y), the stronger
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the edge repulsion force pointing in the −y direction will be on the skyrmion, and

so the gyrotropic effect on skyrmion will lead to the skyrmion moving along the SW

propagation direction +x. On the other hand, the closer to the lower edge, the stronger

the edge repulsion force pointing in the +y direction skyrmion will be, causing the

skyrmion to move against the SW propagation in the −x direction.

When skyrmion is initially located at y = 20 nm, the initial skyrmion velocity vx = 0,

whilst vy is positive. Once the skyrmion moves on the y-axis, the balance between

gyrotropic and dissipative terms is broken and the skyrmion will have a finite velocity

on the x-axis.

For starting positions close to the top edge, the skyrmion has a negative velocity on

y-axis arising from the strong repulsive force from the edge, but it will still have positive

velocity on the x-axis. In the simulations we shall present in the following sections,

the initial skyrmion locations are all set to be 0 nm, the center of the track, where initial

motion is towards the upper edge. Thus we only ever observe the skyrmion going

down and forward in narrow track after long simulation times after the skyrmion has

been travelling along the upper edge for some time. As mentioned in Section §1.7.5,

the way that spin waves interact with the skyrmion can also be described in terms of

transmission (T) and reflection (R) coefficients. We found that these quantities will

change with time as the skyrmion moves, so we can expect that the force from SWs

is not only based on the spin wave amplitude but also these changing interactions of

the SW with the skyrmion: we can expect that fscatter should depend on T and R. We

repeated the simulation in Fig. 4.5 with a finer timestep of 5 ps for w = 40 nm and

w = 100 nm, set α = 0.03, to study the spin wave transmission through and reflection

from the skyrmion as a function of time.

As shown by the expression for the scattering force Eq. 1.15, the amplitude of the SW

will exponentially decay along the track. The spin wave can be represented by picking

out an in-plane component of the magnetization–here we use the y-component–which

yields a damped sine function in space, an example of which is plotted in Fig. 4.10.

The expected damping length is Lmag ≈ 139 nm, based on a calculation using Eq. 1.17,

close to the value of 101.7 nm obtained by fitting a damped sine wave to the My data.

In a similar manner, by extracting the in-plane magnetization data from the simu-

lations (see §4.3.1 for details), and fitting a damped sine wave to them we can obtain

the spin wave amplitude for any given region in the track. By selecting appropriate
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Figure 4.10: The y-component of magnetization shows a damped spin wave along

the propagation direction. The red line is the result of fitting a damped sine wave

of the form My = My0 + I exp
(
−x/Lmag

)
sin

(
q(x − x0)

)
, where I is an amplitude and

x0 is a spatial phase. The fit returns a value Lmag = 101.7 nm and wave vector

q = 0.52 rad/nm. The range of x-axis locations shown here is in the area of the spin

wave source at x = −150 nm and the starting position of the skyrmion at x = 0.

regions of the track, we have done this for three cases: the transmitted spin wave that

has passed through the skyrmion, the spin wave reflected from the skyrmion, and, for

comparison, the same frequency spin wave in the same region in an empty–i.e. no

skyrmion–track. The attenuation caused by Lmag depends on the distance between the

data collection region and the source of the spin waves. By comparing the transmitted

SW amplitude in the presence of the skyrmion with that in an empty track we can

obtain the transmission coefficient (T). Similarly, we can determine the reflection coef-

ficient (R) for spin waves by comparing the amplitudes with and without the skyrmion

in the region before the SWs reach it. Each process can be done at a certain simulation

time.

In our simulations the skyrmion starts in the center of the track and so always

moves toward to the sample upper edge because of the skyrmion Hall effect (see

Fig. 4.9). We define the distance between the skyrmion center and the sample upper

edge dse =
w
2 − y. (This distance determines the exponential edge force term related to

the top edge in Eq. 1.10, represented by the orange gradient in Fig. 4.11.) We show the

time dependence of dse for both the w = 40 nm and w = 100 nm track is shown in the
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Figure 4.11: Time dependence of the distance between skyrmion center and the upper

edge dse for the w = 40 nm and w = 100 nm simulations. The orange gradient represents

the region in which the skyrmion starts to experience a noticeable repulsive force from

the upper edge.

Fig. 4.11. We find that the repulsion becomes too strong for the skyrmion to ever get

closer than dse ∼ 17 nm to the edge. This leads to an effectively ‘forbidden region’ for

the skyrmion for dse < 17 nm, which we subsequently show with red shading.

Both T and R vary during the simulation because they correlate with dse, as shown

in Fig. 4.12. Only the data related to the skyrmions’ first approach to the sample edge

is plotted. (At longer times they rebound slightly from the edge, seen here for the

w = 40 nm trace in Fig. 4.11.) As dse shrinks, a drop in both (a) T and (b) R are seen.

The inset graph shows a zoom of the w = 40 nm trace. For the w = 100 nm case, T

initially takes a high value of ∼ 0.7, and starts to drop once dse falls below about 35 nm.

Presumably owing to the proximity to the edge, T for the w = 40 nm case starts at

a lower value ∼ 0.5, but also drops rapidly as the edge is approached. T eventually

falls to almost zero in both cases. Although not starting at such a high level, there

is a similar finding for R, which also drops and reaches a value close to zero as the

skyrmion comes to its point of closest approach to the edge.

These changes in the way that spin waves interact with the skyrmion suggest that

it is not a perfectly rigid object with unchanging properties. To probe this further, we

have measured the skyrmion diameter during each of our simulations, with the results

shown in Fig. 4.13. Here we define the diameter as the distance between the extrema

of the spatial derivative of Mz, as shown in the inset of Fig. 4.13. We can see that the

skyrmion diameter shrinks as the edge is approached, presumably under the influence
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Figure 4.12: (a) T and (b) R of spin waves as a function of dse for a simulation with

w = 100 nm and w = 40 nm. The shaded red region is where the skyrmion cannot

overcome the repulsive force edge force and so is effectively ‘forbidden’ in these

simulations.
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Figure 4.13: Skyrmion inner domain diameter as a function of dse on 100 nm and 40

nm wide sample. The inner domain size is defined as the distance between the two

extrema of dMz
dx , as shown in the inset. The shaded red region is where the skyrmion

cannot overcome the repulsive force edge force and so is effectively ‘forbidden’ in these

simulations.

of the edge force. This change in skyrmion geometry could account for the change in

the values of T and R.

We can see from Eq. 4.1 that the force fx on the skyrmion is expected to have a term

that is ∝ −T and another that is ∝ R. Thus we expect these changes in the way that

the skyrmion affects spin waves to lead to changes in its dynamics. In the insets of

Fig. 4.14 we show the time dependence of vx for each of our two simulations as red

solid circles.

As shown in the inset graph of Fig. 4.14(b), for the w = 40 nm track, the skyrmion

initially accelerates as it approaches the upper edge before 10 ns and later its velocity

drops again as it moves away from that edge, based on the dse data shown in the

Fig. 4.11. In this case, the value of T drops when dse is smaller than 18 nm as that edge

is most closely approached. R also decreases similarly. Nevertheless, the skyrmion

is is always in the region that has strong fedge, owing to the narrowness of this track,

which means it always moves away from the spin wave source with positive vx.

Meanwhile, for the w = 100 nm track, from Fig. 4.5 and Fig. 4.14(a) we can see that

the skyrmion’s initial backwards velocity starts to drop at around 30 ns. The skyrmion

then begins to move in the forward direction at 43 ns, corresponding to the time that dse

is ∼ 35 nm as shown in Fig. 4.11 and the drop in T takes place as shown in Fig. 4.12(a).

The Thiele equation Eq. 1.8 and 4.1 shows that the transmission of spin waves will
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give rise to a force that pulls the skyrmion towards the spin wave source owing to the

transfer of angular momentum.

On the other hand, the force owing to linear momentum transfer from reflected

spin wave magnons can give rise to motion along the spin wave propagation direction

as shown in Eq. 4.1. Surprisingly, the reflection coefficient R is not equal to 1 − T, and

it has a similar time dependence to T. For 100 nm wide track, R starts at a value of

R ≈ 0.2 before declining quickly once dse is less than 40 nm, as shown in Fig. 4.12 (b).

Thus, this change in R cannot explain the change in direction of the skyrmion in 100

nm wide track, since R would need to rise in order to push the skyrmion away from

the spin wave source by linear momentum transfer.

So far, in § 1.6 and Eq. 1.8, when 4πQfedge + αDfx > 0, vx > 0. To compare this

analytical prediction with our numerical simulation results, we insert Eq. 4.1 into

Eq. 1.8 to obtain

vx =
4πQ( fedge + T ftransmit⊥) + αD fx

(αD)2 + G2
. (4.2)

We then input the time-dependent values of T and R into the Thiele equation calculation

and plot the results as black solid squares as a function of time in the insets of that

figure.

We calculated the prefactor f0 of fedge to be 2977 m/s by using Eq. 1.12, and fscatter⊥

without any SW damping factor to be around 274 m/s. Ledge = 2.5 nm and Lmag =

139 nm, by using Eq. 1.13, and Eq. 1.17, respectively. D = dπ3

2γDW
[79], in which d is the

skyrmion diameter and γDW is the domain wall width at the skyrmion edge.

The observed skyrmion velocity in the 100 nm wide track rises rapidly time, with

a very good fit to an exponential (green line) for times before about 25 ns and after

45 ns, as shown in Fig. 4.14 (a). fref and ftransmit decay after 30 ns as the skyrmion

has a velocity on the y-axis towards to the upper edge because of the gyrotropic effect

from fx, as shown in Fig. 4.9 and Fig 4.11. Since fedge is exponential in skyrmion

position y according to Eq. 1.10, the strongest force term in the Thiele equation is the

exponentially growing fedge, which leads to exponential growth in the velocity along

x through Eq. 1.8.

These predicted velocities based Eq. 4.2 are plotted against those directly observed

in the simulations in the main panels of Fig. 4.14. The black scatter data are generally

in good agreement with a line of unity slope, drawn in red: overall the predictions

of inserting T and R into the Thiele formalism compare well with the velocity taken
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directly from the simulation.

In Fig. 4.14 (a), there is excellent agreement between the two data sets for two

regimes: (i) when the skyrmion is undergoing its initial retrograde motion for vx ∼

−0.5 m/s up to a simulation time of ∼ 25 ns, and (ii) when the skyrmion is undergoing

acceleration along the track edge at long simulation times after ∼ 45 ns, when vx ≳

0.4 m/s. This shows that the underlying physical picture for vx1, which only considers

the strength of T and R on fx, gives a good description in these regimes. The agreement

is poorer, but still fair, for intervening data points around the point where the skyrmion

reverses direction, and potentially other physics may be at play there.

This leads us to propose a form for fx = T ftransmit||+R fref and fy = fedge+T ftransmit⊥

that replaces fscatter. However, using Eq. (1.8) to predict the skyrmion velocity means

that the terms for the force arising from the absorption of spin waves are neglected

since it is challenging to get a precise energy for skyrmion motion from the total

absorbed SW energy. So, before 50 ns, the calculated result does not work well when

the skyrmion is still far away from the edge and close to the SW source. When the

skyrmion is close to the edge, fedge is much stronger than the SW force in terms of its

effect on the skyrmion velocity, and the calculated results are in good agreement with

the ones extracted directly from the numerical simulation.

In Fig. 4.14 (b), there is also an excellent agreement between the two data sets. This

is the case both when the skyrmion is accelerating and moving away from the spin

wave source because of the short distance between skyrmion and upper edge in the

initial state, and also when the skyrmion velocity is decreasing as it is pushed away

from the upper edge. In the latter case, the skyrmion is gaining less fedge and force

from the spin wave because of the longer distances involved, and so the force balance

leads a stable velocity of skyrmion.

Initially, the spin wave absorption coefficient Asw = 1 − T − R is small, but it rises

markedly when T and R drop at the point where the skyrmion approaches the track

edge. As shown in Fig. 4.13, the skyrmion size shrinks because of the repulsion from

the edge [157]. Without the energy from the absorbed SW, the edge of the track causes

the deformation of the skyrmion [158]. Also, the edge of the track might absorb the

SW which presents the low transmitted SW amplitude at the downstream region of the

skyrmion. The growing absorption coefficient is a promising candidate to fill the gap of

the total force on skyrmion and reconcile the results of the Thiele equation calculation
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Figure 4.14: The relationship between skyrmion velocity predicted by the Thiele equa-

tion and the velocity observed in the numerical simulation of (a) 100 nm wide track

and (b) 40 nm wide track. The data points can be compared with the red line of unity

slope. Insets show the two velocity datasets each as a function of simulation time. The

velocity observed in the w = 100nm numerical simulation was fitted with an exponen-

tial of the form vx = v0 + vte(t−t0)/τ shown as a solid green line. Here, v0 is the initial

velocity, vt is a velocity prefactor for the time dependent part, and τ is a characteristic

timescale.
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with the actual velocity. The amount of absorbed spin wave magnon for changing

skyrmion size and changing skyrmion motion cannot be calculated precisely, but the

reflection and transmission of spin waves and the interaction between skyrmion and

the sample edge are enough to explain the transient retrograde motion of skyrmion.

If the damping constant is larger than 0.03, the SW amplitude will attenuate more

rapidly and the term fy in Eq. 1.8 will more easily overcome the negative term of fx.

This fact can explain the shape of the contour of α dependent skyrmion displacement

in Fig. 4.5. For wider samples, the skyrmion will need a longer time to reach the

region where the edge forces are significant, and so further negative displacement will

show up in the contour plot of the sample width-dependent skyrmion displacement

in Fig. 4.3.

4.4 Conclusion

In conclusion, we have studied the spin-wave driven motion of skyrmions in a nano-

scale track by means of time-dependent micromagnetic simulations and found a range

of conditions where there is a transient retrograde motion of the skyrmion. Our results

show that the skyrmion will have retrograde motion towards the spin wave source at

the onset of its movement when the track has a large enough width and a low damping

constant, but the skyrmion always moves away from the SW source at long simulation

times. We cross-checked the simulated skyrmion velocity with the results of the Thiele

equation and find qualitatively similar skyrmion motion from the calculation, but also

find that only using reflection and transmission data cannot give a fully quantitative

relationship between calculated velocity and simulated velocity. The gyrotropic term

in the Thiele equation is not negligible, and the repulsive force from the sample edge

also affects the skyrmion velocity by this means. We suggest that also considering the

absorption of spin wave magnons is a possible way forward in the future.

The simulation results give a possible motion of skyrmion that might be observed

in future experiments. The force from the track edge is a potential means to adjust

the skyrmion motion. A higher damping sample (e.g a CoB alloy thin film [156]) will

have a shorter retrograde distance than a low damping sample (α < 0.05 for simulation

magnetic properties), as can be seen from Fig. 4.5. Moreover, if the initial position of a

skyrmion in y is not well-controlled then the motion along the x-direction will not be
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deterministic, since the time taken for the skyrmion to reach the near-edge region and

experience the edge forces will be unpredictable.

The work in this chapter has been published [159].

84



Chapter 5

Experimental Observation of Domains and

Skyrmions Generated by Varying OOP

Magnetic Field with Magnetic Force

Microscopy
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5.1 Introduction

In the experimental part of this project, MFM is the primary characterisation method

to measure the inital and final states of the magnetic texture dynamics. The phase

channel of Magnetic Force Microscope parallel scan can represent the force between

the magnetic domains and the magnetic covered tip by the reflection or deflection

of the laser on the tip [160]. This chapter shows the optimisation methods to obtain

MFM signals. Different out-of-plane magnetic fields can generate magnetic textures

from both the sheet and narrow track samples. Also, skyrmions can be formed by the

out-of-plane magnetic fields close to the saturation field. In the first step, we must

ensure the MFM can observe the magnetic texture clearly before we start the other

fabrications for another layer on the chip for the printed circuit board.

5.2 MFM Measurement with Different Lift Height, Drive Amp-

litude and Scan Orientation

To let the tip work with good performance, it needs to be tuned once the laser sitting on

centre of it with maximized reflection signal.The drive frequency and drive amplitude

obtained from the tuning will affect the vibration of the tip and the strength of the

AFM signal. This step was discussed in Section §2.3.4 and §2.3.5. After tuning the

magnetic tip, the MFM signal will present in the phase channel of the second parallel

scan, which is also the Nap mode for Asylum AFM instrument of Asylum Research

Oxford instrument company, during the measurement. The Phase channel is selected

to show the MFM signal because the phase channel primarily represents the changes

in the phase of the tip oscillation due to the interactions between the magnetic domains

and the tip. Meanwhile, the amplitude channel represents the amplitude of the tip

vibration. The Nap Height (the distance between the first AFM tapping measurement

and the second parallel scan, or lifting height for generic pieces of equipment.) of the

Asylum system is the main parameter that needs to be adjusted to obtain a good MFM

signal and noise ratio.

[Pt/Co68B32/Ir]5 sample is a good calibration sample. Because of the demagnetiza-

tion pattern shown in Fig. 3.8, maze or lower-density worm-like domains are expected

in different out-of-plane fields. Adjusting the parameters of MFM measurement can
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improve the quality of MFM figures. As shown in Fig. 5.1 (a), when the Nap Height is

100 nm, the Nap Phase channel still presents the Pt/Co68B32/Ir10 sheet sample surface’s

topographic structures. The dark areas in Fig. 5.1 (a) are the structural defects on the

surface and the broken part caused by the metal tweezer. According to the power law

of the AFM, the tip-sample force is nonlinear:

Fts = −
ι

dts
κ , (5.1)

where ι is the magnitude of the interaction phenomena such as van der Waals forces,

dts is the tip-sample distance, the power κ is the profile of the force. In Lai’s paper, the

power law dependence of the force on distance is proven by the AFM force [161, 162].

Comparing Fig. 5.1 (a) to (c), with the increasing Nap Height, the AFM signal from the

structural defects on the sample decreases, and the area of the dark structural defects

decreases. Also, the decreasing of data ranges from Fig. 5.1 (a) to (f) is nonlinear. The

comparison between Fig. 5.1 (a) and (d), the data scale drops from [61.9◦, -18.0◦] to

[0.29◦, -0.68◦] and the MFM signal starts to appear. The magnetic texture did not look

like the maze domain that fully covered the area we measured. This might because this

sample got some scratches in three years usage and the pattern cause the rectangular

shape of the area of domains. The changing of the data scale shows that the AFM signal

is strong but short-range, as expected for van der Waals forces. Meanwhile, the MFM

signal is long-range and only has a good signal and noise ratio when the tip is high

enough. Different samples with different roughness will need different Nap Height

settings. The stronger magnetic interaction between the tip and sample will allow the

tip to go higher in the second parallel scan. From the comparison between Fig. 5.1 (d)

and (f), the edge of the domains gets blurred with the increasing Nap Height. So, we

also need to maintain the balance between the distance that can have an MFM signal

apart from the AFM signal and the distance that is too far away to have a large enough

MFM signal.

The drive amplitude is another parameter that will affect the distance between

the tip and the sample surface. The drive amplitude sets the initial amplitude of the

vibration of the tip; a larger drive amplitude results in a larger tip vibration amplitude,

so the lowest point of the parallel scan will be closer to the sample surface when the

Nap Height is fixed.

In Fig. 5.2 (a) and (b), both of the images show the MFM signal. The clear MFM

signal will appear when the smallest distance between the vibrating tip and the sample
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(a)                                                 (b)                                                        (c)

 

61.9°        62° 12.2°

-18.0°                                                        -58°                                                           -39.2°

0.29°                                        0.184°                                                 0.154°

-0.68°                                                         -0.342° -0.248°
(d)                                             (e)                                                        (f)

Figure 5.1: The Nap Phase images of the magnetic [Pt/Co68B32/Ir]5 sample in the same

area but increasing lift height for the parallel scans: (a) 100 nm, (b) 130 nm, (c) 160 nm,

(d) 190 nm, (e) 220 nm, (f) 250 nm.

(a) (b) (c)

0.227° 0.29° 10.1°

-0.406° -0.68° -39.8°

Figure 5.2: The Nap Phase images of the magnetic sample in the same area and fixed

Nap Height but increasing driving amplitude: (a) 360 mV, (b) 400 mV, (c) 440 mV.

surface remains within [190 nm, 250 nm]. When the amplitude grows to 440 mV, the

lowest point of the vibrating tip goes down to the point that the AFM signal is too

strong to let the MFM signal have high contrast in a small data range.

As mentioned in the beginning, the drive frequency is also important to the meas-
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Amp (V)

Frequency (kHz)

(a)                                                           

(b)                                                          

(c)                                                          

65.4            65.6             65.8             66              66.2             66.4 
.                   .                   .                   .                   .                   . 

1 . 0.10°

-0.10°

0.29°

-0.68°

0.270°

-0.534°

Figure 5.3: The Nap Phase images of the magnetic sample in the same area and fixed

Nap Height and Drive Amplitude but different driving frequency on the sketch of

typical tuning result: (a) 65.40 kHz, (b) 65.82 kHz and (c) 66.18 kHz.

urement. The reason we have the drive amplitude offset from the central peak amp-

litude is to optimise the stability and quality of the imaging process. But if we have

a frequency far away from the tip resonance frequency, such as Fig. 5.3 (a), we can

only obtain noise. Both Fig. 5.3 (b) and (c) can show the MFM signal because the offset

value is reasonable.

5.3 Calibration for MFM Measurement with Varying Field

The VFM section is a small stage that can be mounted on the normal AFM scanner. The

varying field strength is generated by a rotatable rare earth magnet, and the magnetic

flux is generated by the soft iron armatures and pole pieces perpendicular to the sample

surface.

As shown in Fig. 5.4(a), when the angle of the permanent magnet is 0◦ or 180◦,most

of the magnet’s flux will be directed to the sample surface and the field applied on

the sample is minimum. When the magnet angle is 90◦, the most magnet flux will be

generated to the sample surface, and the strength of the OOP field is maximum [163].
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Figure 5.4: Schematic of side view when the angle of the magnet is (a) 0◦ or 180◦ and

(b) 90◦ or 270◦.

During the setup, we found the VFM section had a non-uniform offset out-of-plane

field when both the power supply and the control signal box of the VFM section were

not connected. The non-uniform offset still existed when all the cables were connected,

and the power supply was on. With a few tests of the magnetic field ramping from 200

Oe to 0 Oe, the offset field when the sensor showed 0 Oe was fixed at the same position.

So, a calibration measurement for the offset field is necessary every time before the

measurement. By sticking the Gaussmeter sensor in the middle of the magnetic pole

piece and parallel to the MFM stage, the actual field can be measured. As shown in

Fig. 5.5, there is a -200 Oe field offset when the field setting and computer sensor record

is 0 Oe. However, the relationship between the setup field on the computer and the

actual field is linear with an offset. If we placed the sample on the other pole piece, the

the slope of the linear fitting will be negative since the field is antiparallel on the other

pole piece, as shown in Fig. 5.4 (b).
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Figure 5.5: The linear relationship between the actual field and the field recorded by

the computer sensor.

5.4 MFM Measurement with Varying Fields on Both Sheet

Sample and Track Sample

5.4.1 MFM Measurement with Varying Field on Sheet Sample

Since the maze domains can be observed from n=5 sample by the Kerr microscope in

§3.0.4, the sample with 20 [Pt/CoB/Ir] repeat stacks was used as a calibration sample

since it can also provide maze domain pattern. The magnetic field tuning within the

sample hysteresis loop is expected to tune the density of the maze domains or even

stabilise isolated domains or skyrmions [37, 65].

Fig. 5.6 shows a series of MFM images collected from part of the hysteresis loop

of a [Pt/CoB/Ir]20 sample, with the largest out-of-plane magnetic field value being 250

Oe. The first image at 0 Oe field at the bottom left corner of Fig. 5.6 shows the maze

domain because of the magnetostatic flux closure and the natural tendency to reduce

magnetostatic energy [164]. With the increasing out-of-plane field applied on the

sample surface, the maze domain density will decrease. The domain magnetisation

is opposite to the applied field, so when the sample is fully saturated, we should

only see the structural defects on the sample and bright background compared to the

dark magnetic patterns. Before the saturation, the domains will break into fragments

because some spins align with the perpendicular orientation by the stronger and
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Figure 5.6: The MFM figures of [Pt/CoB/Ir]20 sheet sample on the sample hysteresis

loop, the measurements started from 0 Oe to 250 Oe.

stronger applied field, as shown in the subfigure of 100 Oe of Fig. 5.6. Continuing

the increase of the field, the length and size of domains will go down to worm-like

domains as shown in the subfigure of 150 Oe of Fig. 5.6. Just before the applied field

reaches Ms, the worm-like domains decrease in length and diameter or collapse into

some skyrmions or disappear as shown in subfigure of 250 Oe of Fig. 5.6.

5.4.2 MFM Measurement with Varying Field on Track Sample

In this project, we focus on the motion of the domains and skyrmions on the narrow

track, so the MFM images acquired as the sample is taken around part of its hysteresis

loop of [Pt/CoB/Ir]20 narrow track are also collected before the sample is stuck on the

printed circuit board (PCB).

Similarly, as the out-of-plane magnetic field increases, the maze domain dens-

ity decreases and eventually deforms into worm-like domains until shrinking into

skyrmions, as shown in the subplots on the right-hand side of the hysteresis loop in

Fig. 5.7.

92



5.4 MFM Measurement with Varying Fields on Both Sheet Sample and Track
Sample

-400 -200 0 200 400

-0.0002

-0.0001

0.0000

0.0001

0.0002
M

o
m

e
n
t 

(e
m

u
)

H (Oe)

0 Oe 70 Oe

140 Oe
5 m

5 m5 m

5 m

210 Oe

5 m

0 Oe

-70 Oe

-140 Oe

5 m

5 m

-210 Oe 5 m

Figure 5.7: The MFM figures of [Pt / Co68B32 / Ir]20 narrow track sample on the sample

hysteresis loop, the measurements started from 0 Oe to 210 Oe then dropped to 0 Oe

to -210 Oe.

The sample will be magnetised in the opposite direction when the strong anti-

parallel out-of-plane field is applied. The domains which have the opposite spin

magnetisation direction to the magnetisation of the sample during [-210 Oe, 0 Oe]

measurement will be shown as bright white maze domains in left-hand-side subplots

of Fig. 5.7 when the magnetisation of the tip is same as the domain magnetisation

during [0 Oe, 210 Oe] measurement.

Unfortunately, we failed to observed similar magnetic texture on the samples

after some fabrication steps accompanied with heating. During the fabrication of the

sample, the diffusion of thin Co68B32 with few angstroms thickness after the process

in the thermal evaporator or RF sputtering because of over 40 minutes of evapora-

tion over 80◦C is strongly suspected, which can be regarded as an annealing diffusion

[165, 166]. In this case, the difference between the magnetic layer thickness of each

stack will decrease the sample MFM signal amplitude and coercive field, which makes

the measurement contrast not good as the Fig. 5.7 and Fig. 5.6. Also, after sticking the
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sample on the PCB and connecting it to the breakout box to provide current into the

Pt heater, the mechanical noise from the wires dragging or vibration from the building

was greater and still needs to be reduced. The methods to optimise the MFM signal

during and after MFM measurement will be discussed in Chapter 5 Section §5.5. The

step will affect the MFM measurement from sample fabrication will be discussed in

Chapter 6 Section §6.5. The magnetic characteristics of materials will change within

a temperature range from room temperature to the Curie temperature. Both theoret-

ical simulation and experimental observation pointed out that the hysteresis loops of

identical samples show variations at different temperatures due to the demagnetiza-

tion energy change. The saturation magnetisation and coercivity decrease when the

temperature increases as shown in Fig. 3.5.[167, 168] Also, the magnetic texture will

be affected by the temperature, with the higher temperature, the skyrmion nucleation

field will be smaller.[168–170] If the temperature is non-uniform on the sample, differ-

ent phases of the magnetic texture can show at the same time with the same external

magnetic field applied. Since the heaters were built at the end of the track in this pro-

ject, the MFM measure area should be close to the heater to have seperated domains

or even skyrmions with smaller field. The domains renucleation field with different

temperature gradient application will be different.

5.5 Optimisation of the MFM Measurement

5.5.1 MFM Measurement with Different Magnetic Coated Tips

As mentioned in the last section, the magnetic signal will decrease after the high-

temperature sample fabrication processes. High temperatures can cause magnetic

domains to become more disordered, which may result in lower coercivity. We found

the magnetically covered tip with a hard magnetically coated layer might affect the

spins of the edge of the opposite magnetisation domains, which shows blurred do-

mains. To minimise the magnetic interactions between the MFM tip and the sample

that will cause the domain shape morphing, the Asylum Research special designed

low-coercivity tips are recommended.

The low coercivity tip is designed for a low coercivity sample and covered by a

low coercivity magnetic layer. Low coercivity tips magnetization direction prefers to

align with the external magnetic field. At the same time, the low coercivity sample

94



5.5 Optimisation of the MFM Measurement

5 μm 5 μm 

(a)                                             (b)

ASYLMFLC-R2 MESP-LM-V2

Figure 5.8: The MFM measurement of sample at remanence with magnetic field around

70 Oe after SiOx sputtering with (a) ASYLMLC-R2 and (b) MESP-LM-V2 tip.

requires low magnetic field measurement. These ensure that the magnetization state of

the tip stays the same during the MFM measurement process, which could otherwise

affect the accuracy and reliability of the data. Low coercivity tips are more sensitive

to weak magnetic interactions. The less interaction between the domains and the tip

can provide a more accurate magnetic pattern [171]. In Fig. 5.8 (a), the tip model

ASYLMLC-R2 is from the Asylum company, the tip is covered by the permalloy with

the coercive field around 10 Oe and magnetic moment of 1 × 10−13 emu. A medium

magnetic moment in the tip is advantageous because it provides sufficient sensitivity

to detect the magnetic fields from the sample without being so strong that it disturbs

the sample’s own magnetic state. The tip from Bruker company model MESP-LM-V2

provides blurred domains as shown in Fig. 5.8 (b). MESP-LM-V2 tip has a nominal

coercivity less than 400 Oe but not as small as 10 Oe; its magnetic moment is 3× 10−14

emu. The images show that the tip designed for low coercivity samples can have better

performance and reduce the risk that unwanted magnetic interactions will ’wipe away’

the magnetic texture, as could occur by using magnetically harder coated tips [172, 173].

The magnetic textures in Fig. 5.8 (a) and (b) have different densities and sizes because

the measured area is not precisely the same after changing the tips; the magnetic field
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Figure 5.9: The MFM figures of [Pt/CoB/Ir]20 sheet sample, the measurements by LM-

V2 MFM tip started from 20 Oe to -50 Oe.

is non-uniform on the sample, so the texture will not be similar but still showing the

maze domains.

5.5.2 MFM Measurement with Opposite Magnetisation

Sometimes the sample magnetic pattern might not be as clear as Fig. 5.7 when the mag-

netisation of the tip is the same as the worm-like domain magnetisation direction by

using the standard MESP-LM-V2 MFM tip (which properties are mentioned in §5.5.1)

for measurement or the magnetic layer on the tip becomes worn because touching

structural defects so many times. In Fig. 5.9, the measurement of the sample in 10

Oe and 20 Oe is clear. The tip is not magnetised on opposite direction by the flipped

magnetic field -20 Oe since the tip coercivity field is larger than that. When the field

is close to the tip coercivity field, the magnetic moment of the tip is close to 0 emu, so

the white magnetic pattern has a low contrast to the background as shown in Fig. 5.9

because the interaction between the tip and the magnetic layer is not strong enough to

represent the vibration of the tip like Fig. 5.7.

In order to have high contrast MFM images with negative field applied, the tip

needs to be remagnetized and have large enough moment. We set the out-of-plane
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5.5 Optimisation of the MFM Measurement

field large enough to saturate the sample which also happens to flip the magnetisation

of the tip as the 400 Oe in Fig. 5.10. Then, the magnetisation orientation of the tip and

the domains are opposite to each other, so the domains are dark in the background as

shown in Fig. 5.10 and more apparent than the bright white domains Fig. 5.9.

The tip needs to be tuned after loading every time. The retuning will change the

defined drive amplitude and drive frequency, affecting the tip performance. Reloading

the tip also means the user needs to find the interested area again on microscale

patterned sample, which is hard on the sample without a unique structural mark or

pattern. In this section, we suggest remagnetizing the tip with a strong and direction-

alternative magnetic field from the VFM section instead of the default magnetizer,

which needs to unload the tip. This allows the user to observe high-contrast MFM

images from different magnetized direction samples with standard coercivity tips.

5.5.3 MFM Measurement with Different Parameters and Noise Cancella-
tion

As mentioned in §5.4.2, the unstable PCB on the VFM section will affect the signal-to-

noise ratio since the interaction from the lab environment will transfer from the cables

to the PCB. The motion of the PCB causes the lift height of the MFM measurement

to always change. The unstable lift height will give rise to the noise during the

measurement. The PCB is stuck by double-sided tape on the pole piece, as shown in

Fig. 5.11 (a). To reduce the noise from the environment and avoid the sample being

dragged by the cables and the breakout box, the cables are as thin and flexible as

possible but strong enough to be soldered and twisted into a spiral.

In most AFM systems, a feedback loop keeps the tip and sample interaction fixed

during the scan. The interaction signal amplitude will be observed and compared with

the user-defined amplitude setpoint. The difference between measured amplitude and

setpoint is referred to as the error. This error is scaled by the gain and controlling the

feedback loop by changing the distance between the tip and sample. When the gain

value is small, the feedback loop system will not respond fast to change along with

changes in the sample topography. In this case, the motion of PCB will not be a

concern and reacted too much to the system when the gain is small. Meanwhile, the

amplitude of the noise of PCB motion will be decreased and the MFM signal can be

more significant in the result.
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Figure 5.10: The MESP-LM-V2 tip magnetization direction (a) aligns with the positive

OOP field, which can have images similar to subplot 1O. (b) The negative magnetic field

is not large enough to flip the magnetization of the tip. (c) The strong negative field

saturates the sample and changes the magnetization of the tip, and the MFM image

is similar to subplot 2O. (d) The tip stays in its magnetization state with a reduced

negative field. The domains appear again, the MFM images are similar to subplot

3O − 6O. The M-H loop was not measured as the process of VFM measurement, the

information it provides is about the coercivity of the sample.

A larger gain will be more sensitive to sources of noise. In Fig. 5.11 (b-d), the

smaller gain value will allow the measurement result to have a smaller ratio between

the noise signal from the vibration of the PCB and the MFM signal from the domains.

The setpoint is the deflection signal amplitude the user wants to maintain during

scanning. When the user increases the setpoint during the scan, the contact between

the tip and sample is softer than a small value. The user must manually adjust the

tip-sample distance to maintain the desired signal. The drive amplitude needs to be

increased to obtain a large enough signal, or the lift height of the parallel scan needs

to be decreased to maintain the updated desired signal. The larger setpoint will make

the system exert a larger drive amplitude. At the same time, the MFM system becomes

less sensitive to small fluctuations in the environment. So, in Fig. 5.11 (e-g) the figure
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Figure 5.11: (a) The side view of the equipment with PCB attached. (b)-(d) The MFM

images were measured with decreasing Gain value. (e)-(g) The MFM images which

are measured with decreasing Setpoint and growing Drive Amplitude.

has less noise with larger setpoint. Fig. 5.11 (g) is where the magnetic texture can really

be seen.

Another way to partially remove the noise from the environment is using the fast

Fourier Transform (FFT) and setting a filter to block the high-frequency noise. The

noise has a quite well defined spatial frequency and so this is likely to be an effective

strategy. The FFT image of Fig. 5.11 (e) is shown in Fig. 5.12 (b). To reduce the stripe

noise in Fig. 5.12 (a), the FFT is applied, and the black part of (c) is the channel will be

blocked in (b). The structure of the filter in (c) is obtained by taking the high-frequency

part in the FFT image. The higher frequency pixels have brighter colour in grey scale

images. The wanted grey values on the grey scale image can be picked up by the

threshold adjustment function built into the software ImageJ. The reverse FFT result of

(b) after blocking the noise channel is shown in (d). After blocking the noise channel,

the Fig. 5.12 (d) looks similar to the Fig. 5.11 (g) which has less noise than Fig. 5.11

(e). This method helps us reduce the noise when the adjustment of parameters can not

improve the signal and noise ratio significantly.
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Figure 5.12: (a) Original MFM image. (b) Fast Fourier Transform of the original MFM

image. (c) The filter blocks the noise channel. (d) The MFM image after the noise

filtering process.

5.6 Conclusion

The performance of the MFM measurement highly relies on precise tuning the magnetic

tip to its resonance frequency and set the parallel scan height can balance the long range

magnetic force and van der Waals forces. Different magnetic tips can achieve different

contrast of the domains from different samples. The tip model for low coercivity

magnetic sample is recommended to use once the low frequency model fails to detect

the magnetic signal. After all, MFM is still a reliable method to measure small size

magnetic textures but need optimisation from both measurement parameters, MFM

tips and data analysis. The formation of the skyrmion would be difficult to observe

after the heat treatment of the samples but the displacements of larger domains are

still measureable since the size is larger than the width of the noise.
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Chip fabrication
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6.1 Introduction

6.1 Introduction

As mentioned in §5.5.3, the magnetic track was attached to a PCB and then stuck on

the VFM section. §2.2.2 mentioned the lithography technique MLA to fabricate the

chip pattern. Each layer has its function, and its performance will limit the allowed

current applied on the chip. In this chapter, the chip design and layer functions and

the characterisation of the patterns are described. This chapter will also present the

method and results of optimising the layers.

6.2 Chip Pattern Design

The experiment aims to measure the motion of a magnetic texture driven by a thermal

gradient, so two thermometers and a magnetic track are the basic pieces needed on the

chip. The pattern design for the 2 cm × 2 cm Si wafer is shown in Fig. 6.1 (a). The red

part is the first layer, and the groups of crosses are the alignment crosses for the next

layer. The alignment crosses separate four regions; three of them will be 7 mm× 7 mm

chips, which will be attached to the PCB; the remaining region contains a large red

square is the sheet sample, which will be the sheet sample for SQUID measurement.

The size of the chip will allow the AFM cantilever holder clamp to move in both the x

and y directions without crashing and destroying the wire bonding.

Figure 6.1: The design for (a) the 2 cm × 2 cm wafer and (b) remaining design on the

chip after sawing. (c) The distance measurement between the SiOx layer edge and the

heater edge.

The wafer after sawing looks like Fig. 6.1 (b). The red pattern in the middle is the
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magnetic track. The blue layer is the pattern of the Pt heater. We expect the Pt heater

to have a large resistance to generate a larger range of the thermal gradient on the

magnetic track. So, the Pt pattern is located on the magnetic track (red wire) and has a

tiny width (3 µm). The four contact pads will allow the dc and ac current connection

simultaneously to measure the heater’s resistance while heating up. This allows us to

use it as a thermometer as well as a heater.

The magnonic current is the only effect we considered in our theory of thermal-

gradient-driven magnetic texture. Because we have a Pt cap at the top of the tracks and

the CoB is not an insulating alloy, an insulator layer is necessary between the magnetic

track and the Pt heater to avoid electrical current leaking into the magnetic track. The

insulator layer (with around 100 nm thickness) is marked with green colour, which

is made by RF sputtering SiOx. The generated heat from the Pt heater will be partly

absorbed by the SiOx. The range of the thermal gradient is short along the Co68B32.

Also, considering the roughness of the SiOx layer and the MFM parallel measurement

lift height upon the SiOx layer, we want the MFM measurements to be done directly on

the magnetic track but as close to the heater as possible. To achieve these requirements,

the designed distance between the SiOx edge and the heater edge is small (7253 nm on

the software measurement). In the actual structure, the distance is micron precision

and around 7 µm. The final layer is the Ti (5 nm) / Au (40 nm) layer to extend the

connection of the Pt heaters and magnetic tracks to the chip’s edge for the wire bonding

preparation.

As shown in Fig. 6.2, to stick the chip on the PCB, the PCB has a 7.5 mm × 7.5

mm square depression area for the chip loading. We stuck the chip with both double-

sided tape and permanent glue. The MFM measurements on the chip stuck by the

permanent glue had less noise. It is high risk when the chip surface is lower than the

contact pad because the wire might touch the underlying substrate or another adjacent

wire. Before the sputtering process, the single-side polished Si wafer is 530± 30µm. To

achieve reliable wire bonding, the depth of the depression area is 400.0 µm.

6.3 The Optimisation of SiOx Layer Performance

The insulation layer aims to avoid the leakage of the electrical current from the heater

into the magnetic track. The STT from electronic and magnonic currents have the
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Figure 6.2: (a) The design of PCB and (b) the square depression area and wire bonding

area without chip. (c) Wire bonding area after loading the chip and wire bonding.

opposite sign that will make the force model more complicated. The substrates used

in this project are thermally oxidised silicon (100) wafers, the 100 nm thermal oxide is

an electrical insulator. As the side view of the chip shown in Fig. 6.3 (a), the chip can

also be regarded as a (b) parallel circuit with the Pt heater which thickness is around

250 nm and SiOx layer. Most of the current is expected to flow through the Pt heater,

but Pt heater and magnetic multilayer if SiOx is leaky. To test the performance of the

SiOx layer, we apply a voltage on SiOx layer by using the contact pads of the Pt heater

and magnetic track and measure the current. The compliance current was set to be 1

µA.

The SiOx layer showed different properties even when they were prepared from

the same sputtering chamber. During the lithography, the different developing rate

between top and bottom photoresists can create an undercut for the developed photores-

ist pattern, which was described in §2.2.2, the microscope pictures of large and small

undercuts will be shown in Fig. 6.4. For Fig. 6.3 (c) sample 1 with a small magnetic

track undercut, when the voltage was applied over 1 V, the SiOx layer resistance de-

creased significantly, and we suspected an electrical breakdown happened. Also, the

data shows that the SiOx layer is conductive but has a large resistance over 1MΩ . For

Fig. 6.3 (d) sample 2, the contact between the Pt and SiOx layer presented a similar V-I

slope to metal-semiconductor junction. The positive voltage has a steeper V-I slope

than the negative voltage data. By using the V-I slope of sample 1 with a small mag-
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Figure 6.3: (a) The side view of the chip and (b) its equivalent circuit. (c) and (d) is the

transport measurement data of the sample growth in the same RF sputtering chamber

with small undercut during lithography.

netic track undercut, the resistance of the SiOx can be estimated as 1×106 Ω. The Pt

resistance on the chip is around 30 Ω; the measurement data will be shown in §6.4.

Following the Ohm’s law for parallel circuits, the ratio between the IPt and ISiOx will

be 1
3 × 105 Ω, 99.997% total current will go through the Pt heater. But to avoid the SiOx

layer broken with 1 V application (current on the Pt heater that SiOx can tolerant is

around 33 mA), we need to optimise the SiOx layer.

The first step is cleaning the sputtering chamber; the dust or any black sediments

drop from the linking part of the sputtering gun cap will increase the holes in the SiOx

layer, which will create a shortcut for the electrons to break the SiOx.

Secondly, as mentioned in §2.2.2, the undercut’s proper size will reduce the sample’s

crowning or fencing at its edges. An undercut will allow the thickness of SiOx covered

on the magnetic track to be more uniform, which is highly probable to improve the

performance of the SiOx. Different Defoc (the parameter of the objective lens defocus-

ing level without unit) levels, laser exposure energy and developer solutions will also

affect the undercut shape mentioned in the §2.2.2. The first recipe used for exposure

and developing is: expose in MLA with Dose: 130 mJ/cm2, Defoc: -4 and Developer
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solution: 4:1 H2O: F351 for 45 s; the second recipe is: expose in MLA with Dose: 85

mJ/cm2, Defoc: -4 and Developer solution: 3:1 H2O: F351 for 45 s. The undercut in

Figure 6.4 (b) is significantly bigger than the one as shown in Figure 6.4 (c).

Figure 6.4: (a) The photo of the pattern under the microscope, the area circled by the

red circle is expanded. (b) is the undercut created with the second recipe, and (c) is the

first recipe. The yellow colour region in (a) is the magnetic track when the dark region

is the SiOx layer. In (b) and (c), the dark region is the region perpared for the magnetic

layer sputtering.

In Figure. 6.5 (a) and (b), we can see the data of transport data measurement of the

samples with larger undercut during the lithography. The SiOx above a large undercut

can withstand around 3 V, while the SiOx above a small undercut will break or hit the

compliance current 1 µA around 1-2 V. The resistance of the SiOx can be estimated as

3 × 106 Ω, which is 3 times the resistance of the SiOx layer above a small undercut.

Also, the samples do not show semiconductor-like properties with a large undercut

underneath.

After using the vacuum cleaner to clean the target and wiping the target cover

with IPA, we deposited 1 SiOx film with pure Ar gas and 1 SiOx film with a mixture of

oxygen and Ar gas for 1 hour. The chamber pressure needs to be maintained around

25 mTorr; the gas flow rate will be around 7.5 sccm after a few tests. The mixture of

97% Ar gas and 3% O2 gas by sccm flow rate was used. With fixed chamber pressure,

adding oxygen gas flow means reducing the Ar flow rate, so the Ar ion in the chamber

will be reduced, and the SiOx deposition rate will decrease. Also, the poisoning of

target is another problem we need to concern with the increasing percentage of the

reactive gas. Over 4.5% of the O2 in Ar gas flow will lead to the poison mode [174]. The
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6.3 The Optimisation of SiOx Layer Performance

(a)                                                                                    (b)

(c)                                                                                     (d)
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Figure 6.5: (a)-(b) The transport measurement of large undercut photoresist pattern

of two different samples fabricated in the same chamber. The transport measurement

of SiOx sputtered in (c) pure Ar and (d) Ar-O2 atmosphere (95% Ar gas and 5% O2),

respectively. The data scales of all the graphs are different.

SiOx thickness with and without oxygen during the deposition is 36 nm and 66 nm for

1 hour. The breakdown voltage of SiOx deposited in an oxygen atmosphere shown in

Fig. 6.4 (d) is 6.79 V while (c) the pure Ar atmosphere deposition sample can withstand

at 9.77 V. The SiOx breakdown voltage improves by 0.14 V/nm, and the optimisation

methods are both working well. However, the growth rate of SiOx in PVD is non-

linear; 2 hours of deposition with an oxygen atmosphere can not guarantee producing

a 60 nm SiOx layer. To cover the magnetic track and its fencing, the thickness of SiOx

must be 2 times thicker than the magnetic track (at least 30 nm). So, we choose to use

pure Ar gas to deposit SiOx.

In summary, comparing to the SiOx without optimisation, the SiOx layer would

provide a better performance when being sputtered on a sample with large undercut

lithography photoresist mask inside a clean chamber with pure Ar gas flow.
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6.4 Pt Heater Resistance and Heat Gradient

Figure 6.6: (a) Resistance of Pt heater on a flat surface with a sense current of 10

µA in a cryostat from 298K to 2K and (b) its extrapolation of linear fitting function

y = 0.053x + 13.751 in the over 290 K region, where y is the Pt resistance and x is the

temperature.

6.4 Pt Heater Resistance and Heat Gradient

Two Pt heaters/thermometers cross the magnetic track, as shown in Figure 6.1, which

can be used to create a heat gradient along the magnetic track or detect the temperature

at that position. To achieve those functions, the temperature-dependent resistance of

the Pt heater need to be tested and calibrated with the ac resistance when a certain dc

current applies to the heater. Because the resistance of Pt has a linear relationship with

temperature, we can test the dc resistance of Pt heater Rdc by 10 µA dc current in a

cryostat from 298K to 2K since this current is low enough to avoid measurable Joule

heating. Also, the extrapolation of the linear fit to get the trend of Rfit resistance over

room temperature is shown in Fig. 6.6. The reason why we did not measure the sample

above room temperature is because of the equipment constraint; we did not have a

hot plate that could provide the expected temperature and support the measurement

at the same time.

Ideally, the thickness of the Pt will be uniform when the Pt heater is directly fabric-

ated on the clean and flat substrate. But when the Pt is sputtered on a step structure,

the thickness of Pt heater around the step edge will be non-uniform and might have

mechanical deformation. The changes of the thickness will lead to a different resistance

since R = ρ L
A , where ρ is the resistivity of the metal and A is the cross-sectional area of

the conductor . Also, the deformation of the Pt layer might change the atoms spacing

and affect the scattering of electrons. So, the resistance will be different because the
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6.4 Pt Heater Resistance and Heat Gradient

Figure 6.7: (a) The relation between Pt heater temperature and applied dc current. (b)

The cooling time of a switch-off Pt heater stabilises after 600 s.

Pt heater will lay on the SiOx layer and magnetic track. An additional calibration

measurement for the temperature-dependent Pt heater resistance of this sample was

measured. The ac resistance of heater Rac on the actual chip was measured by 50 µA ac

current. Using the lock-in amplifier, we can measure the ac resistance of the Pt heater

with a dc current offset to heat the Pt heater. The Pt heater resistance in the cryostat

was measured. The resistance of Pt still has linear relationship to temperature higher

than room temperature. The measured ac resistance shows the temperature of the

Pt heater by using the relationship between Pt resistance and the temperature. The

generated temperature is associated with the dc current and the relationship between

the temperature of the heater and the applied dc current is shown in Fig. 6.7 (a). The

temperature of the heater is around 380 K when the applied current is 25 mA. So, 100

K temperature rise needs current is around 25 mA. The resistance of heater at 380 K is

less than 40 Ω as shown in Fig. 6.6. Once the SiOx layer breakdown voltage is larger

than 1 V, it can withstand for the experiment-applied dc current.

It would need few minutes to cool down the heater into the room temperature.

For example, a 286 K heater needs 600 s to cool down to 278 K after switching off the

applied 10 mA dc current as shown In Fig. 6.7 (b). The time-varying heater temperature

without dc current offset shows the time length for heater cooling down to a stable

temperature.
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6.5 Checking the Fabrication Process

6.5 Checking the Fabrication Process

Over 40 minutes of evaporation of Ti/ Au contact pads over 80 ◦C will decrease the

interaction between the magnetic sample and the MFM tip after the sample fabrication.

To find out which step of the fabrication caused the signal to disappear, MFM meas-

urements with a small magnetic field after every layer of fabrications were made. The

RF PVD and thermal evaporator are the steps that easily cause the magnetic sample

annealing.

To ensure the RF sputtering lighting up correctly, we need to use another gun to

light up the SiOx gun with 40 sccm Ar flow rate. After lighting the plasma correctly, the

Ar gas flow rate will be adjusted back to 24 sccm. The chamber temperature did not

increase over 80 ◦C. For the thermal evaporator, the current to heat the target boat needs

to increase slowly with the 0.2 A step and it is necessary to stop increasing the current

when the sensor starts to display a positive growth rate. To maintain the temperature

in the chamber not higher than 60 ◦C, the current for Ti material evaporation is less

than 23 A and less than 40 A for Au.

6.6 Summary of the Correct Steps to Prepare Sample

The samples need to be taken care of in every step to reach the requirement of the

good performance of the chips. A large undercut of the lithography pattern is needed

in the early stage by exposing the sample in MLA with Dose: 85 mJ/cm2, Defoc: -4

and Developer solution: 3:1 H2O: F351 for 45 s. Then, the SiOx rf sputtering needs

to provide at least 100 nm thick SiOx by pure Ar gas with an effective lighting-up

gun. Finally, the depositions of all the layers upon the magnetic track need strict

temperature control, such as the controlled current for Ti and Au evaporation, 23 A

and 40 A, respectively.
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Chapter 7

Observation of Domain Wall Motion Driven

by Varying Heater Currents
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7.1 Introduction

7.1 Introduction

Spin transfer torque (STT), resulting from spin-polarized electric currents, and spin-

orbit torque (SOT), arising from spin-orbit interactions in materials, are two primary

mechanisms that drive magnetic textures and have been extensively studied by numer-

ous researchers.[15, 19, 35, 79, 175–177] In the actual application of the electric current

to drive magnetic texture, the varying Joule heating on the devices is unavoidable.

The complex domain motion under different driving forces can be analyzed by the

sum of individual effective fields from different effects in the LLG equation, such as

Eq. 1.1. So, the domain motion only depends on the thermal gradient, which is worth

studying.

In this chapter, we will show the domain displacements of domains under different

temperature gradients. When the temperature difference between the heater and the

room temperature is larger than 65 ◦C, the domains start moving forward to the heater

(hot region). Due to Oersted’s law and the dc current being used to generate the

thermal gradient, the effect of the magnetic field created by Oersted’s law also needs

to be considered. We subtracted out the effects of the Oersted field and a temperature

gradient driven motion was still measured. The result also shows that the domain will

have a more significant displacement when it is closer to the heater.

7.2 DC Current Setup for the Thermal Gradient

In the equipment setup, the dc or ac current was applied on the PCB when the PCB

was under the AFM head. The MFM measurements were done before and after the

dc currents were applied in this project. The current source model 6221 from Keithley

Instruments, Lock-in amplifier SR83 from Stanford Research Systems and breakout

box are needed to realize the setup. The model 6221 can provide a dc current and ac

current simultaneously, and the lock-in amplifier can measure the voltage response of

a small ac current to get the ac resistance of the heater. The PCB will connect to the

breakout box, as shown in Fig. 5.11 (a). The two six-pin Lemo plugs and their sockets

realize the connection of 12 wires between the PCB and the breakout box. Then, the

wires have parallel connections to each switch and BNC socket. Two non-isolated

BNC connectors will connect with the triax connectors (one of the pins was grounded)

to get the current supply into the box. The current supply is from the Keithley 6221.
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7.3 Different Current Pulse Direction with Opposite Track Magnetization Direction

To use the lock-in amplifier to measure the ac resistance, the Model 6221 will

provide ac current, but the current will also go through the lock-in amplifier by the

trigger link cable connection. The dc current form is set as a DC square wave with a

2-minute pulse, and the current amplitude is from 20 mA to 50 mA with a 10 mA step.

The temperature of the Pt heater can be inferred from the resistance measurement

using the calibration in §6.4. However, because we have the heater on the magnetic

track separated by SiOx layer in the middle, the actual temperature on the track cannot

be measured. Since the Pt and SiOx layers are very thin and flat with a large contact

area, the actual temperature on the track in the region directly under the heater can be

assumed to be roughly the same but smaller than the temperature of the heater. There

will then be a temperature gradient down the track as the distance from the heater

increases.

7.3 Different Current Pulse Direction with Opposite Track

Magnetization Direction

The first step to start the experiment is finding the domains from the MFM meas-

urement and figuring out the positions and sizes of the defects. In Fig. 7.1, the MFM

measurement data gives the reference point that around 30 Oe, the worm-like domains

start to appear. In this chapter, all the defects will be circled by the yellow dashed line.

The incomplete lift-offmight happen because it is hard to determine whether the trans-

parent SiOx got effectively and fully removed. So some residues of the SiOx or Pt can

remain as defects. These structural defects might affect the way that nearby domains

propagate or nucleate. The structural defects were identified by the dark region in

the MFM measurement with the external magnetic field, which is much larger than

the sample saturation field. So, any new regions of dark contrast outside the yellow

circles are magnetic textures. The subplot on the right-hand side of Fig. 7.1 was made

when the magnetic track was fully saturated. The dark defects on the bottom left are

the defects of the edge of the SiOx layer. The edge of the SiOx layer is the edge of the

green area in the KLayout designed in the top-left subplot. The edge of the SiOx layer

is also the reference line to measure the distance between domains and the heater. The

background noise is the small but high-frequency stripes in the saturated state MFM

figure. The magnetic domains are bigger than the size of the background noise stripes,

113
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Figure 7.1: The hysteresis loop of magnetic track and MFM measurements with differ-

ent external fields.

as shown in the subplots on the left-hand side.

The 20 mA current with a 2-minute width pulse is first applied to the heater. The

heater can generate 65 ◦C temperature difference with room temperature. As shown

in Fig. 7.2, the yellow dashed circles point out the defects and make sure the figures

are aligned. By exporting the line profile at the middle of the figure with a 50-pixel

width average, we can see that the dips in the line profile represent the dark domains.

Using the Gaussian dip fitting y = A exp
(
−

(x−µ)2

2σ2

)
, where µ is the position of the peak’s

center, σ is the width of the peak. The data shows that the locations of Guass dips did

not change after applying the 20 mA in Table. 7.1. Though we see a slight difference

between (b) and (c), the locations of the domain line profile Gaussian dips are within

the fitting error, which suggests that the domains did not move. So, the critical current

that can move domains is higher than 20 mA with our device. Meanwhile, we can

see the sizes of dips, which represent the sizes of the domains, were decreasing for

responding to the dc current application. The Oersted field can not be ignored and

will be discussed later. We defined the direction of the 20 mA in this measurement as

positive current.
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7.3 Different Current Pulse Direction with Opposite Track Magnetization Direction
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Figure 7.2: (a) The MFM measurement region of interest. (b) The MFM image when

the track is fully saturated with 600 Oe. (c) and (d) are the MFM images in 30 Oe before

and after heating. The line profiles of the MFM images (c) and (d) are shown in (e).

The dashed black and blue lines show where the line profiles were taken from (c) and

(d). The cross hairs are at the middle of the circle, which helps us align the position of

the defects.
No. Idc application Dip width (nm) Dip location (nm)

1 before 110 ± 40 620 ± 20

1 after 150 ± 10 620 ± 20

2 before 150 ± 30 1160 ± 20

2 after 170 ± 20 1160 ± 20

3 before 160 ± 40 3050 ± 80

3 after 160 ± 40 3040 ± 60

Table 7.1: The Gaussian fitting dip details of line profile of domains with 20 mA dc

current application. 115
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Figure 7.3: (a) The MFM image when the track is fully saturated with 700 Oe and

the dark regions in the dash yellow circles are the defects on the track surface. The

right-hand side is the MFM measurement region on the sample. (b)-(c) are the MFM

images in 30 Oe before and after +30 mA current applied to the heater, respectively.

The dashed black and blue lines show where the profiles in Fig. 7.4 were taken from

(b) and (c). (d)-(e) MFM image in 30 Oe before and after -30 mA current applied to the

heater, respectively.

Fig. 7.3 (a) is the MFM image when the magnetic track is fully saturated. The

defects circled by the dashed yellow circles are used to align the track position. With

the alignment of the defects, the domain displacement measurement can be more

reliable and accurate.

Fig. 7.3 (b) and (c) show the MFM images before and after the +30 mA current is

applied, respectively. The colour bar under the figures shows the position of the hotter

(red) region and colder (blue) region. The red dashed lines were manually drawn to

show the movement of the edge of the domains. However, the displacements were

still calculated by the positions of the Gaussian dips on the line profiles as Fig. 7.2.

We renucleated the domains by saturating the sample and then decreasing the field

to the previous value. The domains re-appear in a similar position each time. After
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7.3 Different Current Pulse Direction with Opposite Track Magnetization Direction

renucleating the domains, the MFM measurements were done before and after the -30

mA current application. The MFM images when the -30 mA current was applied (d)

before and (e) after are shown in Fig. 7.3. Both positive and negative currents can

generate a thermal gradient that drives domains towards the heater.

We used one of the domains driven by the positive 30 mA dc current to do Gaussian

fitting. Its line profile is shown in Fig. 7.4. Comparing the locations of the defects, we

aligned the figures, and the domain displacement can be calculated by the Gaussian

dip location as shown in Table. 7.2. This domain got around 110 nm displacement.

Also, the domain line profile Gaussian dips change in the Table. 7.2 shows that domain

size decreased after the positive dc current application.

Because of the dc current Idc we applied to the heater, the influence of the Oersted

field is another critical factor that must be considered. To prove the motion of domains

purely depends on the thermal gradient, the effects of Oersted fields from dc current

need to be studied and removed by averaging the displacement from both positive

and negative current.

Firstly, the Oersted field will affect the size of the domains. Since the direction

of the magnetic field was the same as the domain magnetization direction, the field

made the spin of the domain wall align with the direction of the field, which caused

the expansion of the domains.

Secondly, if the domains are regarded as rigid objects, the interaction between

the field and the domain will lead to the displacement difference between different

directions of the Oersted field.

The data in Table. 7.1 and 7.2 showed that the domain size changes differently with

the application of the different direction currents and different domain displacement

between different direction currents. So, we speculate that the different heating current

direction generates different forces to the magnetic patterns as shown in Fig. 7.5. Fheat

is the force generated by the heat gradient. Frepulsion and Fattraction are defined as the

repulsion force and attraction force from the interaction between the Oersted field and

domains, respectively.

The Oersted field generated by 30 mA can be decribed by H = I
2πr , where r is the

distance from the single wire Pt heater. With a distance of 5000 nm (the closest domain

location to the heater), the approximately Oersted field strength is 0.96 Oe.

Owing to the phenomenon of electromagnetic induction, the dc current induces a
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Figure 7.4: The line profiles of one of the domains with 30 mA positive dc current

application in Fig. 7.3 (b) and (c). The domain had around 110 nm displacement.

No. Idc application Dip width (nm) Dip location (nm)

defect 1 before 390 ± 30 335 ± 4

defect 1 after 400 ± 20 336 ± 4

domain before 130 ± 10 1880 ± 10

domain after 410 ± 20 1770 ± 30

defect 2 before 210 ± 20 2370 ± 4

defect 2 after 180 ± 10 2370 ± 3

Table 7.2: The Gaussian fitting dip details of line profile of one of the domains with 30

mA positive dc current application. The domain had around 110 nm displacement.
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7.3 Different Current Pulse Direction with Opposite Track Magnetization Direction

Figure 7.5: (a) The force model of repulsive force from the different currents created

Oersted field with different magnetization of domain patterns. (b) The force model of

the force of attraction from the different currents created an Oersted field with different

magnetization of domain patterns.

small magnetic field with a tiny gradient along the magnetic track. As derived from

Maxwell’s equations, F = −∇U = ∇(M · B), where U is the magnetic energy density, M

is the magnetization vector of the material, B is the magnetic flux density, the domain

which has magnetization direction aligned with the dc current induced magnetic field

will have a attractive force towards the direction of stronger field (heater), as shown

in Fig. 7.5 (b). Conversely, as shown in Fig. 7.5 (a),when the magnetization direction

is anti-paralleled to the dc current induced field, they have a repulsive force away

from the heater. Frepulsion and Fattraction are defined as the repulsion force and attraction

force from the interaction between the Oersted field and domains, respectively. The

direction of Frepulsion is opposite to the direction of Fheat. But Frepulsion has a smaller

amplitude than Fheat, this keeps the domains toward to the heater. Also, the Oersted

field will affect the size of the domains. To minimize the magenetic energy of the

system, the magnetization of the domain prefers aligning to the stronger total external

field.

In our experimental data shown in Fig. 7.6, though the displacement of the domain

driven by +30 mA is smaller than the domain displacement driven by -30 mA with +z

sample magnetisation direction, the domains were all forwarded to the hotter region.

This means the amplitude of Frepulsion or Fattraction is smaller than the Fheat as shown in

Fig. 7.5(a).

The domains driven by both positive and negative 30 mA current with different
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7.4 Different Current Pulse Amplitude

magnetization directions were measured to prove the force model of the domain

motion under the effect of the Oersted field. In Fig. 7.6, the solid black square symbol

and solid red circle symbol are the domain displacement with sample magnetization

direction on the +z-axis driven by negative and positive heater current, respectively.

The negative current can drive the domain closer to the heater than the positive current,

which means the Oersted field created by the positive heater current has the different

direction to the domains downstream of the thermal gradient. Also, the larger distance

between the domain and the SiOx edge, the smaller difference between the domain

displacements driven by different direction currents, refers to the lower efficiency of

the Oersted field. After renucleation of the domains with opposite external magnetic

fields, the MFM images were measured when the magnetization of the magnetic track

orientation was in the -z-direction. As shown in Fig. 7.6, the domain displacement is

driven by positive and negative heater current with a hollow red circle symbol and

hollow black square symbol. The experimental results, as anticipated, show that the

positive current application leads to a larger domain displacement compared to the

negative current when the magnetization direction of the sample is flipped over. The

measurements were done in 4 repeats, and the uncertainties were from the standard

deviation/
√

4 of 4 repeats measurements.

Using the same symbols to show the same experiment setup, we showed the sizes of

domains that responded to the different dc current applications with different sample

magnetization directions in Fig. 7.7. The domains shrank when the Oersted field was

parallel to the external field. The difference of the sizes of domains before and after

the dc current application is ∆dd, the region of negative values is marked with pink

colour. When the domains are closer to the heater, a larger Oersted field is applied to

the domains.

7.4 Different Current Pulse Amplitude

In recent publications, researchers have discussed the theory for thermal-gradient-

driven domain-wall motion. The motion of the domains is due to both the entropy

originating from the magnon-bound states and a magnonic spin current from the

Seebeck effect. [92, 178] In this project, we are concerned about the STT between the

magnonic spin current and the domains.

120



7.4 Different Current Pulse Amplitude

7000 8000 9000 10000 11000 12000 13000
0

20

40

60

80

100

120

140
  negative Idc and +z sample magnetization direction

  postive Idc and +z sample magnetization direction

  postive Idc and -z sample magnetization direction

  negative Idc and -z sample magnetization direction
d

is
p

la
c
e

m
e

n
t 

o
f 

s
k
y
rm

io
n

 (
n

m
)

distance between domains and heater (nm)

Figure 7.6: The domains were driven by both positive and negative 30 mA current

with different magnetization directions.
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Figure 7.7: The sizes of domains responded to the positive and negative 30 mA current

with different magnetization directions.

The LLG equation can always describe the dynamic magnetic domains by model-

ling the effects of a field. By substituting the Walker ansatz into the Landau-Lifshitz-

Gilbert equation Eq.1.1, we can write:
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Figure 7.8: The average of the domain displacement driven by varying positive and

negative currents.

Ms = −γM ×Heff + α
M
Ms
×

dM
dt
+ γℏJs

(
∂M
∂x
− β

M
Ms
×
∂M
∂x

)
, (7.1)

where the Js is the spin current current from the spin Seebeck effect. The current Js

is proportional to the heat gradient. The larger the heat gradient, the stronger the

magnon current flow from the hot region to the cold region.

Fig. 7.3 (b) and (c) show a few domains before and after a 30 mA current excitation

on the heater with a time width of 2 minutes, respectively. The relationship between

the domain displacement and the temperature generated by the heater is also studied

and shown in Fig. 7.8. The domain displacement with a positive and negative current

pulse is averaged to mitigate the impact of the Oersted field. The x-axis shows the

distance from the domain to the heater, and the error is from the standard deviation

of the positions of 4 different domains after every pulse (3 repeat pulses for each

condition). The y-axis shows the domain displacement, and the y error is from the

standard deviation of the displacement of domains after every pulse.
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7.4 Different Current Pulse Amplitude

In Fig. 7.8, the domains start to have significant displacement when the current is

larger than 30 mA. The tiny displacement of domains with 20 mA dc current application

is due to the line profile fitting error. With increasing current amplitude applied to the

Pt heater, the higher temperature gradients generate Jm with higher density. The higher

density of magnons will have a stronger total STT between the magnons and domains,

which leads to larger domain displacement. Because the CoB material is a metal

with good thermal conductivity and allowing the heat gets transport to the substrate

rapidly. So the magnetic track has rapid heat dissipation across along the track, and

the heat gradient in the area away from the heater is smaller. The domains will have

smaller displacement when they are away from the heater since lower heat gradient.

The value of the first data point of the 30 mA is not as large as expected. By checking

the MFM images (for example, Fig. 7.3), the first domain is found already close to the

defect. Because the area near defects has nonuniform growth of the material layers,

this will cause the varying and nonuniform anisotropy of the sample. The pinning

energy for domains will be increased by the defects, which will slow down the domain

motion. [179]

We can have the temperature distribution along the track by fitting the domain

average displacement with domain displacement Yd exponential decay model.

T(x) = ∆Te(−x/lT), (7.2)

∇T =
−∆T

lT
e(−x/lT), (7.3)

Yd = ktrack

(
−
∆T
lT

e−
x
lT

)
, (7.4)

where ktrack is a parameter that shows the effect of the temperature on domain dis-

placement with unit m2/K, ∆T is the temperature difference along the track, and lT
is the temperature decay length along the track due to both the thermal conductivity

of the CoB track and the thermal conductance of the CoB/SiOx interface. The ratio

between thermal conductivity of CoB layer (unit : W/(m · K) and thermal conductance

(unit : W/K) of the CoB/SiOx interface is the characteristic length scale lT.

By using the data in the Table. 7.3, we can get the average of the characterization

temperature decreasing length is 2400 nm ± 200 nm. The temperature along the track

can be estimated by lT as shown in Fig. 7.9. The baseline T is the ambient temperature

in the lab during the winter (290 K). Here, we use x to represent the distance between
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Idc ∆T (K) ktrack (nm2/K) lT (nm)

30 mA 162 −3900 ± 900 2600 ± 400

40 mA 280 −5200 ± 500 2400 ± 100

50 mA 445 −5000 ± 1000 2300 ± 100

Table 7.3: The parameter of exponential fitting for the average of the domain displace-

ment driven by varying positive and negative currents.

a certain location on the track and the heater. With 50 mA dc current applied to the

heater, the temperature at x = 5800 nm was lower than 330 K. The MFM observation of

the domains means the temperature within the interested area was still lower than the

Curie temperature. The temperature of the track generated by 20 mA at x = 5800 nm

is lower than the temperature generated by 30 mA current at x = 7000 nm. The defect

located around x = 5800 nm has high pining energy. In this case, the spin transfer

torque from the spin current generated by the heater with 20 mA can not move the

domain at x = 5800 nm.

The relationship between the Oersted field and varying current amplitude applied

to the heater can also be studied by taking the difference of the domain displacement

with positive and negative currents. In Fig. 7.10, the domains with higher amplitude

current applied to the Pt heater have larger domain displacement differences than the

smaller current-driven domains. The decreasing of the magnitude of the Oersted field

outside of a current-carrying wire obeys the rule B = µoI/2πr, where r is the distance

to the current-carrying wire (heater). Both domain displacement differences of 50 mA

and 40 mA are inversely proportional to the distance between domains and the heater

but have different slopes. The unexpected last data point of the 30 mA might be

because some of the renucleated domains are close to the defects with higher pinning

energy, leading to a significant difference in the domain displacements between pulses.

7.5 Conclusion

To summarise, the displacement of reverse domains in a perpendicularly magnetised

metallic multilayer driven by a temperature gradient were observed by MFM. The

force from the Oerster field generated by the dc current is smaller than the force

from the heat gradient denerated spin current. So, the domains always move up the
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Figure 7.9: The temperature along the magnetic track is generated by varying dc

currents. This determination is based on fitting the observed domain motion and

employing the temperature calibration of the thermometer. The red dashed lines are

used to point out the different temperatures at x= 5800 nm generated by different dc

currents. The red dashed line also indicates that a larger distance from the heater is

required to achieve the same temperature produced by a 20 mA current at x = 5800

nm when the temperature is generated by a 30 mA current.

temperature gradient towards the hotter region with the force from the Oersted field.

By cancelling the effect of Oersted fields generated by the calibrated thermo-

meter/heater wire we are able to quantify the effect and find that the scale of motion

we see is consistent with spin transfer torques generated by the electronic spin See-

beck effect. The larger heat gradient, the larger domain displacement. The domain

displacement can be used to model the temperature distribution along the track. The

temperature model shows that the heat generated by the 20 mA (lower than the critical

current 30 mA) in the area close to the heater is smaller than the heat generated by the

critical current in the area away from the heater and domain had a tiny displacement.
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Figure 7.10: The difference of the displacement of the domain driven by varying

positive and negative currents.
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Conclusions and Further Work
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8.1 Conclusions

This thesis has focused on magnetic texture dynamics within the Ta/[Pt/Co68B32/Ir]n/Pt

heterostructure. The critical role of spin currents in driving magnetic texture dynamics

motion has been highlighted, establishing a clear understanding of the forces at play

in the manipulation of domains and quasiparticles - skyrmions.

The sample characterisation methods were reported in Chapter 2. The samples

were successfully fabricated and proved to stabilise worm-like domains and skyrmions

with an external magnetic field. The micromagnetic simulation software OOMMF was

used in the simulation part to set up the environment. In Chapter 4, simulations based

on the Ta/[Pt/Co68B32/Ir]/Pt sample were studied. The skyrmion transient retrograde

motion on the x-axis driven by the spin waves was found in magnetic tracks wider

than 50 nm with damping constant α = 0.02. With a fixed magnetic track width of 100

nm, the varying damping constants were set up to the magnetic track. The skyrmions

showed motion simply along with the spin wave propagation direction. The motion

of the skyrmion on the y-axis is always towards the upper sample edge because of the

skyrmion Hall effect.

In this project, the forces from the spin wave were assumed to arise from the time-

varying transmitted and reflected spin wave rather than just the fixed scattered spin

wave. The SW data collection for simulation celles in a line parallel to the x-axis is

easier than the cells in a line which has an skyrmion hall angle to x-axis. The simulation

results for transmitted and reflected spin waves can be obtained from the spin wave

amplitude downstream and upstream of the skyrmion, which will be more precise

than the model based on a fixed strength of the scattering. The Thiele equation was

used to analyse the skyrmion motion with force from the transmitted, reflected spin

wave and the repulsive force from the track edge. The spin transfer torque from the

transmitted spin wave drove the skyrmion to the spin wave source, while the linear

momentum transfer from the reflected spin wave pushed the skyrmion away from the

spin wave source. The force on the y-axis also affected the skyrmion velocity on the

x-axis due to the gyrovector. The predicted skyrmion motion fits with the observed

skyrmion motion. This result revealed the relationship between the skyrmion motion

and the balance of the forces from the spin wave and the track edge, explaining the

skyrmion retrograde motion. The force model also predicts the different skyrmion

motion tendencies at different skyrmion initial positions.
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Advanced experimental imaging techniques - Magnetic Force Microscopy for mag-

netic patterns have been discussed in Chapter 5 and 6, which are crucial for ob-

serving and understanding domain behaviour at the nanoscale. The experiment of

spin current-driven magnetic texture was mentioned in Chapter 7. We have explored

the effect of the spin current generated by heat gradient. The spin Seebeck effect initi-

ates a spin current from cooler to warmer regions on the magnetic track. The critical

temperature between the room temperature and heater temperature to move the do-

mains is 338 K. The spin transfer torque from the spin current will drive the domains

toward the hotter region. The dc currents were applied on the heater, which means

the effect of the Oersted field is unavoidable. The Oersted field orientation affected

the sizes of domains and their displacement after the heat gradient application. Dis-

counting the effect of the Oersted field by averaging the domain displacement driven

by both positive and negative dc currents, we found the larger heat gradient applied

on the track, the larger domain displacement showed. The domain displacements

from different initial positions on the x-axis were proportional to the exponentially

decreasing temperature along the track.

In conclusion, direct observation of the magnetic texture driven by spin current

arising from temperature gradient obeying the theoretical prediction was discussed

in this thesis. In the theory, the larger temperature gradient on the magnetic track,

the larger magnetic texture displacement will occur. The encouraging outcomes of

the force from Oersted field model analysis give us confidence in the spin current

application to the spintronic devices. At the same time, there are also many further

researches worth studying in the future, which will be mentioned in the next section.

8.2 Further Work

8.2.1 Using FMR to Analysis the Exchange Stiffness

In this project, the alloy of Cobalt and Boron is used, which is hard to define the atom

spacing for normal Bloch law. The unceratinty will arise from the Pt polarisation and

the fitting of alloy Bloch law as mentioned in Chapter 3. The ferromagnetic resonance

(FMR) is another way to obtain the spin wave stiffness, which does not require Bloch

law fitting. The frequency of the resonance and the known anisotropy of the material

can give the spin wave stiffness. Refering to A = Ms(0K)C
2gµB

=, the exchange stiffness can
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be obtained more straight forward.

8.2.2 Skyrmion Motion Driven by the Spin Wave

In our prediction, different initial positions of the skyrmion will have different motions

because of the gyrovector and the repulsive force from track edges on y-axis. The ex-

periment of the skyrmion on a magnetic track wider than 100 nm is worth investigating

and comparing with our simulation results. To inject spin waves into a magnetic layer,

a coplanar waveguide can be built to excite alternating magnetic field on the track

by injecting microwave frequency current [180, 181]. The oscillating magnetic field

interacts with the magnetic spins in the magnetic layer just like the simulation setup

and create a spin wave.

8.2.3 Micromagnetic Simulation about the Heat Gradient on the Magnetic
track

Since the experimental data about the domain displacement under the heat gradient

is collected without the measurement of the actural heat gradient along the track, it is

worth to do micromagnetic simulation to figure out the distribution of the temperature

along the track. The model with a characteristic length scale relevant to the heat flow

is still rough.

Micromagnetic Monte Carlo (MMC) method was dicussed in published research,

and it shows the simulations that with the same external OOP field, the magnetic

texture formation will change from maze domains to skyrmions with increasing tem-

perature. The non-uniform temperature will let the high temperature area shows

skyrmion while there are domains in cooler area. In future study, a high temperat-

ure gradient can be applied on the track with 0 field to observe the changed pattern

of magnetic textures along the track and compare with the simulation result to gain

reliable temperature gradient.

8.2.4 Skyrmion Hall Effect Driven by the Spin Current

During the MFM measurement, we found the stripes-like background noise can bury

the tiny skyrmion, which does not allow us to observe the skyrmion when the external

field is close to the saturation field, like Fig. 5.7. Luckily, one skyrmion-like magnetic
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pattern was found during one of the measurements with an opposite Jm generated by

30 mA dc current applied on another heater on the right-hand side of the track. The

skyrmion-like magnetic pattern is smaller than the dark domains on the left hand side

and with a round shape. with a slightly higher magnetic field applied on the sample,

the sample got fully saturated. So, it is nearly certain to be a skyrmion. In Fig. 8.1,

yellow circles circle the defects, and the skyrmion-like magnetic pattern is in the red

circle. By aligning the defects and measuring the distance between the skyrmion

and the defect from the initial skyrmion position and final position, the skyrmion

Hall effect angle is θsky = arctan 441.9−360.5
34.9 ≈ 67◦ and the uncertainties is 1◦. In Yu’s

team’s published paper, the skyrmion hall angle will slightly increase and then saturate

within the increment of the thermal gradient from 0.1 K/mm to 1K/mm.[182] Due to

the mechanical noise from the measurement system and the space limitation under

the AFM head, we cannot observe clear skyrmions driven by varying heater excitation

currents or measure the actual temperature on each point of the track. Requiring

further investigation of the skyrmion driven by the thermal gradient, the relationship

between the skyrmion Hall angle and the thermal gradient is an unignorable factor in

applying spintronic devices.
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Figure 8.1: The skyrmion-like magnetic pattern (red circle) displacement after three

pulses of 30 mA current.
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