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Abstract

DNA specificity underlines the fundamental basis through which many
different proteins perform their myriad roles within organisms, a key ex-
ample being the genome structuring performed by the nucleoid-associated
proteins (NAPs). This thesis presents results found through the usage of
all-atom molecular dynamics (MD) and in-liquid atomic force microscopy
(AFM) towards understanding DNA-protein interactions for a variety of
these systems.

One of the most abundant NAPs is the histone-like protein from E. coli
strain U93 (HU), which specifically binds to sites of DNA damage and cre-
ates sharp bends to aid in DNA repair. Here, simulations reveal how the
protein diffuses along and between strands of DNA towards finding a bind-
ing site. Once a site of damage is found, we show a clear multimodality in
the binding of HU to DNA, observed in both MD and AFM. AFM imaging
also shows aggregation of DNA by HU, which simulations show to be highly
energetically favourable, explaining how HU condenses the nucleoid, and
why it is key to biofilm stability.

A pair of evolutionarily related proteins, ParB and Noc, have been used
to study how specificity evolved in order to allow new regulatory functions
to be fulfilled. The use of MD here explained the roles of key mutations
unable to be sampled in experiments, and in-silico mutagenesis was ap-
plied to map out all potential pathways from changing amino acids and
nucleotides.

Beyond the specific recognition of DNA by proteins, a mechanism through
which proteins can be mechanically encapsulated by a DNA origami struc-
ture has also been studied. A new methodology to simulate such structures
has been developed, and then applied to understand the interactions of
GFP with the side of a structure, revealing strong, non-specific interactions
between the protein and the DNA that would allow the protein to remain
caught within a DNA box.
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Chapter 1

Introduction

1.1 Nucleic acids

Nucleic acids are biological macromolecules which are responsible for the
storage and transmission of genetic information in all known life. The “cen-
tral dogma” of molecular biology [1] is the process through which nucleic
acids cause the production of proteins, which thus leads to the functioning
of living organisms. There are two different types of nucleic acids, ribonu-
cleic acid (RNA) and deoxyribonucleic acid (DNA), though both are of sim-
ilar composition, being a sequence of nucleotides comprising of a pentose
sugar, a nitrogenous base and a negatively-charged phosphate group. The
difference is in the sugar, in which RNA has ribose, C5H10O5 whilst DNA
has deoxyribose, C5H10O4.

Figure 1.1: The structure of DNA, showing base pairing and the phos-
phate backbone (image from [2])

There are 5 nucleobases, in DNA these are adenine (A), cytosine (C),
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Chapter 1 Introduction

guanine (G) and thymine (T), whilst in RNA thymine is swapped for uracil
(U). These nucleobases are the only difference between nucleotides, with
the deoxyribose (or ribose for RNA) and phosphate group being the same
for all nucleotides. As seen in figure 1.1, thymine and cytosine are six-
membered rings (known as pyrimidines) whilst adenine and guanine are
fused aromatic rings (known as purines).

Of more relevance in grouping the nucleobases is the number of hy-
drogen bonds each is able to form. Adenine and thymine are capable of
forming two hydrogen bonds, whilst guanine and cytosine can form three,
and their donor and acceptor atom locations are reversed. Due to this, base
pairing is limited to the A-T and C-G bonds, which results in base pairs
each containing one purine and one pyrimidine and so being roughly equal
in size. As it has fewer hydrogen bonds, the A-T bond is weaker than the
C-G bond, and thus AT-rich sequences of DNA can be broken apart more
easily, though it has been shown that base stacking interactions contribute
more to the stability of the DNA double helix than base pairing does [3].

Two key functions of DNA are transcription and replication. Tran-
scription is the process through which genes coded in the DNA are copied
into messenger-RNA by the enzyme RNA polymerase. The produced RNA
strand contains the template for the synthesis of proteins by the ribosome.
Replication is the process through which DNA is cloned into new and iden-
tical molecules — a crucial process in cell division to ensure the integrity
of the daughter cell.

1.1.1 DNA structure

As DNA is a double helix, a large number of parameters must be defined
for the accurate description of it geometry. These exist for each base pair
(with this set being known as the base-pair parameters) and base-pair step
(the base-step parameters) [4] and are shown in figure 1.2.
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Chapter 1 Introduction

Figure 1.2: The base pair and base-step parameters (adapted from [5])

Both sets of parameters are composed of 3 translations and 3 rotations.
In the base pair parameters, shear, stretch and stagger translations de-
scribe movements in x, y and z respectively, with buckle, propeller twist
and opening being the equivalent for rotations. For base-step parameters,
shift, slide and rise represent the displacements whilst tilt, roll and twist
the rotations, again in x, y and z respectively.

DNA in cells is typically divided into two forms, called A-DNA and B-
DNA. These form right-handed helices, though left-handed helices such as
in Z-DNA are also capable of forming [6]. B-DNA is the usual conformation
found in vivo, however Z-DNA, despite being notably rarer, does have bio-
logical importance, with proteins existing which bind to Z-DNA yet not B-
DNA [7]. A-DNA is typically formed during dehydrating conditions, whilst
Z-DNA can appear in high salt or during negative supercoiling (though
this is often energetically unfavourable). The key properties of these three
forms of DNA are described in table 1.1.
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Parameter A-DNA B-DNA Z-DNA
Base pairs per turn 11 10.5 12

Rotation / ◦bp−1 32.7 34.3 30
Rise along axis / Å bp−1 2.3 3.32 3.8

Diameter / Å 23 20 18

Table 1.1: Structural parameters of A-, B- and Z-DNA.

Two interesting parameters to note are the major and minor groove
width of DNA — as the strands of the double helix aren’t directly opposing
one another the result is that the grooves between strands are of different
sizes. In B-DNA the average major and minor groove widths are 22Å and
12Å wide [8]. Due to this, the bases at the major groove are easier to access,
which promotes readout for many DNA-binding proteins [9], though the
minor groove is a common target for many small ligands such as DNA-
binding dyes [10].

1.1.2 DNA damage

DNA itself isn’t immune to changes or damage, it is quite sensitive to its
surroundings. Since before even the composition of DNA was known, it
was shown that X-rays had negative effects on chromosomes [11]. Different
ways in which DNA can be damaged are classified as either endogenous or
environmental — either from internal or external activities [12].

Replication errors are an example of endogenous damage, whereby the
wrong bases may be incorporated during replication. Another examples of
endogenous damage is that induced by reactive oxygen species, chemical
compounds which contain reactive oxygen atoms such as hydroxyl radi-
cal. Hydroxyl radicals are produced by immunological responses and have
been shown to be capable of causing double strand breaks in DNA [13].
Spontaneous changes in pH or temperature is another source, causing the
nucleobase cytosine to lose the amino groups [14].

Meanwhile extracellular agents can also deal serious damage to DNA
and are a threat to genomic stability. Prominently, drugs and ionising ra-
diation are key examples [15]. Radiation particularly has been shown to
induce a large variety of lesions in DNA [16]. Types of damage range of
base mismatches to single-strand breaks, and flipped or unpaired bases in
the double helix, to double-strand breaks from lesions.
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Chapter 1 Introduction

1.1.3 DNA origami

By using the rules of DNA pairing, one can create 2D and 3D structures
through a technique known as DNA origami. This has advanced the field
of DNA nanotechnology, which takes the molecule out of its biological con-
text to assemble structural motifs through a ‘bottom-up’ approach [17] for
technological uses. This has applications in a wide range of fields, initially
thought up to allow easier X-ray crystallography and nuclear magnetic res-
onance of proteins (via creating highly ordered lattices of DNA containing
gaps with protein recognition sites, creating a periodic structure of DNA
and proteins), there has recently been a lot of attention for nanomedicine
and the use of DNA boxes for smart drug delivery [18].

In 1982, Nadrian Seeman suggested that DNA’s specific pairing could
be exploited to create lattices from DNA junctions [19], and later experi-
mentally verified that lattices [20] and cubes [21] could be created. How-
ever, this method required 1:1 stoichiometry between strands, with even
small deviations causing a low yield which reduced its efficiency and ef-
fectiveness for DNA nanotechnology. DNA origami as is used today was
truly developed in 2006, when Paul Rothmund published methods tak-
ing advantage of Watson-Crick base pairing that allows two complemen-
tary DNA strands to bind with high specificity, with the use of “staple”
strands which are complementary to spatially separated regions of a “scaf-
fold” strand [22]. By designing a large number of staple and scaffold strands,
a large scale structure can be formed. Fortunately, the development of new
tools like caDNAno [23] has made the designing of these structures signifi-
cantly easier, no longer needing to be done by hand.

DNA origami has represented an exciting new avenue of DNA nan-
otechnology, which as originated a diverse set of structures such as highly
detailed sub-1µm [24] designs, encapsulation of proteins via DNA boxes [25],
and a rotary ratchet motor [26].
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(a) Atomic force microscopy image of
a DNA origami construct designed
with a pattern in mind (The Mona
Lisa here) [24].

(b) Cryo-EM of the “motor block” of a
DNA origami rotor, with TEM im-
ages of the motor with a rotor arm
attached [26].

Figure 1.3: Examples of recent developments using DNA origami as a tool
for designing DNA nanostructures for nanotechnology.

1.2 Nucleoid-Associated Proteins

Proteins are biomolecules made up of chains of amino acid residues. These
molecules are responsible for a vast number of biological functions includ-
ing responding to stimuli, DNA replication, providing structure to cells
and the transport of molecules. Chief amongst these roles is catalysing
biochemical reactions, performed by a subsection of proteins known as en-
zymes.

Whilst eukaryotes have compartmentalised cells, prokaryotes do not.
They lack a cell nucleus, instead having a irregularly shaped region known
as the nucleoid, which houses the cell’s DNA. There are many forces at play
within the nucleoid, without which the DNA would not fit within the cell
— for example, E. coli has a genome of 4.6 Mbp [27], with a contour length
of 1.5 mm, yet the cell itself is only 2 µm in length. It is thus clear that a
large amount of compaction must take place. However, it must be done in a
controllable manner, such that key parts of the genome remain accessible.

There are various means through which this compaction occurs. Firstly,
in most prokaryotes, DNA is a covalently closed circle [28] (as opposed to
linear as in eukaryotes) known as a plasmid, which allows the DNA to form
higher-order helical structures through a process called supercoiling [29].
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In addition, a group of DNA binding proteins, known as nucleoid-associated
proteins (NAPs), help to stabilise these structures, through the bending,
bridging and wrapping of DNA. As well as this genome structuring, NAPs
also aid in a wide repertoire of biological functions like gene regulation and
expression. NAPs can perform their role with varying degrees of specificity
depending on their concentrations in cells, which changes throughout the
cell cycle and environmental conditions. At low concentrations, highly spe-
cific interactions are seen, whereby the NAP acts as a regulator in DNA
transactions (such as replication, transcription, or recombination). Mean-
while, at high NAP concentrations, weak non-specific interactions domi-
nate which act to condense the bacterial genome [30, 31].

Figure 1.4: Cartoon representation of different ways NAPs interact with
DNA (adapted from [32]). IHF and HU cause sharp bends, H-
NS and StpA form closed loops of DNA, CbpA and Dps form
aggregates with DNA, and Fis cooperatively form microloops.

1.2.1 IHF

Integration host factor (IHF) is one of the most abundant proteins associ-
ated with the bacterial chromosome. A 22 kDa protein, it binds to a consen-
sus sequence WATCARNNNNTTR1 [33] with high specificity, though non-
specific binding has also been observed. This binding is known to cause
sharp bends of up to 160◦ [34] in DNA, though a recent study using molec-
ular dynamics and atomic force microscopy has confirmed multiple binding
modes inducing angles at ∼ 70◦ and ∼ 110◦ too [35].

As seen in figure 1.5, IHF exists as a heterodimer, made up of two struc-
turally similar subunits, each consisting of an α-helical core with β-ribbon
loops attached. At the tips of both subunit’s β-ribbon loops lies a proline.
These facilitate the binding of the protein to DNA, with the β-ribbon “arms”
wrapping along the groove of the DNA, with the prolines then intercalating
between two base pairs. This intercalation disrupts the local DNA struc-
ture, causing a flexible hinge to be formed which is theorised to allow the

1W is A or T; R is A or G; N is any nucleotide
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protein’s strong bending of the DNA [34].

Figure 1.5: IHF is a heterodimer with a α helical core and β ribbon arms
which wrap around the DNA to allow prolines at the apices
of these arms to intercalate into the DNA. This facilitates
the wrapping of DNA around the protein, causing the known
sharp bends to form. (PDB entry 1IHF [36]).

Primarily, IHF acts to compact prokaryotic DNA via the creation of
sharp bends. However, the full list of functions of this protein is more ex-
tensive, particularly The DNABII family of proteins (IHF and HU, a struc-
tural homologue) have been implicated in DNA replication [37], recombi-
nation [38], and gene regulation — in E. coli IHF and HU are known to
regulate around 120 genes[39].

IHF has also been implicated in biofilms, a type of microbial commu-
nity made up of polysaccharides, proteins and extracellular DNA (eDNA)
which are present in ∼ 80% of chronic infections and show high resistance
to antibiotics [40]. This eDNA forms interwoven lattices, and IHF has been
imaged at the crossing points of these lattices [41]. It has been shown that
of all the NAPs, only the DNABII proteins are relevant in biofilms [42,
43], and anti-IHF and anti-HU antibodies have been shown to disrupt
biofilms [44, 45] with a reduction of up to ∼ 50% having been seen [43].

It has been shown that IHF binding is a two-step process. Initially, a
non-specific step which occurs on a ∼ 100 µs timescale, followed by a site-
specific step on the order of milliseconds [46]. These steps are thought to
be initially IHF binding to the DNA, followed by it bending the DNA [47].
This binding-bending mechanism occurs via the protein wrapping the β-
ribbon arms along the DNA and intercalating prolines between bases. It
has been shown that once intercalated, one of three things can occur in
the IHF-DNA complex, as can be seen in figure 1.6. The most energetically
favourable outcome is that the protein bridges with a second strand of DNA

20



Chapter 1 Introduction

Figure 1.6: A complete model for IHF binding, bending and bridging of
DNA. Initially, prolines intercalate between DNA bases to
form flexible hinges. If a second strand of DNA is sufficiently
close, a bridge will form, otherwise the protein begins to bend
the DNA, entering either the associated or half-wrapped state,
with slight favourability to the half-wrapped. From here the
protein will enter the fully wrapped mode, though only if the
consensus sequence is present. (Figure adapted from [35].)

provided one is nearby enough. This occurs via non-specific binding with
the bottom of the α-helical core interacting with the phosphate backbone of
a DNA strand, and is a possible explanation for why IHF is so relevant at
the vertices of the eDNA in biofilms.

If this bridging does not occur, the system instead passes into either the
“associated” state (where both sides of the DNA begin wrapping around the
protein loosely) or the “half-wrapped” state (where one side of the DNA re-
mains fully unwrapped whilst the other side tightly wraps around the pro-
tein), with a slight preference toward the half-wrapped state. Both of these
states are either stable or metastable, though will lead to a fully wrapped
state (as seen in crystal structures) provided the consensus sequence is
present. Interestingly, atomic force microscopy imaging has shown that
without the consensus sequence, the protein-DNA complex never enters
into the fully wrapped state, only showing results aligning with the associ-
ated and half-wrapped states predicted in simulation [35].

Whilst simulations shows the bridging capabilities of IHF combining
the initial binding of the β-ribbon arms and non-specific binding to the
backbone, experimental results indicate the bridging abilities of the pro-
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tein go beyond just this state. It was found that at high concentrations of
IHF, some aggregation of DNA strands occurred even without the consen-
sus sequence [48, 35]. This suggests that at large cellular concentrations of
IHF — such as during the stationary phase in the cell cycle — genome com-
paction via bridging will occur generally rather than just at points where
the consensus sequence appears. In DNA constructs with multiple binding
sites close by, bridging was preferred to bending with moderate concentra-
tions of DNA. This indicates that positively-charged architectural proteins
screen the electrostatic repulsion between neighbouring DNA molecules
which drives the bridging and overall compaction behaviour. It has also
been found that even if aggregation is possible, the bending activity of IHF
is stronger, allowing it to act as a ‘fluidizer’ of the genome [49].

An interesting possibility unveiled by these recent results is that the
IHF-DNA complex may act as a mechanical switch, capable of occupying
multiple distinct states moderated by the position of the DNA to its left,
indicating that structural influences (such as tension or supercoiling) up-
stream of the binding site modulates the bending enforced by the protein.

1.2.2 HU

The histone-like protein from E. coli strain U932 (HU) is one of the most
abundant NAPs, approaching up to 50,000 dimers per cell during exponen-
tial growth [50]. HU binds to and bends DNA, though whilst IHF is typi-
cally associated with a bend of 160◦, HU has had a range of bends angles
reported, 70◦ [51] to 140◦ [52]. As opposed to IHF, HU binds to DNA with
no sequence specificity, but has a strong preference to damaged DNA [34]
— such as that with nicks or kinks.

2Also known as the heat unstable protein
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(a) The canonical HU binding mode
(PDB entry 1P78 [52])

(b) A second binding mode which occurs
via the α-helical core (PDB entry:
4YFT [53])

Figure 1.7: Two binding modes have been found for HU, one in the same
fashion as IHF that occurs at sites of damage (a) and a second
non-specific mode where the DNA interacts with the α-helix
body — the mode that allows for non-specific compaction of
DNA in the nucleoid.

As seen in figure 1.7, HU is a structural homologue to IHF, with a sim-
ilar dimeric make up of a α-helical body with β-ribbon arms. Though it
should be noted that whilst IHF is an obligate heterodimer, HU can exist
as either a heterodimer or a homodimer, made up of two subunits (HUα and
HUβ). HUαα appears most during the lag and exponential growth phase,
whilst the heterodimer HUαβ is most present during the early and late
stationary phase. HUββ only appears in small quantities, and only close
to the end of a cell’s life [54].

HU also binds to DNA in a similar fashion to IHF, with the β-ribbon
arms lying in the minor groove of the DNA, allowing apical prolines to in-
tercalate between base pairs and induce and/or stabilise DNA bending [34].
This is the canonical binding mode that occurs specifically at sites of DNA
damage. A second binding mode, in which DNA is bound non-specifically
along the α-helix body rather than through the arms has also been found,
and is the mode that promotes nucleoid compaction and organisation [53].

HU is a member of the DNABII family of proteins (alongside integra-
tion host factor (IHF)), of which most prokaryotic genomes encode at least
one member. Typically, if there is just one member of the DNABII pro-
teins, it has more similarities to E. coli HU than E. coli IHF, with those
bacteria which do encode a IHF-like protein often also encoding a HU-like
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protein [34]. Thus, HU is an almost universal protein, playing important
roles in gene regulation. For example, the gal operon, which switches the
production of enzymes necessary for metabolism of sugar galactose in E.
coli on or off, uses HU as a transcriptional regulator. Here, HU facilitates
DNA loops which block access to promoter regions from RNA polymerase,
thus preventing transcription [55, 56].

HU has also been shown to play roles ex vivo, capable of acting as a
‘molecular glue’ that holds biofilms together via non-specific binding of the
eDNA and the bacteria [50]. However, the mechanism through which HU
plays this role is unknown. Whilst it has been shown that IHF is capable of
bridging DNA via a combination of the canonical binding mode and using
the bottom of the α-helical core, it is unknown whether HU is capable of
using this binding mode.

1.2.3 Other proteins

1.2.3.1 ParB

Faithful inheritance of genetic information in daughter cells is vital in all
cell types, and requires accurate DNA partitioning at cell division [57].
Chromosome segregation in bacteria is non-trivial as the DNA must re-
main in a compacted state to fit within the limited volume of cells whilst
DNA replication occurs, as opposed to being separated temporally as occurs
in eukaryotes.

Approximately two-thirds of bacterial species encode the ParABS sys-
tem [58], which mediates DNA segregation at cell division [57]. The ParABS
system consists of three components, an ATPase protein ParA, the DNA-
binding protein ParB, and a centromere-like sequence parS [58]. In this
system, one or more parS site are located near the origin of replication
(oriC) [58]. ParB nucleates onto parS, following which additional ParB
molecules bind to adjacent DNA non-specifically, forming a network of protein-
DNA complexes [59].

This ParB-DNA complex stimulates the ATPase activity of ParA, which
drives the movement of the parS locus (and subsequently, the whole chro-
mosome) towards the opposite pole of the cell [60, 61]. ParB also recruits
the Structure Maintenance of Chromosomes (SMC) complex onto the chro-
mosome, reducing DNA entanglement and thus promoting the individuali-
sation of replicated chromosomes [62].

Whilst sequence conservation between ParB proteins is relatively low,
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the overall structure of the proteins remains consistent. ParB is widely
distributed in bacteria and so must have occurred early in evolution [58],
which likely explains the low sequence conservation — as different species
evolved, random non-damaging mutations would occur independently. The
protein is typically divided into 3 domains: the helix-turn-helix (HTH)
DNA-binding domain, which is connected to a C-terminal domain (CTD)
and an N-terminal domain (NTD) via flexible linkers [59]. The CTD, the
least conserved domain amongst ParB homologs, contains a leucine zipper
which allows the protein to homodimerise [63]. It can also play a role in
allowing non-specific DNA binding to occur. Conversely, the NTD is the
most highly conserved domain, containing an arginine-rich motif, which is
used in interactions with ParA, whilst also playing a role in the spreading
on parS-adjacent DNA [64].

Figure 1.8: Chromosomal ParB proteins share similar structures, with
an N-terminal domain, a DNA-binding domain (DBD) and
a C-terminal domain all linked with flexible linkers (Figure
from [65].)

1.2.3.2 Noc

Noc, another DNA-binding protein, is highly homologous to ParB and binds
to a similar DNA sequence (NBS) [66], as seen in figure 1.9. Much like
ParB, Noc has a three-domain structure, an NTD for protein-protein in-
teractions, a central DNA-binding domain, and a CTD [67]. Whilst parS
sites occur solely near oriC, NBS is distributed widely around the genome,
barring the terminus of replication (ter) [68, 69].

Noc plays an important role in maintaining nucleoid integrity, function-
ing to prevent cell division machinery from assembling in the vicinity of the
nucleoid. By doing this, Noc prevents the nucleoid from being guillotined,
which would otherwise damage the DNA [67, 69] — an effect known as
nucleoid occlusion [70]. In bacteria where the protein was deleted, cell
division was uninhibited, whereas overproduction of Noc lead to longer
cells [70]. This suggests that without Noc, the cell division machinery could
assemble all along the cell. With too much Noc, instead cells could not be
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divided normally, as it would block the division machinery.

Due to their genomic proximity and sequence similarity, it has been
suggested that Noc resulted from a gene duplication event from ParB [71].
X-ray crystallography and deep mutational scanning work has revealed
the specificity between parS and NBS is encoded via four residues at the
protein-DNA interface and that simple mutations in these residues is enough
to switch the protein’s DNA binding specificity.

Figure 1.9: The parS and NBS DNA sites are highly homologous, and four
key amino acids have been found that switch specificity be-
tween them. This sequence logo shows how frequently amino
acids appear at these residues based on their height, so ParB
173 and 201 are almost always arginine and glycine and in
Noc they are glutamine and arginine, and residues 179 and
184 are frequently lysine. Amino acid sequences from 21 bac-
terial species were retrieved and aligned with MUSCLE [72].
(Figure from [73].)

Figure 1.9 shows the 4 key amino acids that switch specificity. A key re-
sult was that the only variants that could bind to NBS always had a lysine
in either or both of the 179 and 184 positions. A single lysine was enough
to allow the other key residues to bind to the DNA, but lacking a lysine in
these positions caused at least one to fail to bind. Meanwhile, other vari-
ants of these 4 amino acids which contained a lysine in the 179, 184 or both
residues were found to bind promiscuously to multiple different DNA sites.
Hence, it was suggested that these lysine likely have a permissive effect
that allows the other two amino acids to bind. These findings show that
studying these proteins is a good example for understanding how protein-
DNA recognition evolves as new regulatory functions become necessary.
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1.2.3.3 Fluorescent Proteins

Coined by George Stokes when he observed a fluorite sample emitting a
blue light when exposed to ultraviolet light, fluorescence is the process in
which photons are emitted by a molecule after being excited by a photon of
higher energy. Fluorescence has become a key microscopy tool for studying
biological structures and dynamics. One of the most key advancements
in this field came in 1962, when Osamu Shimomura discovered the Green
Fluorescent Protein (GFP) [74].

Figure 1.10: GFP (PDB 1EMA [75]), has a β-barrel structure, with an in-
ternal chromophore.

As can be seen in figure 1.10, GFP is comprised of an internal chro-
mophore surrounded by a β-barrel (eleven beta sheets in a barrel-like struc-
ture). It is approximately 40Å in length by 25Å in width, and is made up
of 238 amino acids. GFP absorbs light with an excitation maximum of 395
nm and fluoresces with an emission maxima of 510 nm [76, 77]. The pri-
mary use of GFP is that is can be expressed directly attached to target
proteins in different organisms [78]. By then shining a laser at the exci-
tation wavelength of GFP at the cell, the GFP will then fluoresce, which
allow the localisation of the protein. Through this expression, proteins can
be studied in their physiological conditions without perturbing the cell via
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introducing new labelled molecules into the system (As it has been shown
that adding GFP to the cell has minimal effect on the cell life cycle).

There exists a rather large number of variants of GFP [79] which have
their own advantages. For example, some may fluoresce more intensely
than the wild-type whilst others are designed for specific experiments, such
as the enhanced yellow fluorescent protein (eYFP) which is used for blink-
ing assisted localisation microscopy due to its photoblinking nature [80]. A
commonly used variant known as monomeric enhanced green fluorescent
protein (meGFP), which contains a mutation from an alanine to a lysine at
the GFP dimerization domain. This mutation introduces a positive charge,
preventing the aggregation of the protein which would otherwise occur [81].

1.3 DNA-Protein specificity

The binding between proteins and DNA is of particular interest as the na-
ture of these interactions forms the fundamental basis on how many pro-
teins perform their key roles in organisms. Despite this, there is a rela-
tive lack of knowledge on the specifics of these interactions. Even though
attempts have been made to create a general code to explain these inter-
actions through the study of atomic interactions between amino acids and
nucleobases, no general explanation exists [82, 83]. Thus, it’s clear that
work must be done within individual protein families to understand their
own specificities, rather than attempting to find a general, catch-all expla-
nation [84].

The myriad ways through which a protein can bind to DNA furthers the
complexities that prevent a standard model being truly developed. From
initial X-ray structures of nucleic acid duplexes, it was realised that the
major groove of the DNA helix unveiled base-specific hydrogen bond donors
and acceptors that could be recognised by the amino acid side chain’s donors
and acceptors, and thus the idea of direct readout was developed [85]. In
direct readout, hydrogen bonding between nucleobase and amino acid oc-
curs, typically at the major groove though it does also occur at the mi-
nor groove [9]. However, despite the relevance of direct readout (which is
present in almost all protein-DNA models deposited on the Protein Data
Bank), if it were the only method of recognition then a general code be-
tween amino acid and base would theoretically be possible. The structure
of the DNA itself contributes to the binding activity of proteins, with devi-
ations in the B-form helix such as a bend unveils other bases which enable

28



Chapter 1 Introduction

interactions to occur — this was coined “indirect readout” [86].

It is also difficult to understand to what level these methods of recog-
nition are being used however. DNA shape is a function of its sequence,
meaning it is difficult to determine whether a protein is binding due se-
quence or shape. It has also been shown that interaction with the phos-
phate backbone of DNA, as opposed to the base itself, is a method of indirect
readout. Previous studies have shown that by mutating backbone-binding
amino acids, the overall binding preferences of the protein changed and it
no longer preferred the same sequence [87].

If one were to look only into structural families of proteins as opposed to
individual proteins, there are three overall classifications for how a family
recognises DNA. These are non-specific, highly specific and multi-specific.
Respectively, these are that they bind promiscuously with no sequence
specificity, that the whole family binds only to a specific sequence, or that
different members in a family bind specifically but to different sequences [82].

Another factor of interest is in how specificity evolved in proteins. Whilst
most studies considered how changes in DNA occur to allow a new target
gene to interact with an existing transcription factor (a protein that con-
trols the rate of transcription of genetic information), fewer consider how
the transcription factor’s specificity evolved, or how they could have evolved
new regulatory modules if they were bound to conserve essential ancestral
functions [88].

To solve this, the evolutionary transition for the binding of proteins to
DNA must be dissected fully to identify why certain pathways wouldn’t
work in order to figure out which pathway did. Previous work has shown
that permissive mutations play an important role in enabling a protein to
tolerate other mutations that would otherwise negatively impact the capa-
bilities of the protein to bind to DNA [89]. Enzyme engineering has previ-
ously suggested that these beneficial mutations occur in a series of single
amino acid substitutions at a time [90].

1.4 Facilitated Diffusion

An additional question in DNA-protein interactions is how do these pro-
teins locate their recognition sites within DNA. In 1970, it was found that
the Lac repressor associated to its target site 100-times faster than would
be expected of a 3D diffusion-limited search [91]. This ultimately lead to
the idea of facilitated diffusion, a model introduced in 1981 by Berg, Win-
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ter and von Hippel [92]. Rather than pure diffusion, the target site search
instead occurs via a combination of 3D diffusion in the solution, and 1D
diffusion along DNA [92, 93]. This reduces the search time significantly,
as the probability of finding a binding site substantially increases when
compared to if the search was purely 3D bulk diffusion.

Figure 1.11: A representation of the different 3D and 1D diffusion meth-
ods [94]. The facilitated diffusion model assumes that, once
3D diffusion allows a protein to interact with a DNA strand,
a combination of sliding, hopping and inter-segmental jump-
ing allows said protein to search the DNA for a target site.
The protein will dissociate from the DNA and the process is
repeated until the site is found.

The first 1D diffusion method is sliding along the DNA. Here, the DNA-
binding protein associates with the DNA via non-specific interactions, typ-
ically electrostatic interactions between the DNA phosphates and the basic
residues of the protein [95]. This allows the protein to repeatedly sample
the DNA sequences around its initial landing site, and was first observed at
a single molecule level in 1993 [96]. An important thing to note is that this
sliding can be either linear (such that the protein moves along the DNA
staying on one side) or helical (such that it rotates along the DNA as it
slides). This can vary depending on the protein’s architecture, or environ-
mental factors such as salt concentration [97].

The second 1D diffusion mechanism is hopping along the DNA. As seen
in figure 1.11, this method involves the protein repeatedly dissociating and
reassociating with the DNA at different sections on the order of tens of
bases, dependent on factors such as salt concentration or how positively
charged the surface of the protein is. Experimentally, this is hard to differ-
entiate from sliding due to spatial and temporal resolution limitations [98].
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A key advantage of hopping over sliding is that it allows for the obstacles
(such as other bound proteins) to be avoided, which has defined how the
hopping mechanism is studied experimentally, placing obstacles along the
DNA and viewing if the protein still diffuses along a strand [99]. Another
test is the dependence on salt concentration — as these interactions are
mostly electrostatic, an increase in salt concentration would be expected to
increase the dissociation rate of the protein.

As DNA is highly compacted in cells, the formation of loops and plec-
tonemes causes distant segments to be within close proximity to one an-
other. Therefore, it is possible for proteins to perform an intersegmental
jump from one of these segments to another during its diffusion along the
DNA. This also gives an advantage in that there will be minimal revisiting
of a site that might otherwise occur in Brownian 1D sliding as the protein
may unbind and then rebind to the DNA facing the opposite direction, thus
reducing the oversampling and improving the rates to finding an appropri-
ate site [100].

1.5 Scope of this Thesis

Protein-DNA interactions are key for life, and also present a promising
avenue for DNA nanotechnology. The work presented here aims to under-
stand the key underlying mechanics in some of the most abundant proteins
that allow their roles to occur. The following chapters describe:

• The methodology applied in this work. All-atom molecular dynamics
simulations will be reviewed in full, followed by an in-depth explana-
tion of atomic force microscopy. These two techniques give us atom-
level detail into key protein-DNA interactions with complementary
experimental verification.

• An application of combining molecular dynamics and atomic force mi-
croscopy to characterise the interactions between HU and DNA, to
study how HU recognises sites of damage, provide atomistic insight
into the mechanisms of facilitated diffusion of architectural proteins
like HU, how the non-specific interactions of HU aid to compact and
stabilise biofilms, and how the protein is similar and yet different to
IHF, for example why does IHF act as a mechanical switch to control
thermal fluctuations whilst HU seems to allow more flexible breath-
ing of DNA?
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• Work to understanding how the specificity in protein-DNA recognition
evolved over time, using the related proteins ParB and Noc to view
how single base pair or amino acid mutation can cause changes in the
specific binding.

• Development of a simulation methodology for DNA origami, and then
applying it to understand the mechanical encapsulation of fluorescent
proteins within a DNA box.
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Methods

2.1 Molecular Dynamics

Molecular dynamics (MD) is a computational approach that allows the
changes in a system to be viewed over time. The system is comprised of
multiple components, each with their own positions and velocities, and
these are then evolved through time based on physical laws (at a most
basic level, these would be Newton’s laws of motion and electrostatic inter-
actions). This can be done on multiple levels depending on the time and
length scales desired to be studied, starting at the smallest level, ab ini-
tio, allowing influences on electronic structure, to scales simulating on the
atomic level, whilst larger ones would be coarse-grained by the combination
of multiple atoms into a single group for calculation.

At a base level, all MD simulations follow the same simple steps out-
lined here. However, these belie the complexities of each step, which re-
quire individual in-depth discussion for a full understanding. But these
are sufficient for a general understanding before such a discussion.

1. Determine initial atomic positions for atoms and assign velocities

2. Calculate the force (and from which, the acceleration) experienced by
each atom in the system based on a predefined potential

3. Move the atom’s positions based on their velocities and adjust the
velocity based on the acceleration

4. Repeat steps 2 and 3 until the desired number of steps is completed
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2.1.1 Simulation initialisation

To perform a simulation one needs a system to simulate, requiring the
atoms with which the dynamics will occur. Whilst this may seem simple,
this is a task which requires the utmost care, as the initial step it is key
towards running a successful simulation [101].

For DNA, this is a relatively simple task. As it has the known double-
helical structure, made up of repeating units with known geometries, the
atomic positions of an ideal B-DNA structure can be easily calculated, and
programs such as the Nucleic Acid Builder (NAB) have been developed to
do so [102]. NAB has also been extended to work to create A-DNA, but
more complex forms of DNA (such as Z-DNA, or supercoiled DNA) require
further modifications to the generated structure.

For proteins, this becomes a more challenging situation. Whilst, like
DNA, amino acids have known atomic positions relative to one another,
proteins aren’t just straight chains of amino acid and so a base structure
cannot be created in the same way. Rather, they are folded into complex
structures for which there lacks a simple method to predict — a problem
known as the ‘protein folding problem’ [103]. Instead, typically structures
are generated experimentally using techniques such as X-ray crystallog-
raphy, nuclear magnetic resonance or electron cryomicroscopy. In order
to share these structures, an online database known as the “Protein Data
Bank” (PDB) [104] was created and is used by researcher worldwide. In re-
cent years, the machine learning approach to protein structure prediction
has lead to the AlphaFold program [105], which has seen unprecedented
success for the highly accurate prediction of structures from amino acid
sequence. However, there is limited reported data on the quality of these
structures for simulation, and it should be noted that this is not in itself a
solution to the protein folding problem. AlphaFold alone also only captures
a single state, telling nothing about about how a protein switches between
states. For this, models that are at least partly physical are necessary.

When an appropriate crystal structure has been selected for MD, it is
often necessary to manipulate it to have the desired system for simulation.
The most basic example would be of simply extracting a segment of interest
(for example, one may simply be interested in the dynamics of the DNA-
binding domain of a protein), however other cases would require a much
higher level of editing of the structure. For example, crystal structures
of DNA bound to proteins typically only have few base pairs, whereas the
dynamics of a much larger system are of interest. In this case, a longer
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strand of DNA would be created (such as with NAB) and would then have
to be aligned with that of the PDB in such a way that the root-mean-square
deviation (RMSd) of the initial to final structure are minimised.

These manipulations will often create a final structure that has unreal-
istic bond lengths or atom positions. If two atoms are too close together,
they would immediately experience an incredibly strong repulsive force
which would result in an unusable trajectory. Similarly, bond lengths or an-
gles that go beyond the ranges that force fields have been parametrised for
would also result in unphysical trajectories. Hence, before an MD simula-
tion is actually performed it is wise to first perform an energy minimisation
on the starting structure.

Energy minimisation is the process in which the initial positions of the
atoms are taken and moved in such a way that the total potential energy
of the resultant system finds a minimum. This is not a global minimum as
these algorithms are applied locally, and there is no knowledge of the full
configuration space.

2.1.2 The AMBER force field

Once an initial structure has been created, the rules that govern how the
atoms in the system will interact must be defined. To do this, a poten-
tial field (or “force field”) that considers the interactions between each pair
of atoms is constructed. The Assisted Model Building with Energy Re-
finement (AMBER) [106, 107] software suite provides a set of force fields,
which is comprised of several terms:
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With nB, nA and nT being the number of covalent bonds, bond angles and
bond torsions respectively. This section will go into detail explaining each
of these terms.
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2.1.2.1 Bond lengths term

The first term of Eq.(2.1) is the bond length term, which represents the
bond energy between covalently bonded atoms. These covalent bonds vi-
brate due to their thermal energies, and if the temperature are not ex-
tremely hot or cold (i.e. room temperature), this bond can be modelled as
a harmonic spring to good approximation, and is thus represented as a
Hookean function [108].

VL = Kr(r− r0)
2 (2.2)

Where Kr is the spring constant, r is the instantaneous bond length and r0

is the equilibrium bond length.

2.1.2.2 Bond angles term

Supposing three atoms (i, j and k) which are covalently bonded as i–j–k,
the angle between these bonds, θ , will also fluctuate due to thermal energy.
Thus, like the bond lengths term, the bond angles term is also represented
as a Hookean function.

VA = Kθ (θ −θ0)
2 (2.3)

With the variables being equivalents to those in the bond lengths term, but
being based for the bond angles instead.

2.1.2.3 Torsional term

Whilst single bonds can generally rotate freely, double and triple bonds
generally cannot. Instead, there is a torsional cost that must be paid due
to that bond order, neighbouring bonds, or nearby lone electron pairs. This
is represented by the third term in the force field, which accounts for the
potential of the torsion of each bond. As it is due to the relative rotation
of bonds i–j and k–l about bond j=k, it must be valid over the full 2π angle
and is generally expressed as a Fourier series.

VT = ∑
n

Vn cos(nφ − γ) (2.4)

Where Vn is the amplitude of the n-th term of the Fourier series, with the
first maximum of the periodic function at the phase angle γ. n is the peri-
odicity of the function, with φ being the torsional angle subtended by the
covalently bonded atoms.
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2.1.2.4 Nonbonded interactions

Even atoms with no bonds between them have interactions, these being
the short-ranged electron orbital repulsive force, the long-ranged attractive
London dispersive force, and the Coulomb potential.

VLJ = 4ε

[(
σ

r

)12
−
(

σ

r

)6
]

(2.5)

VC =
q1q2

4πε0r
(2.6)

Equation 2.5 represents the Lennard-Jones potential, which itself models
the attractive London dispersion force (via the r−6 term) and repulsive ef-
fect due to the Pauli exclusion principle (via the r−12 term). ε is the depth of
the potential well, r is the distance between the interacting particles, and
σ is the value of r at which the potential equals zero.

Whilst the attractive term has a physical basis for choosing a power of
six with the attractive dispersive interactions occurring due to fluctuating
partial charges which have been shown to decay with 1/r6 [109] (The Lon-
don dispersion force, where the interactions between two induced dipoles
approximately falls as 1/r6 as the potential of a single dipole decays 1/r3),
the 1/r12 term is primarily chosen for the computational efficiency. Whilst
it does approximate the Pauli repulsion with reasonable accuracy, it allow
the potential to be formulated as VLJ = 4ε(a2−a) where a = (σ/r)6, allowing
the more computationally expensive operations to be performed just once.

Equation 2.6 adds the Coulomb potential to the force field. Whilst on
it’s own the Lennard-Jones potential is sufficient for many simulations,
such as a fluid of uncharged argon atoms, a system of biological molecules
is more complicated. Even if the system is electrically neutral, many indi-
vidual atoms in the system will still carry partial charges which must be
accounted for in their interactions with one another. Here, q1 and q2 are the
charges of atoms, r is the distance between them, and ε0 is the permittivity
of free space. This is representative of an ideal free-space simulation, often
the term is represented as εout as the relative dielectric permittivity which
is system dependent (e.g. about 80 for water).

2.1.3 Solvent models

An additional factor that must be accounted for when simulating any bio-
logical molecule is that the interior of a biological cell is an aqueous envi-
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ronment, and that charged molecules such as DNA require counterions to
be stable. Here, two methods of incorporating solvents into simulation are
discussed.

2.1.3.1 Explicit solvents

The method that might come to mind first would simply be to simulate each
water molecule individually, which forms the basis of the “explicit solvent
model”. In this model, the molecule of interest is effectively placed in a box
such that it is entirely immersed in water. However, this seemingly menial
task is deceptively simple, with a number of parameters which must be
considered for accurate simulation. The water box must be large enough
such that it captures the molecule regardless of any conformations it may
enter, which can increase the number of atoms in the system exponentially.
This is unfortunate, as the dynamics of the water itself is generally of lit-
tle interest, yet it makes up a vast number of the atoms simulated, far
overshadowing the molecule of interest.

The dynamics of the box itself are also an area of interest. If the box
were kept fully shut, the water atoms would simply hit the edges of the
box and bounce back, however this is not an accurate representation of
real life. If the system instead had no hard boundaries, the solvent would
continuously diffuse into the surrounding vacuum, until it all leaves the
molecule of interest.

Instead, periodic boundary conditions are employed to approximate a
large system. Under this scheme, when an atom hits the edge of the box, it
enters on the other side of the box. In this way, the pressure and volume of
the box is kept constant whilst approximating the dynamics of an infinitely
large system. To ensure more realism in the simulation, it is important
that molecules can interact even across the boundary, so atoms on opposite
edges of the boxes will interact as though they were right next to each other.

There is no requirement that the box be a cube, the only constraint on
the shape of the box is that periodic boundary conditions can be applied,
thus it must be space-filling. This allow more compact shapes (such as a
truncated octahedron) to be used as opposed to a cube, thus reducing the
number of solvent atoms in the distant corners.

There are various water models available, thus giving the user choice
depending on the accuracy required and how quickly the simulation must
be run. The simplest of these are rigid models which rely solely on non-
bonded interactions. As such, in these models each water molecule is sim-
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ply a triangle of O-H covalent bonds whose side lengths and angles are
fixed. One of the most frequently used models, the TIP3P (transferable in-
termolecular potential with 3 points) model [110], works on this basis, with
a potential of form:

VH2O =VLJ +VC (2.7)

Where the Lennard-Jones applies only to the oxygen atoms whilst the hy-
drogen atoms interact purely on the Coulomb force. The TIP3P model uses
bond lengths r(OH) = 0.9572Å and angle HOH= 104.52◦ which were derived
empirically from experimental data. There are also 4 and 5 site models, in
which the charge (or charges) are instead placed on dummy atoms that bet-
ter replicates the electrostatic distribution around the molecule. However
this leads to an increase in the computational cost (5 site models, by virtue
of adding in the two dummy atoms, increase the total number of atoms
in a system by approximately two-thirds). Whilst there are specific simu-
lations in which these more accurate models are necessary (in particular,
simulations of ice), for a typical simulation the cost of these models are not
worth the minimal gains that would be achieved when compared to the 3
site model.

Lastly, whilst the computational cost of these solvents are a large factor
in the slow down that occur, it must also be noted that water molecules
introduces viscosity into the system, thus slowing down the dynamics of
the molecule of interest.

2.1.3.2 Implicit solvents

An alternative approach to solvation in simulations is to model the solvent
as a continuum with dielectric properties, rather than explicitly modelling
it. This is the basis of the implicit solvent, with ion effects being incorpo-
rated into the models itself, such that neither water molecules or solvent
ions are necessary in the simulation. The starting point for these models
is to consider the solvation free energy, which is split into electrostatic and
non-electrostatic parts:

∆Gsolv = ∆Gel +∆Gnonpolar (2.8)

∆Gnonpolar represents the free energy of solvating a molecule from which all
charges are neutralised. This originates from a combination of the solvent-
solute van der Waals forces and the cost incurred by disrupting the struc-
ture of the solvent around the solute — ∆Gnonpolar is often approximated

39



Chapter 2 Methods

as proportional to the solvent-accessible surface area of the solute with an
empirically derived constant of proportionality.

∆Gel, in contrast, is the energy required to remove all charges from the
solute and add them into the solvent.

∆Gel =
1
2

N

∑
i=1

qiΨ(ri) (2.9)

Where N is, again, the number of atoms, qi is the charge of the i-th solute
atom with position ri, and Ψ is the electric potential, the bulk distribution
of which can in principle be described by the Poisson equation [111].

∇
2
Ψ =− ρe

εε0
(2.10)

Where ρe is the local electric charge density and ε is the dielectric constant
of the solvent. This can then be combined with the Boltzmann equation to
account for the free movement of ions in solution, thus giving the local ion
density c in terms of the bulk ion concentration c0:

c = c0 exp
(
−W
kBT

)
(2.11)

where W is the work required to move an ion from an infinite distance. This
can be reformulated to:

c± = c0 exp
(
∓eΨ

kBT

)
(2.12)

as W = ±eΨ where e is the charge of an electron. Hence, the local electric
charge density is:

ρe = e(c+− c−)

= c0e
[

exp
(
−eΨ

kBT

)
− exp

(
eΨ

kBT

)]
=−2c0esinh

(
eΨ

kBT

) (2.13)

By substituting this into equation 2.10, the Poission-Boltzmann equation
is created,

∇
2
Ψ =

2c0e
εε0

sinh
(

eΨ

kBT

)
(2.14)

however this is a nonlinear differential equation which, in most circum-
stances, can only be solved numerically. Nevertheless, it can be solved an-
alytically in certain geometries, most notably as a planar surface which is
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infinite in both the y and z coordinates, such that the potential can only
change in x. When the potential is small (e|Ψ| << kBT ) in this geometry,
equation 2.14 is solved by

Ψ(x) = Ψ0 exp

−

√
2c0e2

εoutε0KBT
x

 (2.15)

as this low potential approximation is valid for typical molecular dynamics
simulations. This linearisation at small potentials is known as the Debye-
Hückel approximation.

Whilst specialised Poisson-Boltzmann solvers do exist [112], these re-
main inefficient (requiring Fourier transform-based algorithms which are
computationally expensive). Thus, for use in large scale molecular dynam-
ics, further approximations must be applied. A widely used approximation
is the implicit Born model, beginning with the Born equation

∆Gsolv(Ri) =−
(

1− 1
ε

)
q2

2A
(2.16)

where A is the ion radius and q is its charge.

This is an example of an exact solution to the Poisson-Boltzmann equa-
tion for spherical geometries with a single charge centre [113, 114], how-
ever neither of these criteria are fulfilled by biomolecules.

Therefore, a more general model is necessary. Consider a molecule to
consist of N charges q1 · · ·qN embedded in spheres of radius a1 · · ·aN . Should
the separation ri j between any two spheres be sufficiently large compared
to their radii, the free energy can be approximated by a set of Born terms
and pairwise Coulomb terms [115].

∆Gel ≃
N

∑
i
− q2

i
2ai

(
1− 1

εout

)
+

1
2

N

∑
i

N

∑
j ̸=i

qiq j

ri j

(
1

εout
−1
)

(2.17)

A key limitation occurs with this representation — atomic spheres are not
necessarily far from one another, hence necessitating further expansion to
this equation 2.17. ∆Gsolv will be quadratic in the source charges due to the
linearity of the Poisson-Boltzmann equation. Therefore, equation 2.17 can
be generalised to

∆Gel ≃
(

1− 1
εout

)
1
2 ∑

i j

qiq j

f GB
i j

(2.18)

where f GB is some simple function. The diagonal (i = j) f GB terms are con-
sidered the effective Born radii, whilst off-diagonal terms are the effective
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interaction distance. These generalised models are, fittingly, known as the
generalised Born. Still et al [116] proposed an effective, commonly used
function for f GB:

f GB
i j =

[
r2

i j +RiR j exp

(
−r2

i j

4RiR j

)] 1
2

(2.19)

Where the Ri terms are the effective Born radii of atoms, dependent on the
intrinsic radius of atom i, ai and the relative positions of all other atoms.
The shielding of an atom from the solvent by surrounding atoms deter-
mines the effective Born radius. As Ri must be calculated at each timestep,
an efficient method to compute this is necessary. The AMBER implemen-
tation is to use the Coulomb field approximation (CFA) [117]. The CFA
replaces the true electric displacement around the atom by the Coulomb
field, allowing the following expression to be derived:

R−1
i = ρ

−1
i − 1

4π

∫
θ(|r|−ρi)r−4d3r

= ρ
−1
i − Ii

(2.20)

where the integral is over the solute volume surrounding atom i. Com-
putationally, this is an expensive integral to solve, and thus further ap-
proximations are made to obtain a closed-form analytical expression via a
pairwise descreening approach by Hawkins, Cramer and Truhlar [118] —
the GB-HCT model. However, for macromolecules this underestimates the
effective radii for buried atoms, and so the Born radii of buried atoms must
be scaled up using an empircally derived set of parameters α, β, γ, as found
by Onufriev, Bashford, and Case (in their GB-OBC model [119]),

R−1
i = ρ̃

−1
i −ρ

−1
i tanh(αΦ−βΦ

2 + γΦ
3) (2.21)

where ρ̃i is ρi minus some offset, and Φ = ρ̃iIi. Both models use the van
der Waals surface to define the solvent-solute boundary, allowing much
more efficient computation at the cost of some accuracy. Mongan et al
partially corrected for this by additionally integrating over the “neck” re-
gions formed by molecular surfaces between pairs of nearby atoms, in the
GB-neck model [120]. The last effect that needs to be incorporated for a
complete implicit solvent model is that of electrostatic screening performed
by monovalent ions. This is done by adding the Debye-Hückel screening
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parameter κ [121]

κ =

√
8πI

εkBT
(2.22)

for solution of ionic strength I, such that when incorporated into equa-
tion 2.18 results in

∆Gel ≈−1
2 ∑

i j

qiq j

fGB

(
1− exp(−κ fGB)

ε

)
(2.23)

The generalised Born model has become the standard for implicitly sol-
vated MD simulations due to its reasonable efficiency and accuracy to the
linearised Poisson-Boltzmann equation. It is simple to integrate the Gibbs
free energy into a force field provided the Born radii is estimated accurately,
with the parameters have been refined numerous times to yield accurate
results for the majority of systems [122].

Despite the amount of work that has gone into developing generalised
Born models for simulation, ultimately they remain less mature than ex-
plicit solvent simulations. It’s been noted that salt bridges are oversta-
bilised [123] and protein and peptide secondary structures are often not
properly reproduced [124]. Despite these issues, the speed up from im-
plicit solvent has resulted in its wide use for simulation systems with large
length scales due to the removal of water and ion atoms which also in turn
reduces solvent friction. This allows a wider sampling of the conforma-
tional space in any given system — typically the larger the conformational
space, the higher the speed up from implicit solvent.

2.1.4 Integration methods

Once a system is suitably prepared for simulation, one must actually simu-
late it. At a glance this may appear to be trivial, where one might think you
just solve the movement over time continuously. Alas, this is not the case,
there is no general analytical solution existing for three-bodies, let alone
the many hundreds of thousands which may be involved in a typical MD
simulation. Instead, one must instead evolve the system through discrete
time steps ∆t. There are multiple schemes to compute this, well known
ones include the Euler [125], leapfrog [126] and velocity Verlet [127].
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2.1.4.1 Euler method

The Euler method is the most straightforward method for numerical inte-
gration. Here, the position, x, of any given particle at the next time-step is
calculated as

xn+1 = xn + vn∆t (2.24)

with the velocity, v, also being recalculated each time-step by,

vn+1 = vn +an∆t (2.25)

and acceleration, a, being calculated from the potential. Whilst this sim-
plicity makes the Euler method an attractive choice when implementing an
integration scheme, there are two key issues that result in it often being un-
suitable for most applications — errors and stability. As the Euler method
is a first-order method, global error (the error made on the whole time in-
terval of the integration) scales linearly with step size, whilst local error
(the error that occurs on a single step) scales quadratically with step size.
On the other hand, the stability (that is to say, how the growth of round-off
errors and small fluctuations in initial data affects the final result) is also
poor. For many linear equations, a step size must be chosen such that it
is within the stability region, which is often poorly defined. If a step size
outside of this region is chosen, then the global error will approach infinity
as the integration continues. The ill-definition of the stability region is ul-
timately a key limitation which results in the Euler method seeing limited
use beyond a simple example of numerical integration. Further issues of
the Euler method is that it is not symplectic, and is not time reversible.

2.1.4.2 Leapfrog method

Whilst the Euler method acts to solve for position and velocity simultane-
ously, the leapfrog method instead staggers these calculations as follows

vi+ 1
2
= vi− 1

2
+ai∆t (2.26)

xi+1 = xi + vi+ 1
2
∆t (2.27)

vi =
1
2

(
vi+ 1

2
+ vi− 1

2

)
(2.28)

with ai+1 being calculated using the known force. This staggered calcu-
lation allows the position and velocity calculations to “leapfrog” over one
another, hence the name. Provided ∆t is kept constant and ∆t ≤ 2

ω
, the
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leapfrog method is stable for oscillatory motion whilst keeping the same
number of steps per calculation as the Euler method [128]. A key advan-
tage to the leapfrog method is that it is a second-order scheme, hence the
global error scales quadratically with ∆t. In addition, the stability of this
algorithm is far superior to that of the Euler method, as there are fewer
ill-defined stability regions.

However, there are disadvantages to the scheme. Firstly, it is clear that
to determine v 1

2
, v− 1

2
is necessary yet it is poorly defined. Whilst this can be

circumvented by assuming v 1
2
= 1

∆t (x1 − x0), one must then estimate x1 as it
is yet to be calculated and it itself depends on v 1

2
. Therefore, the overall ac-

curacy is dependent on how well x1 is predicted. MD simulations that use
the leapfrog method solve this issue in the equilibration phase, in which
the system is gradually heated from 0K (where all atoms have 0 velocity)
to the desired temperature. This allows the system to explore the confor-
mational space until an equilibrium structure is found. If done correctly,
all atoms will take on appropriate velocities, and a Maxwell-Boltzmann
distribution of velocities will arise naturally. Secondly, as velocity and po-
sition are calculated asynchronously, the velocity-dependent kinetic energy
and position-dependent potential energy are out-of-sync as well, causing
the total energy of the system to be incorrect at all times, though by using
a small enough time-step the difference in the real and calculated energy
will be minimal.

2.1.4.3 Velocity Verlet

The velocity Verlet method is very similar to the leapfrog method, to the
point that some authors consider it to be in a class of “leapfrog-type” inte-
grators. It uses higher-order equations of motion as follows:

xi+1 = xi + vi∆t +
1
2

ai∆t2 (2.29)

vi+1 = vi +
1
2
(ai +aI+1)∆t (2.30)

where the acceleration terms make this a half-step method. This allows the
position and velocity to be synchronous, hence allowing the accurate calcu-
lation of total energy. This is at the cost of requiring these higher-order
calculations, thus making the velocity Verlet method less computationally
efficient in comparison to the Euler and leapfrog methods.

One can’t simply define the integrator in MD suites like AMBER as
leapfrog or velocity Verlet, as the addition of SHAKE restraints and ther-
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mostats and barostats adds a layer of complexity that makes the distinction
between the techniques more technical and ill-defined.

2.1.5 Thermostats and barostats

2.1.5.1 Berendsen thermostat and barostat

There’s more to a physical system than the positions of atoms. A usual ex-
periment is performed on the isothermal-isobaric ensemble (NPT) in which
the number of particles N, pressure P and temperature T are fixed. How-
ever, basic MD simulations instead use the microcanonical ensemble (NVE)
where volume V and total energy E is fixed as opposed to pressure and
temperature. There is not a one-to-one map between total energy of a sys-
tem and the temperature — if the initial potential energy is high, as it
is partially converted into kinetic energy and back the temperature would
noticeably fluctuate. The time-average kinetic energy is related to the equi-
librium temperature (known as the equipartition theorem) such that:

⟨Ek⟩=
3
2

NkBT0 (2.31)

Where ⟨Ek⟩ is the time-average kinetic energy and T0 is the equilibrium
temperature of a system.

To suppress fluctuations in the kinetic energy (and thus those in tem-
perature), the system can be weakly coupled to a heat bath with constant
temperature T0 and force the effective temperature to decay exponentially
toward T0 with a time constant τ.

∆T
∆τ

=
T0 −T

τ
(2.32)

Whilst temperature might not be a parameter of the simulation, the
factor λ can be obtained from this equation, which gives the amount to
which the velocities of the particles in the system should be rescaled such
that,

v → λv (2.33)

where

λ =

[
1+

∆t
τ

(
T0

T
−1
)] 1

2

(2.34)

This is the weak-coupling method, also known as the Berendsen thermo-
stat [129]. Due to the suppression of kinetic energy, the Berendsen ther-
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mostat does not produce results consistent with the canonical ensemble.
However, for sufficiently large systems in which the particles collide and
transfer kinetic energy, the result roughly converge on the canonical en-
semble. Thus, it is often used on explicitly solvated systems.

It is also key that the pressure, P, of the system remain at a constant;
in particular for explicitly solvated systems using periodic boundary con-
ditions. Here, the properties of the system should agree with those of
the isothermal-isobaric ensemble (NPT). In order to control pressure, the
Berendsen barostat [129]. Similar to the Berendsen thermostat, here the
lengths in the system are scaled by a factor µ, such that the position of each
coordinate is adjusted as

r → µr (2.35)

µ =

[
1+

∆t
τp
(P−P0)

] 1
3

(2.36)

where τP is the “rise time” of the barostat, a time constant, and P0 is the tar-
get pressure of the system. P is the instantaneous pressure, approximated
via the box volume V as

P =
1
V

(
NkBT +

1
3

N−1

∑
i=1

N

∑
j=i+1

Fi j · ri j

)
(2.37)

Where Fi j is the force particles i and j exert on one another, and ri j is the
vector between them.

2.1.5.2 Langevin dynamics

Lacking the solvent, implicit solvent simulations will have far fewer col-
lisions between atoms to aid in thermalisation, and hence the Berendsen
thermostat is a poor choice here. Instead, the Langevin dynamics [130]
approach is often chosen. As the generalised Born model only considers
electrostatic screening, there are two degrees of freedom lacking in the sys-
tem’s dynamics. Firstly, friction with the solvent molecules is not consid-
ered, which normally exerts a force

FF =−γv (2.38)

on a particle with velocity v, with γ being the Langevin friction constant,
typically defined in terms of the frequency in solvent-solute collisions. As
some of these collisions are of particularly high energy which cause per-
turbations to the system, there is an additional random force (due to the

47



Chapter 2 Methods

fluctuation-dissipation theorem),

FR(t) =
√

2γkBT R(t) (2.39)

where R(t) is a delta-correlated stationary Gaussian process with zero-
mean, which satisfies

⟨R(t)⟩= 0 (2.40)

⟨R(t) ·R(t ′)⟩= δ (t − t ′) (2.41)

with δ being a Dirac delta function. This means that R(t) is an uncorrelated
stochastic process in which at random intervals, individual “kicks” to the
system occur which result in no net acceleration. Hence, the total force
experienced by particle i at time t is given by

Fi(t) =−∇Vi(t)− γvi(t)+
√

2γkBT R(t) (2.42)

where Vi is the particle interaction potential. This stochastic differential
equation accounts for solvent viscosity, which has a direct dependence on
temperature, and thus can be used as a thermostat. The solvent viscosity
should be kept as a small, non-zero value, such that the system doesn’t
become Brownian instead of inertial, which would allow no net acceleration
to take place.

2.1.6 Constraints and restraints

In a typical biological system, the highest-frequency oscillation that occurs
is covalent bonds that involve hydrogen atoms, as these atoms are partic-
ularly light. However, these are insignificant for the majority of systems,
and thus it is often best to constrain these bonds — that is to keep them
absolutely fixed — using the SHAKE algorithm, which removes these os-
cillations [131]. If these hydrogen bonds were allowed to oscillate freely,
they would necessitate the use of an incredibly small time step to ensure
the simulation remains stable. Hence, by fixing these bonds, larger time
steps can be used, allowing longer simulations to occur.

Restraints are similar to constraints, but rather than holding an abso-
lutely fixed value, they instead act to bias a coordinate towards a particu-
lar value whilst still allowing some fluctuation about this value via adding
an additional term to the potential. These can be applied to restrain the
lengths or angles of certain bonds to prevent undesirable behaviour occur-
ring in the system, or to lead the system into a specific desired state. As a
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simple and convenient method to modify the system’s potential, restraints
are applied often in advanced sampling techniques.

2.1.7 Umbrella sampling

Umbrella sampling is a method for calculating the change in free-energy
between two states in a system. It was initially derived for Monte-Carlo
simulations in the canonical ensemble [132], however it has since been ex-
tended and applied in molecular dynamics simulations in other thermody-
namic ensembles.

The Helmholtz free energy, F, is a thermodynamic potential that mea-
sures the amount of reversible work performed by a system at constant
temperature, T, and volume, given by [133]:

F =U −T S (2.43)

Where U is the internal energy and S is the entropy. In a system, in
order for a spontaneous transition between two states to occur, the free
energy of the second state must be lower than that of the first.

Free energy can also be formulated in terms of the partition function,
ZNVT, so long as said system has constant volume and number of particles.
In this case, the free energy has the form:

FNVT =−kBT ln(ZNVT) (2.44)

Where kB is the Boltzmann constant.

However, the partition function is a multiple integral over 3N degrees
of freedom and requires sampling the entire conformation landscape, thus
making its calculation challenging:

ZNVT =
∫

· · ·
∫

3N
exp
(−U(x1,··· ,x3N)

kBT

)
dx1 · · ·dx3N (2.45)

Fortunately, often the property of interest in a system can be condensed
into a single reaction coordinate, be it a torsional angle or a distance be-
tween atoms. Thus, one can extract the partition function purely of the
reaction coordinate of interest by multiplying the integral through a Dirac
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delta function δ (x− x0):

ZNVT =
∫

· · ·
∫

3N
exp
(−U(x1,··· ,x3N)

kBT

)
δ (x− x0)dx1 · · ·dx3N

=
∫

exp
(
−U(x)

kBT

)
dx

(2.46)

Thus, the Helmholtz free energy as a function of the reaction coordinate
is:

FNVT(x) =−kBT ln(ZNVT(x)) (2.47)

Which is referred to as the potential of mean force (PMF) which simply
means the free energy across a single degree of freedom.

To calculate the partition function, the internal energy of the system at
every point of the reaction coordinate must be known. However, the free
energy of any given state is related to said state’s probability, P, such that:

P(x) ∝ exp
(
−F(x)
kBT

)
(2.48)

Thus allowing the determination of the PMF by finding the probability of
each value along the reaction coordinate.

This is theoretically possible by running a normal MD simulation and
extracting all the values of x. However, frequently there will be an energy
barrier in the PMF which prevents the system from adequately sampling
the conformational landscape in any realistic time frame.

To overcome this, one can add in an potential U ′(x) which allows the
system to overcome the potential barrier — a technique known as umbrella
sampling. As the strength of the umbrella potential is known, it is trivial to
extract it from the overall energy landscape calculated, giving the unbiased
PMF,

F(x) =−kBTln(P′(x))−U′(x)+C (2.49)

Where C is an arbitrary constant.

The simplest scenario is one in which there is a known energy barrier,
and thus a single simulation with the umbrella potential is required, al-
lowing C to be discarded. Unfortunately this is rarely the case, as the free-
energy surface is unknown before the simulations are performed. There-
fore, it becomes necessary to perform multiple simulations, each with their
own biased umbrella potential, leading from one another which are then
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combined to construct the whole PMF.

Here, there would be numerous restraints along the entire reaction co-
ordinate to pull the system along it. These are harmonic restraints based
on Hooke’s law:

U ′(x) = (x0 − x)2k (2.50)

In which the only change made along each restraint is that of the equilib-
rium of said restraint, x0.

Were the system undergoing purely Brownian motion, a normal distri-
bution of x about x0 would be expected. However, in these simulations, the
underlying unbiased potential will affect this, resulting in the observed dis-
tribution deviating from the expected distribution. Hence, by performing
multiple simulations following from one another in which x0 is varied, with
k being strong enough to sufficiently sample the whole energy landscape
yet weak enough that each distribution overlaps, the whole range in a re-
action coordinate can be sampled. Combining this data with equation 2.49
allows for the change in PMF over reaction coordinate to be extracted.

However, the value of the offset, C, in each window is different and each
window should be weighted according to the favourability of the free energy
landscape within its range. Fortunately, the optimal value of each can be
determined using the weighted histogram analysis method (WHAM) [134].
Here, the values of x are divided into bins, such as when constructing a
histogram, and a pair of coupled equations are iteratively solved

P(x) =
∑

N
i=1 ni(x)

∑
N
i=1 Ni exp([Fi −U ′

i (x)]/kBT )
(2.51)

Ci =−kBT ln

(
∑
bins

P(x)exp

(
−U

′
i (x)

kBT

))
(2.52)

Where N is the number of windows, Ni is the number of frames within
the i-th window, ni(x) is the number of frames in which the value of the
reaction coordinate is within the bin associated with x, and Ci is the offset
of each window.

This techniques allows the PMF along the entire sample reaction coor-
dinate to be computed. There are a number of other techniques that can
be applied with molecular dynamics to study free energies such as meta-
dynamics, replica exchange, and forward-flux sampling. These each have
their own positives and drawbacks so which method is used will depends
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on the system and interactions that are being studied.

2.2 Atomic Force Microscopy

Atomic force microscopy (AFM) is a type of scanning probe microscopy
(SPM), a type of microscopy in which a probe moves across a surface which
allows it to record an image of said surface [135]. Through careful de-
sign and accurately moving the probe, images on the nanometer can be
obtained, enabling even deformations of the major and minor grooves of
DNA to be viewed [136].

2.2.1 AFM operation

As opposed to optical microscopy, AFM “visualises” via a sharp tip attached
below a flexible lever which scans over a surface, either the material of
interest or a sample attached to the surface. As the tip is raster scanned
across the surface, the surface topography can be constructed. This can
occur in-air or in-liquid, ensuring that samples can be imaged in similar
conditions to their native environments. As this is not an optical technique,
the diffraction limit is not an issue, thus making AFM a single-molecule
technique that is capable of sub-molecular imaging [136, 137, 138].

2.2.2 Tip-Sample interaction forces

The main forces which apply onto the tip during scanning are the long
range attractive van der Waals interactions, electrostatic interactions, short-
range repulsive interactions and, in air, capillary forces and the resultant
adhesive forces. The long range van der Waals and electrostatic forces both
act over tens of nanometres, and are caused by dipole interactions between
atoms, and by Coulomb interactions between surface charges respectively.
The strong repulsive force occurs at the Ångstrom range, as the overlap
of atomic orbitals begins to dominate — where the tip is considered to be
in contact with the sample. In liquid, it’s possible to mitigate these elec-
trostatic forces by using salt solutions, which screen these effects for tip-
sample distances larger than a few Å.
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Figure 2.1: The distance-dependent forces which act on the AFM tip, ig-
noring electrostatics. At higher separations the attract van
der Waals dominate, whilst the repulsive short-range forces
dominate at lower separations. (image from [139])

2.2.2.1 AFM in liquid

As stated before, AFM is capable of imaging in fluid, thus allowing the prob-
ing and visualisation of biomolecules in their natural hydrated state - for
example, DNA has a measured height in air of half that of in fluid (primar-
ily due to the tip and sample/surface interactions). Beyond the biological
advantage, the addition of fluid results in the tip-sample capillary forces
experienced in air being avoided. These capillary forces occur when the
humidity of the environment generates water layers on the tip and sam-
ple, causing a large force pulling the cantilever towards the sample and so
increases the contact area resulting in lower spatial resolution [140].
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Figure 2.2: A schematic showing the operation of AFM in liquid. A sharp
tip scans line-by-line across a surface with a sample (repre-
sent as DNA here), allowing an image of the surface topog-
raphy to be built up. The topography is a function of the tip-
sample interaction monitored via the bending of the cantilever,
which is detected as a laser deflected off of the cantilever onto
a quadrant-photodiode (QPD). The sample is mounted on a
piezoelectric scanner for three-dimensional positioning with
sub-nanometer accuracy. (image from [141])

Figure 2.2 shows an AFM setup for in liquid imaging. An AFM probe
has a cantilever which itself has a small tip at the end that contacts the
surface. This cantilever is moved by a piezostage and has a reflective top.
A laser is pointed onto the reflective surface onto a quadrant photodiode
(QPD) sensor which is zeroed for the cantilever at rest. Hence when the tip
moves across a sample on the surface, there is a deflection in the reflected
laser which is measured as a translation on the QPD.

The use of a fluid allows the electrostatic forces between tip and sample
to be tuned and reduced, which allows for better force control and imaging
resolution [142]. This follows the equation:

κ
−1 =

√
ε0εbkBT

2e2I
(2.53)

The Debye screen length (κ−1) defines the distance over which the long
range electrostatic force decays, based on the permittivity of a vacuum and
the bulk solution (ε0 and εb), absolute temperature (T), the ionic strength
of the solution (I) and the electron charge (e).
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2.2.3 AFM imaging modes

AFM has a number of different imaging modes available, the most com-
monly used being contact and tapping mode. More recently, a new imaging
mode called peak force tapping has been developed which allows for high
resolution imaging of biomolecules and is the main mode used to gather the
AFM data throughout this thesis.

2.2.3.1 Contact Mode

Contact mode is the simplest and fastest method of AFM imaging, in which
the tip of the cantilever is kept in constant contact with the surface. As
seen in figure 2.2, a laser which is pointed at the back of a cantilever is
reflected onto a split quadrant photodiode, allowing the deflection signal
to be measured. This is then used as an input for a feedback loop that
adjusts the height of the cantilever with respect to the sample, keeping
the deflection signal at a predefined value called the setpoint. This means
the interaction force between tip and sample can remain constant [143].
However, this results in large lateral forces applied to the sample. The
deflection of the cantilever will also drift over time, resulting in much larger
forces than intended being applied. Typically applied forces approximately
range from 100 to 500 pN when using cantilevers with a spring constant of
sub-0.1 nm1.

Contact mode has been used to image biomolecules, such as purple
membrane [144] but the large applied forces means the samples must be
prepared such that they aren’t an issue, such as being prepared as a flat
surface or molecular array.

These issues subsequently lead to dynamic imaging modes being de-
veloped which reduce the forces applied to the sample, which ended up
especially powerful for single molecule studies [145].

2.2.3.2 Tapping Mode

Tapping mode AFM is the most commonly used dynamic imaging mode. In
this mode, the cantilever is moved into and out of contact with the sample,
thus minimising the lateral forces applied. This technique is particularly
useful for biomolecule imaging where the binding to the substrate is weak.
In these situations, contact mode imaging would result in the sample be-
ing damaged or moved. If the sample is moved when imaged, there is a
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loss of resolution and the tip can become damaged, which further reduces
resolution.

The tip is oscillated in a sinusoidal manner above the sample at a fre-
quency dependent on the cantilever — close to its the natural resonance
f0. As this occurs, the cantilever is raster scanned over the surface. The
resonance frequency of a given cantilever is calculated using the effective
mass m and stiffness k:

f0 =
1

2π

√
k
m

(2.54)

The cantilever is usually driven mechanically by a piezoactuator —
a device that converts electrical signals into precise, controlled physical
movements. This motion is monitored as the RMS value of the deflection
on the detector. Upon repulsive tip-sample forces occurring, the effective
stiffness of the cantilever increases, resulting in its resonance frequency
changing and thus energy is dissipated. With an actuation frequency f

close to yet below the resonance frequency, both effects result in a reduc-
tion of the detected oscillation amplitude.

The tip-sample interaction will thus cause a reduction δA in the am-
plitude of the oscillation. In order to maintain the amplitude of oscillation
A, a feedback loop is applied which adjusts the position of the cantilever
with respect to the sample (or vice versa), which will yield traces of ap-
proximately constant tip-sample distance. The amplitude of oscillation in
intermittent contact with the sample is defined by the setpoint Asp, usually
in liquid this is about 70−80% of the free amplitude of oscillation. This al-
lows softer biomolecules to be imaged as it reduces the lateral forces which
would otherwise be applied.

However, there are disadvantages to using tapping mode imaging in
fluid. The quality factor, Q, of the cantilever is reduced due to the viscosity
of the fluid itself. This leads to a reduced sensitivity to changes in ampli-
tude, as small shifts in f0 produce much smaller δA than in air.

2.2.3.3 Peak Force Tapping Mode

Peak force tapping is a relatively recent imaging mode developed by Bruker
(Bruker LTD, Santa Barbara) which performs a series of force curves at a
significantly lower frequency than the cantilever’s resonance frequency. In
fluid, the tip is ‘tapped’ sinusoidally at amplitudes typically sub 10 nm,
and frequencies of 1–8 kHz. When the probe interacts with the sample
surface, the tip-sample interaction is controlled by keeping the maximum
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force (‘peak force’) constant, see figure 2.3 for a schematic of tip motion in
peak force tapping.

Figure 2.3: a) Scheme of the force curves for a cantilever operating
in peak force tapping showing force (blue-approach and red-
retract) and z-piezo (dashed) as functions of time. b) Force vs
tip-sample separation plot showing the different parameters
calculated in peak force QNM. (image from [146])

By considering the motion of the probe in terms of the Z position, a force
curve at every pixel position on the sample surface is performed. This re-
duces the presence of higher-harmonic components in the deflection signal
which would otherwise cause lower imaging quality due to ringing of the
cantilever. Peak force tapping also contains algorithms which correct the
hydrodynamic effects that occur on the tip.

Owing to the use of sinusoidal movements on the tip, the tip velocity as
it approaches the sample is reduced. The force curves taken at each point
on the surface allow precise control over tip-sample interaction forces, en-
abling imaging at peak forces as low as 30 pN in fluid. As the velocity
and forces are kept low, both the tip and the sample are at a lower risk
of getting damaged and is the key in achieving high-resolution imaging.
Peak force tapping is also capable of recording nanomechanical informa-
tion whilst recording topographical information, including adhesion, dissi-
pation, deformation and elastic modulus [147]. Figure 2.3b shows a typical
peak force curve and how these properties are calculated. Whilst not used
in high resolution imaging, these can give other important properties of
biomolecules [148, 149, 150].
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2.2.4 Limitations of AFM

Under ideal conditions AFM could achieve atomic-level resolution in liquid,
typically on flat surfaces such as calcite or muscovite mica. Mica in particu-
lar can be cleaved to reveal atomically flat planes with well defined lattices,
which can be images with AFM to reveal individual atom locations [151],
as can be seen in figure 2.4.

Figure 2.4: AFM imaging revealing the lattice structure of flat mica (im-
age from [151])

However, whilst this is possible on mica, there are numerous complica-
tions which prevent this resolution being achieved on biomolecules. These
issues include the binding of the molecule to a substrate, movement of the
molecule, contamination within the sample, the effect of forces exerted on
the sample, and the challenge in following the contours of complex and
highly corrugated molecules whilst controlling the tip sample interaction
and imaging force. The tip used will also have a large influence on the
imaging quality [152] — the sharper the tip the better quality imaging of
corrugated surfaces. In fluid, the viscosity of the liquid can also lower the
imaging quality. The damping force exerted by the viscous liquid can cause
the resonant frequency ( f0) and quality factor (Q) of the cantilever to de-
crease.

It should also be noted that as the molecule must be immobilised on
a surface, there is limited capability of imaging dynamic events, and the
surface chemistry may alter the results. Furthermore, AFM is an incred-
ibly sensitive technique (which becomes even more so when performed in-
liquid): disruptions such as air turbulence, electromagnetic interference
and thermal noise will all distort the imaging. Whilst these issues can be
addressed individually — the development of high-speed AFM allows for
dynamics such as binding events to be viewed [153], and modifying the
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microscope such as with acoustic isolation will dampen the noise on the
machine [154] — these can have trade-offs in resolution or complexities in
imaging setup.

2.2.5 Computational and experimental setup

2.2.5.1 Computational setup

All simulations used the AMBER software suite versions 18 to 20 [107,
155, 156]. Simulations were performed on local group clusters, the Univer-
sity of York HPC cluster Viking, and national Tier 2 clusters JADE2 and
Bede.

Simulations of large constructs were solvated implicitly using the gen-
eralized Born model [157] at a salt concentration of 0.2M with GBneck2
corrections [158], mbondi3 Born radii set [159] with no cutoff which allows
for molecular surfaces, salt bridges and solvation forces to be reproduced
better [122]. Langevin dynamics were used to regulate temperature at 300
K with a collision frequency of 0.1 ps−1, allowing greater sampling of con-
formational space via reducing effective viscosity. Shorter constructs were
solvated explicitly, using a truncated octahedral TIP3P box, neutralised us-
ing either K or Na with Cl ions [160] (specific concentrations mentioned in
each chapter).

In all simulations, DNA was represented by PARMBSC1 [161] whilst
protein by the ff14SB [162] force fields. Whilst these force fields were de-
veloped independently, their consistent use of electrostatics allows their
use to be combined. For PMF computation, the WHAM implementation by
Alan Grossfield [163] was employed.

One of the main ways in which proteins interact with DNA is via hy-
drogen bonds, in which a donor atom (typically oxygen or nitrogen) that
is covalently bonded to a hydrogen atom interacts with an electronegative
acceptor atom. This can be easily defined when analysing a trajectory, one
must simply locate potential acceptor-donor pairs which are within a cer-
tain distance from one another — in this work this distance cutoff was
selected as 3.5Å. Hydrogen bonds are further restricted via the arrange-
ment of the lone electron pair relative to the donor-H covalent bond, such
that the donor-hydrogen-acceptor angle is required to fall within a range
close to its maximum possible angle of 180◦ — here any angle above 120◦

was considered.

A second way in which DNA-protein interactions can occur is a salt
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bridge. Salt bridges are defined in two ways, the solvent-separated ion-
pair (SIP) where two like charges both form hydrogen bonds with the sol-
vent, and the contact ion-pair (CIP) where two oppositely charged atoms
make direct contact. CIP is similar to hydrogen bonds and do can be de-
termined using the same 3.5Å cutoff, but with no angle requirement. SIP
has been found to occur at distances between 3.8Å and 6Å [164]. For both
hydrogen bond and salt bridge determination, the AMBER analysis tool
cpptraj [165] was used, using either it’s inbuilt hbond function, or distance
function respectively.

2.2.5.2 Experimental setup

A 6mm mica surface was cleaved to be atomically flat with adhesive tape
and initially prepared with 20 µL of imaging buffer with a composition of
3 mM NiCl2 and 20 mM HEPES. This is because at neutral pH both mica
and DNA are negatively charged, so the divalent cation functionalises the
surface to allow for the DNA to stick. This was followed by adding the
sample to the buffer and mixing it with a pipette. For bare DNA, 1–1.5 µL
at 5 ng/µL was used as this results in good coverage without overcrowding
the mica.

However, divalent ions cause HU and IHF to disassociate with the
DNA. Hence, another method to functionalise the mica was chosen. In-
stead of using the NiCl2 imaging buffer, the mica was coated with 20µL
0.01% poly-L-lysine for one minute, which was then washed off under a
stream of milli-Q. A 20µL solution of DNA and protein (with varying con-
centrations) was left to incubate for one hour at either room temperature
or 37.5◦ C. Once prepared, the samples were imaged using either a Bruker
Bioscope Resolve or a Bruker MultiMode 8 AFM using Peakforce QNM in
fluid with Peakforce HIRS-F-B tips.

Images were then analysed using the TopoStats [166] AFM image anal-
ysis program. This performs automated image processing, skeletonises the
DNA based on parameters given, which can then be analysed for statistics
such as end-to-end distance, curvature, contour length and bend angle.
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HU-DNA interactions

Molecular modelling can be applied which allows for atomic-resolution stud-
ies on key DNA-HU interactions at length scales which can be probed ex-
perimentally. Whilst the functions of HU are well known, it is not well
understood how the protein fulfils these roles. Here, molecular dynamics
simulations were used which identified the existence of multiple binding
modes resulting in varying bend angles, which were then quantified via
umbrella sampling. Furthermore, the capability of HU to hold two strands
of DNA was confirmed, and again the energy landscape of this interaction
was calculated. These results were then experimentally verified through
the use of atomic force microscopy (AFM), chosen as it allows for imaging
of short DNA constructs, such as those simulated with implicit solvent. Ad-
ditionally, simulations suggest a hopping mechanism via the β-ribbon arms
of the protein to search along and between DNA strands.

Others’ Contributions

• HU was provided by Michelle Hawkins and Jamieson Howard

• The code to interpolate and plot the free energies as a 2D and 3D heat
map was provided by George Watson.

• The code to calculate bend angles on AFM data was implemented into
TopoStats by Mingxue Du

• Daniel Rollins also performed AFM imaging on DNA and HU to pro-
vide extra data which is shown

The same DNA sequences for damaged and B-DNA in the implicit sol-
vent simulations were used for AFM imaging.
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3.1 Creating the HU structure

In order to characterise interactions between HU and DNA using molecular
simulations, an initial structure consisting of E. coli HUαβ (to match ex-
periments) bound to damaged DNA had to be created. To do this, the PDB
1P78 [52] was taken, which contains HU bound to a short segment of dam-
aged DNA (the damage being two flipped bases, two stacked bases and a
T-T mismatch in the centre). As the crystal structure is from Anabaena, the
protein had to be converted to that of E. coli HUαβ . PDB entry 4YEW [53],
which contains a structure of the α-helical body of HUαβ but not the β -
ribbon arms, was taken, with the protein body being superimposed onto
the model of 1P78 via rms fitting and connected to the remaining arms.
The protein and central 15 bp were extracted, such that the DNA had min-
imal initial bending whilst remaining as close to the crystal structure as
possible. Individual amino acids in the β-ribbon arms were then than cor-
rected to those in the E. coli HUαβsequence (a change of 9 amino acids
per arm), and the resultant protein structure minimised. The protein and
DNA segment were then embedded in longer 63 and 305 bp structures for
explicit and implicit solvent simulation respectively. The sequences were
designed based on previous work on IHF, which binds with an A-tract on
the left and its consensus sequence on the right. In this work, the left hand
side was used, and mirrored about the binding site to minimise the effect
differing sequences may have for this work. Systems with B-DNA were also
prepared in which the flipped and unpaired nucleotides were removed, and
the mismatch corrected.The simulation parameters used were described
in 2.2.5.1 with a 0.2M concentration of K and Cl ions for the explicit sol-
vent simulations, with implicit solvent simulations also using a 0.2M salt
concentration. The explicit simulations were used as a baseline, providing
the most accuracy of the key protein-DNA interface, whilst the implicit sol-
vent simulations played a two-fold role — firstly to provide much greater
conformation sampling, and secondly as a direct comparison point for AFM
experiments.

3.2 HU hops along DNA

In order to investigate if the facilitated diffusion model described in chapter
1 applies to HU, a structure was created in which the protein was placed
∼ 30Å away from a 61 bp segment of DNA (as can be seen in figure 3.1) and
this was left to simulate for 100 ns. This was done in explicit solvent using
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a truncated octahedron water box.

Figure 3.1: The starting structure to investigate the diffusion of HU near
to DNA. Here the protein is ∼ 30Å away from the DNA.

When the simulation was started, the protein immediately began to at-
tract towards the DNA, with a β-ribbon arm approaching a major groove
in the DNA. This interaction was short lived (within 1 ns) and the protein
then diffused along the DNA with no apparent interactions for approxi-
mately 20 ns before again one of the β-ribbon arms interacted with the
DNA. This interaction was with the minor groove in this instance, though
it should be noted it occurs near the end of the DNA strand and begins close
to where a major groove would exist — with this being about 20 bp away
from the initial interaction site. To quantify this further, the simulation
was analysed for hydrogen bonds, and these were plotted in figure 3.2 as
the base pair that the interaction occurred at against time.

63



Chapter 3 HU-DNA interactions

Figure 3.2: Base pair against time plot showing points at which hydrogen
bonds between the protein and DNA occurred. It can be seen
that at ∼ 20 ns intervals the protein moves along where the
interaction with the DNA is by about 20 bp. Example images
of the simulation at these approximate points in time can be
seen for visualisation of the hopping mechanism of HU.

A system was then created using a 150 bp segment of DNA with the
protein. As the DNA was significantly longer, a long box was used in place
of the truncated octahedron for the water box. To ensure the DNA did not
cross over into the next water box and cause large scale self-interactions,
the ends of the DNA were fixed in place with restraints. An example of
the created structure (with ions to represent the water box) can be seen in
figure 3.3.

Figure 3.3: A 150 bp long strand of DNA was placed, again ∼ 30Å away
from a HU. The ions were left in this image to represent the
long water box, with the K ions being in pink and the Cl being
in blue.
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Whilst there was an initial contact between the protein and the DNA
(again, based around the β-ribbon arms), as the boundaries on the water
box was quite small (15Å) the protein soon crosses the periodic boundary
and interacts with the DNA on either side before entering a state resem-
bling the initial binding state. The evolution of the system over time can
be seen in figure 3.4.

Figure 3.4: Initially the protein interacts with a strand using its β-ribbon
arms, before one arm diffuses away toward the next strand
along. The protein then moves towards the second strand,
with the arms beginning to wrap around the grooves in the
DNA. In these images, the periodic boundaries are repre-
sented using VMD.

3.3 Simulating HU bending DNA

Once the initial structures of HU bound to 63 bp and 305 bp DNA at a site
of damage had been created, they were explicitly and implicitly solvated
respectively. Simulations parameters are as described in section 2.2.5.1.
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(a) Initial structure (b) Final structure
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(c) Contact map

Figure 3.5: An initial structure in which HU was bound to kinked DNA
(a), from which a fully wrapped final structure is produced
(b). In these images, the HUα subunit is represented in pink
whilst the HUβ subunit is in blue. The amino acids which in-
teract with the DNA have also been shown using an atomic
representation, with the DNA in dark grey. A contact map (c)
showing new DNA-protein interactions beyond what could be
seen from the crystallographic structure, separated into four
sites. Note that this is the time-average number of hydrogen
bonds formed by each amino acid, capped at 1.

In both simulations, a structure of the DNA fully wrapping around the
protein was formed as can be seen in figure 3.5. However as there lacks a
crystal structure of the DNA fully wrapping around the HU, the relevant
hydrogen bonds using the α-helix core cannot be tested. Regardless, the
fact that the system does evolve towards a wrapped state as found with
IHF before whilst following a similar methodology, suggests that this result
is valid.

As done previously in molecular modelling studies of IHF, the DNA-
protein interactions were divided into four regions based on which side of
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the protein the DNA interacts with. Here, the HUα and HUβ subunits
were used to define which side is considered left and right, with the α heli-
cal section of HUα representing the “far right” section and so for HUβ the
“far left”. The near sites oppose this, with the “near right” using amino
acids from the HUβ subunit and so “near left” using HUα. The previous
IHF study used the original crystal structure in defining the interactions,
however for this system the DNA captured in the structure was too short
to capture any interactions with the protein’s α-helical body.

3.4 HU exhibits multiple binding modes

Whilst one implicit solvent simulation did confirm the existence of the fully
wrapped DNA state, a wider variety of states were also found - aligning
with previous studies on the possibility of a wider range of DNA bending
modes. These were unveiled using the original implicit solvent simulation
and an additional 3 replicas, each run for 100 ns.

To further define these potential states, hierarchical agglomerative clus-
tering was applied to the central 60 base pairs and protein of the implicit
solvent simulations (as the effect the protein has on the DNA is highly lo-
calised to this region). It was found that there are four distinctive states as
the protein goes from fully unbound to fully wrapping the DNA, as can be
seen in figure 3.6.

From these clusters, the bend angle of every frame in each cluster was
calculated to generate a mean and standard deviation for each binding
mode. To do this, the WRLINE molecular contour of the DNA was pro-
jected onto a best-fit plane using SERRALINE. From this, two vectors were
found from the central point of the DNA and points 30 bp away, with the
bending angle being calculated from these vectors.
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(a) Three-quarters wrapped (b) Fully wrapped

(c) Right-wrapped (d) Left-wrapped

(e) Associated

Figure 3.6: Representative structures of different modes of DNA bending
by HU. Hierarchical agglomerative clustering classified 5 dif-
ferent modes which showed different amounts of bending. It
should be noted that the left-wrapped mode isn’t the represen-
tative frame, but is instead a selected frame that most shows
the fully wrapping of the left side of the DNA with no wrapping
on the right.

Associated Half Three-quarters Fully wrapped
Bend angle / ◦ 70±12 97±11 133±12 161±7

Percentage appearance 1% 27% 27% 45%

Table 3.1: Mean bend angle of different binding modes exhibited by HU

As the modes are similar to those found for IHF, they were named in ac-
cordance with the previous naming convention. The loosest wrapped state,
termed the “associated” state, has the smallest bend angle at ∼ 70◦ with
the interactions only occurring in the near subunits on each side. Whilst
found to only exist in ∼ 1% of the analysed data, it is notable as one of mul-
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tiple possible pathways for the protein to enter from the unbound state.
There were then two modes found, a mode where the right arm of the DNA
fully bound and a mode where the left mode fully bound (respectively re-
ferred to as “right-wrapped” and “left-wrapped”). For bend angle analysis,
these modes were considered as one, as it would not be possible to differ-
entiate between them in the AFM imaging and the angle imposed on the
DNA by the protein would be the same, and so these are analysed together
under the term “half-wrapped”. This mode was found to have a bend angle
of ∼ 97◦. An intermediate state, coined the “three-quarters” state, exists
which wraps the DNA on all four subunits of the protein except the bottom
right. This mode has a bend angle of ∼ 133◦ and in the implicit solvent
simulations performed, is the most common state at ∼ 45% of the anal-
ysed data being in this cluster. Lastly, the largest bending angle (∼ 161◦) is
“fully wrapped” state where all four of the defined subunits interact with
the DNA.

An interesting observation from the explicit solvent simulation, is that
the protein spends a long time in the three-quarters state before fully wrap-
ping the DNA around itself. This is due to the position of the major groove
of the DNA, where the major groove has to be pulled inwards to allow the
DNA backbone to come into contact with the protein.

To further understand these binding possibilities, the underlying ener-
getics of the system can be sampled. Umbrella sampling simulations were
performed to obtain potentials of mean force of each arm of the DNA rela-
tive to their distance from the protein. In order to do this, reaction coordi-
nates were defined as the distance between an atom from the base of the
protein and on the DNA backbone on either side of the complex that inter-
act when in the fully wrapped state, and NMR restraints were used to bias
the distance between these reaction coordinates. For each side, the reac-
tion coordinates used a phosphorus atom from the DNA backbone, and the
Cα atom of the amino acids Ser 17α (for the right side) and Ser17β (for the
left side). These were specifically chosen as the unbiased simulations found
strong hydrogen bonding between these amino acids and the paired DNA
base. The Cα atoms are chosen as they make up part of the amino acid
backbone and hence should be less flexible than side-chain atoms, whilst P
atoms from the DNA backbone were chosen as the interactions were pre-
dominantly betwen the DNA backbone as opposed to the base itself. Each
reaction coordinate was reduced in 2 Å steps, with each window lasting for
5 ns and spring constants of 2 kcal mol−1Å−2. This occurred for distance of
3-43 Å for the left arm and 3-53Å for the right arm, with the final frame of
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each window being used as the starting structure for the next.

For each arm, two sets of simulation occurred, representing the two ex-
tremes possible in the binding. In the first, as one of the DNA arms was
pulled towards the protein, the other arm was held away. In the second,
as an arm was pulled in, the other arm was already fully bound (using the
final frame of the 5 ns window from the first set of simulations). Compari-
son between these should show the effect each arm had on the other during
binding.
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Figure 3.7: Free-energy landscapes for the binding of DNA arms to HU.
The left hand side (a) shows a very flat potential regardless of
whether the right arm was bound (red) or held away (blue). Of
note, when the right arm is held away, there is a large energy
peak at ∼ 9Å away. This occurs because a different DNA base
interacts first and this must be broken to allow the reaction co-
ordinate to come closer. The second trough then doesn’t have
adequate sampling to show its a further energy minima. The
right arm (b) shows a similarly flat energy landscape, when
the left arm is held away (blue) there is a barrier towards be-
fore hitting the final interaction.

There is a high peak before the final interaction in the case where the
left arm is binding when the right arm is held away. This is because in
the initial approach of the DNA to the protein, there is first an interact ion
with a different base, and this must then be broken before the base used
as a reaction coordinate is able to bind. This is similarly seen in the un-
biased explicit solvent simulation, initially the left arm binds and the first
DNA base binds. The right arm of DNA begins to pull towards the protein,
and the electrostatic repulsion between each arm of the DNA causes the
left arm to slightly unbind. It then rebinds using the next base (the one
chosen as the reaction coordinate). This effect can be seen in figure 3.8. In
the umbrella sampling, as the right arm of DNA does not get bought in,
that knock pushing the left away does not occur, hence the large barrier to
pulling the reaction coordinate in. Conversely, when the right arm binds
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first, there is a flat potential dominated by fluctuations on the order of kBT

before a slight increase due to the electrostatic repulsion between the two
DNA arms.

(a) First interaction (b) Second interaction

Figure 3.8: The unbiased explicit solvent simulation, where the initial
interaction between HU and one of the DNA bases (green) can
be seen (a), whilst (b) shows the second interaction which is
formed with the second base (orange) which was used as the
reaction coordinate in the umbrella sampling.

For the right arm, when the left arm is held away there is a relatively
low free-energy landscape again, before an initial peak at ∼ 15Å away from
the protein. This is representative of the DNA groove having to be pulled
in to allow the fully wrapped state to occur, as seen in the unbiased sim-
ulations. In the case where the right arm binds after the left, the peak
seen increases to ∼ 5 kcal/mol, which occurs again due to the electrostatic
repulsion between the arms. This is clearly also seen in the unbiased sim-
ulations, in which the system gets caught in the three-quarters state for a
notable amount of time before it is able to traverse the energy landscape
into the fully-wrapped mode.

In order to fully represent any possible binding state along the reaction
coordinates, a two-dimensional free-energy landscape would be required.
However, it would not be feasible to simulate every possible combination of
each arm’s positions. Instead, the free-energy landscape can be estimated
by considering each reaction coordinate to be orthogonal axes, with the two
PMFs for each arm being taken to represent the extremes, and interpolat-
ing between them. Whilst this won’t be entirely accurate, the positions of
minima and maxima should be sufficiently reproduced in spite of inaccura-
cies in the exact values calculated for the free energy. Due to the issue with
the left arm’s reaction coordinate when the right arm is not bound, for the
construction of free-energy landscape, anything lower than ∼ 10 Å in that
PMF was taken as 0 and considered as “bound”.
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Figure 3.9: A 2D free-energy landscape of the HU-DNA interactions. It
can be seen that the fully wrapped state does contain a min-
ima, but it has a large barrier before. There is a general
smoothness in the central area indicative of DNA breathing.
Left and Right refer to the distance of each side of the protein
and the DNA based on the reaction coordinates.

Figure 3.9 clearly shows the shape of such landscape. Though the sub-
optimal reaction coordinate choice for the left arm does bias the system
somewhat to not be entirely representative of the true landscape, key de-
tails can still be gleaned from these. The most glaring features include
the energetic peak blocking the fully wrapped state, but that the major-
ity of the landscape is flat. This is indicative of a “breathing” mechanism
through which the protein allows the DNA to go in and out as opposed to
imposing a harsh lock on the DNA such as IHF. Whilst this doesn’t occur in
unbiased simulation, this may simply due to sampling limitations within
the simulations, and once the fully wrapped state is formed there is still
a strong barrier to leaving this configuarion. It would be possible to esti-
mate the probability that each state would occur from this, and from that
estimate the time scales in which these vibrations occurs. However, the
created free-energy landscape will contain errors due to the reaction coor-
dinate and so any estimates created would be inaccurate and so this wasn’t
performed.
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Figure 3.10: Positions of binding modes from clustering of the implicit
solvent simulations on the conformational landscape. The
fully wrapped mode (green) can be seen in the bottom left
and is confined to a tight region. The left-wrapped (orange)
and right-wrapped (blue) can be see in the bottom right and
top left regions respectively, both occupying areas of tightly
bound but also having points where the arm is only bound
in the top half of the protein. The three-quarters state (pur-
ple) dominates most of the area along the right arm binding
where the left arm is already bound, and the associated state
(yellow) has a small region in the center of the conformation
landscape.

To further validate the constructed free-energy landscape, the clustered
populations from the implicit solvent simulations were taken and the dis-
tances of the reaction coordinate in each population was measured. These
were then plotted as a conformation landscape as can be seen in figure
3.10. These clusters roughly line up with the minima that occur in the free-
energy landscape, providing validation for both methods as results were
generated using different simulation and solvation methods, on different
systems.
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3.5 Experimentally verifying HU-DNA inter-
actions

3.5.1 DNA constructs ligation

In order to experimentally verify the simulations performed, the same 303
and 305 bp DNA sequences were constructed. Oligonucleotide sequences
(Integrated DNA Technologies, Inc.) used to construct each sequence are
given in appendix A.1. These were resuspended in TE buffer (10 mM Tris
pH8 at room temperature, 1 mM EDTA) to a concentration of 1 mM. Due
to the complementarity of the sequences, each sequence was annealed se-
quentially to create each construct at 95◦C and left to cool overnight. These
were ligated in 10X T4 DNA ligase buffer and left for 15 minutes at room
temperature. This was then purified using a QIAquick PCR Purification
Kit (QIAGEN), and some DNA was then run through a 1.5% agarose gel,
as seen in figure 3.11.

Figure 3.11: Gel electrophoresis of the two short constructs that were lig-
ated to have either a corrected sequence or the damaged sec-
tion. The two constructs are at their expected sizes.

As the bulk of the DNA was at the correct size, the rest of the DNA
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was then run through another 1.5% agarose gel, and the ∼ 300 bp band
was taken and purified using a QIAquick Gel Extraction Kit (QIAGEN)
and stored, giving a final yield of 225 ng/µL and 260 ng/µL of the damaged
and B-DNA respectively. Finally, to ensure the site of damage had been
correctly formed, each sample was imaged under an AFM using a NiCl2

imaging buffer (which gives higher resolution imaging to PLL, which was
used for all other imaging). As can be seen in figure 3.12, both the B-DNA
and damaged samples formed at roughly the right lengths, and the damage
can be clearly seen in the form of either a lower section or a kink, typically
in the centre of a DNA strand.

(a) B-DNA (b) D-DNA

Figure 3.12: Once the DNA had been purified from the gel, they were im-
aged on an AFM using a NiCl2 imaging buffer to ensure they
were as desired. (a) shows how the B-DNA is clean and at the
correct length, whilst (b) shows there are relevant damaged
sections in the middle of the DNA.

The constructed DNA was incubated with HU and imaged using AFM.
As stated in 2.2.5.2, PLL was used to functionalise the mica and a 10 mM
Tris 250 mM KCl buffer was used to image the DNA and HU, as the NiCl2

would cause the HU to dissociate from the DNA.

TopoStats was used which traces the DNA and can then calculated
various statistics about the molecules tracked. Table 3.2 shows a drop in
each property upon the addition of HU, suggesting that the conformational
change induced in the DNA by the protein acts to compact the DNA. This
is most clearly seen in the area, which has a 56.79% reduction.

75



Chapter 3 HU-DNA interactions

n Contour Length End-to-End Area
(nm) Distance (nm) (nm2)

Damaged DNA 123 101.59±16.89 55.99±23.84 1099.66±388.62
With HU 318 86.99±6.78 53.95±23.32 624.57±94.37

Table 3.2: Properties of the damaged DNA constructs with and without
HU. The data suggests a general compaction of the DNA by HU,
however the effect on end-to-end distance is minimal. This can
partly be attributed to having far fewer molecules without the
protein than with.

(a) 5 ng damaged DNA alone (b) 1 ng HU alone

(c) 7.5 ng damaged DNA with 1ng HU

Figure 3.13: Example AFM images of the DNA (a), HU (b) and both incu-
bated together (c). Typically when imaged together, less DNA
will stick to the mica surface so the concentration of DNA is
increased to ensure there is still sufficient molecules imaged.

As the protein is too small to appear in the AFM imaging when bound
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to the DNA, the bend angle was calculated using the point of highest cur-
vature in the central 20 nm of the DNA, and creating two vectors outwards
from this point. Whilst this has a disadvantage of including unbound DNA
in the sampling, as well as missing out potential non-specific interactions,
the high specificity towards the damaged section should still be indicative
of the protein interacting with the DNA.

(a) Molecular dynamics (b) Atomic force microscopy

Figure 3.14: A comparison between the bend angles found in the im-
plicit solvent simulations with the first 5 ns removed (a), and
those found in the AFM imaging (b). The substates shown as
dashed lines where each state was found with a Gaussian fit.

As can be seen in figure 3.14, there is a reasonable agreement between
the simulations and the experiments. The simulations show a strong three
mode distribution matching to those of the different binding modes found
through the clustering, with AFM imaging suggests a similar three modes.
One thing to note is that whilst the peaks on each plot are different, for
the simulations the bend angle for each frame after the first 5 ns of each
replica was taken and plot in the histogram, whilst for the AFM it was each
individual molecule so they cannot be compared in this way, but instead
that the location of each peak is relatively similar. Also to note is that
whilst the bend angle is lower in the AFM than the MD, this could be due
to the effect where large bend angles are underestimated in AFM due to
the limited resolution [167].

3.6 Proline intercalation

A key question with the DNABII proteins is whether the DNA bends to
allow the prolines to intercalate, or whether the intercalation causes the
DNA to bend. In particular for HU, why the protein binds specifically to
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damaged DNA and whether the canonical mode is possible for normal B-
DNA is also unknown. To investigate these, structures were created of HU
bound to the DNA, but the prolines were pushed out using NMR restraints.

(a) Initial B-DNA (b) Final B-DNA

(c) Initial damaged DNA (d) Final damaged DNA

Figure 3.15: Structures were create where the prolines were pushed out
of the DNA using NMR restraints. For undamaged B-DNA,
the prolines were unable to intercalate after 500 ns and the
overall structure didn’t change much. However for the dam-
aged DNA (with the extra flipped and unpaired bases and a
mismatch), the prolines intercalated and the DNA wrapped
around the protein.

These systems were simulated for 500 ns in explicit solvent. For the
undamaged B-DNA, it was found that the prolines were unable to interca-
late in-between the DNA. Hence, whilst there was still some small bending
of the DNA, the DNA remained in a mostly linear, as can be seen in fig-
ure 3.15b.

Meanwhile, for the damaged DNA, the prolines did intercalate into the
DNA within the first 5 ns of the simulation. Beyond this, the DNA did then
wrap around the protein as expected. However this binding was notably
less strong than when starting with the perfect canonical structure based
on the crystal structure. Here, it was seen that the DNA would interact
with the far sites of the protein, but this was unstable, instead binding and
unbinding throughout the simulation. This suggests that the intercalation
is what allows the hinge-like mechanism to be formed for the DNABII pro-
teins. Here, the fact the intercalation occurs so quickly in damaged DNA
suggests that there does not need to be much initial bending and instead
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the intercalation produces the bending.

3.7 Switching between non-specific and spe-
cific binding

X-ray crystallography revealed a non-specific binding mode for HU, in which
the α-helical core of the protein bound parallel to the DNA. The dynam-
ics in this mode are of interest as it is suggested that this is the mecha-
nism through which high concentrations of HU aid in nucleoid compaction.
Hence, two structures were created that extended the original structure to
have a 61 bp segment of DNA bound.

(a) Initial structure (b) Final structure

Figure 3.16: A structure was created by extending the DNA of the 4YFT
PDB (a). This was then simulated for 500 ns, with the final
result being shown in (b). The protein did bend towards the
DNA slightly, but there wasn’t a significant change in the
DNA beyond slight curvature.

As can be seen in figure 3.16, there was a slight bend in the protein
and in the DNA towards one another but there wasn’t much change in the
overall dynamics of the system.

A second structure was also created with the 63 bp damaged DNA,
where the protein would hit the damaged site as it was wrapping the DNA
around itself. This was done to view whether the recreation of the canoni-
cal binding mode could be reproduced from this initial structure as it would
show that it is possible for HU to switch between non-specific and specific
binding modes.
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(a) Initial structure (b) Final structure

(c) Almost canonical structure

Figure 3.17: A similar structure was created using a structure containing
the damaged DNA (a). Initially, the protein began to more
fully wrap the DNA around itself, appearing the resemble the
canonical binding mode (b). However, the second β-ribbon
arm was unable to fully wrap around and intercalate into the
opposing groove, even when the simulation was extended to
2 µs, and the structure unwraps somewhat (c).

Figure 3.17c shows that the HU does initially begin to enter a mode
reminiscent of the canonical binding (figure 3.17c). However, the second
β-ribbon arm is unable to really wrap around the DNA to intercalate the
second proline, which eventually leads the to the DNA unwrapping again
(figure 3.5b). This is likely a sampling issue with molecular dynamics,
where the intercalation of the second proline has an energy barrier the
simulation cannot overcome. However, we can infer from these simulations
that such a transition is possible, showing that HU (and likely other archi-
tectural proteins) can employ a non-specific binding mode to search DNA
and should they encounter a binding site, switching into a specific binding
mode is possible.

3.8 DNA-HU-DNA bridging

As stated in 1.2.2, previous crystal structures have observed the capabil-
ity of HU to bind to two DNA strands non-specifically [53]. This is ob-
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served to occur between the negatively charged DNA backbone and posi-
tively charged surfaces on the protein. It has also been found that IHF is
capable of bridging two strands of DNA where the main strand contain-
ing the binding site is mostly unwrapped whilst a distal strands binds to
positively charged amino acids on the other side [35]. These bridging capa-
bilities are viable explanations for the key roles the DNABII proteins play
in biofilms, and hence these are of relevance to this study.

In order to investigate, the 4YFT pdb was extended and a second strand
was placed on the opposite side of the protein. This system was explicitly
solvated and allowed to relax for 500 ns in order to allow a favourable state
to be found, the result of which can be seen in figure 3.18a. Umbrella
sampling simulations were then performed which slowly pushed the second
strand of DNA away from the protein, choosing a backbone atom closest to
the centre of mass of the protein and in the DNA backbone. Increasing
2Å increments over a series of 5 ns windows were applied until the PMF
was found to plateau.
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(a) A bridge formed around the α-
helices
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(c) AFM data shows DNA aggregation by HU

Figure 3.18: (a) shows the DNA-HU-DNA bridge that was formed spon-
taneously and was then pushed apart using umbrella sam-
pling, (b) showing this state is very energetically favourable
with an energy reduction of ∼ 25 kBT. (c) shows clustering of
the damaged DNA samples and HU found in AFM imaging
(10 ng and 1.5 ng of each respectively).

This mode was found to be very energetically favourable, with the re-
sulting free-energy change to be of ∼ 42kBT from the bridge to the un-
bridged state. This is significantly larger than what was found for any
of the wrapped states, indicating that given a close enough strand of DNA,
HU will bridge these rather than enter the canonical binding mode. A po-
tential avenue of study would be to study the free energy as HU enters
the canonical binding for a more direct comparison between the two, but
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this was not investigated here. It is also interesting to note that as this
non-specific binding mode was suggested to occur at high concentrations
of HU, the bridging effect induced should be significantly stronger in vivo
than was calculated here as there will be multiple HU holding the strands
together, not just the single protein simulated here.

As IHF was found to bridge DNA strands with a free energy∼ 24kBT

using a different bridging mechanism, a similar system was create for HU.
Here, the initial structure of HU was taken and a second strand was cre-
ated perpendicular to the original strand and was pulled towards the pro-
tein. Then, this system was again explicitly solvated with umbrella sam-
pling used to push the strand away. However, here it was found that the
PMF of the system was significantly lower at ∼ 3Å. Whilst the minima was
during the bridging interaction, the low free energy relative to when they
were unbound implies this is unlikely to happen in a real system. This is
likely as the DNA here is damaged, making is more flexible. Hence, the
canonical strand is more likely to bind to the HU quickly, and electrostatic
repulsion between the strands would prevent the second strand from nat-
urally binding to the protein.

(a) A bridge formed around the α-
helices
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(b) Free energy landscape

Figure 3.19: Initially, a structure was created where HU is bridging DNA
in the same mode that IHF does (a), however umbrella sam-
pling revealed this mode is not very energetically favourable,
likely as the DNA starts compacting around the protein and
conflicts with the second strand.

3.9 Summary

HU’s specificity for damaged DNA makes it unique amongst NAPs, adding
an additional functionality towards DNA repair beyond the standard genome
organisational roles of many NAPs. Here it has been shown that HU ex-
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hibits multiple metastable binding modes, and yet has a more general DNA
breathing mechanism revealed via umbrella sampling simulation even though
there was a questionable choice of reaction coordinate for the left arm. In
particular, the preference for damaged DNA can be explained by the re-
sults showing that the intercalation of the prolines can only occur in the
instances where the DNA is damaged, with the protein becoming unable to
intercalate with normal B-DNA.

Perhaps the most novel result would be viewing the mechanism through
which the protein travels along DNA, with a direct view of how HU hops
along and between DNA strands. This could be extrapolated to other ar-
chitectural proteins, such as IHF. The bridging capability has also been
shown to be highly favourable, explaining the method through which HU
stabilises extracellular DNA and compact the genome. Interestingly, the
mechanism through which IHF was found to bridge DNA was shown to
be unlikely for HU, though no work was performed to validate the binding
mode used here for HU on IHF.
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Evolution of DNA:protein
specificity

As explained in chapter 1, DNA-protein specificity is of significant inter-
est as it underlines the fundamental basis through which proteins perform
their roles in organisms. Of particular note is how this specificity evolved,
with many studies considering how changes in DNA occur to allow a new
target gene to interact with existing transcription factors [88]. Here, we in-
stead study how both the DNA and protein may have evolved concurrently
by studying a pair of evolutionarily related proteins (ParB and Noc). We
use molecular dynamics simulations to investigate how they bind to their
respective DNA sites (parS and NBS) (with relevant amino acids and DNA
sequence seen in figure 1.9). In particular, X-ray crystallography experi-
ments were unable to resolve the side chains of the key lysine mutations
that occur, bringing into question the role that these amino acids were play-
ing, so here the simulations were used to resolve and explain the interac-
tions occurring.

The simulation parameters used were as described in 2.2.5.1 with a
0.1M concentration of NaCl ions. For simplicity in nomenclature, muta-
tions are referred to as the initial wild-type ParB amino acid, followed by
the residue number, then the mutated amino acid, such that R173Q rep-
resents an arginine at residue 173 mutating to be a glutamine. As the
crystal structures contain a dimer, the resulting analysis of interactions
was an average of the interactions of both dimers. These simulations were
run for 200 ns, with the first 10 ns being discarded as an equilibration step
for the system to enter a more favourable state.

85



Chapter 4 Evolution of DNA:protein specificity

Others’ Contributions

• Adam Jalal and Tung Le provided the crystal structures and comple-
mentary deep mutational scanning data.

4.1 Modelling wild-type ParB-parS and Noc-
NBS interactions

Whilst the key amino acids involved in the recognition of ParB to parS
and Noc to NBS had been identified by our collaborators Dr. Tung Le and
Dr. Adam Jalal, a key question that remained was what the role of each
mutation was. In particular, crystal structures were unable to resolve the
type of interaction the T179K and A184K mutations lead to between the
DNA and Noc. Thus, to investigate this, these structures were investigated
using molecular dynamics simulations.

The four specificity amino acids were then analysed to study what inter-
actions were occurring in each system. Initially the ParB-parS system was
simulated, and the four specificity amino-acids were analysed for their in-
teractions with the DNA, as can be seen in figure 4.1. The R173 amino acid
maintained a hydrogen bond with parS guanine 1 for the whole analysed
time. G201 from ParB was found to interact with thymine -6 specifically,
but this is only maintained for ∼ 55% of the simulation. Here, it was seen
that whilst there is an initial interaction between the base and amino acid,
the bond breaks. Meanwhile, both T179 and A184 form no bonds with the
parS DNA throughout the whole simulation. These can be seen in figure
4.2.

Initially, just hydrogen bonds were searched for, however in the Noc-
NBS system it was found that the highly conserved lysine mutations did
not maintain these interactions. Instead, a system to define salt bridges
was programmed and used as described in 2.2.5.1, which revealed solvent-
separated ion-pair salt bridging for over 99% of the analysed time between
both K179 and K184 and the DNA phosphate backbone, with this being an
example of indirect readout as the DNA base itself is not involved. Both
Q173 and R201 also showed strong interactions with the DNA base itself,
as can be seen in figure 4.3.
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Noc-NBS

ParB-parS

173 179 184 201

 0

 0.2

 0.4

 0.6

 0.8

 1

Interactions between the specificity amino acids and DNA bases

Figure 4.1: How long interactions between the four specificity amino acids
and the DNA are maintained throughout the simulations.
These are analysed as hydrogen bonds except for the 179 and
184 in the Noc-NBS interactions which are as salt bridges.

The long lasting interactions between the NBS site and the K179 and
K184 (over 99% of the simulations), and the clarification that they occur via
salt bridges, was not attainable from the x-ray crystallography data. The
initial structure gathered was not of a high enough resolution to capture
these interactions, needing the simulations to back up the experimental
data. This also leads to another suggestion — that these mutations were
permissive mutations to allow other mutations to interact with the DNA.
As the interaction was non-specific with the DNA backbone, these muta-
tions provide a general increase in DNA-binding affinity in the protein.
This decreases the initial energy barrier towards binding which allows the
other base contacts to occur, suggesting such a mutation must occur early
in the evolutionary pathway.
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First Subunit

(a) R173-1

Second Subunit

(b) R173-2

(c) T179-1 (d) T179-2

(e) A184-1 (f) A184-2

(g) G201-1 (h) G201-2

Figure 4.2: The interactions (or lack thereof) between the four specificity
amino acids and their relevant DNA bases in the ParB-parS
complex can be seen here. (a, b) show the hydrogen bonds
formed by R173 on each subunit with the G1 base. (c,d,e,f)
show that T179 and A184 form no interactions with the DNA
on either subunit. (g, h) show the end state of the G201 in-
teraction, which initially does interact with the DNA but the
bond gets broken as the simulation progresses.
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First Subunit

(a) Q173-1

Second Subunit

(b) Q173-2

(c) K179-1 (d) K179-2

(e) K184-1 (f) K184-2

(g) R201-1 (h) R201-2

Figure 4.3: The interactions in the Noc-NBS complex. (a,b) show the in-
teraction between the Q173 amino acid and the A1 base. (c,
d, e, f) show that the K179 and K184 amino acids form inter-
actions with the DNA backbone as opposed to directly to the
base, whereas these amino acids did not in the ParB-parS sys-
tem. (g, h) show the interactions R201 forms with G6 on the
DNA bases.
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4.2 Mapping the evolutionary pathways

In order to study how this change in specificity may have occurred, the
different potential evolutionary pathways were mapped to provide the sys-
tems to create and simulate. These can be seen in figure 4.4. In order
to reduce the number of configurations to simulate, it was considered that
each lysine mutates together (as considering each lysine individually in-
creases the number of possible configurations enormously). This is also as
it has been shown that only one lysine mutation is necessary to support the
switch in binding to NBS.

Figure 4.4: The six potential evolutionary pathways of the specificity
amino acids. The top four letters refer to the four specificity
amino acids, whilst the bottom two letters refer to the 2 DNA
bases that mutate from parS to NBS. RTAG and QKKR for
ParB and Noc refer to the key amino acids found in the pro-
vided crystal structures.

Again, a contact map was constructed using the key amino acids and
base pairs, however this revealed a key issue — the QKKG mutation was
interacting with the parS site (figure 4.5). As can be seen in figure 4.6,
deep mutational scanning experiments show this mutation should only in-
teract with the DNA once the G1 to A1 mutation had occurred — the Q173
amino acid should not be able to interact with the G1 base. As this was a
potential sampling issue, as the DNA and protein had started significantly
close to one another, and hence extending the simulation would potentially
cause the DNA and protein to disassociate with one another. However, even
by extending the simulation to 500 ns, the interaction remained indicating
that this was likely a potential energy minima but not the global energy

90



Chapter 4 Evolution of DNA:protein specificity

minima. Using enhanced sampling techniques, such as replica exchange
molecular dynamics (REMD), may potentially reveal the global minima
such that the binding would cease, however these techniques are compli-
cated and require a lot of computing time and so this was not performed.

Interactions between the specific amino acids and their DNA base

Noc:NBS

RKKR-C6

RTAR-C6

RTAR

ParB:parS

173 179 184 201

Noc:NBS

RKKR-C6

RKKR

RTAR

ParB:parS

173 179 184 201

Noc:NBS

QKKG-A1

QTAG-A1

QTAG
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173 179 184 201

Noc:NBS

QKKG-A1
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QTAG
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173 179 184 201
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Figure 4.5: A contact map based on the average amount of time inter-
actions occur between the four specificity amino acids and the
DNA throughout the simulation of both sub-units of the dimer.
Of note, the QKKG mutation was found to bind to parS and yet
experimental data suggests this should not occur, with binding
only being allowed with the A1 base mutation.
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Figure 4.6: Deep mutational scanning shows that the QKKG mutation
should only bind to the DNA once the A1 base mutation has
occurred [73]. Protein-DNA affinity is represented by KD, the
dissociation constant. In deep mutational scanning, every rel-
evant protein variant is synthesised and the activity of the
variant is compared to the wild-type. Here, every variant of
the key amino acids were synthesised, and their binding affin-
ity to each DNA sequence is measured.

4.3 Summary

Simulations of ParB-parS and Noc-NBS complexes have been performed,
revealing in atomistic detail exactly how these proteins recognise their
binding sites. These complement x-ray crystallography and deep muta-
tional scanning experiments, as the specific interactions occurring could
not be captured using these techniques, and prove the usefulness of MD
simulations to aid experiments in explaining a full story.

Work also began performing specific simulations to unveil how these 4
amino acids may have evolved over time. Whilst this proved unsuccessful,
it does provide an outline of a method through which this could be studied
in future. A good case study would be to continue along the lines of work
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Chapter 4 Evolution of DNA:protein specificity

performed here, taking the structures and performing enhanced sampling
techniques such as replica exchange MD, which would take the system to
a more global minima in which the interactions would hopefully align with
the experimental methods. Further analysis could then be performed on
these structures, such as studying the DNA base-pair and base-step pa-
rameters for the wild-type systems and the evolving systems to show how
the system is changing and validate or disprove certain pathways.
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Chapter 5

DNA origami interactions with
fluorescent proteins

Recent developments have shown DNA boxes as capable of trapping struc-
tures (e.g. the green fluorescent protein) [25]. Here, we create a protocol
to enable the simulation of small origami structures atomistically and to
answer whether this trapping is mechanical or based on nonbonded inter-
actions between proteins and DNA. A structure of meGFP was created
and parametrised to allow simulations to occur to study the mechanism
of this encapsulation. This version of GFP has a mutation in residue 206
from an alanine to a lysine, this occurs at its dimerization domain, the
additional positive charge stops the aggregation that would be otherwise
expected from occurring [81], thus making it a popular choice for experi-
ments. This will boost understanding of experimental data of these DNA
nanostructures which cannot probe these length scales and work towards
advancing the field of DNA nanotechnology. The main aims of this chapter
is to create an efficient methodology for simulating DNA nanostructures
atomistically, and show this effectiveness by aligning with experimental
data to explain how these structures can capture proteins (in this case, the
meGFP).

Others’ Contributions

• caDNAno designs, oxDNA simulations and complementary experi-
ments were performed by Matteo Marozzi
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5.1 Simulating origami

In order to design DNA origami structures in silico, tools such as caD-
NAno [23] have been invented. These create an output file of the individual
DNA strands in a 2D lattice, with staple strands and forces which can then
be simulated using the oxDNA [168] coarse-grained simulation program
which folds the structure into the final design. After a short production
oxDNA phase, tacoxDNA [169] was used which converts these into rudi-
mentary atomistic models. These atomistic models were then minimised
with AMBER to allow them to be simulated. A key advantage to all-atom
modelling over coarse-grained oxDNA simulation is it allows proteins to be
incorporated into the system (though an anisotropic network model repre-
sentation has been added [170], it does not incorporate electrostatics which
are key for many of these interactions)

To test the feasibility of simulating structures to compare with experi-
mental data, a structure of a 25 nm DNA origami box studied experimen-
tally was generated. However, due to the resulting electrostatic energies,
AMBER failed to sufficiently minimise the system (with multiple attempts
at increasing number of steps using steepest descent before conjugate gra-
dient minimisation) as the system had 9599 bases, likely due to partial
overlaps from the conversion to the atomic model but also overstretched
bonds contributing to the overall high energy of the system.
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Figure 5.1: A 25 nm by 25 nm DNA origami box, composed of 9599 bases
(backbone in yellow, bases in blue). This box is the same as
ones designed and used in complementary experiments for the
encapsulation of proteins. Attempts were made to simulate
this using AMBER but the large electrostatic energies of the
system rendered this impossible.

Instead, a new structure of a significantly smaller box (1123 bases) was
prepared as can be seen in figure 5.2. This system was then minimised,
equilibrated and simulated in explicit solvent twice, once where the sys-
tem used monovalent cations (200 mM KCl) and a second where divalent
cations (14 mM MgCl2) ions were used so that the effect of the ionic condi-
tions on the origami structures could be studied. 200 mM KCl was chosen to
approximate the system of a nucleoid as found in nature and was standard
in other systems simulated in this thesis and seen in chapter 3, whilst 14
mM MgCl2 was chosen to match experimental conditions used to create the
boxes. The Dang ion parameters [160] were chosen for K whilst the Li/Merz
ion parameters [171] were used for MgCl2. These simulations were 500 ns
long, a significant enough amount of time for the systems to equilibrate
into stable structures. This timeframe is sufficient to view the effect that
each ion concentration has on the DNA structure, seeing whether the large
amounts of DNA are compacted (akin to how divalent cations may compact
DNA in vivo).
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Figure 5.2: In order to be able to simulate DNA origami structures in
all-atom, explicit solvent detail, the size of the structure was
downscaled. A 3D box structure made up of 1123 bases was
created which allowed details about pores between strands to
be analysed.

5.2 Ionic effects on DNA origami structures

Superficially, visually inspecting the final state of each simulation, the
MgCl2 system saw a compaction in the DNA whilst the KCl did not, as can
be seen in figure 5.3. This is expected as multivalent cations promote DNA
condensation [172, 173], whilst monovalent cations will simply screen the
electrostatic repulsion between strands, rather than create an attractive
force between them [174].
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(a) The box in KCl. (b) The box in MgCl2.

Figure 5.3: The end results after 500 ns simulations show how the
monovalent and divalent ions affect the structure of the DNA
origami. The DNA structures were prepared twice, once where
they were solvated in 200 mM KCl (a) and another where in-
stead 14 mM MgCl2 was used (b). It can be seen that the MgCl2
promoted compaction between the different strands, whilst the
KCl did not and so the structures ended up expanding.

To test that the system was behaving as expected, the radial distribu-
tion function (a measure of the spatial arrangement of atoms by taking the
number of atoms at given distances from a reference point, normalised by
the total number of atoms and the density of the system) between the ions
and the DNA phosphate backbone was determined as seen in figure 5.4.
The radial distribution function indicates the probability of finding an ion
at a distance from a DNA phosphorus atom. The first peak indicates that
both K and Mg2+ ions make a direct contact ∼ 4−5Å away from the DNA,
and the second peak suggests they have water molecule mediated contacts
further. The first peak observed in the 200mM KCl is lower then the MgCl2

indicate a lower ion condensation around the DNA with respect to bulk
concentration as the DNA is saturated.
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Figure 5.4: The radial distribution function of cations around the DNA
phosphate backbone in 200 mM KCl (purple) and 14 mM
MgCl2 (orange). It can be seen that there is an initial peak
where direct contact between the cations and the phosphate
backbone are made, and secondary peaks at water-mediated
contacts. Magnesium ions make more direct interactions
with the DNA backbone (first peak) and mediated by water
molecules (subsequent peaks) than potassium. This also pos-
sibly occurs as there is a higher concentration of potassium,
leading to a lower ion condensation around the DNA relative
to the bulk concentration due to saturation.

In order to quantify the structural changes induced, the root mean
square deviation (RMSD) of each system was calculated as can be seen in
figure 5.5, comparing the displacement of the atomic positions to the start-
ing frame. It can be seen from the RMSD plots that both systems deviated
from the initial structure by similar levels of deviation, but that regardless
of ionic condition, there wasn’t a notable change in how much the systems
changed. However, for the DNA box the MgCl2 system had fewer fluctu-
ations, being less flexible, likely as the box had compacted and remained
in this condensed form, whilst the KCl system showed a greater fluctua-
tion. This can be seen by taking the average and standard deviation of
each of the last 200 ns (taking the first 300 to be a converging stage of the
simulation). The MgCl2 system has an average and standard deviation of
15.882Å±0.497 whilst for KCl 14.25Å±0.919. The standard deviation of the
KCl system was approximately double that of the MgCl2, as the KCl is just
acting to screen electrostatic charges in the DNA, the general fluctuations
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will still occur.

A second method to measure structural changes is to calculate the ra-
dius of gyration, which is a measurement for the compactness of a system.
These can also be seen in figure 5.5 and show a much clearer picture of
the effects the different salts have on the DNA. In the KCl system, the box
opens up immediately, whilst the MgCl2 converges on a compacted state
with a radius of gyration. By taking the last 200 ns (assuming the first
300 to be a converging stage), the KCl has an average radius of gyration of
65.338Å±0.714 whilst the MgCl2 has 54.476Å±0.319.
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Figure 5.5: The RMSD and radius of gyration of the origami structures in
either 14 mM MgCl2 (red) or 200 mM KCl (blue). Whilst the
RMSD doesn’t show a particular change in either ionic condi-
tion (a), it can be seen that there is a decrease in the radius
of gyration in MgCl2 when compared to KCl, indicative of the
condensation cause by the divalent ions on the DNA (b).

5.3 Preparation of fluorescent proteins

Fluorescent proteins contain a non-standard residue (the chromophore) —
that is, in this case, a cyclization of three amino acids that is not rep-
resented in force fields. Thus, force field parameters must be generated
for the residue before simulation can be performed. Fortunately, the chro-
mophore has been resolved via x-ray crystallography, meaning the genera-
tion of atom coordinates is unnecessary, making this task significantly eas-
ier. Using the 2Y0G crystal structure of eGFP, containing the chromophore,
the Antechamber tool [175] from the AMBER software suite was used to
determine charge distributions and atom types within the chromophore
residue, notably partial charges were derived using the AM1-BCC charge
scheme [176]. Once these parameters were generated, the final meGFP
structure was created via in silico mutagenesis, turning the 206 residue
from alanine to lysine. This structure was then minimised, equilibrated
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and a production run of 10 ns was run. A structure was then created using
the average atomic positions of the last 1 ns.

Whilst simulation of any mechanical encapsulation of the GFP by a
DNA box remains out of reach, the dynamics of a GFP molecule near the
wall of the box was still of interest, as it would provide information into
whether the protein would interact with a side of the box and whether
it could potentially escape through a pore. To this end, a flat sheet of
DNA was prepared in the same manner as the box before, and then four
structures were created, two in which the sheet was alone in either a 200
mM KCl or 14 mM MgCl2 solution, and two where the protein was placed
∼ 15Å away from the DNA in these solutions. These systems were then
simulated for 100 ns.

5.4 Simulations of DNA origami alongside flu-
orescent proteins

The RMSD of each system was calculated with and without the protein as
seen in figure 5.6. Here the difference in the ionic condition alone on the
DNA is minimal, this is possibly due to the square having fewer degrees of
freedom when compared to the box so the changes possible has a smaller
effect on overall structure. The addition of the meGFP does increase the
RMSD in both systems, but the effect is more notable in the MgCl2, a result
of the protein pulling the DNA into a more compacted structure relative to
the system with no protein. These suggest that the systems had converged
sufficiently within the 100 ns of production.
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Figure 5.6: Comparison of the RMSD of the DNA origami squares in each
ionic condition with and without the meGFP (with the protein
is red, without protein is blue). Here the effect of the protein
in each system is clear, with it resulting in a higher RMSD in
both.
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As before, the sheets saw little compaction in the KCl system but com-
pacted in the MgCl2. In order to quantify the condensing of the DNA, the
radius of gyration was again found for all systems, as can be seen in fig-
ure 5.7. For the systems in the KCl solution, the radius of gyration re-
mained fairly constant throughout each simulation, with the protein not
having a noticeable impact in the long term compaction of the DNA. Con-
versely, as with the DNA box, the MgCl2 buffer promoted the compaction of
the square both with and without the protein. Here, the protein did have
a noticeable impact, with the DNA having a radius of gyration which was
lower by about 2Å when compared to the system without.
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Figure 5.7: Comparison of the radius of gyration of the DNA origami
squares in each ionic condition with and without the meGFP
(with the protein is red, without protein is blue). Whilst the
difference is minimal in the KCl systems regardless of the
meGFP, the MgCl2 system shows the compaction occurring
and how the meGFP does further induce the compaction.

To understand the compaction that is found in the MgCl2 systems, the
simulations were viewed. It was seen that the condensation of the DNA by
the Mg2+ caused the sheet to start to hinge in the middle and act to bring
opposing sides closer as seen in figure 5.8d. This effect was further pro-
moted by the meGFP, which bound on both ends of its β-barrel structure,
thus causing the DNA to bend further inwards. Conversely, the KCl system
did not have a similar hinge to compact the DNA, though there an interac-
tion between the GFP and the DNA. There was an initial binding between
the protein and the DNA, which quickly broke away. Then the protein
jumped away and rebound to a new spot on the DNA where it stayed, with
figure 5.9 quantifying this via the number of interactions formed between
the meGFP and DNA over time.
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(a) GFP-DNA square in KCl. (b) GFP-DNA square in MgCl2.

(c) Side on view in KCl. (d) Side on view in MgCl2.

Figure 5.8: meGFP is seen to interact with DNA in either KCl and MgCl2
buffers. (a) shows how the meGFP does bind to DNA in KCl,
though it should be noted that simulations show an initial in-
teraction before moving to a second spot (the second interac-
tion is shown here). (b) shows how the protein strongly binds
to the DNA in MgCl2. In this system, the protein binds and
stays near the DNA immediately. (c) and (d) show side on
views, comparing the simulations with meGFP (DNA in blue
and yellow) vs without meGFP (DNA in red and green). The
meGFP can be seen to actively promote compaction of the DNA
origami in the MgCl2 buffer.
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Figure 5.9: A plot showing the number of interactions between the DNA
and protein in KCl over time. The period of ∼ 40−50 ns shows
no interactions, which is where the protein quickly moves from
one section of the DNA to another, which allows more interac-
tions to occur for longer.

A key interaction of interest was the 206 residue of the protein, as this
contains a mutation from an alanine to a lysine to prevent the aggrega-
tion of these proteins. Hence, there is the introduction of an extra positive
charge which may enhance the DNA-binding capabilities of the meGFP
variant compared to regular eGFP. Figure 5.10 shows the lysine in the ini-
tial 20 ns of the simulation in the MgCl2 buffer. It was seen that the lysine
is attracted to the DNA at the start of the simulation, aiding in pulling the
meGFP towards the DNA almost immediately.

Figure 5.10: Initial interaction of 206 lysine to the DNA. Within the first
20 ns, the meGFP drifts towards the DNA and the lysine is
seen attracting towards the DNA quite strongly in the MgCl2
buffer.
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From this point, the DNA naturally begins to curve inwards, towards
the ends of the meGFP. A repositioning occurs, whereby the ends of the β-
barrels interact with the DNA. This occurs as each side of the β-barrel has
multiple arginine (arg73, arg168) and lysine (lys43, lys79, lys101i, lys140)
which form salt bridges with the DNA backbone. Due to this, the middle of
the meGFP stops forming direct interactions with the DNA as can be seen
in figure 5.11, though the lysine remains attracted and extending towards
the square.

Figure 5.11: At the 100 ns mark, the DNA has closed in around the
meGFP. Due to the manner in which this occurs, there is no
direct interaction between the lysine and the DNA, though
the lysine can be seen to still be attracted towards the DNA.

In the KCl solution, the interactions between meGFP and DNA were
weaker but still occur. Initially there was an interaction that started at the
35 ns mark and ended after ∼ 15 ns, as can be seen in figure 5.12. This
interaction did not involve the lysine, and the meGFP drifted away from
the DNA.
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Figure 5.12: The initial interaction between the meGFP and the DNA
square in KCl. Here one side of the β-barrel does interact
with the DNA (via the arg73 as seen in the MgCl2 buffer),
and the lysine can be seen to not be in any interaction.

The protein did then land again on the DNA, this time in an interaction
which involved the lysine, as seen in figure 5.13. This was a much more
stable interaction, with the protein remaining in place for the remaining
40 ns.

Figure 5.13: The end interaction of the meGFP and DNA square in KCl.
Here, the lysine can be seen to be in a stable interaction with
the phosphate backbone.

In order to quantify the differing interactions occurring in the KCl and
the MgCl2 solutions, the interactions between the lysine and DNA were
measured. Figure 5.14a shows that for the second binding of the protein
and DNA in KCl, the lysine is in constant interaction with the DNA, and
has none during the initial contact (from ∼ 35 to ∼ 50 ns). Meanwhile fig-
ure 5.14b shows the initial search of the DNA by the lysine at ∼ 20 ns whilst
showing the lysine has no direct contact when the DNA wraps around the
β-barrel.
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Figure 5.14: Comparison of the analysis for interactions between the
206K residue and the DNA in KCl (a) and MgCl2 (b). The sec-
ond binding of the meGFP can be seen with the 206K helping
stabilise it in the KCl. In the MgCl2, the initial attraction
between the DNA and lysine can be seen, before the bond
breaks due to the wrapping of the square around the β-barrel
itself.

5.5 Summary

Whilst the simulation of larger DNA origami structures proved unattain-
able with current software, atomistic molecular dynamics has been shown
to be capable of simulating smaller structures. This is a powerful tool
for understanding how these structures can interact with proteins, which
coarse-grained models such as oxDNA cannot study.

The modelling performed has shown the role the ionic conditions has
on the DNA origami conformation, with divalent cations inducing a com-
paction in the DNA. In the MgCl2 solution, the DNA origami has less flexi-
bility than in the KCl solution which can be seen in the RMSD calculations.

It has been shown that meGFP is capable of interacting with DNA,
with the A206K mutation from eGFP helping facilitate this. This is partic-
ularly interesting as the protein is often used in in vivo experiments of the
nucleoid, so noting the interaction between the DNA (which is highly com-
pacted in the nucleoid) and the protein here suggests the data from these
experiments should be treated with care (for example, tracking diffusion in
vivo using this protein, the diffusion will be slower than if the protein be-
ing tracked was untagged, as the meGFP will non-specifically interact with
the DNA). However, it should be noted that the β-barrel has a number of
lysine and arginine surrounding it. Thus, proper validation of the role of
the mutation would require simulation of non-mutated eGFP alongside to
compare. Preliminary experimental work by Matteo Marozzi using TIRF
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microscopy suggests that meGFP colocalises with both 2D and 3D DNA
origami structures and has a slower diffuses rate than when alone, further
suggesting that there is a non-specific interaction occurring.
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Discussion

This work builds on recent developments in the field of atomistic modelling
of DNA-protein dynamics. Of note, all-atom simulations showing the dif-
fusion mechanism of a protein along and between DNA strands is rela-
tively novel (although coarse-grained and lattice model approaches have
been used previously [177, 178]). The combination of simulation and ex-
periment presented in this thesis further builds upon previous work in the
field of DNA-protein interactions, with in-liquid AFM being used in place
of in-air to better represent relevant biological conditions.

This work also provides early work into studying how specific interac-
tions between DNA and proteins may have evolved. Making single amino
acid or nucleotide changes in a complex to view how these interactions can
be made or broken to view likely evolutionary pathways. Whilst the work
presented here is incomplete, it lays the groundwork for a methodology
that would be more fruitful, driving the field forward towards understand-
ing the evolution to develop new regulatory functions in proteins.

Work developed here has also shown the development of a protocol to
study DNA origami structures in all-atom simulation. Whilst this isn’t
strictly new territory in the field of DNA nanotechnology, previous work
has relied on either having a flat sheet to be folded in the all-atom MD
[179], or reliant on using elastic network restraints to fold into place [180].
Instead, the oxDNA tool was used here which allows for much more effi-
cient initial folding of the DNA origami structure before conversion into
an all-atom model for simulation in PDB format. The created model has
clearly shown the effect different ionic conditions can have on DNA, show-
ing the divalent cations such as Mg2+ caused a noticeable compaction in
the DNA relative to the monovalent K. In particular, these systems have
been used to show that meGFP is capable of interacting with DNA. This
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has potentially far reaching consequences as it is often used in in vivo flu-
orescence experiments studying the nucleoid, under the assumption it has
a minimal effect beyond allowing the targeted protein to be tracked.

6.1 Future Work

The work on HU focused on the specific site of damage found in the 1P78
PDB, other forms of damage such as nicks in the DNA would be of imme-
diate interest due to their relevance in vivo. At current, DNA force fields
tend to overemphasize the base stacking effect, such that nicks in the DNA
tend to have less of an effect than would be found in real life. Studying
the DNA with the damage in different structural positions would also be
of interest, changing the groove positions relative to the HU would likely
change the energetic landscape calculated in this work. Studying the effect
supercoiling has on the DNA-HU complex would be of interest, as DNA in
vivo tends to be negatively supercoiled and this work has been conducted
for IHF. A less involved study would be whether IHF exhibits a similar
bridging mode to that found for HU here, as the similar surface electro-
static profiles suggest this may be possible. Lastly, a similar study in the
proline intercalation of IHF, and how the sequence affects this, would be
interesting to note the change in DNA-binding capability of the protein.

As stated before, an immediate line of study to further understanding of
the evolution of ParB to Noc would be to perform replica exchange MD, as
this would allow the ground state of each mutation to be found which may
show whether the interactions were possible or not. A similar study of other
related proteins (such as HU and IHF) would also be of interest to study
why such similar proteins exist and to further elucidate their differences.

As computing power continues to increase, the size of systems that can
be studied will also increase. Thus, studying more complex DNA origami
will continue to become possible. At present, simply trying the large DNA
box in other molecular dynamics suites would be of interest, as both GRO-
MACS and NAMD have been used to study much larger systems than used
in this work. This would potentially allow a more in-depth study in the ca-
pability of a DNA box in encapsulating GFP than was shown here. An
immediate note is the pores in the large box were much larger than those
in the square, the possibility of the GFP simply escaping through these
may exist but cannot be sampled at current. As simulation and experiment
continue to converge, relevant single-molecule studies may be developed to
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allow the GFP-DNA interaction suggested here to be visualised.

The work presented here has shown that experiment and simulation
go can hand in hand to explain dynamics in biological systems. In princi-
ple, any interacting system that is sufficiently small can take advantage
of the methodology used, immediately obvious suggestions would be other
nucleoid-associated proteins such as Fis or H-NS, though the potential sys-
tems that can be studied are endless. Computational power is increasing
and experiments to study smaller systems are being developed, so perhaps
soon a true convergence between simulation and experiment will be fully
possible.
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Appendix A

DNA Sequences

A.1 DNA sequences in the 305 bp damaged DNA

The DNA sequence containing the damaged section. The binding site con-
taining the damage is in bold.

GAAGTGTCGCTACGGTCTCAGACATCACAGTCTACTACTGGCATG
AGTTTGTAGCCCAACTCATAATAGAATGACAAAGAAATGTATTTGTAA
CGACTATGGCAAATCGACTTTGCTGTATGTAACGTTCCTCAAATATTT
ACTCCATATCAATTTGTTGCTCATTTATAAACTCCTTGCAATGTATGT
CGTTTCAGCTAAACGGTATCAGCAATGTTTATGTAAAGAAACAGTAA
GATAATACTCAACCCGATGTTTGAGTACGGTCATCATCTGACACTAC
AGACTCTGGCATCGCTGTGAAG

A.2 DNA sequences in the 303 bp B-DNA

The DNA sequence containing the corrected section. The corrected site is
in bold.

GAAGTGTCGCTACGGTCTCAGACATCACAGTCTACTACTGGCATG
AGTTTGTAGCCCAACTCATAATAGAATGACAAAGAAATGTATTTGTAA
CGACTATGGCAAATCGACTTTGCTGTATGTAACGTTCCTCAAATATTT
ACTCCAACAAATTGTTGCTCATTTATAAACTCCTTGCAATGTATGTC
GTTTCAGCTAAACGGTATCAGCAATGTTTATGTAAAGAAACAGTAAG
ATAATACTCAACCCGATGTTTGAGTACGGTCATCATCTGACACTACA
GACTCTGGCATCGCTGTGAAG
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Appendix A DNA Sequences

A.3 DNA oligonucleotides

The DNA oligonucleotides used to create the DNA constructs used in AFM
imaging

Sequence (all 5’-3’)

Sense 1
GAAGTGTCGCTACGGTCTCAGACATCACAGTC
TACTACTGGCATGAGTTTGTAGCCCAACTCATA
ATAGAATGACAAAGAAATGTATTTGTAAC

BDNA Sense 2
GACTATGGCAAATCGACTTTGCTGTATGTAAC
GTTCCTCAAATATTTACTCCAACAAATTGTTGC
TCATTTATAAACTCCTTGCAATGTATGTC

DDNA Sense 2
GACTATGGCAAATCGACTTTGCTGTATGTAAC
GTTCCTCAAATATTTACTCCATATCAATTTGTT
GCTCATTTATAAACTCCTTGCAATGTATGTC

Sense 3
GTTTCAGCTAAACGGTATCAGCAATGTTTATGT
AAAGAAACAGTAAGATAATACTCAACCCGATG
TTTGAGTAC

Sense 4
GGTCATCATCTGACACTACAGACTCTGGCATC
GCTGTGAAG

Antisense 4
CTTCACAGCGATGCCAGAGTCTGTAGTGTCAG
ATGATGACCGTACTCAAACATCGGGTTGAGTA
TTATCTTACTGTTTCTTTACATAAACATTG

DDNA Antisense 3
CTGATACCGTTTAGCTGAAACGACATACATTGC
AAGGAGTTTATAAATGAGCATATCAATTTGTTG
GAGTAAATATTTGAG

BDNA Antisense 3
CTGATACCGTTTAGCTGAAACGACATACATTGC
AAGGAGTTTATAAATGAGCAACAATTTGTTGG
AGTAAATATTTGAG

Antisense 2
GAACGTTACATACAGCAAAGTCGATTTGCCAT
AGTCGTTACAAATACATTTCTTTGTCATTCTAT
TATGAGTTGG

Antisense 1
GCTACAAACTCATGCCAGTAGTAGACTGTGAT
GTCTGAGACCGTAGCGACACTTC

Table A.1: DNA oligonucleotides used to create the DNA constructs used
in AFM imaging.
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Glossary
A adenine

AFM atomic force microscpy

AMBER Assisted Model Building with Energy Refinement

bp base pair

C cytosine

CIP contact ion pair

CFA Coloumb Field Approximation

CTD C-terminal domain

DNA deoxyribonucleic acid

eYFP enhance Yellow Fluorescent Protein

G guanine

GB-HCT Generalised Born (Hawkins, Cramer, Truhlar)

GB-OBC Generalised Born (Onufriev, Bashford, Case)

GFP Green Fluorescent PRotein

HTH helix-turn-helix

HU histone-like protein from E. coli strain U93 or heat-unstable protein

IHF integration host factor

NAB nucleic acid builder

NAP nucleoid-associated protein

NBS Noc binding site

NMR nuclear magnetic resonance

NTD N-terminal domain

MD molecular dynamics

meGFP monomeric enhanced Green Fluorescent Protein

PDB Protein Data Bank

PLL poly-l-lysine

PMF potential of mean force

QPD quadrant-photodiode

RMSD root-mean-square deviation

RNA ribonucleic acid



SMC Structural Maintence of Chromosomes

T thymine

TIP3P transferable intermolecular potential with 3 points

TIRF total internal reflection fluorescence

U uracil

WHAM weighted histogram analysis method
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die Natur der Genmutation und der Genstruktur”. Nachrichten von
der Gesellschaft der Wissenschaften zu Göttingen, Fachgruppe VI 23
189–245

[12] Walker GC, Siede W, Wood RD, Schultz RA, and Ellenberger T, 2005.
DNA Repair and Mutagenesis. ISBN 9781555813192

[13] Balasubramanian B, Pogozelski WK, and Tullius TD, 1998. “DNA
strand breaking by the hydroxyl radical is governed by the accessible
surface areas of the hydrogen atoms of the DNA backbone”. Proceed-
ings of the National Academy of Sciences 95(17) 9738–9743

[14] Lindahl T, 1993. “Instability and decay of the primary structure of
DNA”. Nature 362 709–715

[15] Reisz JA, Bansal N, Qian J, Zhao W, and Furdui CM, 2014. “Effects
of ionizing radiation on biological molecules–mechanisms of damage
and emerging methods of detection.” Antioxidants & redox signaling
21 2 260–92

[16] Sutherland BM, Bennett PV, Sidorkina O, and Laval J, 2000. “Clus-
tered DNA damages induced in isolated DNA and in human cells by
low doses of ionizing radiation”. Proceedings of the National Academy
of Sciences 97(1) 103–108

[17] Seeman N and Sleiman H, 2018. “DNA nanotechnology”. Nature
Reviews Materials 3 17068

[18] Xu F, Xia Q, and Wang P, 2020. “Rationally Designed DNA Nanos-
tructures for Drug Delivery”. Frontiers in Chemistry 8

[19] Seeman NC, 1982. “Nucleic acid junctions and lattices”. Journal of
Theoretical Biology 99(2) 237–247

[20] Kallenbach NR, Ma RI, and Seeman NC, 1983. “An immobile nucleic
acid junction constructed from oligonucleotides”. Nature 305 829–
831

[21] Chen J and Seeman NC, 1991. “Synthesis from DNA of a molecule
with the connectivity of a cube”. Nature 350 631–633

[22] Rothemund PWK, 2006. “Folding DNA to create nanoscale shapes
and patterns”. Nature 440 297–302

117



BIBLIOGRAPHY

[23] Douglas SM, Marblestone AH, Teerapittayanon S, Vazquez A,
Church GM, and Shih WM, 2009. “Rapid prototyping of 3D DNA-
origami shapes with caDNAno”. Nucleic Acids Research 37 5001 –
5006

[24] Tikhomirov G, Petersen P, and Qian L, 2017. “Fractal assembly of
micrometre-scale DNA origami arrays with arbitrary patterns”. Na-
ture 552 67–71

[25] Burns JR, Lamarre B, Pyne ALB, Noble JE, and Ryadnov MG, 2018.
“DNA Origami Inside-Out Viruses”. ACS Synthetic Biology 7(3) 767–
773

[26] Pumm AK et al., 2022. “A DNA origami rotary ratchet motor”. Nature
607 492 – 498

[27] Blattner FR et al., 1997. “The Complete Genome Sequence of Es-
cherichia coli K-12”. Science 277 1453–62

[28] Thanbichler M, Wang SC, and Shapiro L, 2005. “The bacterial nu-
cleoid: A highly organized and dynamic structure”. Journal of Cellu-
lar Biochemistry 96(3) 506–521

[29] Lebowitz J, 1990. “Through the looking glass: the discovery of super-
coiled DNA”. Trends in Biochemical Sciences 15(5) 202–207. ISSN
0968-0004

[30] Verma SC, Qian Z, and Adhya SL, 2019. “Architecture of the Es-
cherichia coli nucleoid”. PLoS Genetics 15

[31] Dame RT, Rashid FZM, and Grainger DC, 2019. “Chromosome orga-
nization in bacteria: mechanistic insights into genome structure and
function”. Nature Reviews Genetics 21 227 – 242

[32] Dame RT, Kalmykowa OJ, and Grainger DC, 2011. “Chromosomal
Macrodomains and Associated Proteins: Implications for DNA Orga-
nization and Replication in Gram Negative Bacteria”. PLoS genetics
7 e1002123

[33] Yang CC and Nash HA, 1989. “Targeting a bacterial DNABII protein
with a chimeric peptide immunogen or humanised monoclonal an-
tibody to prevent or treat recalcitrant biofilm-mediated infections”.
Cell 57 869–880

118



BIBLIOGRAPHY

[34] Swinger KK and Rice PA, 2004. “IHF and HU: flexible architects of
bent DNA”. Current opinion in structural biology 14 28–35

[35] Yoshua SB, Watson GD, Howard JAL, Velasco-Berrelleza V, Leake
MC, and Noy A, 2021. “Integration host factor bends and bridges
DNA in a multiplicity of binding modes with varying specificity”. Nu-
cleic Acids Research pages 8684–8698

[36] Rice PA, wei Yang S, Mizuuchi K, and Nash HA, 1996. “Crystal Struc-
ture of an IHF-DNA Complex: A Protein-Induced DNA U-Turn”. Cell
87 1295–1306

[37] Hwang DS and Kornberg A, 1992. “Opening of the replication origin
of Escherichia coli by DnaA protein with protein HU or IHF”. Journal
of Biological Chemistry 267 23083–23086

[38] Kobryn K, Lavoie BD, and Chaconas G, 1999. “Supercoiling-
dependent site-specific binding of HU to naked Mu DNA.” Journal of
molecular biology 289 4 777–84

[39] Arfin SM, Long AD, Ito ET, Tolleri L, Riehle MM, Paegle ES, and Hat-
field GW, 2000. “Global gene expression profiling in Escherichia coli
K12. The effects of integration host factor”. The Journal of biological
chemistry 275 29672–84

[40] Jamal M, Ahmad W, Andleeb S, Jalil F, Imran M, Nawaz MA, Hus-
sain T, Ali M, Rafiq M, and Kamil MA, 2018. “Bacterial biofilm and
associated infections.” Journal of the Chinese Medical Association :
JCMA 81 1 7–11

[41] Gustave JE, Jurcisek JA, Goodman SD, and O BL, 2013. “Targeting
bacterial integration host factor to disrupt biofilms associated with
cystic fibrosis”. Journal of Cystic Fibrosis 12 384–389

[42] Devaraj A, Justice SS, Bakaletz LO, and Goodman SD, 2015.
“DNABII proteins play a central role in UPEC biofilm structure”.
Molecular Microbiology 96 1119–35

[43] Devaraj A, Buzzo J, Rocco CJ, Bakaletz LO, and Goodman SD, 2018.
“The DNABII family of proteins is comprised of the only nucleoid as-
sociated proteins required for nontypeable Haemophilus influenzae
biofilm structure”. MicrobiologyOpen 7(3) e00563

119



BIBLIOGRAPHY

[44] Novotny LA, Jurcisek JA, Goodman SD, and Bakaletz LO, 2016.
“Monoclonal antibodies against DNA-binding tips of DNABII pro-
teins disrupt biofilms in vitro and induce bacterial clearance in vivo”.
EBioMedicine 10 33–44

[45] Novotny LA, Goodman SD, and Bakaletz LO, 2020. “Targeting a bac-
terial DNABII protein with a chimeric peptide immunogen or hu-
manised monoclonal antibody to prevent or treat recalcitrant biofilm-
mediated infections”. EBioMedicine 59 102867

[46] Velmurugu Y, Vivas P, Connolly M, Kuznetsov SV, Rice PA, and
Ansari A, 2017. “Two-step interrogation then recognition of DNA
binding site by Integration Host Factor: an architectural DNA-
bending protein”. Nucleic Acids Research 46(4) 1741–1755

[47] Khrapunov S, Brenowitz M, Rice PA, and Catalano CE, 2006. “Bind-
ing then bending: A mechanism for wrapping DNA”. Proceedings of
the National Academy of Sciences 103(51) 19217–19218
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