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Abstract

The main purpose of this project is to investigate the impact of atomic level

displacement fields on the oxide shell of iron/iron oxide shell NPs (Fe@Fe3O4). This

effect could play an important role for the reactivity of these NPs because their

atomic structure is influenced by strain, which is essential for their applications in

areas such as in biomedicines, environmental remediation, data storage or catalysis.

To systematically study this impact, finite element (FEM) simulations (COM-

SOL Multiphysics® programme) were utilized to obtain a realistic 3D displace-

ment field which was then applied to 3D atomistic oxide shell models. Quantitative

TEM/STEM simulations (QSTEM) were used to simulate the impact of such strain

on image formation.

The results reveal that the strain has a significant effect on high-resolution scan-

ning transmission electron microscopy (HRSTEM) imaging. The image intensities

of Fe(II) atomic columns in the strained model show a reversal in the intensity dis-

tribution in comparison to the unstrained case. This is expressed by a decrease of

column by column intensity variation from the core/shell interface towards the outer

edge of the domain in the presence of strain whereas for the unstrained/relaxed case

the column by column intensity from the core/shell interface towards the outer edge

of the domain is increasing. The results also reveal that diffusion in the NPs de-

pends on their size. For example, the displacement field mapping results reveal a

relatively higher lattice strain in small (<20 nm) NPs which is distributed across

the oxide lattice, inducing lattice diffusion, while for large NPs ( >34 nm) strain is

concentrated around the grain boundaries (GBs), which could be related to enhance

GB diffusion.
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Chapter 1

Introduction and Background

1.1 Introduction

Metal oxide nanoparticles (NPs) have attracted a huge amount of attention due to

their applications in, for example, healthcare and the environment. In environmen-

tal remediation, metal oxide NPs act as sorbents and can target specific industrial

contaminations that can then be magnetically separated [22]. In biomedical applica-

tions, iron oxide NPs can be used for targeted drug delivery in the human body or to

treat cancer through metal nanoparticle hypothermia [23]. Many other applications

exist, for example, data storage [24] and catalysis [25].

Nanoparticles (NPs) are materials that have very interesting and often dissim-

ilar properties compared to their bulk equivalents in terms of their oxidation and

diffusion mechanisms. This is because the NPs’ reactivity differs very often from

that of the bulk material. For example, NPs have a large number of their atoms and

molecules effectively located on their surfaces (large surface area-to-volume ratio),

which leaves unsaturated chemical bonds (dangling bonds), increasing the possibility

of a high energy surface (a large surface energy resulting in an increased interaction

with the environment, such as with oxygen in the air) [26]. Figure 1.1 shows the

surface area (SA) of Fe versus the particle diameter for cubic particles. Equation

1.1 shows that the surface area dramatically decreases with increasing NP diameter.

Hence, metal particles with diameters below 20 nm show increased reactivity with

oxygen [27].

26



Fig. 1.1: Surface area of Fe NP increasing with decreasing NP diameter. NPs below

20 nm have large surface area. For cubic shape, density is 7.87 g/cm3.

SA =
6

sizes× density
(1.1)

In addition to the size of the NPs, which influences the oxidation and diffusion

mechanisms, the geometry of the NPs also plays a role in these processes. For exam-

ple, cubic NPs’ oxidation behaviour is different from that of truncated and spherical

NPs [28]. This is due to the fact that ideal cubic NPs contain mostly monocrys-

talline side faces, as shown in Fig. 1.2. The diffusion in cubic NPs (oxidation rate)

is slower than in other shapes, such as spherical, which have polycrystalline side

faces [28]. Due to the different crystalline side faces in these geometries, the grain

boundary and lattice diffusion have an effect on how these geometries behave during

oxidation [28] (see Chapter 2). This has also been shown in ref.[29], the increased

anisotropy of atomic order in strained magnetite is expected to affect the magnetic

spin orientation. Hence, a better understanding of the impact of oxidation related

stress on this local atomic order is important to determine the role of this stress for

the magnetic properties[29].

In addition to their size, surface crystallographic defects, resulting in irregular

surface atom arrangements, and the presence of vacancies, inducing lattice strain,
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can also lead to unsaturated bonds and increased reactivity, whether the vacancies

are located at grain boundaries or within the lattice domain [26]. Consequently,

the strain present in the oxidation shell of NPs influences their oxidation. In a

previous publication, it was demonstrated that the oxide shell reveals a large variety

of strains associated with the oxide/oxide boundaries [30]. NPs typically show high

reactivities, which tells us that their diffusion rates, as well as oxidation rates, can

differ considerably from those of the same bulk material [30].

Fig. 1.2: Schematic comparison of the structure of cubic (A), truncated (B), and

spherical (C) metal/metal oxide NPs and the difference in grain boundary density

and structure. The white dashed lines represent the grain boundaries. The number

of grain boundaries depends on the size of the individual region and domain.

Consequently, a quantification of strain helps us to understand the oxidation

mechanism in metal oxide NPs and reveals whether lattice or grain boundary diffu-

sion is dominant [30]. Therefore, knowledge of the impact of strain in nanoparticles

on the contrast variations in high annular angular dark field (HAADF) images is re-

quired. This is because the HAADF image method provides detailed 2D information

on atomic column positions and allows for a direct interpretation of image contrast

in terms of variations in iron atom densities (oxygen scatters only weakly and hence

its contribution can be neglected) in the beam direction [31]. This requires the de-

velopment of realistic atomistic models for image simulations to acquire knowledge

regarding the impact of strain in the oxide shell on the resulting HAADF image.

This project investigates the oxide shell of cubic iron-based magnetic NPs, which

are produced by cluster-source deposition. This measurement will be carried out by
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employing a custom MATLAB® [32] code to comprehend the influence of displace-

ment on simulated STEM images and establish a systematic correlation between

volumetric displacement and STEM image intensity. This can be accomplished by

applying a realistic displacement field that is estimated using finite element simula-

tion (COMSOL Multiphysics® program [33]) to a 3D atomistic oxide shell model,

and the resulting model will be utilised to generate simulated STEM images us-

ing quantitative TEM/STEM Simulations (QSTEM) [15]. The outcome of these

simulations will then be compared to data extracted from experimental images.

1.1.1 Effect of strain on Z-contrast imaging

Since the strain investigation is experimentally achieved by analysing Z-contrast

images, it is important to understand the effect of the strain on image formation.

Previous studies show that strain, caused by point or extended defects, has a sig-

nificant impact on the contrast in Z-contrast images due to the dependence of the

electron scattering on the local atomic arrangements [34, 35]. The simulation out-

put of annular dark-field (ADF) images, for example, reveals contrast related to

dislocation regions [36]. In addition, the impact of the cut-off angles of the HAADF

has not been studied here but it can be expected that changing the detector setting

will have an impact on the absolute signal related to Bragg and diffuse scattering.

However, the overall dependence of e.g. column intensities and positions should

not be significantly affected by the choice of detector [37, 38]. Another factor that

influences the image contrast is the thickness of the sample. As the electron beam

propagates within the crystal along the zone axis (for a crystal oriented with a given

zone axis parallel to the beam), the angular distribution of the electrons exiting the

sample is affected by the local arrangements of the atoms [37].

Apart from the intensity maxima positions related to the atomic column also

their intensities are affected by the strain-related displacement of atoms [34, 37].

Figure 1.3 shows a schematic that shows how atomic positions are shifted due to the

application of a strain-field. Figure1.3(A) represents the model with no displacement

and Fig. 1.3(B) the same model after the application of external stress to the side

facets.
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Fig. 1.3: Fe3O4 atomic structure. Atomic positions - unstrained (A) and strained

(B). Blue: Fe, Red: O.

1.2 Using TEM for strain analysis

To better comprehend the strain associated with the image, it is necessary to de-

scribe the methods and context used to measure the strain in STEM images. Strain

relates to a shift within a specimen upon the exertion of stress (force per area) with

respect to a stress-free reference position [39]. Strain in a crystalline specimen often

arises due to the specimen formation itself often leading to structural defects and/or

deformation [31]. Strain measurements are important for many material compos-

ites, semiconducting devices and catalytic materials because deformation in these

materials can affect their physical and mechanical properties. Mechanical properties

in semiconductor devices, for example, can vary and affect the response to exter-

nal forces and hence the deformation behaviour under tensile or compressive stress.

This deformation can e.g. affect the associated band structure and hence the elec-

tronic properties [40] by e.g. a strain-induced overlap of the d band orbital which

affect the electronic properties of surface metal of the NPs (e.g. Pd) [41]. Also,

by manipulation of the electronic structure at the surface of the NPs, the catalytic

performance of core-shell NPs can be altered by e.g. changing the thickness of the
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NPs’ shell. This change of the thickness can be influenced by the strain present in

the nanocrystal [41]. Aside from this, metal/oxide NP strain measurements can help

to understand whether the oxidation mechanism in the metal oxide NPs facilitates

the oxide formation throughout the lattice or the grain boundaries, which can also

affect the magnetic moment and hence susceptibility in the presence of an external

magnetic field.

1.2.1 Strain analysis methods

There are a number of techniques that can be used to measure the strain in the

crystals. For example, X-ray diffraction, Raman spectroscopy, and Transmission

Electron Microscopy (TEM) can be used for this purpose. X-ray diffraction and

Raman spectroscopy allow for strain measurement of about 1 × 10−5 and 1 × 10−4

respectively. However, these techniques are limited to spatial resolutions of≈ 500 nm

due to their wavelength limitation [42, 43] (See Eqs. 3.1 and 3.2 in Chapter 3 section

3.3). Measuring strain on materials with extensions below 500 nm is challenging, and

atomic resolution cannot be achieved by these methods [44]. Therefore, techniques

with this sort of resolution cannot be applied to nanoparticle (NP) materials if

atomic resolution is required. On the other hand, TEM has the ability to image the

atomic column positions in the specimen and hence to provide access to information

on atomic level atomic displacements [42]. A more detailed discussion of the TEM

image formation is presented in Chapter 3. However, an additional technique is

required to obtain quantitative information from the image, such as lattice misfit,

lattice parameter, and strain [45]. This restriction is caused by the fact that the

contrast in the HRTEM image is not directly interpretable due to the peak not

always representing the atomic column. For example, distortion effects, aberration

effects, etc. could affect the maxima (peak) positions. However, the HAADF STEM

image is a technique that can provide information about the chemical contrast in

the image. Atomic number and strain will both affect the column intensities and

column positions measured. In this context strain will affect the atomic arrangement

within the individual columns and hence it is expected to significantly impact the

column intensities in the Z-contrast images (More details about STEM images in

Chapter 3) [31, 46]. Based on this limitation, peak finding and geometrical phase

31



analysis (GPA) can be introduced to overcome this issue.

Strain measurement from a HRTEM image can be achieved using two techniques.

The first, real lattice, approach directly uses the maxima or peak positions in the

image. The position of the atomic column is then measured using peak finding (PF)

algorithm. The second approach is the analysis of lattice fringe spacing distribution

in the Fourier space by by applying a filter (mask) around the Bragg spots in the fast

Fourier Transformation (FFT). This technique is called geometrical phase analysis

(GPA) [47]. The image contrast in TEM, in most cases, shows maxima and minima

related to the positions of the atomic columns in the crystal. It is a function of

thickness and defocus. Overall, the peak finding technique relies on TEM image

contrast to measure the strain [48].

An early approach using the PF method was developed by Bierwolf [49] to study

the strain in semiconductor materials. He filtered out the frequencies in the Fourier

fast transform (FFT) image to cut off the high spatial frequencies that give rise

to fine intensity. He then transferred the image back to real space [49]. Next, the

obtained the column positions (position of maxima) using a patterning to obtain the

contrast in the image. However, the filtering applied by Bierwolf was frequently far

away from the central position of the maxima (e.g. due to noise), leading to large

errors in the resulting strain fields [45, 49].

Another approach was introduced by Jouneau et al. [50] to overcome the er-

ror of defining the intensity maxima in the image, in which they performed the PF

method without the use of any filtering. Instead they used the Fourier space filter in

the image to determine the positions of the atomic columns, measured the intensity

profile of the real image and then determined the centre of mass of the intensity. A

reference domain was identified from a defect-free area in the image with respect to

column spacing, which were then used to calculate the displacement. The disadvan-

tage of this method is that it depends heavily on image resolution and noise [45, 50].

Seitz et al. [51] applied an algorithm to minimize the error associated with finding

the centre of maximum intensity in the direct image. The first algorithm deter-

mined the intensity maxima because they wanted to create a pattering that would

subsequently be used to determine the distance between the intensity maxima. The

second algorithm calculated the spread between each maximum. This maximum
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represents the image points or ”atomic columns positions.” Finally, noise quantifi-

cation was achieved from an unstrained region to be used as a reference region [51].

This method’s development mainly focused on identifying the intensity maxima in

the image and then using these maxima to calculate the distance between the pixel

positions in the image. Another method to determine the lattice site positions is

the centre of mass [45]. This is achieved by defining the pixel position using a circle

shape in the image and the intensity of the image divided by the sum of the image

intensity [45]. However, the circle shape must be close to the real position of an

atom in the image. Also, the radius of the circle plays a role in the calculation [45].

Another method proposed to calculate the maxima of the contrast in the image

to calculate the centre of mass about the intensity maxima regions. Stenkamp and

Jäger calculate the centre of mass from the area around the intensity maxima in

the image [52]. They calculate the intensities using the Laplacian operator, which

points to atomic positions. The one-dimensional profile method was proposed by

Seitz et al. [51]. The profile across the image’s maximum intensities is repeatedly

taken and averaged. The intensity maxima are then calculated using an appropriate

2D function for intensity distribution to create a grid over the intensity maxima in

the image that leads to the identification of the maxima positions [45].

The other technique used to measure strain is GPA. The GPA method uses

masks around Bragg spots in the Fourier space of the image, after which the inverse

to the Fourier transform is determined to obtain the real space of the image. The

reflection spot in the FFT image is related to the two dimensional unit cell of the

crystals [48, 31]. The technique uses an algorithm of a complex image which is in

the Fourier space and real space. The GPA procedure consists of an asymmetric

mask/filter applied at the centre of the Bragg’s spot in the Fourier space image.

The mask in the Fourier space will average and smooth the real space information

when the image is reconstructed [45]. The result shows a complex image that gives

information about relative local displacement which corresponds to the lattice fringes

that are linked to the Bragg’s spots. The derivative of the displacement is then taken

to obtain the strain [39].

The Peak Pairs (PP) is a real space approach that was introduced to overcome

certain limitations to the PF method. For example, the PF does not apply to area of
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interest that contain defects such as interfaces and dislocations. The PP approach

uses the filtering to reduce the noise. This filter could be the Wiener filter which

could improve the resolution by a factor of 2-4. A Wiener filter is one of the linear

filters which can be applied to an image in order to reduce the frequency at the

edges and other parts of the image. The PP uses the image fringes instead of a dot

pattern by applying a mask around one of two Bragg’s points in Fourier transform

image then apply the inverse Fourier transform to obtain the real space image. If

the mask is very small, it is possible to remove information from the image, while

a large mask can introduce noise into the images. The strain field determination in

PP is achieved by interpolating all the image peaks. However, this is considered a

limitation because, outside this area, the strain field close to the border of the image

is not valid [39].

The PF and GPA are noise sensitive. Reducing the signal-to-noise ratio may

result in a loss of information in the image. In the PF, the noise could include

an intensity maximum, which could affect the displacement calculation, while the

GPA, which deals with the Bragg spot getting filtered out, can result in the removal

of information from the image [39]. GPA uses two reflection points in the Fourier

space to construct the distortion field. The reference area in the PF can be chosen

precisely as in the GPA method. For example, the reference area in GPA could

have an error due to averaging in the Fourier space image information, which could

impact the selection of the Bragg’s reflections position. GPA is simple to use for

measuring a region of interest that has a defect or dislocation [45, 39].

The implementation of the PP technique in this project offers it a highly ap-

pealing strategy. The displacement mapping approach was applied to the simulated

image by identifying the peaks maxima in the simulated image and filtering the

real space image. Additionally, the atomic columns in the images were identified

and a displacement mapping procedure was conducted on the thesis images. For a

more comprehensive explanation of the approach utilised for the implementation of

displacement mapping in the images, see Chapter 5.
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1.3 Structure of iron oxide

Iron oxide is one of the most common chemical species on earth. Iron, as a pure

element, is rarely found on the earth’s surface [53]. However, the crust contains other

forms of iron such as magnetite (Fe3O4), maghemite (γ-Fe2O3), and haematite (α-

Fe2O3) and Wustite [54].

Fig. 1.4: Crystal structures of (A) haematite [1], (B) maghemite [2], (C) magnetite

[3] and (D) Wustite [4]. Blue: Fe, Red: O.

Iron oxide structures can be described as close-packed planes that consist of oxy-

gen anions with cations (iron ions) in either octahedrally or tetrahedrally arranged

interstitial sites. For example, haematite (α-Fe2O3) (Fig. 1.4 A) has oxygen atoms

arranged in a hexagonal close-packed structure, while Fe3+occupies an octahedral

site arrangement. Maghemite,γ-Fe2O3 (Fig. 1.4 B) and magnetite (Fe3O4) (Fig. 1.4

C), however, both have a cubic close-packed arrangement. The oxygen atoms form

a face-centred cubic structure. In the case of magnetite (Fe3O4), the structure is
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an inverse spinel structure which means the Fe3+ is either occupying octahedral or

tetrahedral sites, while the Fe2+ ccupies octahedral sites. Maghemite, on the other

hand, has a spinel structure (γ-Fe2O3) with has a trivalent state and cubic unit cell.

The final common form of iron oxide is wustite (FeO), which has a fundamental

structure identical in arrangement to that of NaCl, i.e., face-centered cubic. Figure

1.4 shows the structures of the various iron oxides; the primary forms and their

proprieties are listed in Table 1.1 below [20].

Table 1.1: General properties of four forms of iron oxide [20].

Name Haematite Magnetite Maghemite Wustite

Formula α -Fe2O3 Fe3O4 γ -Fe3O3 FeO

Crystirophy system Hexagonal/ Rhombohedral Cubic Cubic / Tetragonal Cubic

Packed ABAB[001] ABCABC [111] ABCABC [111] ABAB[001]

Density (gcm−3) 5.26 5.18 4.87 5.9− 5.99

Colours Red Black Reddish-Brown Black

Hardness 61
2

51
2

5 5

Type of Magnetism Weakly ferromagnetic or antiferromagnetic Ferrimagnetic Ferrimagnetic Antiferromagnetic

Melting Point (Co) 1350 1583− 1597 1377

Boiling Point(Co) 2623 2512

Heat of Fusion 138.16 31.4

Heat of Decomposition 461.4 605 457.6 529.6

Heat of Vaporisation 298 at 2623 Co 230.3 at 2517 Co

1.4 Conclusion

The theory underlying this investigation and the experimental and preparation

methods are presented in the theory and experimental chapters, respectively. Apply-

ing a realistic displacement profile and 3D atomistic oxide shell model are addressed

in methodology chapter as well as the COMSOL Multiphysics® program, as pre-

sented in the Finite element method (FEM) simulation. The results and discussion

of the outcome will be given in the chapter on the displacement field’s impact on

the STEM images.
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Chapter 2

Diffusion in Nanoparticles

2.1 Introduction

Strain relates to the atomic displacement caused by a stress field in reference to the

unstrained relaxed state. It can be found in a variety of forms in nanoparticles (NPs).

It leads to a corresponding displacement of atoms from their relaxed unstrained

positions within the crystal lattice (if crystalline solids are considered). During the

growth of crystalline NPs strain can induce the formation of grain interfaces, point

defects or dislocations. As a result, the atomic arrangement inside the crystal will

be disturbed, causing a strain around the defect affected area [31, 55]. This plays a

central role in ion diffusion in the NPs because increasing the lattice strain leads to

an increase in the diffusion coefficient of NPs [55]. Lattice strain generally affects

the activation energy for the atomic diffusion due to the local variation of atomic

spacing it induces. In case of increased spacing it increases mobility of ions and

atoms and hence leads to increase diffusivity [55]. The effects of the Gorski effect

are yet another illustration. Pratt et al. [30] demonstrates that the Gorski effect

contributes to the enhancement of diffusivity as a result of strain gradients [30].

The iron oxide shell of cube NPs was the subject of their investigation. The oxide

shell of Fe-base NP diffuses more readily due to strain-induced lattice diffusion [30].

However, the presence of grain boundaries also facilitates diffusion in NPs due to the

fact that grain boundaries are crystal structural defects that enable ion transition

through them [7, 10, 56].
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This chapter will provide a theoretical conceptual framework for the project,

for example, an overall description of diffusion, grain boundaries, and oxidation

mechanisms, including the formation of metal oxide, it will provide fundamental

details about how atoms move in matter.

2.2 Diffusion Mechanism

Diffusion is the phenomenon of atomic mass movement through some medium caused

by a concentration gradient of the diffusing species. In metals, for example, this

movement occurs along a so-called diffusion path, which could be a grain boundary,

free surface entry or a dislocation. This movement could occur due to the motion

associated with thermal activity among atoms or due to concentration gradients

[57, 7].

2.2.1 Lattice transport

Fick’s law describe the movement of atomic mass based on a concentration gradient

∂c
∂x
, with movement from regions of high concentration to low concentration [6, 5].

J = −D∂c

∂x
(2.1)

where J is the mass flux, which is the rate of mass transfer per unit area, D is the

diffusion coefficient. The negative sign of the right hand side in Eq. 2.1 indicates the

gradient change from high concentration to low concentration, c is the concentration

difference, and x is the diffusion space in the x direction. Equation 2.1 shows Fick’s

first law for diffusion in one dimension. Equation 2.2 is also an expression of Fick’s

first law, but in this latter instance generalizes to three dimensions.

J = −D ∇c (2.2)

Equations 2.1 and 2.2 show the diffusion in terms of direction; Fick’s second law,

however, considers diffusion as a function of time t

∂c

∂t
= D

∂2c

∂x2
(2.3)
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Diffusion in a solid, more specifically in a crystal, can be categorized by three

types of mechanisms: vacancy, interstitial and interstitialcy as defined in Fig. 2.1

[58, 5].By analyzing some of these mechanisms in, it might be noted that it is difficult

for the direct exchange mechanism and ring mechanism to occur. The reason for

this is that ions are close to each other and mutually repel, though to form a “site”

or space into which ions can move requires a very strong force. On the other hand,

other mechanisms, such as the vacancy mechanism, interstitial mechanism, and

interstitialcy mechanism, allow for far less restricted movement as a fact of their

proposed mechanisms, namely that there are already vacancies present which allow

for interchange between atoms and for defect points [5, 58].

Fig. 2.1: Diagram shows the different diffusion mechanism types; (1) direct exchange

mechanism, (2) ring mechanism, (3) vacancy mechanism, (4) interstitial mechanism,

(5) interstitialcy mechanism and (6) crowdion mechanism [5].

Fig. 2.2: The vacancy mechanism. The red atoms are the ones with the potential

to go to the vacant sites. There is a higher chance of a jump happening at these

atoms than at others due to the surrounding vacancy and defect. Atoms that are

potentially close to a defect are shown in red. Atoms with no defect are blue.

As mentioned above, vacancy diffusion allows for relatively unrestricted atomic
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movement. The presence of a vacancy allows for this movement, and the atom can

jump, which means it can exceed the required activation energy to move from one

vacancy to a neighboring vacancy, as shown in Fig. 2.2 [58, 6].

It is possible to describe the diffusion in this mechanism as follows. The atom

will need enough energy in order to allow a jump. This energy must be higher than

the associated activation energy, so the probability of the atom being able to jump

can be expressed via the Arrhenius equation:

Pj = k exp

(
− Em

kBT

)
(2.4)

where k is the number of atoms attempting to jump; Em is the activation energy for

the displacement of an atom; T is temperature; and kb is the Boltzmann constant

(1.38 × 10−23 J \K). In order for the atom to jump, it must have a neighbouring

vacancy site, the probability of which can be expressed from thermal fluctuations,

as follows

P = z exp

(
− Qv

kBT

)
(2.5)

where z is the coordination number and Qv is activation energy for vacancy forma-

tion.

The product of Eq. 2.4 and Eq. 2.5, and by considering the area (a) over which

diffusion occurs as equal to the diffusion coefficient in the vacancy mechanism, D,

yields

D = a2 z k exp

(
− Em

kBT

)
exp

(
−−Qv

kBT

)
= a2 z k exp

(
−Em +Qv

kBT

)
(2.6)

So Eq. 2.6 can be re-written as follows

D = Do exp

(
− QD

kBT

)
(2.7)

where Do is the pre-exponential component (a2 z k exp) and QD is the activation

energy required for the diffusion to occur, which is equal to (Em +Qv) [6].

Interstitial diffusion is generally related to a higher mobility of ions and atoms

in lattices. This is particularly relevant for atoms/ions with small radii which more

easily pass through the lattice without occupying lattice positions. E.g. for oxygen a
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48 pm atomic radius is found in comparison to a value of 156 pm for Fe [59, 60].Hence

replacing an iron atom by oxygen is less likely than forming interstitial defects[6].

In fact, after the solute atom jumps, it will return to it equilibrium position. Figure

2.3 shows the associated mechanism [6, 61].

Fig. 2.3: The interstitial mechanism. Number 3 represents the solute atom that

might jump to 4. 1 and 2 are solvent atoms.

Since the atoms move randomly in this mechanism, it is possible to say that the

flux of the atom depends on the concentration gradient. Atom diffusion in crystal

lattices follows a 3D random walk process [6]. Consider, two atomic planes as in

Fig. 2.4. The distance between the two planes is λ and n1 and n2 are number of

atoms. J1 and J2 flux atoms per unit area.

Fig. 2.4: Schematic showing two planes separated by distanceλ. Number of atoms

n1 and n2 are in each plane. Fluxes J1 and J2 of atoms moving between the two

planes [6].

The number of atoms that jump out of plane 1 in the interval δ t to plane 2 can
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be expressed in Eq. 2.8 and the number of the atoms that jump out of plane 2 to

plane 1 as in Eq. 2.9

J1 =
1

2
n1 Γ1 δ t (2.8)

J2 =
1

2
n2 Γ2 δ t (2.9)

where Γ1 and Γ2 are number of jump frequencies which is the number of jumps per

second. It is worth noting that the jumps from each direction between the planes

are half of the total number which is possible to say that net flux J from plane 1 to

plane 2 is given in unit time as follow

J = −1

2
λ2 Γ

∂c

∂x
(2.10)

Equation 2.10 is equivalent to Fick’s first law if:

D =
1

2
λ2Γ (2.11)

Above Eq.2.11 is valid for atoms diffusing in a random walk manner between

two planes. However, if we consider atoms diffusing in a three-dimensions space, it

is possible to rewrite Eq.2.11 as follow

D =
1

6
λ2Γ (2.12)

where λ2 is the squared distance that the atom takes to jump and Γ is the number

of atoms that jump per unit time, which can be expressed as follows for interstitial

diffusion:

Γ = vo z exp

(
−∆Gm

KT

)
(2.13)

where vo is the vibrational frequency; z is the number of interstitial sites that the

atom can jump to; and ∆Gm = ∆H i
m−∆Si

m is the free energy that the atom needs

to effect a jump, which is known as the Gibbs energy. By replacing Eq. 2.13 in

Eq.2.12 , the diffusion coefficient in the interstitial mechanism can be expressed as

D =
λ2 vo z

6
exp

(
∆Si

m

K

)
exp

(
−∆H i

m

KT

)
(2.14)

The impact of the λ change over the D can be estimated for the Fe oxide system

by using the realistic value of ∆Gm which is −6.6kJ ·mol metal−1 [62]. Using Eq.
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2.14 to estimate lattice spacing λ impacts on D for FeO system can be shown in Fig.

2.5.The ionic movement rate (v) or frequency for an ion to move to a neighbouring

lattice site is of the order of 1013 s−1. This shows that an increase of lattice spacing

increases diffusivity and vice versa. Boltzmann constant (kB) is 1.38 × 10−23, and

temperature (T ) is 300K [28, 11]. The estimation indicates that the increase in

lattice spacing will definitely increase the D.

Fig. 2.5: Impact of lattice spacing λ on diffusivity D for the Fe-O system (using Eq.

2.14).

2.2.2 Gorski effect

The Gorski effect considers the impact of lattice strain gradients on particle diffusion

in crystal lattices. It takes into account the local change of strain energy which

introduces an additional term into the diffusion equation [63, 64, 5]. When the ion

diffuses in the crystal, it will cause a lattice to expand; hence, it causes bending in

the sample [7]. The diffusion relaxation (after effect) time τR in the metal as follows

[5].

DB =
1

Φ τR

(
d

π

)2

(2.15)
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whereas d the dimension of the bending, Φ is thermodynamic factor.

Gorski effect also can describe the diffusion induced by the strain [30].

DB =
D

kBT

∂

∂x

[
dU

dx
c(x, t)

]
(2.16)

whereas D is diffusion coefficient and strain energy U(x) is

U(x) =
1

2
ΩoEε

2
11(x) (2.17)

whereas Ωo primitive unit cell volume, E is Young modulus of the oxide. ε211(x)

is strain component.

Combine Eqs. 2.16 and Fick’s second law 2.3, the impact of the Gorski effect

can enhance the diffusion by strain gradients in the system as follows [30]

∂c(t, x)

∂t
= D

∂2c(t, x)

∂x2
+

D

kBT

∂

∂x

[
dU

dx
c(x, t)

]
(2.18)

2.3 Grain Boundaries

In a solid polycrystalline structure, there are granular regions, or small crystal re-

gions, which are separated by boundaries called grain boundaries (GBs). The GBs

can be considered transition regions in a polycrystalline structure due to variations

in atomic arrangement at the interface between two adjacent grains [57, 7, 9].

The grain boundary can be described by identifying the rotation of the grain axis

as ◦ = [hokolo] and the angle θ[hokolo](hnAknAlnA) as in Fig. 2.6. The grain itself

can be identified by the orientation of its Miller index plane to the boundary plane

[9]. GBs can be subdivided into three categories based on the relationship between

the normal n of the grain boundary and its rotation axis o: 1) Tilt GB, where n is

perpendicular to o (o ⊥ n). 2) Twist GB, where n is parallel to o (o ∥ n) and 3)

Mixture GB, which is any GB where n and o are neither perpendicular nor parallel

to each other,as in Fig.2.7 [9, 7].
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(A) (B)

(C)

s

Fig. 2.7: Schematic shows the type of the GBs. (A,B) are tilt and twist, respectively.

(C) shows dislocation space Ds as in Eq. 2.19 [7, 8].

Fig. 2.6: Schematic shows grain boundary axis for two grains (grain A and grain B)

as xA, yA, zA and xB, yB, zB. n is norm of the grain boundary and o is rotation

axis. θ is the rotation angle [9].

45



In terms of the atomic structure of the GB, the misorientation that occurs be-

tween adjoining grains can be expressed as an angular mismatch. This degree could

be either a high angle degree or a low angle degree. The angle of the grain boundary

is related to the size of Burgers b vector and the dislocation space, Ds, as shown in

the following expression [9, 57]:

sin

(
θ

2

)
=

|b|
2Ds

(2.19)

for low angles,

sin

(
θ

2

)
=
θ

2
(2.20)

It is worth noting that should the orientation exceed 10o – 15o, it would be

difficult to identify dislocation. The reason for this is that Ds is much smaller

than the dislocation core, which results in overlap and hence difficulty in identifying

dislocation in these circumstances [7, 9].

2.3.1 Diffusion along the grain boundary

One of the mechanism that helps the diffusion in metal oxide is GB diffusion, which

is due to the fact that the path will have an equilibrium concentration of irregular

orientations in the crystal [7, 10, 56].

D
gb

surface x

D1 D2

Grain boundary

y

dy

Fig. 2.8: The Fisher model. The notation shown in the figure is as follows: D1,D2 is

the lattice diffusivity, Dgb is the diffusion in the grain boundary, and δ is the width

of the grain boundary and dy is the lateral grain boundary [7, 10].
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The diffusion occurs in the GB due to the fact that there are either foreign atom

layers, diffusing atoms present at the surface of the same material, or self-diffusion.

The atoms will diffuse through these channels from the core to the surface due to

the concentration difference in the system as outward diffusion [30], whereas the

atoms will diffuse through these channels from the surface into the specimen either

directly into the grain (as lattice diffusion) or via the GB interface, which can be

expanded by Fisher model and is illustrated in Fig. 2.8 [9, 61].

The Fisher model considers that the concentration changes along the x-y sym-

metry plane (if the faces are normal to the x and y axes, which means face in the z

plane = 0). So, concentration change Jz will be equal zero along the z axis. There

will be self-diffusion along the x and y axes, which can be described as follows [61]:

∂cb
∂t

=
1

1dyδ

[
δ

(
Jy − Jy −

∂Jy
∂y

dy

)
− 2dyJx

]
(2.21)

∂cb
∂t

=
−∂Jy
∂y

− 2

δ
Jx (2.22)

Whereas ∂cb
∂t

is concentration change in the GBs. Jx is the flux, it is not at the

grain boundary, which can be used by Eq. 2.1 which is the lattice diffusion in Fick’s

first law. However, the flux in Jy is the grain boundary diffusion, which can be

written as Fick’s first law.

Jy = −Dgb
∂cb
∂y

(2.23)

By substituting Eq. 2.1 and Eq. 2.23 into Eq. 2.22, we can describe the diffusion

in the grain boundary by using Fisher model as follow for concentration in x and y

axis c(x, y, cb)

∂cb
∂t

= −Dgb
∂2cb
∂y2

+
2D

δ

(
∂c

∂x

)
x= δ

2

(2.24)

And the diffusion outside the gain boundary can be described by Eq. 2.1. If

|x| ≥ δ
2
, Eq. 2.1 will be dominant, and if the x < δ

2
, Eq.2.24 will be dominant.

The rate of diffusion in the GBs is generally observed to be higher compared

to lattice diffusion. However, the lattice diffusion could be dominant for the small
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NPs if there is a significant presence of vacancies within the lattice. The presence of

vacancy defects in small NPs can be attributed to the strain induced within these

NPs. Thus, it can possibly deduced that the concentration gradient in smaller NPs

is higher, resulting in the dominance of lattice diffusion for these NPs [30].

2.4 Oxidation of metal oxides

At elevated temperature, certain metal oxides such as FeO will further oxidize since

they are thermodynamically not stable. This can also occur during prolonged ex-

posure to air [65, 66, 67].

Fig. 2.9: Initial stages of oxidation between the oxygen and metal, as in (A) and

(B). An intermediate layer (grey region) forms between the oxygen and the metal

forms subsequently (C). J: mass flux. Red: oxygen, blue: metal.
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At first, when Fe NP atoms interact with oxygen, for example, a very thin layer

of oxide will form on their surfaces at room temperature. Then, the oxide layer will

start to grow thicker due to diffusion of the Fe atoms in an outward direction [53].

After initial oxidation has occurred, an interference layer (oxidation area) will form,

as shown in Fig. 2.9.

This layer will have an associated electric field resulting from the positive charge

on the metal ions, which act as an anode, and the negative charge on the oxygen

atoms, which act as a cathode. The mass flux of the metal will be towards the

oxygen, and vice versa. The oxidation rate exponentially decreases with time due to

the activation energy, until the oxide layer becomes around 20 to 100 Å[11, 68]; in

fact, this turns out not to be the case, with oxidation continuing until the NP is fully

oxidized, as demonstrated by Pratt et al. [30]. They showed that cubic iron NPs

fully oxidize on a much shorter time scale due to the presence of strain at surface of

cubic NPs. Not only this, but it was also possible to say that the oxidation process

could be influenced by the very structure of the NPs themselves. For example, Pratt

et al. also determined the oxidation rate for cubic iron NPs that changed over time

to spherical iron oxide NPs [30]. They also noticed that these iron oxide NPs showed

the Kirkendall effect void in the centre. This is because the iron and oxygen atoms

have different diffusion rates [67, 30, 69].

The oxidation mechanism can be explained by Cabrera – Mott (CM) model and

Wagner. According to the Cabrera – Mott (CM) model, the oxidation layer will

have an associated electric field resulting from the positive charge on the metal ions,

which act as an anode, and the negative charge on the oxygen atoms, which act

as a cathode. The flux of the metal ions will be towards the oxygen, and flux of

oxygen ions will be towards to the metal surface. The electron will flux through the

oxidation layer due to the potential barrier between the metal / oxide interface and

oxygen / gas interface. In the CM model, the oxidation layer has a limitation when

it reaches an equilibrium point, which is around 2 nm to 10 nm because the electric

field at the thick oxidation layer will not be strong hence the metal ion cannot cross

the oxidation layer [70, 11, 68].
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Fig. 2.10: Plot [11] shows the potential energy of the metal ion at the end of the

metal / oxide layer interface. S1 and S2 are the top of the potential barriers. Q1 and

Q2 are interstitial positions. P is the position of the ion. Wi is the energy difference

between the interstitial positions and the ion. U is extra activation energy for ion

to overcome the top of the potential barriers.

The CM model of oxidation can be explained as follows. In order to move an

ion from one interstitial site to the next neighboring site as in Fig. 2.10, it has to

overcome the potential barrier W = Wi + U (Wi is the energy difference between

the interstitial positions and the ion. U is extra activation energy for ion to reach

the first interstital position [11]). The probability, P ,for this ion to overcome this

barrier to jump to next interstitial site can be expressed as

P = exp
−W
kBT

(2.25)

kB is the Boltzmann constant and T is temperature. However, in the presence of

the electrical field, the potential barrier W will decrease:

P = exp

(
− W

kBT

)
exp

(
q a′ E

kBT

)
(2.26)

where q is the charge for each ion, E is the electrical field in oxide layer (E = ∆Φ
X
),

where ∆Φ is Mott potential and X is oxide layer thickness. W = Wi + U (energy

require for initial jump) and a′ is the distance between the ion position and the top

of the potential barrier. If multiplying Eq.2.26 the ionic jumped frequency, v, the

jump rate for ions with respect to Q1 as in Fig. 2.10, is shown as

P (t) = v exp

(
− W

kBT

)
exp

(
q a′ ∆Φ

XkBT

)
(2.27)
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From Eq. 2.27, the growth of the oxidation layer is given by:

dX

dt
= N ′Ω v exp

(
− W

kBT

)
exp

(
q a′ ∆Φ

XkBT

)
(2.28)

where N ′ is the number of ions per unit area. Ω is the volume of oxide per metal

ion.

An estimation of the growth rate of Fe oxide using Eq. 2.28 shown in Fig.

2.11. The parameters used to calculate the graph in Fig. 2.11 are as follows: The

potential barrier W = 2.5J for the ion to jump from one interstitial site to the

next neighbouring site, the volume of oxide per metal ion, Ω = 7.094 × 1029m3,the

number of atoms per unit area, N ′ = 2.44 × 1019 × 1 × 10−4 atoms/m2, the ionic

jumped frequency v = 2 × 1013 s−1, electron charge q = 1.60218 × 10−19 Coulomb,

Boltzmann constant kB = 1.38 × 10−23, temperature, T = 300K, Mott potential

∆Φ = ∆Φ0

X
[28, 11].

Fig. 2.11: Graph of estimated growth rate of iron oxide. Calculated using Eq.2.28

From Eq. 2.28, as a result it follows that as the oxidation thickness X increases,

the rate of oxidation dX
dt

will decrease. Also, it is worth noting that in the presence

of a strong field, the motion of the ion will be in one direction(field direction). Thus,

every ion’s escape from the metal will not recombine with the metal again because

the strong field pulls the ion across the oxide layer [11, 71, 72]. However, the CM
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theory is limited to the oxidation of thin films, which leads to Wagner’s theory of

oxidation that describe the oxidation of thick film [73].

Wagner considered that the oxidation in the metal is limited to a certain rate

because it depends on the diffusion within the film, which is limited by the thickness

of the film. Other factors, such as the reaction with oxygen and the temperature

of the metals, might have an impact on the oxidation rate. Based on these factors,

it is possible to predict and control the effect of the oxidation in the metals [74].

However, if the theory implies these factors, it is possible to argue that the rate

of oxidation is related to the parabolic kinetics process, which can be described by

using the following equation [73].

dX

dt
=

kp
2X

(2.29)

where is X is the thickness, kp is the parabolic rate constant which is the rate of

the growth [73]. Equation 2.29 can be solved by differentiation, it is as follows:

X2 = kp t (2.30)

whereas t is time.

Equation 2.30 shows the parabolic increase in thickness over time. Whether the

oxidation is impacted by ionisation that is produced during the reaction in the metal

oxide with the present temperature, the oxidation will continue, which indicates that

the oxidation layer may continue until the NP is fully oxidised, as demonstrated by

Pratt et al. [30]. They presented that cubic Fe NPs were fully oxidized due to the

presence of strain at the surface of cubic NPs. Not only this, but it is also possible

to say that the oxidation process could be influenced by the very structure of the

NPs themselves. For example, Pratt et al. also determined the oxidation rate for

cubic Fe NPs that changed over time to spherical Fe oxide NPs [30].

They also noticed that the Fe oxide NPs showed the Kirkendall effect void in the

centre. This effect is due to the concentration of the Fe core NP decreased from the

centre to the surface of the Fe particle during the oxidation process. This indicates

that Fe diffusion is outward to the surface of the Fe oxide NP [75] and O diffusion is

inward to the centre of the Fe oxide. As a result, there is a different rate of diffusion
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between Fe and O [67, 30, 69].
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Chapter 3

Experimental

3.1 Introduction

The nanoparticles (NPs) were synthesised by a technique called cluster source. The

cluster source provides advantages by allowing for the control of physical features of

the NPs, such as the size and shape of the NPs [76]. The aberration-corrected STEM

is used to analyse and characterise these NPs, providing details about the structure

of NPs and performing strain analysis using Z-contrast imaging with HAADF be-

cause the STEM contrast with a high spatial resolution image can be used to perform

strain analysis of these NPs. This is because the contrast in the STEM image indi-

cates the atomic columns’ position in the specimen [17, 31]. The working principles

behind cluster source deposition and STEM imaging are discussed in this section.

The discussion briefly summarises the cluster source component mechanism. In ad-

dition, a brief comparison is made between TEM and STEM. The chapter introduces

a discussion of scanning transmission electron microscope(STEM). Image formation

in STEM is covered as well.

3.2 Cluster source

Chemical, biological, physical, and gas-phase methods have all been developed to

synthesise NPs. Although these methods have the potential to synthesise a wide

range of NPs, their application has thus far been limited. For instance, in order to
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examine the images of these NPs for strain analysis, the NPs must be of a very high

quality and have a low level of contamination by substances like ligand. Although

the NPs can be made relatively cheaply and with some degree of efficiency using

the chemical processes of solo-gel and dendrimer template, the NPs themselves are

in a hydrosol state. Although the use of bacteria in the biological method for NP

growth is a natural one, the difficulty in precisely controlling the size of the NPs

results is a significant disadvantage of this approach. The physical technique creates

the NPs as a powder, which requires a soluble form by attaching ligands to powder,

and this can have an effect on the image quality. Finally, gas-phase methods such

as sputter-gas-aggregation sources (SGAS) produce NPs under high vacuum in the

gas-phase. The key benefit of SGAS is that the NPs can be controlled, despite the

fact that the amount of NPs produced is lower than with other approaches. For

example, the shape and size of the NPs can be easily controlled in this process;

additionally, this method can be utilised to make core shell NPs as well[76].

(1) (2) (3)

Aggregation chamber Deposition chamberQuadrupole mass filter

QUADRUPOLE RODE
ANODE CAP

Fig. 3.1: Cluster source components. The first component is the aggregation cham-

ber. The second part is the quadrupole mass filter. The third part is the deposition

chamber. Figure adapted from [12].

The SGAS approach involves the use of three main chambers (see Fig. 3.1). The

first is the aggregation chamber (sometimes called the cluster production region)

where the NPs are produced. In this section, an inlet introduces a gas (e.g., Ar

or He) into the system. A sputter head is located in this part which works by

introducing Ar around a target disc (in our case a Fe target) which is subjected to
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an electric current. The target disc acts as a cathode and the outer cap (see Fig. 3.1)

serves as an anode. Hence, the Ar atoms are ionised and accelerated towards the

target disc surface. As a result, the particles from the target surface will be vaporised

and accelerated towards a substrate. The collision between the Fe atoms and the

ionised Ar creates significant kinetic energy that facilitates cluster production of the

Fe atoms. The magnet is present behind the target disc which maintains the plasma

in the system. The released atoms flow to the aggregation region by two inlets.

Here, the size of the NPs can be controlled because the length of the aggregation

region allows time for collisions between particles, resulting in more and larger-

sized cluster particles. However, other factors can also control this property such

as the pressure of the carrier gas (He), the pressure of the supporting gas, and the

sputtering power[77, 78]. The second component of the SGAS is a quadrupole mass

filter for size selection and potentially a core/shell chamber where the particles are

coated (hence the core/shell designation). Here the selection process is based on the

mass-to-charge ratio of the cluster which can be selected by the quadrupole electric

field. It is possible to set the desired mass value for ions to transmit them to the

ion detector plant [78].

A prerequisite for the shell growth is that the temperature of the shell material

needs to be lower than the evaporation temperature of the core [77, 78]. Also, the

TEM grid is located in this part of the SGAS to allow further analysis of the sample

[78, 79]. Figure 3.1 illustrates the cluster source components.

3.3 Electron microscopy

Electron microscopy (EM) was introduced to overcome the resolution limitation

associated with the visible light microscope (VLM). EM uses the electron beam as

the illumination source, whereas the VLM uses the light as the illumination source

with wavelengths between 400 nm and 700 nm. The advantage of the electron

beam wavelength over the light wavelength is the ability to image a small subject

approximately 1.2Å to 3Å, compared to the VLM which is limited to 300 nm. The
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distance, d, between the lattice plane can be viewed as follows

d =
1.2λ

sin θ
(3.1)

Where d is the distance between the lattice plane and λ is the wavelength of the

electron which can be calculated as follows

λ =
h√

2m0E
(
1 + E

2E0

) (3.2)

Where h is Planck’s constant, E is the electron’s kinetic energy, E0 is rest en-

ergy, and mo is the electron’s rest mass. Meanwhile, sin(θ) is the semiangle of the

lens/aperture[80, 81]. As shown in Eqs. 3.1 and 3.2, the relationship between the

wavelength and the distance is a correlated relationship which means if the wave-

length is particularly large, this affects the ability to image a small subject.

Fig. 3.2: (A) representing the TEM, red representing the DF scattered electron.

The purple line is representing the BF scattered electron.(B) representing STEM,

green line shows the ADF detectors at β angle. The purple line is representing the

BF detectors at θ angle [13].

There are many varieties of EM, such as the transmission electron microscope

(TEM) and the scanning transmission electron microscope (STEM). Figure 3.2

presents a brief illustration comparing the two instruments. Because the experi-

mental images utilised in the project are predominantly from STEM, the primary

57



focus will be on the STEM instrument. However, the instrument structures be-

tween the TEM and STEM differ regarding the condenser lens (CLs) objective lens

(OLs) positions. Another differences between STEM and TEM concerns the de-

tector. STEM uses detectors that collect scattered electrons, such as the HAADF

detector[82].

Furthermore, a STEM with high-angle annular dark-field (HAADF) detectors

can provide information about the chemical contrast in the image since the intensity

in the image is directly related to the thickness and atomic number of the scattered

atoms.

Fig. 3.3: Summary of the electron beam detected by STEM. If the beam is scattered

at low angle, the BF detector will detect the beam. However, if the electron beam

is scattered at a high angle, it is a DF detector that will collect it. If the electron is

scattered at a higher angle, the HAADF detector will detect the scattered electron.

The angles in the simulation are 0–40 mard for BF detector, 90–200 & 110–180 mrad

for HAADF detectors.

The atomic column positions are shown as to the high intensity regions in

HAADF imaging [31]. Hence, the projection of the atomic columns in HAADF

– STEM is presented in the image as bright spots, which depends upon two factors:

58



the atomic number (Z) and how many atoms are along the atomic columns and

contribute to the scattering [46].

STEM offers the ability to control how many electrons can contribute to the

image. For example, in the HAADF image, the electron makes a greater contribution

to the image because the angle in this mode is large due to the use of the annular (ring

shape) detector. The ADF-STEM detector collects the most electrons scattered from

the sample because the STEM does not use the lens to form the images; the lens

is used in STEM to form the probe, which means the ADF image does not have

any effect on the image such as aberrations [83]. Figure 3.3 illustrates the electron

beam detected in STEM. HRTEM images cannot be directly interpreted due to

the coherent nature of the probe electrons, leading to interference related contrast,

which requires simulating the electron wave propagation through the electrostatic

potential distribution of the atomic cores in the specimen. In contrast, STEM

provides directly interpretable images since the electron incoherence does not lead to

thickness-dependent interference of the scattered electrons, which can be explained

as follows

I (R0) =| P (R0) | ⊗ 0 (R0) (3.3)

where I (R0) is the intensity distribution of the probe and 0(R0) (object function)

is the inverse FT with respect to the spatial frequency. The equation explains the

probe’s interaction with the real space intensity position P(R0)[14]. This means that

the intensity distortion is the in the image resulting from convolution of the probe

with the objective function (⊗ means the multiply and integrate [17] see Appendix

D) with the real space intensity position P(R0)[14].

3.3.1 Scanning transmission electron microscope

STEM is an electron microscopy technique. It was first introduced on 1966 by

Crewe [46]. STEM uses a sub-atomic scale electron probe around sub-1.0Å[84] to

scan a thin specimen and to produce an image of it by detecting the scattered and

unscattered electrons post specimen. The sample needs to be thinner than approx.

100 nm (depending on composition and density) to allow electrons to pass through
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for detection [85]. Magnetic lenses are used to create a sub-atomically thin probe

by converging the electrons emitted from the electron gun. Figure 3.4 provides a

schematic of a STEM [14].

Fig. 3.4: The instrument component of the STEM. When the transmitted beam

scatter at small angle, BF detector will detect the electron beam as shown in black

line. When the electron is scattered at high angle, the ADF detector will detect the

electron as shown in red line [14].

STEM components

The principal components of a STEM are shown in Fig.3.4. The electron beam

is produced by the field emission gun, which releases highly intense beams from a

small tip. The calculation of the probe current may be derived from the brightness

B, which is determined by the current density per unit area and the solid angle α

that the beam subtends. This relationship is expressed in the following equation

d =

√
0.4j

Bα2
(3.4)

Where d is the probe diameter and j is the probe current can expressed as
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j =
eni

∆t
(3.5)

where ni is number of the electron per unit area (∆t) that is controlled by the

condenser aperture. Rewriting Eq.3.4, the probe current expressed as

j =
Bπ2α2d2

4
(3.6)

From Eqs. (3.6, 3.5), it is possible to say that to obtain a smaller probe, the current

should be lower. Therefore, a high brightness of the electron source is necessary to

get reasonable current, which means that the brightness and the condenser aperture

in STEM play a role in determining the probe size [14, 46].

Next, beam passes through the condenser lens (CL). The CL allows to create a

concentrated probe which scans the specimen using deflection coils[46]. The objec-

tive lens (OL) is positioned above the specimen in STEM configuration. It concen-

trates the probe onto the sample[83]. The magnetic lenses facilitate the focusing of

the electrons along the optical axis [14]. In a first step the electron beam emitted

from the source is focused by the condenser lens CL1 which creates a crossover that

leads to a large demagnification of the electron source[85]. The lenses impose aber-

rations due to the fact that are electromagnetic lenses. The electron that passes

through the lenses will experience a magnetic force (Lorentz force) that deflects the

electron trajectory, as shown in Appendix A Fig. A.2. When the electron enters

a magnetic field b⃗ with velocity v⃗, the electron will be under force F⃗ (the Lorentz

force) which can be expressed as

F⃗ = −e · v⃗ × b⃗ (3.7)

From Eq. 3.7 the force, velocity and magnetic field are a cross product vector, so

F⃗ is perpendicular to b⃗ and v⃗. This confirms that the electron direction will be

influenced by this force F⃗ [17, 19]. For details about Cs-correction in STEM see

Appendix A.

The probe interacts with the thin sample, creating a convergent-beam electron

diffraction (CBED) pattern in the back focal plane of the OL. The annular or high
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annular angular dark field detector (ADF, HAADF, respectively) collect the elec-

trons scattered away from the optical axis whereas the bright field (BF) detector

collects those electrons undergoing no or minimal scattering. The probe position as

set by the scan coils is synchronised with the corresponding electron current mea-

sured by the respective detector giving rise to the resulting dark field or bright field

HRSTEM image [46, 86, 87].

3.3.2 Image formation

The process of image formation in STEM can generally be subdivided into several

stages. The first stage is the generation of the probe which, as previously mentioned,

is required to be subatomic in extension (1 Å or less). This probe is scanned by

deflection coils in x- and y- direction across the sample, which scatters the electrons

by the electrostatic potential of the atomic cores. The second stage is characterised

by the formation of a CBED pattern in the back focal plane of the objective lens

created by the proble/sample interaction. In a third stage scattered signal is de-

tected by bright-field, an annual or high angular annual dark field detector (ADF

or HAADF). At this stage, it is possible to control the image mode, namely bright

field or dark field making use of the different scattering angles related the respec-

tive scattering processes in the sample. Using electrons scattered at a low angle

around (e.g. 0-40 mrad) with respect to the optical axis, a bright-field STEM im-

age can be obtained. For electrons transmitted at a larger angle around (e.g. 40

mrad onward)with respect to the optical axis an ADF image can be obtained. At

higher angles an HAADF detector (e.g. 70 mrad onward) allows the recording of

Z-contrast images. Generally, electrons passing through the sample lose energy due

to inelastic scattering. This energy loss is related to chemical information which

can be recorded using electron energy loss spectroscopy (EELS). X-rays emitted by

the sample due to the interaction with the primary probe electrons give rise to the

possibility to use an energy dispersive X-ray (EDX) detector. The energy loss and

emitted X-rays can be used for element and plasmon analysis [14, 46].
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3.3.3 Bright-field image and dark-field image

In the BF image in STEM, the detector only picks up the direct beam. The electron

beam is scattered along the optical axis. Therefore, using a small detection angle

close to the optical axis can lead to a bright-field image in STEM because there is a

triple overlap region close to the optical axis. It is a direct beam (0) and two other

beams are scattered from the sample (g,−g). The overlapping leads to an intensity

which the detector uses to produce an image, as shown in Fig. 3.5. Bright-field

image intensity can be found using the following equation[14]

IBF (R0) = 1 + 4 | αVg | cos (2πg ·R0 − ̸ Vg) sinχ (g) (3.8)

Where Vg is Fourier component of the specimen potential for gth, R0 is the probe

position, g is beam scattering, αV g is the weak phase object, and sinχ (g) is the

phase shift of the scattered beam.

Fig. 3.5: The diffraction of the beam when it is coherent. The discs overlap, leading

to interference between the direct beam and scattered beam [14].

The phase contrast in bright-field images in STEM is given by phase shift sinχ.

However, the phase contrast transfer function is limited by lens aberration. As pre-

viously mentioned, the image contrast results from interference between overlapping

scattered beams and direct beams. However, the overlap occurs if the radius of the

scattering illumination is larger than the magnitude of the scattered rays (g) [17, 14].
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3.3.4 Annular dark-field (ADF) image

Crewe et al. first used the annular dark-field (ADF) detector in 1980. The technique

uses a sensitive ring-shaped detector to detect electrons scattered through a region

consisting of an angular range. The inner radius is between 10 mrad and 100 mrad

and the outer radius is several hundred mrad. The detector is positioned at the

centre of the optical axis. In the middle of the detector, there is a hole in the position

of the BF detector. It is possible to add another detector close to the ADF detector

to collect more scattered beams at an even higher angle. By adding this feature

to the microscope , a new image mode can be obtained called high-angle dark-field

(HA) ADF (or Z-contrast) images[17, 14]. The HAADF-STEM is a technique that

is used to provide information not only about the structure of a specimen at the

atomic level but also about the compositional analysis of that specimen[46, 88].

Fig. 3.6: (A)image is a bright-field STEM image of a Fe/Fe oxide core-shell struc-

ture, whereas the (B) image is a HAADF STEM image of a Fe/Fe oxide core-shell

structure.

The projection of the atomic columns in HAADF-STEM is presented in the

image as bright spots which depends upon two factors: the atomic number (Z) and

how many atoms there are along the atomic columns. There are three stages in the

formation of a HAADF STEM image. The first stage is incident probe formation; in

the second the probe should propagate within the sample; and the third is scattering

beam collection via the detector, depending on whether the bright-field STEM image

angle should be small. In contrast, if it is dark-field STEM image, the angle should
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be large [88]. Figure 3.6 shows a bright-field image and a HAADF image.

3.3.5 Thermal diffuse scattering

The atoms at room temperature will be vibrating, which is an effect shown in the

microscope images. So, the image contrast will be effected by thermal diffuse scat-

tering (TDS) or thermal vibration in the crystal lattice [89]. The origin of the TDS

arises from the interaction between the probe and the phonons present in the sam-

ple, resulting in the dominance of the thermal diffuse scattering (TDS) image in

terms of image contrast[14]. Thermal lattice vibrations occur when the ADF de-

tector collects inelastic scattering electrons at the collecting angle, and, as a result,

Bragg’s beam intensity will be weaker and another intensity will occur as diffuse

intensity, which is called TDS [90]. The TDS wave causes an intensity effect on the

image because the TDS wave is produced at the individual atomic position, which

causes a vibration that affects the beam at this position [91].

One approach to simulate a TDS effect involves the utilisation of the frozen

phonon technique. This technique entails the introduction of dynamic thermal vi-

brations to each phase of the slice inside the multislice method. The introduction

of additional motion will result in the displacement of atoms from their respective

equilibrium locations. The approach will replicate the TDS findings, which are cru-

cial for the modelling of STEM images. This is because the method reveals the

correlation of atomic displacements among neighbouring atoms. As a consequence

of employing this methodology, the atoms inside the model will no longer exhibit

periodicity [88, 92].
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Chapter 4

Methodology

4.1 Introduction

The project methodological approach consists of several steps: developing a three-

dimensional atomistic oxide shell of Fe3O4 NP model, generating a realistic three-

dimensional displacement field, applying the displacement field to 3D atomistic oxide

shell, simulating the model, and analysing the results with respect to the impact

of strain on column intensities and positions to extract the effective displacement

fields. This schematic is shown in Fig. 4.1.

Experimental Images Model Geometry

Strain Analysis Atomistic ModelMultislice SimulationSimulated Image

Compare Experiment and Simulation

Finite Element Simulation

Fig. 4.1: Workflow describing the procedure for the quantitative analyses of atom-

istic strain in iron/iron oxide core-shell NPs. Based on experimental images, which

were evaluated with respect to the atomistic strain, a model geometry of a NP is

generated and proposed strain fields applied to an atomistic model of the NP. Using

QSTEM [15] Z-contrast images are then calculated for these structures and subse-

quent strain analyses performed and compared to the experimental data.
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This chapter explains how to utilise characteristics of the experimental image

such as the geometry, thickness and the length of the nanoparticles (NPs) to create

3D models. The displacement field will be calculated using the finite element simu-

lation software COMSOL Multiphysics® [33]. Further, the integration of the strain

field into an atomistic model of the NP will be described leading to a displacement

field. Subsequently, the resulting strained NP crystal structure will be simulated

using the Quantitative TEM/STEM Simulations (QSTEM) code [15].

4.2 Experimental Z-contrast images

The input model was created based on the NP dimensions identified from the ex-

perimental images recorded for cubic particles, such as the side length, thickness,

and geometry of the oxide side face of cubic Fe@Fe3O4 NPs. The experimental data

used were Z-contrast STEM images obtained using a high-angle annular dark field

(HAADF) detector and aberration corrected STEM. The NPs were prepared by a

cluster source, as discussed in Chapter 3. Figures 4.2 - 4.5 are Z-contrast images for

NPs with lateral sizes of 15 nm, 21 nm, 27 nm and 34 nm, respectively. Independent

of size the oxide thickness was found to be 3 nm for all NPs and void formation oc-

curred at the NP corners for particles >15 nm. Furthermore, it is recognisable that

with increasing size there is a concave inward flexion of the core/shell side faces.

The inward flexion could be due to the decreased stability of the cubic geometry for

larger NPs whereas the void formation is likely due to the increased-out diffusion of

iron from the core along the grain boundaries formed by the oxide segments.

In general, the cubic Fe@Fe3O4 NPs consist of cubic iron core bases and six

truncated pyramids which grow in size and shape upon the progression of oxidation

whilst the core diminishes. Figure 4.6 shows an exploded view of an idealised rep-

resentation such a NP alongside the assembled structure. Due to the complexity of

the system, the model structure used for the strain application concentrates on one

iron oxide shell to determine the principal influence of strain on Z-contrast images.
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Fig. 4.2: HAADF image Cs corrections of a cubic 15 nm core/shell Fe/Fe oxide

nanoparticle with a 3 nm oxide shell. Voltage = 200 (kV), detector angle = 110-180

(mrad), dE = 0.8 (eV).

Fig. 4.3: HAADF image Cs corrections 21 nm core/shell Fe/Fe oxide nanoparticle

with a 3 nm oxide shell. Voltage = 100 (kV), detector angle = 90-200 (mrad), dE

= 0.3 (eV).
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Fig. 4.4: HAADF image Cs corrections 27 nm core/shell Fe/Fe oxide nanoparticle

with a 3 nm oxide shell. Voltage = 100 (kV), detector angle = 90-200 (mrad), dE

= 0.3 (eV).

Fig. 4.5: HAADF image Cs corrections 34 nm core/shell Fe/Fe oxide nanoparticle

with a 3 nm oxide shell. Voltage = 100 (kV), detector angle = 90-200 (mrad), dE

= 0.3 (eV).

The oxide shell is represented by a truncated pyramid with truncation angle of

45o [93]. From the analyses of the Z-contrast images the presence of significant

lattice strain in the oxide shell was found for particles below 20 nm side length. As

a reason for this it is speculated that the truncation angles for the unstrained oxide

domains deviate from 45o and, since the resulting gap is energetically unfavourable,

this leads to a closure of this gap inducing a corresponding lattice rotation and
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straining as was previously found by atomic column position analysis [30].

To obtain a realistic model of the strain induced displacement of the atomic

positions in 3D a model geometry was chosen starting with an unstrained oxide

domain, which would then be subjected to a stress induced due to the required

rotation of the oxide side facets to achieve gap closure. For this purpose, finite

element (FE) simulations were performed on this geometry using a commercial FE

software package COMSOL Multiphysics® [33].

Fig. 4.6: An idealised representation of the components of an oxidised cubic iron/iron

oxide NP: (A) exploded view, (B) assembled. Red: iron, blue: oxygen.

Extensions of these segments were derived from observations made in the ex-

perimental images, such as the oxide length and the core-shell interface length, and

used as model parameter input for the calculation of strain distribution providing

a displacement field [33] to be applied to the oxide crystal structure of the same

geometry. The identification of the truncated pyramids on the STEM image is de-

picted in Fig. 4.7. In this instance, the top facet of the oxide shell is 15 nm and its

thickness (height) is 3 nm, as shown in red. The schematic in Fig. 4.8 illustrates the

core base and oxide shell of the STEM image in Fig. 4.7. Figure 4.9 shows a sketch

of the red line (region of interest) in the STEM image which represents the oxide

shell model. As shown in Fig. 4.9, the triangle properties were used to calculate the

oxide shell dimension (see Fig. 4.7).

70



Fig. 4.7: An oxide shell segment (region of interest) indicated for the 15 nm NP to

be used for the strain simulation.

Fig. 4.8: 2D Schematic of the core base and oxide shell of the cubic NPs.

b = 3 nm

nm

9 nm

15 nm

3 nm

Fig. 4.9: Oxide shell segment chosen from the STEM image, as indicated in the red

line in Fig. 4.7.
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The remaining STEM images are shown in Appendix E in Figs E.1 - E.5, E.6.

These STEM examples have lengths of 21.5 nm, 27 nm and 34 nm, respectively.

The thickness of each case is 3 nm. Once the oxide shell’s parameters have been

determined, a 3D oxide shell can be generated in MATLAB®[32].

4.3 3D oxide shell model (truncated pyramid struc-

ture)

The 3D oxide shell model was created using a MATLAB® custom code [labelled

Nanocarver [94]]. Models of crystalline NPs were generated with configurable crystal

structure, shape, orientation and size. For this project the crystallographic structure

of unit cell for Fe3O4 was used (space group Fd-3m) with characteristic parameter

as shown in Table 4.1. This was used to generate the model of the crystalline oxide

segment.

Table 4.1: Lattice parameters of Fe3O4 (magnetite) structure [21].

a = 0.83963 nm b = 0.83963 nm c = 0.83963 nm

α = 90o β = 90o γ = 90o

Table 4.2: shows the parameter used in the ‘’Nanocarver” code.

Model Lt nm Lb nm h nm ≈ θ ≈ β

1 15 9 3 45 45

2 14.5 9 3 47.49 42.51

3 14 9 3 50.19 39.81

4 13.5 9 3 53.13 36.87

5 13 9 3 56.31 33.69

Where the top Lt and bottom Lb lengths of the oxide segment correspond to the

top and bottom lengths of the truncated pyramid in nm. The oxide shell’s thickness

h in nm. And angles defined by
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θ = sin−1

(
a′

c′

)
(4.1)

β = sin−1

(
b′

c′

)
(4.2)

whereas c′ is the length of the truncated pyramid at the periphery. a′ and b′ are

length as shown in Fig. 4.9.

To realise varying displacement fields for the model, a set oxide segment struc-

tures were created with truncation angles deviating from 45o. Stress fields on the

side faces of these segments were applied such that they comply to an angle of 45o

(described in section 4.4). Figure 4.10 shows the angles θ and β used to create

a set of non-45o geometric structures. Figure 4.10 shows the relation between the

“truncation length”, namely the maximum distance between two non-45o segments

and the corresponding truncation angle. For example, in the case of θ ≈ 56.31o and

β ≈ 33.69o, the truncation length will be approximately 1 nm on each side. The

larger this gap the higher the applied stress fields required for closing this gap.

Fig. 4.10: Truncation angles for the oxide segment model vs. the truncation length.

The outcome results of the 3D oxide shell model creation is shown in Fig.

4.11(See Appendix E.2 for other non-45o structures).
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Fig. 4.11: Oxide shell for the 15 nm oxide NP with a magnetite crystal structure.

A relaxed (45o).

4.4 Finite element method (FEM) simulation

COMSOL Multiphysics® [33] is a commercial software application designed to

model realistic 3D strain or displacement fields. The COMSOL Multiphysics®

software uses the finite element method (FEM) to address multi-physics problems

such as mechanical structure problems and provides numerical solutions to vari-

ous physics problems including strain[95, 96]. Complex physics problems, typically

given as partial differential equations (PDEs), can be solved using the finite element

method (FEM). Most physics problems can’t be easily solved analytically, but they

can be approximated by discretizing the equations that describe them; in this case,

the PDEs used to approximate the 3D strain or displacement fields by discretized

with a numerical solution that refers to the real solution[97].

COMSOL Multiphysics® is software that uses a solid mechanic module interface

to investigate 2D and 3D structures[96]. The physical study variable, such as the

displacement field components (u, v and w), is stationary and does not change over

time[98]. As previously described the geometric structure used in the present case is

a truncated pyramid composed of Fe3O4 representing the NP oxide shell. A sketch

demonstrating the relaxed model geometry for the 15 nm case is shown in Fig. 4.12

with the top of the facet having a long side extension of 15 nm and 9 nm short side

extension, and a thickness of 3 nm and a truncation angle of 45o.
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b = 3 nm

nm

9 nm

15 nm

3 nm

Fig. 4.12: The oxide shell dimension. The triangle properties were used to calculate

the model.

To generate a realistic displacement field correlated with a model whose struc-

ture is a truncated pyramid, it is necessary to briefly describe the cubic oxide-shell

geometric properties. The cubic structure consists of a central iron core and six

truncated (oxide) pyramids, one of them is previously indicated in Fig. 4.12. In

the ideal construction of the cubic NP, the six truncated pyramids should be at a

45-degree angle to produce a cubic structure, as seen in Figs 4.13 and 4.14A.

0 5-5

-5

0

5

nm

nm

Fig. 4.13: Schematic represents the cubic structure of four truncated pyramids. The

schematic is a presentation of the oxide layers at θ = β = 45o. Figure produced

from COMSOL Multiphysics® software.

The assumption is to generate a non-45o truncated pyramid structure model as
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sketched in Figs.4.14 B, E.11, E.12 and E.13 and then apply a stress field to form

a side face angle of 45o as depicted in Fig. 4.14A. Physically, the stress fields are

related to the energetically unstable gap configuration making it more favourable

to create a 45o side facet angle and leading to strong distortions around the triple

junction caused by three segments coming together to form this grain boundary[99].

Based on this assumption segments with increasing truncation angles were generated

to explore the impact on the overall strain fields and hence atomic displacements

and consequently Z-contrast image formation. Table 4.3 summarises the input pa-

rameters for five geometry structures used for finite element simulations.

(A) (B)

Fig. 4.14: (A) 45o geometric structure model. The angles are θ = 45o and β = 45o.

The drawing depicts the core-shell structure of the oxide model. This demonstration

displays four oxide shells.(B)non-45o case before applying external stress. The angles

are θ = 47.49o and β = 42.51o.

Table 4.3: shows the parameter used for 15 nm model.

Model Lt nm Lb nm Ratio h nm ≈ θ ≈ β ≈ ∆θ ≈ ∆β d nm α

1 15 9 0.6 3 45 45 0 0 0 0

2 14.5 9 0.62 3 47.49 42.51 -2.49 2.49 0.5 4.78

3 14 9 0.64 3 50.19 39.81 -5.19 5.19 1 9.56

4 13.5 9 0.67 3 53.13 36.87 -8.13 8.13 1.5 14.34

5 13 9 0.69 3 56.31 33.69 -11.31 11.31 2 19.12
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Where the top Lt and bottom Lb lengths of the oxide segment correspond to

the top and bottom lengths of the truncated pyramid in nm. The oxide shell’s

thickness h in nm. The ratio is the ratio between the top and bottom diameters

of the truncated pyramid, and the angle α applied is the angle required for the

model to form 45o in the COMSOL Multiphysics® [96] software. ∆θ and ∆β are

the angle differences between the model without displacement and the model with

displacement. d is displacement required to form a 45-degree angle (to close the gap

between the oxide facets). Model mechanical properties such as Young modulus,

Poisson ratio, and density, are shown in Table 4.4 [100].

Table 4.4: Model mechanical properties of Fe3O4 used in COMSOL Multiphysics®

software.

Description Value

Young’s modulus 230.33GPa

Poisson’s ratio 0.2616

density 5150kg/m3

4.4.1 Condition for Displacement Field Model

The described displacement condition was applied to the four side faces of the model,

as shown on in Fig. 4.15A. The described displacement condition has the ability

to control displacement in several directions which is the reason of using it. The

displacement field in this instance can be described as follows [101].

Hu = R (4.3)

whereas H matrix in the case of the xx component as follows

H =


1 0 0

0 1 0

0 0 1

 (4.4)

and
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u =


u

v

w

 (4.5)

whereas u is displacement in u, v, w components in x, y and z directions, respec-

tively.

R =


Rx

Ry

Rz

 (4.6)

with Rx , Ry, and Rz being the components of R in x, y and z, respectively.

In the discussed case, the displacement field was applied to side facet as shown

in Fig. 4.15A. To achieve this criteria, the model must be rotated and displaced

around the Rz vector. As result, Eq. 4.3 can be written as follows


1 0 0

0 1 0

0 0 1



u

v

w

 =


Rx = 0

Ry = 0

Rz = α× |z|

 (4.7)

where is α is the angle applied to the model, and z is the spatial coordinates in

the z-direction of the model before the displacement.

Equation 4.7 represents the xyz-components of the displacement in the model

and its dependence on the truncation angle (α). α is the applied to the model to

form 45 degree which are shown in Table 4.3. A screenshot of parameters used to

calculate the rotation and displacement around z−direction is shown in Fig. 4.16.

For the bottom facet of the oxide segment a fixed boundary condition was chosen,

as indicated in Fig. 4.15B since the experimental observation indicates that no

displacement is found at the oxide/core interface. For the top facet a free boundary

condition was applied, reflecting the fact that the surface of the oxide segment is

not experiencing constraints during the oxidation process.
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(A) (B)

Fig. 4.15: A)The condition applied to the model. The described displacement con-

dition was applied to the four facets. (B) The condition applied to the model. The

conditions of the fixed condition applied to bottom facet. Figure produced from

COMSOL Multiphysics® software.

Fig. 4.16: Screenshot from COMSOL Multiphysics® software showing the input

parameter of equation 4.6.
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4.4.2 Finite Element Simulations

The results for the displacement fields calculated with Eq. 4.7 using the COMSOL

Multiphysics®-based FES models are shown in Figs 4.17-4.20. As expected, the

displacement field is maximal at the periphery while close to zero near the bottom

(core-shell boundary). The displacement also increases from the bottom up to the

top of the model. The colour bar shows the displacement required for 45o angle

formation. The model diameter is 3 nm, the core-shell interface (bottom facet) is

9 nm, and the top length is 15 nm after applying the angle. The 1D displacement

magnitude (nm) of the 3D model is shown in Fig. 4.21. The line profile was taken

from the top of the model as shown in Fig. 4.25A.

Fig. 4.17: The displacement profile shows how the model deforms at α = 4.78o. The

colour bar shows the displacement needed for a 45o angle formation. The top length

is 14.5 nm before the displacement and the thickness is 3 nm.

Fig. 4.18: The displacement profile shows how the model deforms at α = 9.56o. The

colour bar shows the displacement needed for 45o angle formation. The top length

is 14 nm before the displacement and the thickness is 3 nm.
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Fig. 4.19: The displacement profile shows how the model deforms at α = 14.34o.

The colour bar shows the displacement needed for 45o angle formation. The top

length is 13.5 nm before the displacement and the thickness is 3 nm.

Fig. 4.20: The displacement profile shows how the model deforms at α = 19.12o.

The colour bar shows the displacement needed for 45o angle formation. The top

length is 13 nm before the displacement and the thickness is 3 nm.

Fig. 4.21: Line graph of the displacement magnitude (nm) of the model top facet.
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Aside from the displacement field results obtained from COMSOLMultiphysics®

software, I also simulate the continuum strain tensor from the models. The reason

for simulating the strain tensor is to visualize the strain tensor before applying it to

the atomic structure of Fe3O4. The equation to represent the strain tensors used in

COMSOL Multiphysics® software is as the follows [102, 103].

ε =


εxx εxy εxz

εyx εyy εxz

εzx εzy εzz

 (4.8)

whereas the εxx,εyy and εzz are tensor strain components which are represented

by the following equations

εxx =
∂ux
∂X

=
Lxf − Lxo

Lxo
=

∆Lx

Lxo
(4.9)

εyy =
∂uy
∂Y

=
Lyf − Lyo

Lyo
=

∆Ly

Lyo
(4.10)

εzz =
∂uz
∂Z

=
Lzf − Lzo

Lzo
=

∆Lz

Lzo
(4.11)

where Lo is the original length and Lf is the final length after strain is applied, while

εxy, εxz and εyz are shear strain components, which are represented by the following

equations:

εxy =
1

2

[
∂ux
∂X

+
∂uy
∂Y

]
(4.12)

εxz =
1

2

[
∂ux
∂X

+
∂uz
∂Z

]
(4.13)

εyz =
1

2

[
∂uy
∂Y

+
∂uz
∂Z

]
(4.14)

The 2D strain tensor of ZZ component is shown in Fig. 4.22 for the 15 nm case.

The illustration depicts the 2D surface plot of the 3D strain model for the variances

of the strain value. The 2D surface plane was taken from the centre of the 3D model

as in Fig. 4.23. Figure 4.22A is the lowest strain tensor, which is around 3 % and
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the compression strain around 4.5 %, while the high strain value is as shown in Fig.

4.22D. The strain is around 12.6 % and compression strain is around 1.6 %.

Fig. 4.22: The surface of continuum strain profile of the ZZ component (1). Differ-

ences in angle (β = −θ) values between the model without displacement and the

model with displacement.

The compression (as shown in the blue area in Fig. 4.22) results from the model

bottom’s fixed condition, where the interface is between the core-shell. Due to how

the COMSOL Multiphysics® software generates strain, the results are infinite linear

strain to the whole model. It is important to note that the red region in the 2D plot

represents a region of bending in the model that will be evident in the simulated

images (see Chapter 5).

Fig. 4.23: The 2D surface plane cut from the centre of the 3D model. The image

was produced using COMSOL Multiphysics® software.
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(A) (B)

Fig. 4.24: (A) Strain tensor, ZZ component, of line profile as shown in Fig. 4.25A.

(B)Strain tensor, ZZ component, of line profile as shown in Fig. 4.25B. Angles here

is the θ = β.

The 1D strain tensor of the ZZ component of the 15 nm case is depicted in Fig.

4.24B as additional evidence obtained from COMSOL Multiphysics®. As shown in

Fig. 4.25B, the strain profile was measured from the centre to the top of the model.

The magenta colour represents the lowest value of the displacement field (see Table

4.2), and the angle difference is ≈ 2.5o. The strain tensor value is around 0.1 %. In

contrast, the displacement field and strain tensor are greater when the angles are

around ≈ 11o, as indicated by the red colour. Another line profile from the top of

the model as shown in Fig. 4.25 to get the strain tensor of strain tensor of the ZZ

component of the 15 nm case is shown in Fig. 4.24A.

The case 15 nm is not the only one I was investigated, I looked at different

sizes, for example, case 21.5 nm, case 27 nm, and case 34 nm. Tables 4.5-4.7 are

showing the parameter used for COMSOL Multiphysics® software for case 21.5 nm,

27 nm and 34nm, respectively. The comparison of the 1D strain tensor of the ZZ

component in all cases is depicted in Fig. 4.26. The graph depicts only models of

≈ 11o cases in model 15 nm, model 21.5 nm, model 27 nm, and model 34 nm, which

correspond to the highest displacement field applied to the models, as indicated in

Tables 4.3,4.5,4.6 and4.7. The strain tensor in Fig. 4.26 relates to the size of the

model. It is clear that the size of the model shows more relaxing area (almost free

strain) in compared to the small model which will be discussed in Chapter 5.

84



(A) (B)

Fig. 4.25: 1D depiction of the 3D model’s cut line in COMSOL Multiphysics ®

software. (A) is from the top and the (B) is from the centre.

Fig. 4.26: comparison of the 1D strain tensor of the ZZ component for 15 nm, model

21.5 nm, model 27 nm, and model 34 nm.

Table 4.5: Shows the parameters used for the 21.5 nm model.

Model Lt Lb Ratio h nm ≈ θ ≈ β ≈ ∆θ ∆β d nm

1 21.5 15.5 0.721 3 45 45 0 0 0

2 21 15.5 0.738 3 47.49 42.51 -2.49 2.49 0.5

3 20.5 15.5 0.756 3 50.19 39.81 -5.19 5.19 1

4 20 15.5 0.775 3 53.13 36.87 -8.13 8.13 1.5

5 19.5 15.5 0.795 3 56.31 33.69 -11.31 11.31 2
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Table 4.6: Shows the parameters used for the 27 nm model.

Model Lt Lb Ratio h nm ≈ θ ≈ β ≈ ∆θ ≈ ∆β d nm

1 27 21 0.78 3 45 45 0 0 0

2 26.5 21 0.79 3 47.49 42.51 -2.49 2.49 0.5

3 26 21 0.81 3 50.19 39.81 -5.19 5.19 1

4 25.5 21 0.82 3 53.13 36.87 -8.13 8.13 1.5

5 25 21 0.84 3 56.31 33.69 -11.31 11.31 2

Table 4.7: Shows the parameters used for the 34 nm model.

Model Lt Lb Ratio h nm ≈ θ ≈ β ≈ ∆θ ≈ ∆β d nm

1 34 28 0.824 3 45 45 0 0 0

2 33.5 28 0.836 3 47.49 42.51 -2.49 2.49 0.5

3 33 28 0.848 3 50.19 39.81 -5.19 5.19 1

4 32.4 28 0.861 3 53.13 36.87 -8.13 8.13 1.5

5 32 28 0.875 3 56.31 33.69 -11.31 11.31 2

4.4.3 Application of displacement field to the Fe3O4 struc-

ture

Based on the size of the experimental images, finite element simulation COMSOL

Multiphysics® software [33] is used to make the displacement field. The output data

(txt file format) contains information about the source data (spatial coordinate data

for x, y and z) and the shift data (the vector data correlated to the spatial coordi-

nates). Another x, y and z file contains information about the NP structure, such as

the atom positions and symbols, and that file was obtained from the ”Nanocarver”

[94] code. The data is then interpolated using a built-in function called scatter-

dInterpolant [104]. The function is interpolated at each spatial coordinate with its

correlated vector field and the x, y and z data. The objective is to identify the

displacement field to use with the fixed atomic structure data of Fe3O4. Figures
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4.27 - 4.31 show the displacement field applied to the Fe3O4 structure for the 15 nm

case. The angle after applying the displacement field is 45o.

In summary, the 3D mode and 3D displacement field model were created using

factors from different sizes of experimental images, such as the size of the NPs and

the oxide shell. The NPs’ structure and a realistic displacement field were created

using MATLAB® [32] code and COMSOL Multiphysics® software. The interpreta-

tion of the displacement field vector was enforced by utilising the scatterdInterpolant

function built into MATLAB® [32].

Fig. 4.27: Angle before and after applying the displacement field: θ ≈ 45o and

β ≈ 45o. Red: iron atoms, blue: oxygen atoms.

Fig. 4.28: Model’s angle before applying the displacement field: θ ≈ 47.49o and

β ≈ 42.51o. Angle after applying the displacement field: θ ≈ 45o and β ≈ 45o. Red:

iron atoms, blue: oxygen atoms.
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Fig. 4.29: Model’s angle before applying the displacement field: θ ≈ 50.19o and

β ≈ 39.81o. Angle after applying the displacement field: θ ≈ 45o and β ≈ 45o. Red:

iron atoms, blue: oxygen atoms.

Fig. 4.30: Model’s angle before applying the displacement field: θ ≈ 53.31o and

β ≈ 36.87o. Angle after applying the displacement field: θ ≈ 45o and β ≈ 45o.Red:

iron atoms, blue: oxygen atoms.

Fig. 4.31: Model’s angle before applying the displacement field: θ ≈ 56.31o and

β ≈ 33.69o. Angle after applying the displacement field: θ ≈ 45o and β ≈ 45o. Red:

iron atoms, blue: oxygen atoms.
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4.5 Simulation approach

STEM images were simulated using Quantitative TEM/STEM Simulations (QSTEM)

software [15]. The simulation employs the multislice method (the image comput-

ing method is mentioned in Appendix F). The simulation was conducted using a

supercomputer (Viking Cluster) at the University of York [105].

The QSTEM simulation parameters are shown in Tables 4.8 and 4.9. I used two

sets of parameters since the experimental data came from two different microscopy

instruments. The experimental images of 21.5 nm, 27nm and 34 nm were taken in

Daresbury’s SuperSTEM by Dr Demie (Despoina Maria) Kepaptsoglou [84]. While

the image of 15 nm was taken in The York JEOL Nanocentre at the University

of York by Dr. Leonardo Lari [106].The NPs were prepared and imaged from two

different cluster sources and underwent oxidation over similar time intervals.

Table 4.8: simulation parameter used in QSTEM for the model of 15 nm.

Voltage (kV) Defocus (nm) Astigmatism (nm) C3 (mm) Cc (mm) dE (eV) TDS Detector(mrad)

200 0 0 0 1.2 0.8 50 110-180

Table 4.9: simulation parameter used in QSTEM for models of 21.5 nm, 27nm and

34 nm size length.

Voltage (kV) Defocus (nm) Astigmatism (nm) C3 (mm) Cc (mm) dE (eV) TDS Detector(mrad)

100 0 0 0 1.2 0.3 50 90-200

The simulation results of multislice Z-contrast images of Fe3O4 are shown in Fig.

4.32, for a model with a thickness of 3 nm and a length of 15 nm. The edges reveal

some missing atoms (as shown in Fig. 4.32) as a result of the model being sliced

based on the required quantity. For example, the number of atoms, such as the

45-degree slice cut angle and non- 45-degree slice cut angle. The first set of images

Fig. 4.32A,F,G are non-displaced model. The other set of images in Fig. 4.32 are

displacement model with different values, as shown in Fig. 4.33. It is clear that

the models are not in periodic boundary condition. This is due to the cutting angle

used when creating the model. As a result, I added ≈ 3 nm vacuum spaces around

the model to minimise the impact of the periodic boundary condition. Appendix G
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shows more simulated image for other sizes such as 21.5 nm, 27nm and 34 nm.

Fig. 4.32: Multislice simulated Z-contrast images for model 15 nm of Fe3O4. Fe2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima.The angles diffidence are state in each image as β = −θ. The

1st columns (A,B,C,D,E) are dark field (DF) images. The 2nd column (F,G,H,I,J)

are false-colored of DF images. The 3rd column (K,L,M,N,O) are corresponding the

bright field images (BF).
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Fig. 4.33: Plot depicts the angle differences (α and β as in Table 4.3) used to

generate the model in relation to the displacement magnitude.
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Chapter 5

Displacement field impact on the

STEM images

5.1 Introduction

Atomic displacement fields, which can be caused e.g. by local defects or external

strain fields, have a significant effect on Z-contrast imaging. This impact is due to

the local disorder leading to variations of atomic positions in the electron beam direc-

tion and affects both the positions and intensity of atomic columns in the resulting

images. The main focus of this thesis lies on a better quantitative understanding

of the correlation between the displacement fields in the oxide shell of Fe/Fe3O4

nanoparticles, as discussed in Chapter 1 section 1.1.1, and both the intensities and

positions (and hence displacement fields) of the atomic columns. For this purpose,

this chapter is concentrating on two model truncated pyramid shaped oxide seg-

ments, one with long-edge length of 15 nm (Model I) and one with 34 nm (Model

II). These two cases were chosen since they represent typical dimensions found in

the experimental samples. Further model dimensions were used for modelling and

are covered in Appendices H (for intensity profiles) and I (for displacement fields).

These models were used for Z-contrast multislice image simulations under varying

strain fields as discussed in Chapter 4. To determine the impact of thermal diffuse

scattering (TDS) image simulations for both non-TDS and TDS were performed.

This approach was chosen to obtain a more accurate representation of the impact
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of displacement fields on the electron scattering and hence image formation [107].

Atomic displacement field mapping for Model I and Model II will be investigated,

which will help comprehend how the atomic displacement field influences the model

geometry. The primary objective of this study is to quantify the correlation be-

tween the external stress (hence the atomic displacement in 3D) and the intensity

distribution in the 2D Z-contrast images.

5.2 Results for Model I and II

The following results are intensity profiles of simulated images of multislice Z-

contrast images for non-strained and strained model systems of the Fe3O4 domains.

As discussed in Section 5.1 only two models, one with a 15 nm long edge (Model I)

and one with a 34 nm long edge (Model II), will be presented in this section, while

other models such as 21 nm long edge (Model III) and 27 nm long edge (Model IV)

will be presented in Appendix H.

5.2.1 Intensity profiles for Model I

For the evaluation of the simulation results and the comparison with experimen-

tal data, image intensity profiles in x- and y-directions were acquired at specific

locations, as indicated by arrows in Fig. 5.1. A central line profile in y-direction

was determined in the centre of the domain (red arrow) and several line profiles in

x-direction (arrows in magenta, brown, purple, and green) were taken.

Figure 5.1 shows the results of the image simulations for the unstrained and

strained model values in y-direction for varying truncation angles (see in Chapter

4) for the simulated images using Model I. The respective line profiles given in Fig.

5.1 compare both the results with and without considering TDS.

Figure. 5.1A shows the unstrained model with the respective line profile shown in

Fig. 5.2A. A gradient of intensity can be observed, which is expected as the number

of Fe-ions (atoms) in beam direction increases with increasing y-value due to the

truncated pyramid-shaped geometry of the domain and the dependence of the Z-

contrast on the number of atoms along the beam direction. In the presence of stress
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fields, the Z-contrast images as shown in Fig. 5.1B-E with the respective intensity

profiles as shown in Fig. 5.2B-E. As can be seen in the profiles, the intensity of the

bottom atomic column is now always lower than that of the top atomic column for

all strain values in contrast to the unstrained case which can be explained by the

disorder of the atoms in beam directions which increases with increasing strain [87].

Fig. 5.1: Multislice (QSTEM) simulated normalised Z-contrast images obtained for

a truncated pyramid geometry of Fe3O4 for different. Fe2+ columns correlate to

high- intensity maxima, while Fe3+ columns correspond to lower intensity maxima

between the Fe2+ columns. (A) represents the unstrained case, (B) corresponds to

a 0.5 nm edge displacement, (C) 1 nm, (D) 1.5 nm, and (E) 2 nm. Coloured arrows

show the line profile positions.

A second finding indicates that the strain distribution or displacement field in-

fluences not only the intensity of the simulated image, but also the position of each
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column in simulated image. Comparing the non-displaced to the displaced models,

for instance, reveals a local increase of the spacing of atomic columns as shown in

Fig. 5.2.

Fig. 5.2: Line profiles of simulations in Fig. 5.1 in y-axis direction. (A) shows

the unstrained model, with (B-E) showing the results for the strained model. The

truncation angle values for β = −θ are given in line with those provided in Fig.

4.33(see Chapter4). The black arrows point towards shoulders of the maxima. The

dashed line indicates the peak positions according to the unstrained model.

Furthermore, the results of the image profile analyses reveal peak shape varia-

tions as a function of displacement. For instance, the strained models exhibit a loss

of symmetry, which expresses itself as shoulders of the column intensity profiles, as

pointed out by arrows in Fig. 5.2B-E. It becomes clear that these shoulders are
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related to the displacement field. As an example, for the smallest truncation angle

(Fig. 5.2B) there is a small shift in the shoulder near the top column maximum,

whereas in Fig. 5.2E, there are significant shoulders found in the majority of the

maxima, indicating that with an increase of truncation angle the resulting increasing

displacement field has a stronger effect on the intensity distribution, as could be ex-

pected. This local variation of the column position will affect in turn the probability

of lattice diffusion (see Chapter2).

As depicted in Fig. 5.2A, for the unstrained model using non-TDS, the peak

shape does not significantly differ from the case where TDS is included. However, the

peak intensities vary as the TDS leads to an increased background and lowered peak

intensity as shown in Fig. 5.2A (red). Figures 5.2 B-E in contrast, demonstrate the

effect of TDS on the peak intensities of the strained model indicating also pronounced

anisotropic peak shapes with the increased occurrence of shoulders as the strain

increases. This shows that the strain induced atomic disorder introduces anisotropic

electron scattering behaviour of the individual atomic columns; this also expresses

itself in the “reversal” of the absolute intensities in comparison to the unstrained

case. Overall, the peaks for the unstrained situation exhibit largely a Gaussian

distribution with the strained cases showing a pronounced non-Gaussian distribution

which is enhanced by TDS. The lower peak intensities for the TDS cases are related

to an increased number of electrons scattered anisotropically around the columns

and into the background. Overall, a significant impact of TDS can be observed

which is enhanced by the presence of lattice strain.

Figure 5.3 shows the intensity profiles in x-direction. As discussed in the con-

text of Fig. 5.1 four positions were chosen for these profiles. The magenta-coloured

line profile (Fig. 5.3A) indicates a lower local atomic displacement near the bot-

tom edge of the domain (corresponding to the core-shell interface of the iron/iron

oxide NP). When comparing the first line profiles of the unstrained model with the

strained cases, the peaks shift, as expected, indicating increased spacing between

the columns.
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(A) 1st line profile (B) 2nd line profile

(C) 3rd line profile (D) 4th line profile

Fig. 5.3: Intensity profiles taken in the x-direction for Model I, as shown by the

magenta, brown, purple, and green arrows in Fig. 5.1. The black dashed line

indicates the peak positions according to the unstrained model. The zero angle is

the non-displaced column. The angles difference are stated in each image in terms

of β = −θ.

Fig. 5.3B-D shows the line profiles along the brown, purple, and green lines in

Fig. 5.1, respectively. Due to the increased level of strain in comparison to Fig. 5.3A,

the intensity maxima on the line profiles vary. This behaviour is due to an increased
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level of disorder of the atom arrangements in beam direction as well as a reduced

contribution to the effective scattering of atoms near the edges in beam direction.

The strain fields influence the atom columns, resulting in bending or curvature of the

model structure. This is increasingly more pronounced in Figs.5.3B-D. The peaks

at the periphery in Fig. 5.3C (as in the fourth- and fifth-line profiles in C) are due

to the fact that atoms from adjacent columns contribute to the scattering due to the

lattice plane bending. Interestingly, no apparent anisotropy of intensity distribution

in the peaks is found in x-direction for all line profiles.

(A)

(B)

Fig. 5.4: (A) Model of the top segment of a cubic NPs’ oxide shell with two selected

columns at the top and bottom of the segment (Fe: blue, O: red). (B) Impact

of the truncation angle on column intensities in the simulated images for the top

and bottom column selected in (A). Insert shows schematic of the truncation angle

impact on dtrunc.

The impact of atom displacement on image intensity is compared in Fig. 5.4

where the column peak intensity is tracked for different strain levels for one column

at the top and one at the bottom of the domain as indicated in Fig. 5.4A. The

image profile was captured along the column direction from two distinct positions,

as shown in Fig. 5.4A. The results in Fig. 5.4B show that as the model displacement

field increases, the intensity of the respective columns changes such that there is a

gradual increase of intensity for the bottom column whereas the top column shows

a massive decrease already for small strain values and subsequent further decrease

as the strain increases [87].

98



5.2.2 Intensity profiles for Model II

To compare the smaller domain used for Model I with a larger model system a long

edge length of the truncated pyramid of 34 nm (Model II) was used with the image

simulation results presented in Fig. 5.5.

Fig. 5.5: Multislice (QSTEM) simulated normalised Z-contrast images of Fe3O4 for

Model II. Fe2+ columns correlate to high- intensity maxima, while Fe3+ columns

correspond to low-intensity maxima. The angles difference are stated in each image

as β = −θ. (A) represents the unstrained case, (B) corresponds to a 0.5 nm edge

displacement, (C) 1 nm, (D) 1.5 nm, and (E) 2 nm. Coloured arrows show the line

profile positions.

Like the approach for Model I line profiles in y- and x-direction were determined

as shown in Figs. 5.6 and 5.7. The respective positions for the line profiles are

denoted by arrows in Fig. 5.5. In the unstrained and strained models, the slope of
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the image intensity gradient is qualitatively comparable to the 15 nm model (Model

I) due to overall geometric similarities, as indicated in Fig. 5.6. However, the

gradient in Model II is reduced compared to Model I due to its larger size which is

related to the larger number of atoms along the trajectory direction of the beam for

this system [87]. Consequently, there is less variance in intensity between a strained

region and one that is free of strain [37].

In addition, the variation of spacing between the maxima is not identical for both

models, as expected. The strain induced by the assumption of a ”forced rotation”

of the segments’ side facets to close the truncation angle does not affect the centre

region of the segment as much as in the Model I case.

Fig. 5.6: Line profile taken in y-direction for Model II. (A) shows the result for the

unstrained model, while B-E show the strained cases. The angle difference is stated

in each plot as β = −θ. Black arrows indicate shoulders on the maxima. The dashed

lines mark the centre and position of the peripheral peaks for the unstrained case.
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The x-axis line profiles in Fig. 5.7 reveals a curvature of lattice planes Model

II, similar to Model I, however it is less pronounced due to the larger extension

of the central region in Model II. Hence, the atomic displacements are in this case

largely confined to the regions near the side facets. In agreement with the findings

for Model I, Fig. 5.7 shows generally a decrease of all peak intensities and increase

of background intensity when TDS is considered. Also, due to the lattice plane

bending, the intensity peaks can be occasionally observed (e.g. in Fig. 5.7C) [34, 37].

An increased attenuation of intensity in the peripheral peaks can be observed with

increased truncation angle values.

(A) 1st line profile (B) 2nd line profile

(C) 3rd line profile (D) 4th line profile

Fig. 5.7: Intensity profiles in x-direction, as indicated in Fig. 5.5. The dashed lines

mark the centre and position of the peripheral peaks for the unstrained case. The

zero angle is the non-displaced column. The angles difference are stated in each

image in terms of β = −θ.
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In comparison, the impact of the applied external stress on the side facets of the

truncated pyramid domain is more pronounced in the central part of the domain

for the smaller domain (Model I) indicating that the atomic displacements are more

significant here in comparison to the larger (Model II for 34 nm), which could be

related to a greater significance of this local strain for lattice diffusion while for the

larger domains the atomic displacement is more confined to the boundaries.

Fig. 5.8: Comparison of line profiles in y-direction for Model I, Model II, Model III

and Model IV for the unstrained and maximum strained cases. (A, B) unstrained

and strained case for Model I. (C, D, E and F) unstrained and strained case for

Model III and Model IV, respectively (Since the centre of the model shows only

three maxima in intensity (as in Figs. H.2 and H.5), this line profile is 1 nm off-

center because of the model’s cutting angle). (G, H) unstrained and strained case

for Model II. The results show a “reversal” of peak intensity distribution in both

cases but more pronounced for the smaller domain (Model I).
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Finally, a direct comparison of the profiles in y-direction for Model I (15 nm),

Model II (34 nm) Model III and Model IV (21.5 nm and 27 nm, respectively, see

Appendix H.2 and H.5) reveals that the observed “reversal” of maxima intensity

increases from bottom to top in the presence of strain can be observed for the small

and large models with the difference that this effect is significantly more pronounced

for Model I. This shows that the impact of external stress on the strain distribution

within the oxide domain is mostly relevant for NPs with long edged length values

<34 nm and, as can be seen in the examples shown in Appendix H.2, this is also

true for values <21 nm. Hence, only small oxide domain sizes show an impact of

the external stress on the lattice strain in the centre of the domain.

5.3 Comparing simulated and experimental Z-contrast

images

After studying the results of Z-contrast image simulations of unstrained and strained

iron oxide domains with and without TDS a comparison with experimentally ob-

tained Z-contrast images was performed. The objective is to examine possible sim-

ilarities or dissimilarities between the experimental image and the expected image

contrast as observed for the simulated image by analysing the intensity line profiles

as discussed in the previous section. This section will examine two experimental

images, one with a side length of 15 nm and the other with a side length of 21.5 nm.

The inclusion of both images is justified by their good quality, which facilitates the

procedure of quantification.

Firstly, the smallest NP analysed by STEM of a cubic iron/iron oxide NP with

a 15 nm side length and a 3 nm oxide shell as depicted in Fig. 5.9 was scrutinised.

For this purpose, selected atomic columns at the periphery and at the core-shell

interface were analysed. It was found that the column intensities near the core-shell

interface are higher than those at the periphery (in this case, twice as high), in

agreement with the results of the strained Model I findings.
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(A)

(B) (C)

(D)

Fig. 5.9: (A) Normalised Cs-corrected HAADF image of a 15 nm cubic core/shell

Fe/Fe oxide nanoparticle exhibiting a 3 nm-thick oxide shell. Blue circles represent

columns near the core-shell boundary, while the red circles represent columns close to

the surface of the oxide shell. (B,C) The images show the average of three columns,

as indicated by the blue, red arrows close to the core shell and top oxide shell,

respectively. (D)The line profiles of images of the average of three columns (B,C)

in black and magenta plots.

Another illustration is given in Fig. 5.10. In this instance, the experimental

image is of a cubic NP with a side length of 21.5 nm and an oxide shell of 3 nm.

The results also reveal an intensity gradient in the image that corresponds to the

trend of the displaced simulated image. The column intensities near the core shell

are doubled than those at periphery in agreement with the results of the strained

Model III findings (See Fig. 5.8 C,D).

Secondly, two different line profiles were produced on the x-axis (red arrow) and

the y-axis (blue arrow), respectively. As depicted in the image on Fig. 5.11, the

orientation of the arrows corresponds to the direction of the line profile. For this

case a line profile was analysed for 21.5 nm side length. The region of interest is

located in an area of the image where there is less noise and where the columns are

easy to evaluate.
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(A)

(B) (C)

(D)

Fig. 5.10: (A) Cs-corrected HAADF images of a 21.5-nm-cubic core/shell Fe/Fe

oxide nanoparticle exhibiting a 3 nm-thick oxide shell. The blue circles represent

single columns that were determined to be closest to the core shell, while the red

circles represent other columns close to the oxide shell. (B,C) The images show the

average of three columns, as indicated by the blue and red arrows close to the core

shell and top oxide shell, respectively. (D)The line profiles of images of the average

of three columns (B,C) in black and magenta plots.

(A)

(B)

(C)

Fig. 5.11: HAADF image of a 21.5 nm core/shell iron oxide nanoparticle exhibiting

a 3 nm-thick oxide shell(A). The y-direction is indicated by the blue plot (B), and

the x-direction by the red plot (C). The arrows in the HAADF image indicate the

positions and directions of the line profile.
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(A)

(B)

(C)

(D)

(E)

(F)

(G)

(H)

(I)

(J)

Fig. 5.12: Comparison of the simulated and experimental image line profiles. (I,

J) simulated images of (model 21.5 nm). I is the non-displaced model and J is the

displaced model with edge displacement of 0.5 nm. (A, B, C, D) line profile in the

x-direction for experimental image (as in blue plot in Fig. 5.11.) and simulated

image (as in red arrows in I,J). (E,F,G,H) line profile in y-axis for experimental

image (as in red plot in Fig. 5.11.) and simulated image (as in magenta arrows in

I,J).

In terms of the intensity gradient in the y- direction, the experimental image

largely follows the trend of the simulated image. For example, the experimental
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image line profile along the y-axis exhibits the intensity gradient shown in Fig.

5.11B, which is comparable to the behaviour of a displaced simulated model shown

in Fig. 5.12C. The result also revealed that the spacing between the maximal peaks

in the experimental image is compressed compared to the simulated images, an

observation which is further supported by the FFT images acquired from the same

portion of the line profile as that in Fig. 5.13. The FFT analysis reveals that the

FFT image within the green square in the HAADF image exhibits a greater degree

of elongation in its vertical orientation peaks, as compared to the FFT image within

the red square in the HAADF image. This discrepancy may suggest the presence of

compression within the oxide shell [108, 109].

Fig. 5.13: HAADF image of a cubic 21.5 nm core/shell Fe/Fe oxide nanoparticle

with a 3 nm oxide shell. Two FFT images were selected, as represented by the green

and red squares in the HADF image. The FFT images were filtered out to reduce

the image noise by using the imfilter function native to MATLAB. The FFT image

in the green square in HAADF image shows elongation vertical orientation peaks

compared to the red square in HAADF image which could indicate present of the

compression in the oxide shell.

The line profile of the experimental image along the x-axis is displayed in Fig.

5.11C as the red plot and compared with the simulated images in Fig. 5.12 E, F,

G, and H. This finding suggests that there is a degree of compression present in the
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area selected in the experimental image which is further supported by FFT images

in Fig. 5.13. The plot demonstrates that there is a smaller distance between each

peak in the images obtained through experimentation as opposed to the distance

present in the images obtained through simulation.

The line profile of the experimental images has limitations that make comparison

of the experimental image to a simulated image challenging. For instance, the

experimental image has more background noise than the simulated. The increase in

background noise is a side effect of the experimental image, which makes it difficult

to analyse the line profile. In addition to this, the image of the experiment was not

taken at the perfected zone axis, which makes it difficult to acquire the line profile

down the column. As a direct consequence, a single column is utilised in order to

make the comparison between the simulated and the experimental images.

As a result, the experimental image data support the results of the simulation

image in relation to the intensity being affected by the displacement field. When

comparing the results of experimental and simulated images, using single columns

provided the most accurate analysis of atomic column intensities.

5.4 Displacement fields for Model I and II

Within the context of the simulation image, the displacement field was calculated in

order to investigate the influence of the displacement field on the model geometry.

Instead of basing the calculations of the local displacement field on the whole Fe

oxide atoms (Fe2+ and Fe3+), it was the Fe2+ atoms in the model that were used for

the calculation.

This strategy is being pursued because it is simple to analyse, as demonstrated in

ref. [30], and because the experimental image reveals that Fe2+ has higher intensities

than Fe3+ hence easy to identify. The distance between the base lattice vector

and the reference point in the model was used to calculate the displacement field

mapping. Therefore, displacement can be determined by calculating the distance

between these points as follows
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(5.2)

(A)

(B)

(C)

Fig. 5.14: Atomic distribution of Fe2+ atom positions for Model I. (A) 2D plot of

Fe2+ atom positions (blue open circle), a reference point (the original point, filled

blue circle), a base lattice vector in the R1 (x)-direction (green arrow), and a base

lattice vector in the R2 (y)-direction (red arrow). (B, C) identify the neighbouring

Fe2+ atom positions close to the reference point. (B) Fe2+ ions positions along the

R1 (x)-direction. (C) Fe2+ atom positions along the R2 (y- direction). Some atoms

near the right boundary, as in (B), and near the top boundary, as in (C), were not

picked up because there are no neighbouring atoms along these boundaries.

where XY is the atom position and X0 is the nearest atom position in the R1

(x)-direction, and Y0 is the nearest atom position in the R2 (y)-direction. The base

vector fields in the d1 and d2 directions are R1 = (R1i, R1f ) and R2 = (R2i, R2f ),

respectively. Figure 5.14 shows the selected points (base lattice vector and the
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reference point) in the model. The reference was chosen from the model lower strain

area. This is the interface between the core and shell of the Fe@FeOx NP. The two

vectors represent the positions of the atoms nearest to the reference point.

(A) (B)

(D)(C)

Fig. 5.15: Multislice simulated Z-contrast image for colour mapping image (A)

of Model I. The Fe2+ columns correlate to high-intensity maxima, while the Fe3+

columns correspond to low-intensity maxima. (B) The Fe2+ atom positions (red

dots) overlap the simulated image to identify the Fe2+ in the image. (C, D) dis-

placement field mapping along the R1 (along the x-axis) and R2 direction (along the

y-axis) based on the Fe2+ atom positions displayed in Fig. 5.14(B, C).

Figure 5.15 presents the mapping of the displacement field for Model I. Fig.

5.15B provides a visual representation of the identification of the Fe2+ atoms. The

displacement field was calculated by applying Eqs. 5.1 and 5.1 after taking into

account the atom distribution. Fig. 5.15C and D show the displacement fields

in the R1 direction (along the x-axis) and in the R2 direction (along the y-axis),

respectively. As can be seen in Fig. 5.15C, the majority of the displacement happens

to be found around the upper boundary, at roughly 5.5% which is reveals a local

increase of the spacing of atomic columns. However, there are small compressions at

the bottom edges. In addition, some other regions of the model exhibit compression

strain. This is as a result of the fixed condition that is located at the base of the

model. On the other hand, the displacement map in the R2 direction (along the
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y-axis) reveals that the largest displacements, of around 17%, can be found near the

left and right boundaries which could indicate a large spacing between the atomic

columns around these area. There is a compression strain present on the y-axis

in this mode as well around 1.6%. The displacement field mapping of the model

shows a bending in Model I which is related to gradient deformation in the metals,

which is caused by the Gorski effect (see Section 2.2.2 in Chapter 2) [63, 64, 5]. It is

evident that the distribution of the displacement field in the model, at least in the

R1 direction, is extremely widespread across the entirety of the model. Because this

is where the core shell interface is located, it is quite likely that the displacement

field will disperse the majority of the atoms along this direction. This will result

in the formation of additional defects, which will then lead to an increase in the

number of paths available for diffusion and oxidation (see Chapter2) [30].

Figure 5.16A shows the field profile for Model I. The strain field profile was

obtained from two different places in the model displacement field mapping in the

R1 (x)-direction. The strain field was obtained from the centre of the model, as can

be seen from the magenta plot and arrow in Fig. 5.16A. The results reveal that the

strain profile shows no compression strain at the bottom and 1.5% strain tensile at

the model centre top as in Fig. 5.16B.

(A)

(B)

Fig. 5.16: (A) 2D displacement mapping of model 15 nm in the R1 direction along

the x-axis. (B) strain profile in R1 direction. Data were obtained from two-line

profiles, as indicated by the arrows in the 2D displacement mapping.

Another strain field profile was obtained, this time close to the edges of the

boundary, as per the black plot and indicator arrow in Fig. 5.16A. There was around

a 0.5% tensile strain area near the bottom edge of the model as in Fig. 5.16B. The
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strain tensile strength was higher at the top surface, which was around 2.5% strain.

The reason for the increased strain at the top in this location relative to the centre

of the model is due to the grain boundary (GB) being subjected to high strain.

The idea is that the GB will undergo internal strain caused by the triple junction

(TJ) location where the anisotropic component meets when the model grows (crystal

growth) [99].The behaviour of the strain profile along the R1 direction is, for the

most part, comparable to the experimental image that was published in ref. [30].

It can be seen that the strain profile has a gradient, which is in agreement with the

findings of the experiment that were presented in ref. [30]. Despite the fact that it

does not have the same value of strain, it follows the gradient of the strain profile.

A further observation is that the strain is not mostly concentrated at the centre of

the model; rather, it has moved towards the boundary, which is analogous to the

experimental image result reported by Pratt et al [30].

(A)

(B) (C)

Fig. 5.17: (A) 2D displacement mapping of model 15 nm in the R2 direction along

the y-axis. (B) strain profile in R2 direction as indicated by the black arrow in (A).

(C) strain profile in R2 direction as indicated by the magenta arrow in (A).

The strain profile was taken in the R2 (y)-direction from two different places in

the model displacement field mapping, as shown in Fig. 5.17. The first line profile

was taken from the centre of the model, as indicated by the magenta arrow Fig.
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5.17A. The strain at the bottom is around 0.08% and the top of the model is around

2.5% as shown in Fig. 5.17C. The black arrow denotes the taking of another strain

line profile from left to right. The strain is around 16% around the model grain

boundaries as shown in Fig. 5.17B.

Around the boundary edges, the majority of the strain can be found in the R2

direction. The strain in this particular direction (R2) is not truly calculable based on

the experimental data that we compared to that reported in ref. [30]. Nevertheless,

it could be an interesting subject of future work to investigate the characteristics

of this finding and compare them to the results of experiments. It is also possible

that it caused a void in the experimental images. This is supported by the fact

that some experimental images display a number of voids around the borders of the

grain boundary(one example of the voids is Fig. 5.13), which may be connected to

the phenomenon in some way. Fig. 5.18 displays the strain profiles that result from

the various displacement fields applied to Model I. Table5.1 provides a listing of the

values of the displacement field that were applied to the model.

(A) (B)

Fig. 5.18: Line profile plot of model 15 nm(Model I). Two line profiles were deter-

mined for different displacement fields applied to the model, as shown in Table5.1.

The displacement field mappings of the model at 2.5o, 5o, and 8o angles are shown

Fig. I.1.The directional orientation of the strain line profiles is denoted by the ar-

rows depicted in Fig. 5.16A. (A) Data is obtained from line profile close to the edge

as indicted by the solid black arrow in Fig. 5.16A. (B) Data obtained from profile

at the centre of the model as indicated by the magenta arrow in Fig. 5.16A.
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Table 5.1: Displacement fields and parameters used for Model I.

Model ≈ Li nm ≈ Lb nm ≈ Lf nm ≈ d nm ≈ angle

2 14.5 9 15 0.5 2.5

3 14 9 15 1 5

4 13.5 9 15 1.5 8

5 13 9 15 2 11

Li is the oxide segment top length model prior to application of the displacement

field, Lb is the length of the bottom of the oxide segment where the core and shell

meet, Lf is the length of the top of the oxide segment model after the displacement

field is applied, d is the edge displacement, and the angle is the difference between

the model without displacement and the model with.

The strain profile that was determined for the edges of the models is depicted

as a solid black arrow in Fig. 5.16A, and which can be found in Fig. 5.18A. As

indicated in Table5.1, the model with an angle of 11o shows the largest strain, and

the displacement field there is around 2 nm edge displacement. Approximately 5%

of the total is strain. The model with an angle of 2.5o has a displacement field that

is around 0.5 nm edge displacement, making it the model with the lowest strain, at

around 0.6% tensile strain. On the other hand, as compared to the strain for the

model for 11o, the strain at the model of 2.5o does not indicate a significant amount

of strain tensile gradient. This could not be connected to the fact that the 2.5o

angle has a large relaxation region and the majority of the atoms in this direction

are not affected by the displacement field. On the other hand, Fig. 5.18B depicts

the strain profile at the model centre, as indicated by the magenta arrow in Fig.

5.16A. This line extends from the bottom of the model to the top surface. There

is less of a correlation between the displacement field and the other strain profiles

(Fig. 5.18A), which suggests that the strain moves away from the centre [30]. As

can be seen in the red plot in Fig. 5.18B, the model of an angle of 11o demonstrates

that there is a gradient in the strain, which rises from the bottom to the top of the

surface.
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(A) (B)

Fig. 5.19: Line profile plot for model 15 nm. Two line profiles were conducted

for different displacement fields applied to the model, as shown in Table5.1. The

displacement field mappings for the model at angles of 2.5o, 5o and 8o are shown in

Fig. I.1. The directional orientation of the strain line profiles is indicated by the

arrows depicted in Fig. 5.17. (A) Data obtained from line profile close to the edge

as indicted by the solid black arrows in Fig. 5.17. (B) Data obtained from profile

at the centre of the model as indicated by the magenta arrow in Fig. 5.17.

In Fig. 5.19, a strain profile plot of several displacement fields that were applied

to the model 15 nm(Model I) along the R2 direction (along the y-axis) is presented.

As indicated in Fig. 5.17A by the solid black arrow line and the magenta arrow, the

strain profiles were obtained from the model in two separate places. The comparison

reveals that the majority of the strain can be found in close proximity of the grain

boundaries of the model along this specific direction. The strain represented by the

model of the 11o (2 nm edge displacement) angle is approximately 16%, as shown by

the red plot in Fig. 5.19A. Nevertheless, compression can be seen in the strain line

profile of the models that have a lower displacement field. For instance, compression

strain can be shown around the centre in the models with a 2.5o and 5o angle, as

depicted in Fig. 5.19A by the magenta and blue plots, respectively. This may have

something to do with the fact that these models have a relaxation area. This is

because the presence of a larger displacement field in the model results in a reduced

amount of compression along, in particular, the R2 direction (along the y-axis).
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(A)

(B)

Fig. 5.20: 2D displacement mapping of model 34 nm in the R1 direction along the

x-axis. (B) strain profile in R1 direction. Data were obtained from two-line profiles,

as indicated by the arrows in the 2D displacement mapping.

This can be explained by the Poisson’s ratio in the system, which explains the

strain in one direction (tensile) and another (compression) [110]. Additionally, the

system’s geometry (truncated pyramid shape) is due to the external stress being

applied to the side facets of the truncated pyramid domain, which are more pro-

nounced than the centre. Fig. I.1(B, D, F, H) displays the lower displacement field

among the models, with more compression values shown in the R2 direction (along

the y-axis).

Because one of the main objectives of this project is to provide a systematic

study of the impact that the displacement field has on the image’s intensity, the

displacement field was not considered for model 15 nm (Model I) alone; Model II

(34 nm), Model III (21.5 nm), and Model IV (27 nm) were also examined. Model II

(34 nm) will be used in the following illustration; the other models can be found in

Appendix I. The displacement fields were considered in the R1 (the x-axis) and R2

(the y-axis) directions, as shown in Fig. 5.20A and Fig. 5.21A, respectively, and the
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values of the displacement fields were applied to the model based on the information

reported in Table 5.2.

(A)

(B) (C)

Fig. 5.21: (A)2D displacement mapping of model 34 nm in the R2 direction along

the y-axis. (B) strain profile in R2 direction as indicated by the black arrow in (A).

(C) strain profile in R2 direction as indicated by the magenta arrow in (A).

Table 5.2: Displacement fields and parameters used for the 34 nm model.

Model ≈ Li nm ≈ Lb nm ≈ Lf nm ≈ d nm ≈ angle

2 33.5 28 34 0.5 2.5

3 33 28 34 1 5

4 32.5 28 34 1.5 8

5 32 28 34 2 11

The maximum tensile strain of 5% is observed in the displacement field in the

R1 direction for Model II at an angle of 11o, and a maximum compression strain of

1.2% is observed near the bottom near the grain boundary, as can be seen in Fig.

5.20A. For the same degree of displacement field, the models’ overall tensile strains,

at Model I and Model II, are not very different. The strain tensile in Model I at an

11o angle (about 2 nm edge displacement) is about 5.3%, while in the Model II is

about 5%. However, Model II shows higher strain shifting along the model edge and
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a larger area of relaxation in the centre compared to smaller models (e.g., Model I)

in the R1 direction displacement field; that is to say, the displacement field has not

affected the vast majority of the atoms in the large model. One of the objectives of

this effort is to determine how the atomic displacement field influences the oxidation

mechanism’s pathway. In this case, the large model (e.g., a Model II ) exhibits a

large relaxation area along the x-axis, mostly at the model centre, while most of

the strain is shifted around the boundary of the model. As a result, the atoms near

the model centre are less affected by the displacement field and might display fewer

defects, while those near the boundaries display a higher degree of defect, vacancy,

and oxidation.

As can be seen in Fig. 5.21A, Model II displacement field along R2 exhibits

characteristics analogous to those of Model I. The strain profile, for instance, is most

pronounced around the model periphery. Strains of 15% in the tensile direction are

present around the model periphery in the maximum displacement field mapping,

while strains of 1.3% in the compression direction are seen in the same area. Figure

5.21C shows the strain profile conducted from the centre of the model. The result

revels that less strain present in centre of the model compared to the periphery.

Several displacement fields applied to Model II along R1 and R2 are shown in

Fig. 5.22. The results reveal an increase for the model of 11o in the R1 direction,

as can be seen in Fig. 5.22A, and which indeed are expected because of the high

displacement field. Also, the majority of the strain is located close to the edges, as

shown in Fig. 5.22A, while in the centre of the model, the strain profile is reduced

compared to the edges, as shown in Fig. 5.22B.

A comparison of the strain profiles resulting from the use of the various size

models, such as model 15 nm (Model I), Model II (34 nm), Model III (21.5 nm),

and Model IV (27 nm), is given in Fig. 5.23. The strain profile was determined

in two directions, R1 as A, B in Fig. 5.23, and the data obtained from line profile

close to the edge, which is shown by the solid black arrow and magenta arrow in

Fig. 5.16A, 5.20A, I.3D and I.5D. The strain profile of R2 as C, D Fig. 5.23 and

its data obtained from line profiles from left and right as indicted by the solid black

arrow and magenta arrow in Figs.5.17A,5.21A,I.3H and I.5H.
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(A) (B)

(C) (D)

Fig. 5.22: Line profile plot of Model II. Two line profiles were determined for the

different displacement fields applied to the model, as shown in Table5.2. (A) Data

obtained from line profile close to the edge, as indicted by the solid black arrow in the

displacement field mapping in R1, as shown in Fig. 5.20A. (B) Data obtained from

at the centre of the model, as indicated by the magenta arrow in the displacement

field mapping in R2, as seen in Fig. 5.21A. The directional orientation of the strain

line profiles is indicated by the arrows. The displacement field mappings of the

model at angles of 2.5o, 5o, and 8o are shown in Fig. I.2.(Appendix I).

Comparison reveals that the large model has greater strain since strain is more

pronounced at the edges. This is likewise the case in Model II where strain is

relatively high compared to that of the other models. For comparison, the total

strain in Model II is about 6%, while in Model I is about 5.5%. It should be noted

that this merely shows the strain along the line and not the entire model. Therefore,

one cannot reliably compare all models using the arrow-based line profile of the 2D

displacement mapping; rather, it is far more appropriate to compare them based
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on the entire distribution of the displacement field. While the tensile strain in the

smaller Model I (15 nm) and Model III (21.5 nm) is 5.5% and 4.2%, respectively, it

is higher in the larger Model IV (27) nm and Model II (34 nm) models at an 11o

angle, at around 6%.

(A) (B)

(C) (D)

Fig. 5.23: Comparing the strain profile in the R1 direction in (A) and (B), and the

R2 direction in (C) and (D) for different-sized models. The comparison is made

between the different-sized models for the 11o angle. The data obtained from the

line profile close to the edge is indicted by the solid black arrow and magenta arrow

in Fig. 5.16, 5.20A, I.3D, and I.5D, and the data obtained from line profile from

taken from the left and right is indicted by the solid black arrow and magenta arrow

in Figs.5.17, 5.21A,I.3H, and I.5H.
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Chapter 6

Conclusion and future work

6.1 Conclusion

This study reveals the important role of atomic displacements in core-shell nanopar-

ticles of iron/iron oxide. In this work, one side facet of the 3D atomistic models

of the oxide shell around an iron/iron oxide core NP are simulated using FEM to

examine the effect of a 3D displacement field. After the 3D models were completed,

simulations were run using the QSTEM simulation software. The effects of the 3D

atomic displacement field have been studied using a range of sizes, such as 15 nm,

21.5 nm , 27 nm and 34 nm.

To summaries, the project’s methodology is described in Chapter 4. First, the

properties of the experimental image, such as the geometry, thickness, and length

of the nanoparticles (NPs) that were employed in the FEM simulation to construct

a three-dimensional atomic displacement field. Following this, the findings were

implemented into the three-dimensional atomic structure of one side facet of Fe3O4

oxide shell. Each model was evaluated in a number of different 3D displacement

fields, including those with edge displacements of 0.5 nm, 1 nm, 1.5 nm, and 2 nm.

The simulation results were shown in Chapter 5. Models intensity profiles and

displacement field mappings were discussed. The results demonstrate the effect of

the three-dimensional atomic displacement field on the three-dimensional models.

As shown in Fig. 5.2, the image intensity of the 3D models reveals a gradient along

the y-axis. This is because the atoms along the beam direction were displaced,

121



influencing the intensity of the image. Additionally, the x-axis intensity profile was

investigated as in Fig. 5.3. The results demonstrate that the 3D atomic displacement

field influences the number of atoms along the beam direction that contribute to

image intensities. In Model I, as in the unstrained case, the number of Fe2+ atoms

along the beam direction at the top is more than 10 atoms higher than that at the

bottom,which is due to the 3D model geometry as a truncated pyramid structure;

however, the strained model reveals that the number of Fe2+ atoms along the beam

direction at the top is 4 atoms less than that at the bottom due to the displacement

field. This is crucial for determining the number of atoms along the beam direction

using the STEM image. This is important because both the internal strain field

and the number of atoms along the beam direction influence the image intensity.

Using the STEM image to determine the number of atoms is only possible if the

image is made of strain-free materials. This result may help researchers who want

to quantify the image contrast.

The findings of the displacement fields mapping in R1 (as in x−axis) reveal

that the distribution of the displacement field relies on the size of the model. For

instance, the displacement field distribution of Model I is distributed all over the side

facet of the model, but the displacement field mapping of Model II is likely to vary

around the grain boundaries of the model. This suggests that the relaxation area for

Model I is smaller in comparison to that of Model II. This finding also suggests that

diffusion in small NPs, such as in Model I, occurs primarily as a result of the lattice

strain, but in large NPs, such as in Model II, diffusion occurs primarily across the

grain boundaries because the presence of the strain can enhance the oxidation and

diffusion of the NPs [30]. As a direct consequence of this, the size of the NPs is a

significant factor in the diffusion and oxidation behaviour of the NPs. This is could

be related to the voiding that cause by out-diffusion iron from the core to the oxide

shell [30] as seen in the experimental images in Figs. 4.3 and 4.4,4.5. For example,

the large experimental images show a formation of such voids at the corners of these

images which can be related to grain boundary diffusion while this is not true for

small NPs as in Fig. 4.2, there is no void which is out diffusion through the lattice

strain contributes to the whole structure. The displacement fields mapping in R2 (as

in the y−axis) reveals that the distribution of the displacement field varies around
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the grain boundaries of the model regardless of whether the model is small or large.

6.2 Future work

Future work could make use of the approach developed in this thesis (combination

of finite simulations and their application to nanostructures for image simulation) to

evaluate the effect of strain fields in nanostructures with different geometries (e.g.

spherically shaped particles). This approach would help to identify the potential

contributions of lattice and grain boundary diffusion to the nanoparticle reactivity.

Furthermore, the impact of size variations and core-shell structures on nanoparticle

reactivity should be explored in this context.
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Appendix A

Aberration-correction in STEM

The aberration that occurs in the STEM is due to the electromagnetic lenses that

used in the STEM. Figure A.1 shows a schematic of electromagnetic lenses.

Fig. A.1: Schematic of electromagnetic lenses [16].

The lenses are composed of two distinct components. The first component con-

sists of a cylindrical, symmetrical core composed of soft magnetic material. The

polepiece, which is composed of soft iron, features a central aperture known as the

bore. The polepiece has the potential to consist of two distinct components, namely

an upper and a lower portion. The spatial separation between the two polepieces is

commonly referred to as the gap. The ratio between the bore and gap of a lens is a

significant property that influences the lens’s ability to manage focus. The second

component consists of a coil made of copper wire, which is positioned around the

polepieces. By circumventing the prevailing notion of coiling, the act of passing

through it will result in the generation of a magnetic field within the bore. The
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field in this context exhibits heterogeneity. The presence of resistance in the coil-

ing process leads to the heating of the coil, necessitating the inclusion of a cooling

mechanism within the lenses to regulate their temperature[16].

One of the examples of the aberration- correction is spherical aberration (Cs).

Spherical aberration is measured by its coefficient, Cs:

dCs = Csα
3 (eq. A.1)

where is α is convergent semiangle.

The Cs-correction in STEM is a probe correction which means that the beams

pass through the OLs is corrected by adding the aberration corrector before the OLs

as shown in Fig. A.2.

Fig. A.2: Electron trajectory in an electromagnetic lens and a perfect lens. (A)

Schematic of the corrected probe after adding an aberration corrector. (B) schematic

of uncorrected probe[17, 18].

The Cs correction STEM provides higher image resolution. This is because the

image resolution δ in STEM depends on the wavelength λ and coefficient, Cs, as

fallows.

δSTEM = 0.43(Csλ)
1
4 (eq. A.2)

To improved the image resolution, the δ should be a small, which can be done

either λ or Cs decreasing. However, decreasing λ has limitation because lower λ
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value increase the electron voltage energy, as in Eq. 3.2, of the beam which could

damage the sample( around 300 kV but depends on the sample itself). In the other

hand, the Cs can be improved by adding an aberration corrector to reduce the Cs

value close to zero.[17, 18].

There are two further types of aberration corrections, namely astigmatism aber-

ration and chromatic aberration. In essence, astigmatism arises from the electron’s

interaction to an asymmetrical magnetic field in around of the optical axis. The

presence of a magnetic field can occur from several factors, including the introduc-

tion of an aperture that can disrupt the field surrounding the optical axis in the

lens. Consequently, the focal length exhibits variation when considering the lens

orientations that are perpendicular to one other. Astigmatism can be managed by

the utilisation of astigmators, which are miniature octopoles employed to mitigate

the field inhomogeneities induced by astigmatism. The equation that explains the

balance expressed as follows

ra = α∆f (eq. A.3)

Where ∆f is the maximum difference in focus influenced by astigmatism and β

is the angle between the optical axis and diffracted beam. The balance between the

∆f and β can be corrected by build in software in STEM[17, 18].

Chromatic aberration occurs when electrons with various energies travel through

the objective lens, causing the electrons with lower energies to deflect (bend) sub-

stantially and create a disc at a different point along the optic axis.[17, 111]. The

radius of this disc can be calculated using the following equation

rchr = Cc
∆E

E0

α (eq. A.4)

Where Cc is the chromatic aberration coefficient of the lens, ∆E is the energy

difference of the electron, E is the initial energy of the electron, and β is the angle

between the optical axis and diffracted beam.
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Appendix B

Elastic and inelastic electron

scattering

The interaction between the electron beam and the specimen causes electron scatter-

ing. In the Electron Microscopy (EM), many signals of the electron will be produced

after the interaction of the electron with the specimen as summarised in Fig. B.1.

Fig. B.1: Summary of elastic and inelastic electron signals resulting from an elec-

tron’s interaction with matter in TEM. The elastic scattered at higher angle and

inelastic scattered close angle to optical axis.

The scattering of the electron within the sample results in a primary or secondary

electron. A primary electron is one that transmits through the specimen, whereas

a secondary electron generate inside the specimen and, in some cases, it does not

leave the specimen[90]. As a result, there is elastic electron scattering and inelastic
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electron scattering. Elastic electron scattering occurs at large angles which can

be in the region of 0.01 - 0.1 radians, where none of its kinetic energy is lost. In

comparison, inelastic scattering has a slight scattering angle in the region of 0.002

radians and is characterised by an electron energy loss. It is possible to determine

the scattering angle θ using Bragg’s law, as follows

θ =
λ

2× dhkl
(eq. B.1)

Where λ is the wavelength and dhkl is the distance between the lattice plane.

Electron scattering comes from either the interaction between the electron beam

and the atomic nuclei or the electron cloud around the atomic nuclei [90]. As a

result, the electron will experience Coulomb interaction. When the electron comes

into the electron cloud, the electron beam will scatter at a high-angle, small-angle,

or 180-degree angle, depending upon how strong the Coulomb interaction is [17], as

shown in Fig. B.2.

Fig. B.2: How the electron beam interacts with the nucleus in the electron cloud.

After Coulomb interaction has influenced the electron, the electron deflection

will be proportional to the cross-section which is called the Rutherford differential

cross-section [19].

dσ

dΩ
=

(
1

4π · ϵ0
· Z · e2

4 · E0

)2

· 1

sin4 θ
2

(eq. B.2)
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By integrating Eq eq. B.2,

σ (α) =

(
Z · e2

8 · ϵ0 · E0

)
· 1

π · tan2 α
2

(eq. B.3)

The acceptance angle should be less than the total electron scattering angle (α).

ε0 is the permittivity of vacuum, Z is the atomic number, e is elementary electric

charge and E0 is the energy of the primary electrons. Another influence on electron

scattering is the atomic density of the specimen. It is possible to indicate that

the total electrons scattered by the atomic density of the specimen is expressed as

follows

N = NA · ρV (eq. B.4)

The number of the scattered electrons (N) directly relates to the NA Avogadro’s

constant, density ρ and volume V of the specimen.

Meanwhile, scattering electron magnitude depends upon the thickness of the

specimen. The description of this is expressed as follows

NE = NE,0 · e−s/Λel (eq. B.5)

The equation describes the number of deflected electrons (NE), while NE,0 is the

incident electron and the electron path is s. Λel is a free path of the elastic scattering

known as follows

Λel =

(
8.ε0.E0

Z.e2

)2

.
π.tan2 α

2

NA . ρ
(eq. B.6)

Figure B.3 shows the detector’s angle that impacts the scattered electron that

contribute to the image. The reason for this is θ dependents in Eq.(eq. B.2).

The scattering angle becomes smaller for larger values of θ and becomes larger for

smaller values of θ. The parameters used e = 1.60219 × 10−19 electron charge, C.

ϵ0 = 8.85418× 10−12 vacuum permittivity, C2/(N ∗m2). Z (Fe2+ = 26, Fe3+ = 26,

and O = 8), effective atomic number for Fe3O4. E0 = 200 kV.
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Fig. B.3: Electron scattered impacted by the the detector angle. (A) BF detector

angle for 0-40 mard and (B) ADF angle detector for 110-180 mrad and (C) ADF

detector for 90-200 mrad. These angels are based on the instrument that was used

to take the STEM images. Using Eq.(eq. B.2) to calculate the scattered electron

vs. the angles.
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Appendix C

Contrast mechanisms

Contrast results from beam interaction with the specimen. It can be said that

contrast is only related to elastic scattering in the specimen which can be spotted

in the bright-field image. Contrast can be defined as the difference in illumination

densities between two areas within the specimen and can be calculated using the

following equation

C =
(I2 − I1)

I1
=

∆I

I1
(eq. C.1)

Where I2 and I1 are intensities [17]. Figure C.1 illustrates the different intensities

due to the thickness of the sample.

There are three mechanisms that affect contrast: mass thickness, diffraction con-

trast and phase contrast. Mass thickness contrast is seen in images due to differences

in the atomic density of the specimen because the specimen’s thickness influences

the image’s contrast. As a result, the bright-field image shows darker spots and

fewer dark spots which indicates that the specimen has a greater density (darker

spots) and lesser density (fewer dark spots), as shown in Fig. C.1. The rays when

the electrons pass through different masses of the specimen are shown in Fig. C.1.

131



Fig. C.1: The effects of different mass thicknesses in the specimen. On the left is

bright-field imaging of a test sample of Au NPs on C. On the right is a diagram

showing the mechanism for how the beam interacts in different mass thicknesses in

the specimen [17].

Diffraction contrast is a property of the electron wave when it passes through

a crystalline sample. This property is due to the atomic arrangement in crys-

talline substances because when the electron wave passes through a crystal, it passes

through slits between the atoms [16].It is worth noting that the TEM user should be

able to distinguish between diffraction contrast and mass thickness contrast. To do

so, the user should tilt the specimen; if the contrast changes, this indicates diffrac-

tion contrast but if it does not, this indicates mass contrast [19]. The final contrast is

phase contrast which is essential for high-resolution imaging because this mechanism

makes it possible to observe the atomic columns of the crystal. Phase contrast is

the result of electrons with different phases interfering with each other as they pass

through the objective lens. When the electron interacts with the atomic columns

of the specimen, the wave plane which enters the specimen will not be the same as

when it comes out of the specimen because the wave plane within the crystal will

experience a phase shift [19].
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Fig. C.2: Plane waves which pass through the crystal will experience phase

modulation[19].

To understand how the image contrast/phase contrast works, it is necessary to

understand how the electron wave interacts with the sample. For instance, how

the electron interacts with the specimen’s crystal lattice or atomic structure along

the column. The explanation of the electron movement within the sample can be

characterised as a mechanical transverse wave which is not only the wave function

motion inside and outside the crystal but also the wavelength behaviour inside and

outside the crystal. Quantum mechanics can be used to explain the phase contrast

using Schrödinger’s equation which describes the electron wave inside the matter[19].

Schrödinger’s equation will be used to establish the wavelength properties such as

how fast it is and how it moves inside and outside the crystal. However, this could

not be established without explaining the wave function in time and position de-

pendence. Schrödinger’s equation can be written as follows

ih̄ · ∂ψ (x, t)

∂t
=

−h̄2

2 ·m
· ∂

2ψ (x, t)

∂x2
− e · ϕ0 · ψ (x, t) (eq. C.2)

Where Ψ (r, t) is the wave function, h̄ = h/2 π, h is Planck’s constant, ∆is the

Laplace operator, and −e · ϕ0 is the equal potential energy V . It is good to start

with the electron wave function which is dependent on the time (t) and position (r),

which can be expressed as follows

d2ψ (t)

dt2
+ ω2 · ψ (t) = 0 (eq. C.3)

Equation (eq. C.3) is a harmonic oscillation for the electron which depends on

time. Meanwhile, ω = 2π
T

where T is the oscillating time.
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The solution to Eq. (eq. C.3) can be expressed as follows

ψ (t) = A cos (ω · t+ ϕ (x)) (eq. C.4)

Whereas A is constant amplitude and ϕ is a phase shift = π/2. Equation (eq. C.4)

shows the wave movement as harmonic oscillation for t = 0 and the position phase

shift = 0. However, the electron experiences a shift when passing through the sample

due to the electron interacting with the sample. Harmonic oscillation will also shift

and can be written as follows

Ψ (t) = A cos (ω · t+ ϕ (x) + ϕ0) (eq. C.5)

Where ϕ(x) is the phase shift that depends on the wave position and ϕ0 is the phase

shift at position = zero. Equation (eq. C.5) expresses the electron movement within

the crystal but does not explain the wavelength’s motion which depends on the

phase velocity (c).

c =
λ

T
= λ · v (eq. C.6)

Where v is the oscillation frequency. Therefore, Eq. (eq. C.6) explains the wave-

length velocity and Eq. (eq. C.5) shows the wave function behaviour within the

crystal. However, Eq. (eq. C.5) requires further clarification and simplification. For

example, the number of waves that pass through the sample depends on the time

and position of these waves. The wave function is considered to be for the crest and,

therefore, the wave function is expressed as follows

Ψ = ψ0 = A (eq. C.7)

Hence,

cos (ω · t+ ϕ (x) + ϕ0) = 1 (eq. C.8)

Therefore,

(ω · t+ ϕ (x) + ϕ0) = 0 (eq. C.9)

From Eq. (eq. C.9), it is possible to describe the wavelength’s motion for the

x-direction as follows

Because

x = c · t⇒ t =
x

c
(eq. C.10)
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and because

ω =
2π

T
(eq. C.11)

by inserting Eq. (eq. C.10) and Eq. (eq. C.11) into Eq. (eq. C.9), the result is the

following:

Φ (x) = −ω · x
c
− ϕ0 = −2π

T
· T
λ
· x− ϕ0 = −2π · x

λ
− ϕ0 (eq. C.12)

From Eq. (eq. C.12), the wave function is expressed as follows

ψ (x, t) = A · cos 2π (v · t− k · x) (eq. C.13)

Where k = 2π
λ

which is the wave number, v · t is time dependence and −k · x is

position dependence. Equation (eq. C.13) shows the wave function behaviour such

as how many waves k pass through the sample and the phase shift velocity v.

Equation (eq. C.13) can be used to find the wave function in time and position

dependence by taking the differential of Eq. (eq. C.13) for the oscillation frequency

(v):
1

v2
· ∂

2ψ (x, t)

∂t2
− 1

k2
· ∂

2ψ (x, t)

∂x2
= 0 (eq. C.14)

because
1

v2
⇒ λ2

c2
(eq. C.15)

1

k2
⇒ λ2

4π
(eq. C.16)

From Eq. (eq. C.15) and (eq. C.16) being inserted into Eq. (eq. C.14), the result

can be written as follows

1

c2
· ∂

2ψ (x, t)

∂t2
− ∂2ψ (x, t)

∂x2
= 0 (eq. C.17)

The solution to Eq. (eq. C.17), wave function, can be expressed as follows

∂2ψ (x, t)

∂t2
= −A · (2π · v)2 · cos 2π (v · t− k · x) (eq. C.18)

∂2ψ (x, t)

∂x2
= −A · (2π · k)2 · cos 2π (v · t− k · x) (eq. C.19)

Eq. (eq. C.13) can be written in general form as follows

Ψ (x, t) = A · e−2πi(v·t−k·x) (eq. C.20)
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The solution can be as follows by taking the 1st differential equation and 2nd dif-

ferential equation of Eq. (eq. C.20)

∂ψ (x, t)

∂t
= −2πi · v · A · e−2πi(v·t−k·x) (eq. C.21)

∂2ψ (x, t)

∂x2
= − (2π · k)2 · A · e−2πi(v·t−k·x) (eq. C.22)

The 1st equation, Eq. (eq. C.21), is time dependence and the 2nd equation, Eq.

(eq. C.22), is position dependence. So far, the electron’s wave function within the

sample has been described. Now Eq. (eq. C.21) and Eq.(eq. C.22) are inset in

Schrödinger’s equation (eq. C.2) as follows

h̄ · 2π · v ·A · e−2πi(v·t−k·x) =
−h̄2

2 ·m
· (2π · k)2 ·A · e−2πi(v·t−k·x) − e · ϕ0 ·A · e−2πi(v·t−k·x)

(eq. C.23)

To simplify Eq. (eq. C.23), the following term is cancelled in Eq. (eq. C.23):

A · e−2πi(v·t−k·x)

Because h̄ = h
2π

and hv = p2

2m
which is the energy-momentum, by inserting it

into Eq. (eq. C.23), the solution is expressed as follows

p2 = h2 · k2 − 2 ·m · e · ϕ0 (eq. C.24)

From the simply Eq. (eq. C.24), the wavelength of the electron within the specimen

(potential Φ0) is expressed as follows

λ =
h√

p2 + 2 ·m · e · ϕ0

(eq. C.25)

Where h is Planck’s constant, p is electron momentum, and the electron mass is m.

The electron charge is e. Finally, the potential is Φ0.

If the wavelength is outside the crystal, the potential Φ0 = 0, and the wavelength

can be rewritten as follows

Λ =
h√

2 ·m · e · U0

(eq. C.26)

Where U0 is electron momentum p2. It is important to note that the wavelength

decreases when it goes inside the sample and this could influence the phase shift.
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To describe this impact, the wavelength decreases when the thickness in dz (as

z-direction) is increased. The following expression shows this relationship: the dif-

ference between the wavelength within the crystal and the wavelength outside the

crystal:

dϕ = 2 · π ·
(
dz

λCr

− dz

λ

)
= 2 · π · dz

λ
·
(

λ

λCr

− 1

)
(eq. C.27)

Where λCr is the wavelength within the crystal, as expressed in Eq. (eq. C.25), and

λ is the wavelength outside the crystal, as shown in Eq. (eq. C.26). Using Eq. (eq.

C.25) and Eq. (eq. C.26) in Eq. (eq. C.27):

dϕ = 2 · π · dz
λ

·

√
1 +

Φ (x, y, z)

U0

− 1

 (eq. C.28)

Equation (eq. C.28) can be expanded using the Taylor serial. By taking only the

second term of the Taylor serial, the solution is shown as follows

dϕ = 2 · π · dz
λ

·
(
1 +

1

2

Φ (x, y, z)

U0

− 1

)
=

π

λ · U0

· Φ (x, y, z) · dz (eq. C.29)

The phase shift ϕ can be obtained by taking the integration Eq. (eq. C.28) for the

thickness t, and the solution is expressed as follows

ϕ =
π

λ · U0

·
∫ t

0

Φ (x, y, z) · dz (eq. C.30)

Equation (eq. C.30) shows the phase shift of the wave function through the crystal.

However, if it is assumed that the potential depends on the x- and y-direction and

is constant in the z-direction, as in the image, Eq. (eq. C.30) can be rewritten as

follows

ϕ (x, y) =
π · t
λ · U0

· Φ (x, y) (eq. C.31)

Equation (eq. C.31) is a solution to Eq. (eq. C.30) after taking the differentiation

for the thickness t.

Equation (eq. C.31) explains that the incident electron wave depends on the

specimen’s thickness. In other words, the incident electron penetrates (t) in the

z-direction within the crystal which means that the periodicity of the crystal lattice

reflects the phase shift. The outcome wave shift from the crystal will project the

crystal lattice (see Fig. C.2) [19].
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Appendix D

Convolution of Functions ⊗

The definition of convolution is the multiplication and integration of two functions

(f ⊗ g). The result describe one of the functions after it has been modified and

shifted. These two functions in image processing could be real space function and

FT function [90].

f ⊗ g =

∫ ∞

−∞
f(y)g(x− y)dy =

∫ ∞

−∞
f(x− y)g(y)dy (eq. D.1)
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Appendix E

Methodology appendix

E.1 Characteristics of the experimental STEM im-

ages

Fig. E.1: HAADF image of a core/shell Fe/Fe oxide nanoparticle. The top facet of

the oxide shell is 21.5nm. The thickness of the oxide shell is 3 nm.
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b = 3 nm

nm

15.5 nm

21.5 nm

3 nm

Fig. E.2: The oxide shell chosen from the STEM image, as indicated in the red line

in the STEM image.

Fig. E.3: HAADF image of a core/shell Fe/Fe oxide nanoparticle. The top facet of

the oxide shell is 27 nm. The thickness of the oxide shell is 3nm.

b = 3 nm

nm

21 nm

27 nm

3 nm

Fig. E.4: The oxide shell chosen from the STEM image, as indicated in the red line

in the STEM image.
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Fig. E.5: HAADF image of a core/shell Fe/Fe oxide nanoparticle. The top facet of

the oxide shell is 34 nm. The thickness of the oxide shell is 3nm.

b = 3 nm

nm

27 nm

34 nm

3 nm

Fig. E.6: The oxide shell chosen from the STEM image, as indicated in the red line

in the STEM image.
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E.2 3D oxide shell model (truncated pyramid struc-

ture) for Model I (15 nm)

Fig. E.7: Oxide shell of Fe3O4. θ ≈ 47.49 and β ≈ 42.51, and thickness is 3 nm.

Fig. E.8: Oxide shell of Fe3O4. θ ≈ 50.19 and β ≈ 39.81, and thickness is 3 nm.

Fig. E.9: Oxide shell of Fe3O4. θ ≈ 53.13 and β ≈ 36.87, and thickness is 3 nm.
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Fig. E.10: Oxide shell of Fe3O4. θ ≈ 56.31 and β ≈ 33.69, and thickness is 3 nm.

E.3 Geometric Structure of Model I (15 nm)

Fig. E.11: non- 45o case before applying external stress. The angles are θ = 50.19o

and β = 39.81o.
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Fig. E.12: non- 45o case before applying external stress. The angles are θ = 53.13o

and β = 36.87o.

Fig. E.13: non- 45o case before applying external stress. The angles are θ = 56.31o

and β = 33.69o.
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Appendix F

Image computing

The STEM/TEM images can explain in 2D functions f(x, y) as x and y spatial

coordinates and an intensity f that correlates to the x and y coordinates. Digital

image processing consists of a restricted number of pixel elements or arrays. In

other terms, these numbers could reflect the image’s intensity values which are

proportional to its number [112, 83]. Therefore, image processing can be defined

as a computer approach used to improve image quality and extract data from the

image. This data might be used to comprehend the crystal structure of the space,

reduce noise from the image or extract certain features from the experimental image

using the Fast Fourier Transform (FFT) [17, 90].

The Fourier transform (FT) or Discrete Fourier Transform (DFT) algorithms

facilitate comprehension of the digital image processing procedure. This algorithm’s

essential concept is to transform the signal domain, which is dependent on the time

domain x(t), to the spatial frequency χ(Ω), whereas χ(Ω)is the frequency (rad)

divided by time (sec)[113]. In other terms, the method translates an image from

real space to reciprocal space and vice versa [83].

FT theory defines the decay of the periodic function x(t) across an infinite series

of frequency basis functions, such as the sine and cosine functions [113], as shown

below.

x (t) = a0+a1cosΩ0t+a2cos2Ω0t+a3cos3Ω0t+. . . 1sinΩ0t+b2sin2Ω0t+b3sin3Ω0t+. . .

(eq. F.1)
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x (t) = a0

∞∑
t=1

(ak cos t Ω0 + bk sin t Ω) (eq. F.2)

Where Ω = 2π
t
and τ = 1

f0

From the equation above, the coefficients ak and bk can be found by integrating

the above equation for one period of time, as follows

a0 =
1

τ

∫ t

0

x (t) dt (eq. F.3)

ak =
1

τ

∫ t

0

x (t) cost Ω0dt (eq. F.4)

bk =
1

τ

∫ t

0

x (t) sin t Ω0dt (eq. F.5)

where the basis function cos Ω t− sin Ω t = e−jΩt

For FT to continue, the integration is more than one period of time, so the

definition of FT is shown in the following equation

X (Ω) =

∫ ∞

−∞
x (t) e−jΩtdt (eq. F.6)

where the time domain x(t) signal is multiplied by the complex basis function

e−jΩt. As shown in the complex exponential in the equation, any given frequency

domain adds up to the frequency component. As a result, the outcome of the

equation is a spectrum of the time-domain signal [113].

The inverse FT equation is as follows

x (t) =
1

2π

∫ ∞

−∞
X (Ω) ejΩtdΩ (eq. F.7)

Figure F.1, F.2 shows a real space image and its reciprocal space (the FFT).
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Fig. F.1: HAADF image of a core/shell Fe/Fe oxide nanoparticle.

Fig. F.2: FFT of image in Fig. F.1.

F.1 Image simulation

Image simulation can be used to overcome the limitations of the experimental image

because the experiential image is sensitive to many factors such as beam alignment

around the optical axis, the thickness of the specimen, chromatic aberration, and

beam coherence. These factors could cause background noise in the image [17,

114]. Additional information provided by image simulation is the crystal defect

which includes dislocation and interfaces [115]. To demonstrate this, the aim of

image simulation is twofold. First, the image simulation provides more details about

the specimen and electron microscope. For example, it is possible to distinguish
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whether the image’s details are due to the specimen’s structure or the limitations of

the electron microscope instruments, such as aberration in the image or distortion.

Secondly, the imaging simulation may improve the electron microscopy instrument

because image simulation provides information about how the image is formed in

the electron microscope, which helps to improve the instrument[114].

F.2 Image simulation method

Two methods can be used to achieve image simulation: the Bloch wave or multi-slice

methods. The electron wave function in the Bloch wave method expands inside the

specimen. This means that the electron wave will have a periodicity of the specimen.

The advantage of using the Bloch wave is that it is used in a small, perfect crystal.

However, the time required for simulation is longer. On the other hand, the multi-

slice method divides the specimen into weak phase objects, calculating the electron

interaction for the individual slice. It works on crystalline and amorphous specimens.

Multi-slice uses the FFT which reduces the simulation time compared to the Bloch

wave method [114, 116]. The current project uses the multi-slice method.

F.3 Multi-slice method

In the TEM, the electron wave is a uniform plane wave, while the STEM (the

incident wave) is a focused probe. When it passes through each slice in the multi-

slice method, the electron wave propagates between the slices at a small angle;

the outgoing wave (Fresnel diffraction). The thickness of each slice ∆z is also the

distance to the following slice [114]. Figure F.3 shows the electron wave passing

through the slices in the multi-slice method.
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Fig. F.3: The process of electron waves passing through a specimen (left) and sliced

into many thin slices (right).

When the electron wave travels through the specimen in the z-direction (along

the optical axis), it follows the Schrödinger equation[83, 116]

∂

∂z
ψ(x, y, z) =

(
−iλ
4π

∆2
yx + iσV (x, y, z)

)
ψ(x, y, z) (eq. F.8)

Where: ψ(x, y, z) is a wave function and defined as: ψf (x, y, z) = ψ(x, y, z)

exp(2πi z
λ
), the plane wave in the z−direction is exp(2πi z

λ
) and portion remain

of wave function ψ(x, y, z). λ is the wavelength of the incident electron. σe =

2πmeλ/h2 is the interaction parameter, h is plank constant, m is electron mass, e

is the electron charge. ∆2
yx is the Laplace operator. V (x, y, z) is the potential inside

the specimen.

Equation (eq. F.8) can be solved using two methods: finite difference and formal

operator.

Formal operator:

By inset wave-function into Eq. (eq. F.8), and taking the integration between z

and z +∆, the solution is:

Ψ(x, y, z +∆z) = exp

(
iλ

4π
∆z∆

2
yx + iσ

∫ z+∆

z

V (x, y, z
′
)dz

′
)
ψ(x, y, z) (eq. F.9)

Where ∆z is slice thickness. From Eq. (eq. F.9), if ∆z is a small slice, the

solution for Eq. (eq. F.9) can be simplified as:

ψ(x, y, z +∆z) = exp

(
iλ

4π
∆z∆

2
yx + iσev∆z(x, y, z)

)
ψ(x, y, z) (eq. F.10)

Where v∆ (x, y, z) is positional inside the specimen that can be expressed as follows
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v∆ (x, y, z) =

∫ z+∆z

V (x, y, z
′
)dz

′
(eq. F.11)

The exp (...) factor in Eq. (eq. F.10) must be considered operators, so rewriting

exp (. . . ) in Eq. (eq. F.10) as an operator form gives:

exp (Aϵ+Bϵ) = 1 + (A+B) ϵ+
1

2!

(
A2 + AB +BA+B2

)
ϵ2 (eq. F.12)

Where A and B are factors and ϵ is a small real number. In Eq. (eq. F.12), A

and B are non-commuting operators or matrices.

By factoring the lowest order in Eq. (eq. F.12), the expected results are as

follows.

exp (Aϵ+Bϵ) = exp(Aϵ) exp(Bϵ) +
1

2
[B,A]ϵ2 +O(ϵ3) (eq. F.13)

By applying the result of Eq. (eq. F.13) into Eq. (eq. F.10), the solution for

multi-slice is:

ψ(x, y, z +∆z) = exp

(
iλ

4π
∆z∆

2
yx

)
exp[iσev∆z(x, y, z)]ψ(x, y, z) +O(∆z2) =

exp

(
iλ

4π
∆z∆

2
yx

)
t(x, y, z)ψ(x, y, z) +O(∆z2) (eq. F.14)

Where t(x, y, z) is the transmission function between z and z +∆z for the portion

of the sample which can be written as follow

t(x, y, z) = exp

(
iσe

∫ z+∆z

V (x, y, z
′
)dz

′
)

(eq. F.15)

For one slice between z and z + ∆z, Eq. (eq. F.15) explains the difference

between the incident beam and the weak phase object. However, the remaining

factor in Eq. (eq. F.14) is a propagator function which is defined as:

p(x, y,∆z)⊗ = exp

(
iλ

4π
∆z∆

2
yx

)
(eq. F.16)

The propagator function (Eq. eq. F.16) is based on Fresnel diffraction or real space

for the distance between each slice (∆z). By inserting Eq. (eq. F.16) into Eq. (eq.

F.14) with (∆z) and N slice n = 1, 2, 3..., Eq. (eq. F.14) can be written as:
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Fig. F.4: The process of the multi-slice method. ψpis the wave function transmitted

(t) through the slice.

ψ(x, y, z +∆z) = p(x, y,∆z)⊗ t(x, y, z)ψ(x, y, z) +O(∆z2) (eq. F.17)

The mathematical explanation of the multi-slice method is shown in Eq. (eq. F.17).

The first term explains the propagator function between each slice and the trans-

mission function when the wave passes through each slice and the last term is the

error term. Figure F.4 shows the multi-slice principle and indicates each term of

Eq. (eq. F.17).
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Appendix G

Image simulation results

G.1 Model II

Fig. G.1: Multislice simulated Z-contrast images for model 34 nm of Fe3O4. Fe2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima.The angles diffidence are state in each image as β = −θ. The

1st column(A,B,C,D,E) is dark field (DF) image. The 2nd column (F,G,H,I,J) is

false-colored of DF image. The 3rd column (K,L,M,N,O)is the bright filed(BF).
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G.2 Model III

Fig. G.2: Multislice simulated Z-contrast images for model 21.5 nm of Fe3O4. Fe
2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima.The angles diffidence are state in each image as β = −θ. The

1st column(A,B,C,D,E) is dark field (DF) image. The 2nd column (F,G,H,I,J) is

false-colored of DF image. The 3rd column (K,L,M,N,O)is the bright filed(BF).
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G.3 Model IV

Fig. G.3: Multislice simulated Z-contrast images for model 27 nm of Fe3O4. Fe2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima.The angles diffidence are state in each image as β = −θ. The

1st column(A,B,C,D,E) is dark field (DF) image. The 2nd column (F,G,H,I,J) is

false-colored of DF image. The 3rd column (K,L,M,N,O)is the bright filed(BF).
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Appendix H

Intensity profile for Model III and

Model IV

H.1 Model III

Fig. H.1: Multislice simulated Z-contrast images of Fe3O4 for 21.5 nm model. Fe2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima. The angles diffidence are state in each image as β = −θ. (A) is

non-displaced, (B) = 0.5 nm displacement, (C) is 1 nm displacement, (D) is 1.5 nm

displacement and (E) is 2 nm displacement. The arrows direction is representing the

line profile direction. The image simulation is a colored mapping of the DF images.
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Fig. H.2: Line profile taken in y-axis direction as in red arrow in Fig. H.1. (A)

shows the non-displaced model, while the other four line profile ( show displaced

model as shown in Table 4.3 (see chapter 4). The angles diffidence are stated in each

plot as β = −θ as in Fig. 4.33 (see chapter 4). The black arrows point towards the

shoulders of the maxima. The dashed line separates the model without displacement

from the model with displacement.
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(A) 1st line profile (B) 2nd line profile

(C) 3rd line profile (D) 4th line profile

Fig. H.3: Four intensity profiles were taken in x-axis direction as shown in magenta,

brown, purple and green arrows in Fig. H.1. The black dished line separate the non

displaced column from displaced column. The zero angle is non-displaced column.

The angles diffidence are state in each image as β = −θ.
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H.2 Model IV

Fig. H.4: Multislice simulated Z-contrast images of Fe3O4 for 27 nm model. Fe2+

columns correlate to high-intensity maxima, while Fe3+ columns correspond to low-

intensity maxima.The angles diffidence are state in each image as β = −θ. (A) is

non-displaced, (B) = 0.5 nm displacement, (C) is 1 nm displacement, (D) is 1.5 nm

displacement and (E) is 2 nm displacement. The arrows direction is representing the

line profile direction. The image simulation is a colored mapping of the DF images.
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Fig. H.5: Line profile taken in y-axis direction as in red arrow in Fig. H.4. (A)

shows the non-displaced model, while the other four line profile ( show displaced

model as shown in Table 4.3 (see chapter 4). The angles diffidence are state in each

plot as β = −θ as in Fig. 4.33 (see chapter 4). The black arrows point towards the

shoulders of the maxima. The dashed line separates the model without displacement

from the model with displacement.
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(A) 1st line profile (B) 2nd line profile

(C) 3rd line profile (D) 4th line profile

Fig. H.6: Four intensity profiles were taken in x-axis direction as shown in magenta,

brown, purple and green arrows in Fig. H.4. The black dished line separate the non

displaced column from displaced column. The zero angle is non-displaced column.

The angles diffidence are state in each image as β = −θ.
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Appendix I

Displacement filed mapping

I.1 Model I

(A) (B)

(C)

(E) (F)

(D)

(G) (H)

Fig. I.1: Displacement field mapping of model 15 nm. The displacement field map-

ping in R1 direction is in (A,C,E,G) with 2.5o, 5o, 8o and 11o angles, respectively.

Displacement field in R2 direction is in (B,D,F,H) with 2.5o, 5o, 8o and 11o angles,

respectively.
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I.2 Model II

(A)

(B)

(C)

(D)

(E)

(F)

(G)

(H)

Fig. I.2: Displacement field mapping of model 34 nm. The displacement field map-

ping in R1 direction is in (A,C,E,G) with 2.5o, 5o, 8o and 11o angles, respectively.

Displacement field in R2 direction is in (B,D,F,H) with 2.5o, 5o, 8o and 11o angles,

respectively.
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I.3 Model III

(A)

(B)

(C)

(D)

(E)

(F)

(G)

(H)

Fig. I.3: Displacement field mapping of model 21.5 nm. (A,C,E,G) with 2.5o, 5o, 8o

and 11o angles, respectively represent the displacement field mapping in R1 direction.

(B,D,F,H) with 2.5o, 5o, 8o and 11o angles, respectively, display the displacement

field in R2 direction.

Table I.1: displacement field and parameter used for 21.5 nm model.

Model ≈ Li nm ≈ Lb nm ≈ Lf nm ≈ d nm ≈ angle

2 21 15.5 21.5 0.5 2.5

3 20.5 15.5 21.5 1 5

4 20 15.5 21.5 1.5 8

5 19.5 15.5 21.5 2 11

Li is oxide segment top length model before the displacement field is applied, Lb is

oxide segment bottom length where the core and shell meet, Lf is oxide segment

top length model after the displacement field is applied, d is the displacement field,

and the angle is the differences between the model without displacement and the

model with displacement.
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(A) (B)

(C) (D)

Fig. I.4: Line profile plot of model 21.5 nm. Two line profiles were conducted for

different displacement field values applied to the model, as shown in Table I.1. (A)

and (B): Data obtained from a line profile close to the edge and centre, as indicated

by the solid black arrows and magenta arrows, respectively in the displacement field

mapping in R1, as shown in Fig. I.3 (A,B,C,D). Data obtained from a line profile

in the displacement field mapping in R2 are in (C) and (D). (C) line profile from

the left to the right as in the black arrows and (D) line profile from the centre as in

magenta arrows as in Fig. I.3 (E,F,G,H).
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I.4 Model IV

(A)

(B)

(C)

(D)

(E)

(F)

(G)

(H)

Fig. I.5: Displacement field mapping of model 27 nm. (A,B,C,D) with 2.5o, 5o, 8o

and 11o angles, respectively represent the displacement field mapping in R1 direction.

(E,F,G,H) with 2.5o, 5o, 8o and 11o angles, respectively, display the displacement

field in R2 direction.

Table I.2: displacement field and parameter used for 27 nm model.

Model ≈ Li nm ≈ Lb nm ≈ Lf nm ≈ d nm ≈ angle

2 26.5 21 27 0.5 2.5

3 26 21 27 1 5

4 25.5 21 27 1.5 8

5 25 21 27 2 11

Li is oxide segment top length model before the displacement field is applied, Lb is

oxide segment bottom length where the core and shell meet, Lf is oxide segment

top length model after the displacement field is applied, d is the displacement field,

and the angle is the differences between the model without displacement and the

model with displacement.
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(A) (B)

(C) (D)

Fig. I.6: Line profile plot of model 27 nm. Two line profiles were conducted for

different displacement field values applied to the model, as shown in Table I.2. (A)

and (B): Data obtained from a line profile close to the edge and centre, as indicated

by the solid black arrows and magenta arrows, respectively in the displacement field

mapping in R1, as shown in Fig. I.5 (A,B,C,D). Data obtained from a line profile

in the displacement field mapping in R2 are in (C) and (D). (C) line profile from

the left to the right as in the black arrows and (D) line profile from the centre as in

magenta arrows as in Fig. I.5 (E,F,G,H).
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