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Abstract

Sinusoidal Modelling is a powerful and flexible parametric method for analysing and processing audio

signals. These signals have an underlying structure that modern spectral models aim to exploit by

separating the signal into sinusoidal, transient, and noise components. Each of these can then be

modelled in a manner most appropriate to that component’s inherent structure. The accuracy of the

estimated parameters is directly related to the quality of the model’s representation of the signal,

and the assumptions made about its underlying structure. For sinusoidal models, these assumptions

generally affect the non-stationary estimates related to amplitude and frequency modulations, and

the type of amplitude change curve. This is especially true when using a single analysis frame in a

non-overlapping framework, where biased estimates can result in discontinuities at frame boundaries. It

is therefore desirable for such a model to distinguish between the shape of different amplitude changes

and adapt the estimation of this accordingly.

Intra-frame amplitude change can be interpreted as a change in the windowing function applied to a

stationary sinusoid, which can be estimated from the derivative of the phase with respect to frequency

at magnitude peaks in the DFT spectrum. A method for measuring monotonic linear amplitude change

from single-frame estimates using the first-order derivative of the phase with respect to frequency

(approximated by the first-order difference) is presented, along with a method of distinguishing between

linear and exponential amplitude change. An adaption of the popular matching pursuit algorithm

for refining model parameters in a segmented framework has been investigated using a dictionary

comprised of sinusoids with parameters varying slightly from model estimates, based on Modelled

Pursuit (MoP).

Modelling of the residual signal using a segmented undecimated Wavelet Transform (segUWT) is

presented. A generalisation for both the forward and inverse transforms, for delay compensations

and overlap extensions for different lengths of Wavelets and the number of decomposition levels in an

Overlap Save (OLS) implementation for dealing with convolution block-based artefacts is presented.

This shift invariant implementation of the DWT is a popular tool for de-noising and shows promising

results for the separation of transients from noise.
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Chapter 1

Overview of the Thesis

They use a language which you see.

It is made out of sound, it is sound, but you see it.

Terence McKenna [1]

1.1 Introduction

This chapter gives an overview of the research goals and activities of this thesis. The motivations

with an intended practical application are explained and put in context. The aims and objectives

for the work are described, some of these aims and the research activities involved inevitably shifted

and changed over the duration of working on the thesis. However, the purpose and significance have

remained the same. The motivations, thesis contributions and an overview of the structure of the

thesis are described in the following Sections.

1.2 Motivations

Dancing and music are behavioral foundations which evolved from primate and shemanic rituals where

synchronous group vocalizations provided “an expressive system that communicates emotions and

enhances group integration”. [2]
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Humans have a genetic disposition to engage in collective musical behaviours where expressive

activities such as dancing and drumming serve a variety of purposes in group integration. Comparison

of chimanzee ritualizations indicates that this behaviour represents a pre-adaptation for shamanism

and reflects a “basic neuropsychological structures and social psychological functions of hominids” [2].

Outdoor electronic dance music festivals can be likened to modern shamanic rituals where the effect of

music and dancing forms a function for social bonding and emotional communication as well as having

an effect on altering states of consciousness through the positive effect this activity has on emotions

and personal healing.

Electronic Dance Music (EDM) is a broad term for multiple genres of music with an emphasis

on dancing. These genres have evolved since the 1960’s through the influence and technological

advancements in music technology and the development of synthesizers, digital samplers, rhythm

machines and Digital Audio Workstations (DAWs) [3]. Different electronic dance music genres will have

varying structures and flow, there are variations of tempo, melody and percussive elements within each

style and sub-genre, but the fundamental element in all electronic dance music which is conventionally

used to convey a rhythmic foundation is: the ‘Kick and Bass’[4–6]. Recent neurobiological research on

bass sounds and their stimulation shows that brain activity becomes synchronised with the frequency

of beats, and that lower frequencies are more successful at synchronising large pools of neurons in the

brain. The kick and bass provide the low frequency content (‘low end’) in music which causes our

brains to synchronise with the rhythm of a song, and this in turn creates a motorical response “to

drive people to move to the beat” [6].

The combination of the kick drum and bass is the foundation of any dance song’s rhythm and harmony.

How these two elements are combined is incredibly important for creating this foundation. Careful

attention to the relationship between these two components and the effect they have on one another in

the frequency domain is crucial for creating a professional sounding mix. Achieving this balance as

well as the balance of these elements and other melodic lead and percussive sounds in the overall mix

can be very challenging. A golden rule in music production is that the kick and bass must not conflict

with one another. Overlapping frequencies, phase issues and the duration of bass sounds overlapping

with the kick drum are some of the potential problems a producer needs to pay particular attention to

in order to ensure a clean well produced kick and bass. The ability to shape the kick and bass so they

co-exist and work together is a skill which can take years to master using numerous techniques for

creating low-end separation such as equalisation, dynamic equalisation, multi-band compression, side

chain compression, stereo imaging, transient designing, balancing and arrangement.
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The importance of bass in modern music can not be overstated. Low-end frequency

content (i.e. basslines, kick drums and the like) is essential to any genre that falls under

the umbrella of club music. The push and pull of a track’s low-end elements are what can

drive a song’s momentum, and, when utilized correctly, a track’s bass should not just be

heard, but also felt. In turn, the absence of this low-range physicality can work against

you: a techno track without a pulsating kick drum is hardly a techno track at all; a hip

hop beat without a substantial low-end thud can sound frail and lifeless; and a drum and

bass track without the bass is, well, only half of what it could be.

Low-end frequency content is not something that is easily controlled or manipulated.

Especially for beginning producers, arriving at a satisfactory bass sound during the

course of a mix can be a painstaking process informed by many stages of trial and error.

How does one create bass weight without overpowering the rest of the mix? How does

one craft warm, full-bodied bass lines without muddying up the sonic spectrum? The

truth is, there are no universally accepted answers to these questions. Rather, over time

each producer is left to formulate their own approaches and develop their own techniques

for effectively utilizing bass and low-end in their work.

Glenn Jackson [7]

Given the importance of the ‘Kick and Bass’ in dance music and how challenging it can be to

produce, the modelling of already well produced kick and bass lines with the ability to manipulate

and resynthesise these components from model parameters, while maintaining the quality, is the main

motivation behind the work conducted in this thesis.

Sinusoidal Modelling offers a powerful and flexible parametric method for analysing and processing

kick and bass sounds. These models separate the signal into the three most general representations

of sinusoids, transients and noise so that each component can be modelled separately incorporating

the individual properties of each of these components into the overall model. Each of these can then

be modelled in a manner most appropriate to that component’s inherent structure. The accuracy

of the estimated parameters is directly related to the quality of the model’s representation of the

analysed signal, and the assumptions made about a signal’s underlying structure. For sinusoidal

models, these assumptions generally affect the non-stationary estimates related to amplitude and

frequency modulations. These assumptions work best when they fit the signals underlying structure,

but are not always correct as the manner in which audio amplitude changes, can take on numerous

shapes and forms.
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(a) Amplitude Envelope

(b) Pitch Envelope

Figure 1.1: Kick drum synthesis shaped by (A) Amplitude and (B) Pitch Envelopes

Figure 1.1 shows a kick drum synthesised using the Kick2 plugin [8]. Figure 1.1a displays the amplitude

envelope used to shape the initial attack (transient) and decay of the synthesised sound. The Attack,

Decay, Sustain and Release (ADSR) parts of an amplitude envelope which are used to shape the

volume of a sound over time are described in Section 2.1.5. The pitch envelope which controls the

frequency over time is displayed in Figure 1.1b. It is not always the case, but a common technique for

synthesizing a kick drum is with a single sinusoid with a fast decaying pitch over the attack portion of

the sound. Other examples of amplitude and pitch envelopes applied to other Kick, Bass and Snares,

synthesised using the Kick2 VST plugin are shown in the Appendix A. There are many forms of kick

and bass synthesizers available, however in this thesis the use of the Kick2 VST plugin is mostly used

because of the user interface’s feature of displaying the sound and the effect changes to parameters

have on the resulting waveform.
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Synthesised sounds, electronic music and audio created or edited on hardware or software can have the

amplitude of the signal shaped in numerous ways. The user can select to fade a sound in or out with a

variety of amplitude curves, the two most common being linear or exponential. It is therefore desirable

for a model to distinguish between the shape of different amplitude changes and adapt the estimation

of this accordingly.

1.3 Aims and objectives

This thesis sets out to analyse and model kick and bass lines from electronic dance songs. Electronic

music producers generally start working on the kick and bass-line of a song first, often using a kick

and bass line from another song as a reference. Being able to model, manipulate and re-synthesise

different kick and bass lines from referenced songs can be of interest to an electronic music producer.

Synthesised kick and bass lines can be shaped and sculpted in many ways. They are characterised

by the way the frequencies and amplitude evolve over time and so it is of interest to model these

non-stationary characteristics.

The two most common curve shapes used to adjust and shape the amplitude of kick and bass sounds are

linear and exponential curves, and so distinguishing between these two types of curves and incorporating

that into a sinusoidal model allows for a more flexible and accurate model.

Spectral Modelling Synthesis, the Phase Vocoder and common implementations of sinusoidal models

are presented in Chapter 2, including the concept of Windowing and the effect this has on Transients

and on the frequency spectrum. In general spectral models incorporate windowing and are therefore

required to implement an ‘Overlap Add’ (OLA) framework, where frames of windowed audio data are

overlapped and added to ensure unity gain. The overlapping of analysis frames, and the effect this has

to a model are presented in 2.4.5. This process can improve the accuracy of a model but at a greater

computational expense, determined by the amount of overlap and the resulting number of audio samples

overlapping in successive frames. This thesis is inspired by previous work on single-frame spectral

analysis which examined the possibilities of real-time sinusoidal modelling and estimation of exponential

amplitude and linear frequency modulations from phase distortion [9, 10]. A non-overlapping single

frame analysis framework requires estimating sinusoidal components and the non-stationarities to a

high degree of accuracy to avoid discontinuities at frame boundaries.
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This thesis aims to implement a sinusoidal model using a non-overlapping analysis/synthesis framework.

Estimation of amplitude and frequency modulations are taken from single frame analysis methods

which do not require any information from previous frames for calculation of monotonic amplitude

and frequency modulation within a frame.

A non-overlapping single frame based method which assumes exponential amplitude change can not

accurately approximate linear modulations within a frame. Biases in amplitude modulation can result

in discontinuities at frame boundaries. Therefore, it is highly desirable for such a model to be able

to distinguish between linear and exponential amplitude change within a single analysis frame. An

initial aim and objective of this thesis therefore sets to explore distinguishing between Linear and

Exponential Amplitude change within a single analysis frame, from examination of the phase and

magnitude information and the differences these two envelope shapes have on the Fourier data.

The research presented in this thesis, reviews a wide range of algorithms related to modelling musical

signals. Sinusoidal models, atomic decomposition, adaptive models relying on iterative refinement, and

wavelets which can be likened to filter banks and multiresolution analysis are some of the methods

examined. Some of these methods have been adopted and then adapted in novel ways with the intent of

improving the accuracy of modelling kick and bass sounds using a sinusoidal model in conjunction with

some of these adapted methods. Matching Pursuit (MP) [11] is an iterative approximation algorithm

that decomposes any signal into a linear expansion of waveforms from a “redundant dictionary of

functions”. Guided Matching Pursuit (GMP) [12,13] and Modelled Pursuit (MoP) [14] are methods

adapted from MP for specific purposes. GMP for the use in source seperation, while MoP has been

used for modal decomposition of room impulse responses (IRs) by examining the results returned from

a single DFT of the entire IR.

The examination of the use of a dictionary comprised of sinusoids with slightly varying parameters

from model estimates is evaluated in a segmented audio framework with an initial objective of running

in real-time. A similar method to MoP has been adapted for use in a segmented framework using

the non-causal methods derived of describing and discrimination between both exponential and linear

monotonic intra-frame amplitude change. Parallelization of spectral modelling using MoP in real-time

was initially investigated given recent work on synthesising thousands of sinusoids on a Graphics

Processing Unit (GPU) [15], and other GPU audio advances. However, the focus of this work shifted

due to a hypothesis of how best to extract and model transient components which are quite prominent

at the start of kick and bass sounds. Parallelization of the system as a whole is important for achieving

real-time performance, but is left as a future research directive.
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Modeling monotonic amplitude change from non-causal measurements requires zero-phase windowing

to remove unwanted shifting distortions, which results in a flat phase response across the main lobe of

a stationary sinusoidal peak. The windowing process can unfortunately negatively impact transient

details due to any smearing of these components in time from the windowing process. However, it is

possible to extract sinusoidal components with monotonic amplitude change from single frame analysis.

The remaining signal after the subtraction of all decomposed monotonic quasi-stationary sinusoidal

components, contains the remaining short time components such as transients; higher order amplitude

modulated components, and noise. These signals appear as broadband components in the frequency

spectrum which are not well modelled by quasi-stationary sinusoidal components. The alternative

hypothesis presented conversely investigates modelling these broadband components; transients and

quasi-stationary sinusoids together, as an overcomplete decomposition of quasi-stationary sinsoidal

components. This approach uses rectangular windowing to avoid any smearing of transient data.

The Undecimated Wavelet Transform (UWT), also known as the Stationary Wavelet Transform (SWT),

‘algorithme à trous’, and other names; Matlab [16] refers to it as the ‘Nondecimated Discrete Stationary

Wavelet Transforms (SWTs)’ [17]. This transform has the desirable property of shift invariance [18]. For

this reason the method is a popular choice in signal de-noising [19], as well as detecting discontinuities

which is interesting with regards to transient detection [20]. Implementing the forward and inverse

transforms in a segmented audio framework suffers from block end artifacts due to the nature of

the implementation via convolution. Overcoming the block end artifacts and implementing this in

a segmented audio framework for the use of analysing the signal residual after sinusoidal modelling

has therefore been investigated. A generalisation of calculations for the different amounts of delay

compensations and differing amount of overlap extensions for different lengths of filters at each level of

the decomposition in an Overlap Save (OLS) implementation for dealing with convolution block-based

artefacts is given, for both the forward and inverse transforms.

The use of the segmented Undecimated Wavelet Transform (SegUWT) is then explored for the

separation of transient components from the residual signal by de-noising.
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1.4 Thesis Contributions

This thesis contributes the following:

• Non-causal estimates of linear intra-frame amplitude change have been derived from the analytical

derivation of the effect linear AM has on a Hanning widow applied to a stationary sinusoid and

the effect this has on the first order difference to the phase information.

• A method for discriminating between linear and exponential amplitude change is derived by

examining the effect this has to the magnitude spectrum when amplitude changes of equal energy

displacement between the two curve types are applied.

• Non-causal estimates of exponential and linear amplitude change with amplitude type discrimi-

nation have been applied in an adapted version of MoP using a Hanning window and zero-phase

padding for modelling both linear and exponential monotonic amplitude change, whilst leaving

transients and other broadband components in the residual signal for further analysis and possible

extraction using the SegUWT.

• MoP is shown to improve a model’s accuracy by increasing the dictionary to contain a number

of quasi-stationary sinusoidal atoms with a slightly random normal distribution of parameters

with varying values from those of the initial atom estimated directly from the DFT.

• Modelling of short transient signals such as percussive instruments is also investigated using an

over-complete decomposition from a single analysis frame.

• Residual modelling using the segmented Undecimated Wavelet Transform (SegUWT) is presented.

A general form for calculating the delays introduced at each level due to the oversampling of filter

coefficients at each decomposition depth is given. Generalised rules for dealing with block-end

effects at frame boundaries are derived for dealing with different filter lengths and decomposition

depths for both forward and inverse transforms.

• The use of de-noising to separate transient components remaining in residual signal from noise

is explored. This requires further investigation on how best to achieve the optimal level of

separation through the combination of wavelet filters, the filter order, decomposition depth, and

is also left as a future research direction.
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1.5 Thesis Organisation

Chapter 2 introduces the reader to some of the topics and methods used, including key concepts

mentioned within the thesis for reference. Sinusoidal Modelling and different approaches to modelling

non-stationary sinusoids, along with multi-resolution approaches and Wavelets are discussed.

Chapter 3 describes analytically a method for distinguishing between linear and exponential amplitude

change, as well as deriving a method for providing accurate estimates of monotonic linear amplitude

change from Fourier data.

Chapter 4 introduces MP and MoP which is then extended and used in a non-causal system using a

Hanning window and zero-phase padding for improving parameter estimates. MoP is also adapted to

use causal intra-frame parameter estimates using a rectangular window in a novel manner for modelling

transients as a number of sinusoidal components from non-overlapping frames in an over-complete

decomposition. Modelling of transient signals using an over-complete decomposition is then explored

and shown to accurately model and successfully alter certain types of percussive sounds.

Chapter 5 derives a generalised method for performing the segmented Undecimated Wavelet Transform

(SegUWT) in real-time while avoiding block-end artifacts for both the forward and inverse transforms.

The popular application of using this shift-invariant implementation of the wavelet transform for

de-noising, is then explored for separating transient components from noise in the residual signal.

Chapter 6 reviews the work presented from the previews chapters, puts this in a practical context and

provides analytical results of the presented methods. Two implementations, a segmented and a single

frame system, are presented incorporating the methods discussed in previous chapters.

Chapter 7 concludes the thesis and suggests possible future research directions.



Chapter 2

Signal Models and Relevant

Technologies

There is geometry in the humming of the strings, there is music in the spacing of the

spheres. The stars in the heavens sing a music, if only we had ears to hear.

Pythagoras [21, 22]

In ancient Greece, Pythagoras discovered the relationship of musical pitch to the vibration of a single

stringed instrument; identifying that the pitch of a musical note is inversely proportional to the length

of the string. Pythagoras investigated the ratios of the lengths of strings in relation to the pitch

produced and is attributed for noticing that the pitch of a string played at half its length produces a

pitch exactly twice that of the original frequency (a measure of repeated cycles over a unit of time).

The doubling of frequency of a musical pitch is called an octave, and musical tones which are integer

multiples of a fundamental frequency, form what is known as a harmonics.

Harmonies appear everywhere in natural phenomena and Pythagoras extended his discovery of the

ratios between musical pitch from not just instruments, but to include all objects in motion including

the orbit of planets. Interestingly enough, planets do orbit in harmony. “Mars takes approximately

twice as long to orbit as Earth, turned into a musical chord that means Mars and Earth play an octave.

Venus orbits three times faster than Mars, which means they play a fifth plus one octave.” [23]

31
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The frequency of gravitational waves which are ripples in the fabric of space itself have recently

been discovered by the merging of black holes, and can indeed be listened to by transforming the

gravitational waves into sound waves [24].

Mathematics and music have an undeniable relationship with one another. Rhythm is related to

counting, while harmony is related to complex temporal relationship between notes. This chapter

introduces the relevant concepts, theories and technologies related to the work presented in this thesis

which aims to mathematically model musical signals. Examples of these musical signals are initially

introduced in Section 2.1. These form the basis of the signals presented for analysis and representation

and as such form the foundation from which the work in this thesis is based on. The following sections

introduce the concepts and mathematics used to represent, analyse, model and re-synthesise these

signals.

Section 2.3 introduces common forms of signal representations, which are expanded in the following

subsection. Sinusoidal models and improving parameter estimations from information provided from

the DFT are presented in Sections 2.4.2 and 2.7, before more intensive techniques of improving

parameter estimations are presented in Section 2.8. Finally, Wavelets and the DWT is introduced,

providing the foundation for the method of modelling the residual in Chapter 5.

2.1 Musical Signals

When investigating musical instruments, especially in the context of sinusoidal modelling, it is important

to understand the properties of a wave, which can be defined as any periodic disturbance that propagates

through a medium such a sound waves through air. Frequency refers to the number of recurring cycles

a periodic wave from repeats itself over a unit of time, measured in Hertz (Hz). Pitch is related to

frequency, but rather than describing the physical properties of a sound wave, pitch describes how

high or low a sound is perceived by the listener. Pitch is perceived as fixed ratios of frequencies. An

instrument producing a number of harmonically related frequencies is relatively perceived as a single

pitch, typically determined by the fundamental frequency of which the harmonics are all multiples of.

An octave describes the eighth notes in a musical scale, as well as the interval between one musical

pitch and another [25]. Musical signals have specific acoustic properties not shared by speech or other

types of audio signals. These properties may include harmony, rhythm, timbre and melody. Musical

signals in general (at least those produced by physical instruments) produce a vibration which exhibits

some form of a stable frequency and pitch over a period of time.
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The main signals of interest in this thesis are kick and bass sounds, but stringed instruments and acoustic

environments are initially introduced: Stringed instruments for their importance in understanding how

sound can be produced from the vibration caused by standing waves, as well as the rate at which they

decay; acoustic environments as another example of how sounds in nature can exhibit an exponentially

decreasing rate in amplitude. Kick and Bass signals are then explained in more detail. The kick drum

is one of the loudest sounds in an electronic dance song and together with the bass form the low end

of the mix, meaning the sound sits at the lower part of the frequency spectrum.

Figure 2.1: The nodes of a vibrating string are harmonics
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Smith in [26] identifies the importance of exponentials and goes on to describe all momentary excited

oscillations that are linear and time-invariant as examples of signals which decay exponentially. Musical

examples of these include the vibrations of tuning forks and plucked string instruments. Another

example of exponential decay can be found in how the reverberant sound of a room decreases over

time.

2.1.1 Plucked String Instruments

Plucked string instruments such as the guitar or bass guitar have certain characteristics shown in

Figures 5.4 and 5.5. These include a sudden excitation or burst of energy, followed by vibrations,

known as standing waves, which travel along the string of the instrument, these oscillations of the air

around the body of the instrument causes the sound heard. The vibration of a string with a fixed

length creates a number of standing waves which are harmonically related. The length of the string

controls the length of the standing waves and is responsible for the fundamental frequency of the

sound produced and the associated harmonics; which are multiples of the first harmonic. The plucking

of a stringed instrument converts the oscillations into a combination of sine and cosine waves which

decay at exponential rates, with higher frequency components decaying faster than low frequency

components.

Figure 2.1 [27] shows Harmonic waveforms, the fundamental lowest frequency waveform is at the top

and the harmonics related to integer multiples of the fundamental are shown, increasing in frequency

as you move down the figure. This shows the related harmonics as multiples of the first harmonic. The

second wave down is half the length of the first, doubling the frequency which results in two periods of

the wave in the time of a single period of the fundamental.

Plucked string instruments have been researched extensively in Physical Modelling (PM) [28–33] which

is concerned with the mathematical modelling of the physical attributes of the systems which creates

the sound.

2.1.1.1 Acoustic Environments and Reverberation

Exponential decay is also used in the modelling of acoustic environments. The calculations for the

reverberation time of a room are based on equations “which assume a diffuse sound field and an

exponential energy decay” [34,35].
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In [36] Moorer experimented with exponentially decaying noise to model late reverb reflections. An

exponential decay of white noise was found to satisfy both time and frequency domain criteria for

a natural sounding reverb. In practise, higher frequencies decay faster than lower frequencies but

exponential decay is not only found in stringed instruments, but also in natural acoustic environments.

Exponential decay sounds natural due to the manner in which the human ear processes sound which

is on a logarithmic scale. The exponential decay of plucked stringed instruments and the decay of

impulses or transients in acoustic environments is mentioned here as the assumption of exponential

amplitude change is incorporated into different sinusoidal models such as the Exponentially Dampened

Sinusoidal Model (EDSM).

2.1.2 Electronic Kick Drums

Figure 2.2 shows some examples of kick drums and their log-magnitude spectrums. Further examples

of kick drums and the resulting time domain waveforms, using the Kick2 VST plugin [8], can be found

in A.1.1. Examining the waveform of a kick drum shows that it is more compact at the beginning, and

the waveform becomes more spaced out towards the end. This indicates that the pitch of the kick

drum is dropping from the begging part, known as the attack / transient, which is rich in harmonic

frequencies. The amplitude of the kick drum also drops from a very sharp attack to slower release.

This fast attack part of the sound full of rich harmonics, and the drop in amplitude and drop in pitch

is what gives the kick drum its sonic character. Kick drums can take on a sinusoidal shape, sometimes

with added distortion as in Figure 2.2a.

A kick drum is characterised by a short burst of energy where the attack portion (known as the

transient) and sustain of this burst of energy controls how the sound is perceived. Kick drums are

transient instruments, meaning that when you look at the waveform of a single drum hit, there is a high

amount of energy concentrated at the beginning of the waveform which quickly decays. Even though

kick drums are characterised as short bursts of energy, they also include a fundamental frequency.

Physical kick drums have two drumheads, which doubles the vibrating mass of the instrument, and

allows it to sustain longer. The kick drum is also the largest drum in a kit, meaning that it creates

lower frequencies than the other drums. When the kick pedal (mallet) strikes the stretched surface of

the kick drum, it creates a high-frequency sound that drops in pitch and amplitude over a short period

of time.
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(a) Kick Drum (Key: B3) with fundamental frequency
of 246 Hz (@48 kHz)
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(b) Log Magnitude Response of (A)
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(c) Kick Drum (Key: G3) with fundamental frequency
of 196 Hz (@48 kHz)
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(d) Log Magnitude Response of (C)
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(e) Kick Drum (Key: C3) with fundamental frequency
of 130 Hz (@48 kHz)
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(f) Log Magnitude Response of (E)
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(g) Kick Drum (Key: G3) with fundamental frequency
of 196 Hz (@48 kHz)
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(h) Log Magnitude Response of (G)

Figure 2.2: Examples of kick drums (1024 samples @48 kHz) containing a fast attack and part of the
more gradual release, along with the log magnitude response.
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Figure 2.3: Spectrogram of Kick Drum in Figure 2.2a (16385 samples @48 kHz)
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Figure 2.4: Spectrogram of Kick Drum in Figure 2.2c (16385 samples @48 kHz)
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Figures 2.3 and 2.4 display the waveform in comparison to a spectrogram of the sound. Both

spectrograms display a broad spectrum at the start of the sound, followed by a dominant sinusoidal

frequency component over the remainder of the sound.

Adjusting the amplitude shape at the start and end of a recorded or synthesised kick drum has an

crucial role in how the sound is perceived. Applying a more gradual attack envelope to a kick drum

results in a longer attack, and the kick drum losing its punch as the transient part of the sound is

faded in slowly, causing a loss in mid range frequencies and the sound to become more dull.

2.1.3 Bass

Bass synthesis often uses more harmonically rich waveforms in comparison to synthesizing kick drums.

The bass synthesizer plugin Ultrabass [37] is shown in Figure 2.5. As can be seen from the list of

waveforms available, that bass synthesis often uses more harmonically rich waveforms, and can often

be created from wavetables or FM (Frequency Modulation) synthesizers.

Figure 2.5: ultrabass VST plugin showing harmonically rich waveforms used for bass synthesis [37]
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(a) Tight Bass Example
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(b) Magnitude Response of Tight Bass Example from
Figure 5.8a
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(c) Single Bass note

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Frequency (Hz)

-140

-120

-100

-80

-60

-40

-20

0

A
m

pl
itu

de

(d) Magnitude Response of Single Bass note from Fig-
ure 5.6a

Figure 2.6: Single Bass note, and Bass line (@48 kHz) with magnitude spectrums

Some examples of Bass sounds and their magnitude spectrum are presented in Figure 2.6 and 5.8. Two

examples of Bass synthesis using the Kick2 VST [8] are shown in Figures A.6 and A.7. These show a

much richer magnitude spectrum in comparison to a kick drums. Sawtooth waveforms which contain

both even and odd harmonics fill up the frequency spectrum with a rich complex sound that can be

sculpted into a bass sound with some low pass filtering, and adjusting of the amplitude envelope. Filter

envelopes are used to shape the frequency of the sound over time. While amplitude envelopes shape

the overall volume of the bass over time. Square waves: presented in Figure 2.20, only produce odd

harmonics can also be used for smoother bass tones. An example of a sawtooth waveform synthesised

in the Key of G with 128 harmonics is shown in Figure 4.58d.

2.1.4 Kick and Bass

The Kick and Bass forms the low frequency spectrum of a song, know as the bottom end. These

two components compliment each other, and should not overlap in frequencies or cause destructive

interference (phasing) with one another.
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“Sometimes the kick and bass play together rhythmically, while sometimes they never play at the

same time. These scenarios are both fine, but what isn’t okay is the low-frequency elements get in

each other’s way and distract from the rest of the song. No mix trick or plug-in can effectively fix

this fundamental arranging mistake. The golden rule is, make sure the two complement each other in

the arrangement. Acoustic drums fit naturally against bass guitar because their fundamentals and

harmonics tend to complement each other. In a clean arrangement, the kick and bass naturally blend

to create a full low end.” [38]

2.1.5 Amplitude Envelope

The amplitude envelope is the change in a waveforms shape over time with regards to it energy. In

music synthesis the amplitude envelope can be expressed by a sounds Attack, Decay, Sustain and

Release (ADSR) parts as shown in Figure 2.7.

Figure 2.7: Attack Decay Sustain Release Envelopes [39]

The attack phase begins when a note/key is pressed, this is the start of the sound (note onset) and

determines how quickly a sound reaches full volume. The decay stage determines the length it takes

for the sound to decay from a peak level to the sustain level. The attack and decay stages of the sound

for the transient portion of a sound. The sustain phase holds the sound at a certain level for some

time duration, this is the stage of the sound which is most stationary. The release stage at the end

starts as you release the note/key, and determines how quickly the sound takes to end.
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2.1.5.1 Amplitude Curve Types

The amplitude envelopes of these sounds can be shaped in numerous ways. Linear, piecewise linear,

and exponential being common options, but logarithmic, s-curve and other variations of these where

you can adjust the slope of the curve are also available. As shown in Figure 2.7 it is quite common to

have a linear attack and exponentially decaying decay and release stages, but this is not always the

case. Exponential decaying sinusoids and linear interpolation of amplitude between successive frames

are the two most common methods of modelling amplitude change. Figure 2.8 shows three examples of

a user adjusting a fade in/out curve from logarithmic to exponential while adjusting the slopes of the

curves, so a pure logarithmic or exponential slope is also not always the case in practise. An example

of a linear crossfade is also presented in this Figure.

Figure 2.8: Manipulation of Amplitude Curves in Bitwig Studio [40]

2.1.6 Understanding the Frequencies

A classic 4 string bass guitar has a fundamental frequency range of 41 Hz (open E) to 311 Hz (high

D# - 20th fret of the G-string), although many modern basses have 24 frets which extend this to 392

Hz (24th fret of the G-string). 6-string bass guitars extend this to 523 Hz, but generally, although style

dependant, the fundamental bass frequency range falls between 40 and 200 Hz. Bass power ranges

from 60 Hz to 150 Hz. while 80 Hz to 200 Hz adds to the fullness of a bass sound. 200 Hz to 500 Hz

will create what is known as ‘muddiness’, meaning there is a lack of clarity. 500 Hz to 1 kHz creates

punch. “Punch is just a cool word for dynamics. When people say a track needs more punch, they

want the transients to sound more dynamic” [41]. 1 kHz to 5 kHz adds clarity to the attack of the

bass. The sub bass sits between 20 Hz and 60 Hz, which is felt more than heard.
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2.2 Sound Models

Sound Models are methods for mathematically modelling digital audio for musical synthesis and other

transformations. In [42], Sound Models are grouped into four families used for sound generation:

Abstract, Physical, Temporal and Spectral. An example of an Abstract Model is Frequency-Modulation

(FM) Synthesis.

Abstract models do not have an analysis stage but are based purely on mathematical equations.

Another example of an abstract model is ‘Neurogranular synthesis’, where networks of spiking neurons

are used to control a granular synthesis engine [43,44].

Physical models aim to capture the sonic properties of physical real-world instruments such as plucked

string synthesis. These models provide parameters for controlling and altering the output of the

mathematical models of drums, pipe organs or other instruments [28,45–47].

Temporal models represent a sound as the amplitude of the wave over time. This is the most natural

way of representing an audio signal, where a continuous signal is sampled and stored digitally as a

discrete signal. Digital sampling is discussed in textbooks on the topic of discrete signal processing [48].

Temporal representations of audio are vital for storing, transporting and playing back audio signals

from digital representation. A number of transformations can be applied to audio represented by this

model, also referred to as the time domain representation, but the majority of these transformations

are not usually related to any musical parameters extracted from this representation, rather from the

sequence of numbers presented by this model. Numerous topics on the subject of time domain audio

effects covering examples such as filtering, fading, modulation, non-linear processing, and many others

can be found in numerous textbooks on the subject [49,50].

Many of the above mentioned audio effects can be applied to a kick and bass sound represented in

the time domain after an audio producer has shaped the sound. Fading, modulation and compression

are some of the most common tools used for sculpting synthesised kick and drum sounds. A good

sound model should be capable of providing parameters which capture the details of how a sound

evolves over time so that these parameters can be used in transforming and re-synthesizing the sound

in intuitive ways. These types of models are known as Parametric Models.
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Spectral Models represent a sound in the frequency domain and are based on a former simplified

model of human hearing which is based on the ear operating as a “kind of Fourier analyzer. That is,

sound is spread out along the inner ear according to frequency, much like a prism separates light into

various colors. As a result, hearing in the brain is based on a kind of short term spectrum analysis

of sound” [51]. Recent research into auditory perception has however shown that the process of the

ears ability to perceive complex sounds goes beyond this, and includes mechanisms such as temporal

coding, phase locking, and neural synchronization. Temporal processing, spatial cues, and cognitive

processes also play significant roles in sound perception [52, 52–58]. However, treating hearing as a

frequency analyzer is still a useful approach in many contexts, and although it is a simplification, and

modern spectral models should be complemented by these other factors, the human auditory system

remains sensitive to different frequencies and a sounds spectral content. Spectral models are therefore

still able to provide a model where transformations and feature extraction are intuitive to understand

as the model parameters acquired from spectral analysis are directly related to how hearing works

through spectral decomposition. “Other well known signal models rooted in the spectral point of

view include the phase vocoder, additive synthesis, and so-called spectral modeling synthesis” [51].

The model adopted for use in this thesis is based on the foundations of spectral modelling, sinusoidal

models and additive synthesis, which are presented in more detail in Sections 2.5.2 and 2.5.1.

2.3 Signal Representations

2.3.1 Time-Domain Representation

Digital audio is a time-domain representation of sound in a digital format. When recording musical

instruments, the sound is converted into an analog electrical signal through a microphone and then

converted into a digital representation with an analog to digital converter which samples the signal at

a specified sample rate, determines the resolution of the signal with regards to the number of bits used

to represent it and finally assigns a binary value to the sampled audio at that specific time. Temporal

models are examples of this digital time-domain representation of sound. The loudness of the sound

determines the value assigned to it, in a floating point data system, these values are normalised to

between −1.0 and 1.0. The louder the sound is the higher amplitude value assigned.

Figure 2.9 shows the process of a continuous signal and the discrete resolution of representing the

amplitude of the signal over a number of sampling points.
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Figure 2.9: Digital Sampling

Figure 2.10 shows the aliased output of not sampling at a high enough rate to reconstruct a continuous

signal. A higher rate of sampling is required to capture the 7 kHz sinusoid which when sampled at 8

kHz resembles a 1 kHz signal. A Sample rate of twice the frequency is required known as the Nyquist

theorem. In this case a sampling rate of 14 kHz is required to represent the 7 kHz signal.

Figure 2.10: (A) Continuous signal and discrete sampling points. (B) Output of sampled signal
showing an aliased representation

When processing digital audio in the time domain, the digital audio system processes the audio in

groups of samples called a frame. An example of a recording of a kick drum is shown in Figure 2.11a.

This has been segmented into audio frames 1024 samples long in Figure 2.11b which shows 0.5 seconds

of audio. When processing sound in a digital audio system, a large frame of audio such as this would

be split into slices of smaller frames, usually in powers of 2 for efficiency. Common examples are 32,

64, 128, to 1024 or higher.



CHAPTER 2. SIGNAL MODELS AND RELEVANT TECHNOLOGIES 45

In a real-time audio system, a delay is introduced at the output which is directly proportional to the

size of the the frame size. A buffering system will sample and store a number of audio samples until a

specified number of samples are available for processing. This introduces a delay between the input

and the output known as latency. Low latency audio systems will try to reduce the frame size.
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(a) Recording of a kick drum
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(b) Frame containing 1024 samples of a kick drum

Figure 2.11: (A) recording of a kick drum (@48 kHz) and (B) an audio frame containing 1024 samples
of the kick drum

2.3.2 Frequency-Domain Representation

Before Pythagoras concerned himself with the harmonic relationships between planetary orbits, the

Babylonian astronomers used a form of Fourier analysis and harmonic series to predict and record

tables of astronomical positions in a book knows as an ephemeris. Modern Fourier theory can be

attributed to Daniel Bernoulli, Leonhard Euler and Joseph Louis Lagrange who’s combined work

introduced trigonometric functions. It was not until the insights of Jean Baptise Joseph Fourier that

argued that any function could be described as trigonometric sums [59].

“Fourier took this type of representation one very large step further than any of his predecessors.

Specifically, he obtained a representation for aperiodic signals - not as weighted sums of harmonically

related sinusoids - but as weighted integrals of sinusoids that are not harmonicaly related.” [60]

Figure 2.12 shows the frequency reasponse of the kick drum presented in Figure 2.11b, plotted along

the linear frequency axis in (A) and the Log-Magnitude domain in (B).
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Figure 2.12: (A) FFT spectrum of a Kick drum from 2.11 and (B) Log Magnitude spectrum

2.3.3 Time-Frequency Representation

Time Frequency analysis of digital audio data has been at the forefront of describing audio in an

intuitive way by transforming the audio from the time domain to the frequency domain representation.

Representing a one dimensional signal (time) in two dimensions (time and frequency) was initially

proposed by Gabor in [61] where he applied Gaussian window functions to decompose a signal into time

and frequency coordinates. Any complex sound can be broken down into a collection (possibly infinite)

of individual sinusoidal (sine and cosine or complex exponential) functions with certain time varying

amplitude, frequency and phase parameters. However there exists a slight problem with practical use of

Fourier analysis and any Time-Frequency transform which is described by the Heisenberg Uncertainty

Principle which states that the information between the Time and Frequency domain representations

is indirectly-proportional to one another. The more information required about when an even occurs

in the time-domain results in a loss of information about the event in the frequency-domain and vice

versa. “The position and the velocity of an object cannot both be measured exactly, at the same time”

[62]. This presents itself in the practical implication of the Discrete Fourier Transform (DFT) where a

frame of audio containing a certain number of samples is converted into the frequency domain. The

result being that the shorted the frame is in the time domain results in a loss in resolution in the

frequency domain. The more information and number of samples contained in an audio frame in the

time domain will result in a greater detail in the frequency domain, but at the cost of having less

information about what happened in that duration of time.

The Fourier Transform and DFT use a basis of stationary sinusoidal functions (sine and cosine) that

span the entire signal. The sinusoidal components returned from the DFT do not provide direct

information about how a sound changes over time.
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The practical solution to this is to slice the audio in the time domain into small slices which can

be processed separately, known as the Short Time Fourier Transform (STFT). This gives a better

understanding of what sinusoidal partials parameters are at that moment in time, but the information

and parameter coefficients computed are still averages over the length of the frame, and there is a

trade-off between the time and frequency resolution which is proportional to the frame length. Longer

audio frames provide better frequency information but at a loss of time information.

Figure 2.13 presents the time-frequency resolution trade off between using a short window with a

better time resolution, compared to using a longer window with better frequency resolution at the cost

of the loss of temporal information.

Figure 2.13: Comparison of Time-Frequency resolution of two different analysis frame sizes and the
STFT

“Where signals under transformation contain non-stationary components a common approach is to

divide them into shorter analysis frames within which those components can be considered to be

quasi-stationary. This is known as the short-time Fourier transform. Longer frames increase frequency

resolution but at a cost of temporal resolution and the optimum frame length is often determined to

be the point at which the assumption of component stationary breaks down. A problem here is that

useful and interesting audio signals tend to be multi-component with different localisation properties

in both time and frequency. This leads to a compromise between time and frequency resolution in

which the quasi-stationary assumption is violated for at least some of the components. Information

about non-stationary is not lost in the Fourier domain (since the transform is perfectly invertible)

but it is embedded in the relationships between the phase and magnitude of multiple transform bins,

rather than being more directly accessible” [10]

Wavelets analysis, presented in Section 2.10, is another time-frequency transform which aims to

overcome the restrictions of a fixed time-frequency resolution, and achieve a better resolution in both

time and frequency by the use of a time-scale system.
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2.4 Spectral Analysis

This section presents a brief introduction to the DFT and STFT. Properties of the STFT are presented

with other common practises of Windowing, Zero Padding and Zero-Phase Windowing. The DFT

can suffer from what is known as ‘spectral leakage’ when a non-integer multiple of the period given

by the length of an analysis frame is analysed, resulting in a spreading of the frequency information

into neighbouring bins. Windowing a signal s(t) by a tapering window w minimises this problem but

requires analysis frames to overlap by a specific amount to achieve perfect reconstruction. Zero-padding,

is the process of appending zeros to the end of the audio frame. This extends the analysis frame size N

therefore improving the frequency resolution of a spectral bin. This does not reveal more information

about the spectrum, longer windows are required for that, but it does improve the resolution by

interpolating between spectral bins.

2.4.1 Discrete Fourier Transform

The DFT is often expressed in the form of a complex exponential using Eulers notation of ejθ. Euliers

identity is the quality of eiπ + 1 = 0 where e is the base of natural logarithms, i is the imaginary unit

(i2 = −1), π is the ratio of the circumference of a circle to its diameter, and θ is the angle in radians.

The DFT is defined in [26] as:

X(k) ≜
N−1∑
n=0

x(n)e−j2πnk/N , k = 0, 1, 2, . . . , N − 1 (2.1)

where X is the frequency spectrum, X(k) is the spectrum at the k th spectral sample (bin), and x(n)

is the input signal at time (sample) n, containing N samples. The samples of the DFT are complex

and contain a real Xr and imaginary Xi part.

The magnitude |X(k)| is give by:

|X(k)| =
√
Xr(k)2 +Xi(k)2 (2.2)
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The phase ϕ(k) is computed by:

ϕ(k) = arctan
Xi(k)

Xr(k)
(2.3)

2.4.2 Zero Padding

Zero-padding, which entails appending the input signal with zeros in the time domain, is equivalent to

interpolating in the frequency domain. This does not result in a higher frequency resolution in the

frequency domain, but provides more detail by interpolation between spectral samples.
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Figure 2.14: Non-padded, non-windowed sinusoid. a) Time-domain waveform. b) Magnitude
spectrum (dB)
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Figure 2.15: Sinusoid from 2.14 Zero-padded. a) Time-domain waveform. b) Magnitude spectrum
(dB)

Figures 2.14 and 2.15 compare the output of the magnitude spectrum with and without Zero-Padding.

2.4.3 Windowing

Spectral leakage is primarily caused when a frequency does not perfectly align with the DFT basis

vectors. This causes the energy of the sinusoid to spread to neighboring frequency bins which results is

what is known as spectral leakage. The effect Windowing has on the magnitude spectrum is can be

seen in he comparison of Figures 2.15 and 2.16. Windowing mitigates spectral leakage by applying

tapering window to the input signal. The DFT equation in 2.4.1 is modified to:

X(k) ≜
N−1∑
n=0

xw(n)e
−j2πnk/N , k = 0, 1, 2, . . . , N − 1 (2.4)

where the window function is represented by w(n)
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Figure 2.16: Sinusoid from 2.14 Windowed and Zero-padded. a) Time-domain waveform. b)
Magnitude spectrum (dB)

2.4.4 Zero-Phase Padding

Zero Padding a signal in the time domain causes phase shifts in the resulting phase plots which are

related to the amount of zero samples added to the input frame. Zero-Phase windowing and padding,

uses a odd frame length with the signal centered in the middle of the window. The audio buffer is

then rotated around the mid point of the frame such that the second half of the audio frame moves to

the beginning of the frame and vice versa. Centering the signal to the middle of the audio frame at 0

results in a non-causal signal which spans from [-1//2, 1//2] and not [0, 1]. Zero-Phase padding places

the padding at the center of the audio frame rather than at the end, which results in a flat phase

response across the main lobe of a stationary sinusoidal peak. Figure 2.17 displays a 1 kHz stationary

sinusoid, windowed (Hanning) and zero-padded with the resulting phase plot, in comparison to the

same signal zero-phase padded in Figure 2.18.
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Figure 2.17: 1kHz sinusoid (@48 kHz) Windowed and Zero-Padded, and the unwrapped phase
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Figure 2.18: 1kHz sinusoid (@48 kHz) Windowed and Zero-Phase Padded, and the unwrapped phase
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2.4.5 Overlap Add

In spectral modelling analysis and re-synthesis, Overlap-Add (OLA) is often applied and required

when a non-rectangular window is applied to the analysis frame. The windowing reduces the abrupt

changes at the frame boundaries, resulting in smoother transitions, and minimizes spectral leakage

from possibly abrupt amplitude’s at the start and ed of an analysis frame. The windowing process can

however also introduce some spectral leakage due to the tapering and gradual decrease in amplitude at

frame boundaries, which results in some energy spreading across neighbouring bins. Overlap-Add is

used to to compensate for the spectral leakage and results in a more accurate reconstructed signal.

Figure 2.19 displays the application OLA for performing the forward and inverse DFT on a segmented

audio signal. OLA helps preserve the re-synthesised signals spectral information by reducing the effect

of spectral leakage and restoring the energy caused by the widowing of the analysis frame. Although

the overlap-adding of windowed frames endures a smooth transition between frames and improves the

accuracy of he reconstructed signal, the overlapping of frames in the time domain can introduce some

filtering and phase effects on the reconstructed signal.

The overlapping process combines the frequency content of adjacent frames which can result in changes

to the frequency and phase response of the reconstructed signal. The filtering and phase effects caused

depend on the window type, frame length and hop size between frames. The overlap-adding can cause

some low pass filtering of the reconstructed signal, and although the phase relationships between

different frequency components can be altered due to the overlapping process, these effects are minimal

and generally considered acceptable for most applications. If time stretching or pitch shifting effects

are applied, such as in the case of the the Phase Vocoder 2.5.3, to the reconstructed signal then

phase coherence becomes important. As the frames are added together, the phase information of

the overlapping regions can interfere with each other, leading to phase discrepancies. These phase

discrepancies can result in artifacts such as phase cancellation or smearing of transient signals. Phase

correction algorithms can be employed to mitigate these effects between overlapping frames with the

aim of preserving the phase coherence and minimize phase distortions during the overlap-add process.
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Figure 2.19: Overlapping of Windowed SFTF to achieve reconstruction [63]



CHAPTER 2. SIGNAL MODELS AND RELEVANT TECHNOLOGIES 55

Other overlap-add methods include the synchronised OLA algorithm (SOLA) [64], which aims to “avoid

pitch period discontinuities or phase jumps at waveform-segmented joins proposes to realign each input

segment to the already formed portion of the output signal before performing the OLA operation”,

Pitch Synchronous Overlap and Add (PSOLA) [65,66], Waveform Similarity Overlap-Add (WSOLA)

[67]. Another form of synchronization is obtained by applying a time-domain pitch-synchronized OLA

technique (TD-PSOLA) [68].

2.5 Spectral Modelling Synthesis

Most musical instruments and many other sounds produce a perceivable pitch over time. The oscillations

produced by these “periodic (quasi-periodic) signals exhibit a harmonic spectrum” [69] which reflect as

sinusoidal peaks within the frequency spectrum that can be modelled as quasi-stationary components

over short periods of time through the STFT. Additive synthesis which is based on Fourier theorem

states that any periodic waveform can be modelled as a sum of sinusoids with time varying amplitudes,

frequencies and phase. Additive synthesis is extensively described in [70], and is viewed as the

original spectrum modelling technique [71]. A general definition of Spectral Modelling Synthesis is

any “parametric creation of a short-time Fourier transform” [51], meaning any process which takes the

short-time Fourier transform and processes the Fourier data in some way before converting it back to

the time domain.

2.5.1 Additive Synthesis

Additive synthesis is a method well suited to producing pitched sounds through a bank of controllable

sinusoidal oscillators. Figure 2.20 displays how a square wave is approximated through the addition of

components with odd-integer harmonic frequencies to that of the fundamental. Additive synthesis is

the method used in this thesis for generating the audio output from the models parameters.
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Figure 2.20: Approximation of a square wave with Additive Synthesis

2.5.2 The Sinusoidal Model

A sinusoid is defined as:

s(t) = A(t) cos(θ(t)) (2.5)

where t is time in seconds, A is the instantaneous amplitude, θ is instantaneous phase.

When the phase is time varying this is defined as:

s(t) = A(t) cos(ωt+ ϕ(t)) (2.6)

where ωt is the instantaneous radian frequency with a time-varying phase offset ϕ(t)

The instantaneous frequency is given by taking the time derivative of the instantaneous phase:

d

dt
[ωt+ ϕ(t))] = ω +

d

dt
ϕ(t) (2.7)

A sinusoid is fully described in terms of amplitude, frequency and phase and so a system modelling a

single sinusoidal partial for resynthesis will take the following form:
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s(t) = A(t) cos(2πft+ ϕ) (2.8)

where a, f , and ϕ are the amplitude, frequency and phase parameter estimates.

A spectral modelling system taking into account a number of sinusoidal components known as partials

is expressed as a sum of these, given by

s(t) =
P∑

p=1

Ap(t) cos(2πfpt+ ϕp) (2.9)

where P is the total number of sinusoidal components and p represents a specific partials parameter

estimates.

When expressed as a complex exponential a non-stationary sinusoidal model with time varying

amplitudes and frequencies can be expressed as:

s(t) =

P∑
p=1

Ap(t)e
jϕp(t) (2.10)

Sinusoidal models which adapt a linear amplitude curve will atopt the definition given in 2.10 while

models adopting exponential amplitude envelopes can represent Ap(t) as an exponential with a

log-amplitude polynomial argument expressed as:

elog(Ap(t)) (2.11)

Incorporating this into the model has the advantage of expressing the model as a single exponential

with a complex argument given by:

s(t) =
P∑

p=1

elog(Ap(t))+jϕp(t) (2.12)
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2.5.3 Phase Vocoder

The phase vocoder, originally developed for encoding speech [72–74], decomposes a signal into a

collection of frequency bins containing magnitude and phase information from the STFT. The spectrum

is then transformed in some way and the output from the Inverse Fourier Transform is overlapped

and added in the time domain to get the output signal. One of the problems with the phase vocoder

is that it is restricted to analysing and altering “a fixed number of filter banks returned from the

FFT, and the frequency of each sinusoid can not vary outside the bandwidth of its bank” [71], making

in-harmonic and frequency modulated sounds difficult to analyze.

An in-harmonic phase vocoder was developed in [75] known as PARSHL which attempted to overcome

some of these problems by supporting “inharmonic and pitch-changing sounds” by using a simple peak

tracking algorithm. Instead of tracking the magnitude and phase of each bin, this implementation

tracked the dominant peaks and the associated amplitude, frequency and phase trajectories from one

DFT frame to the next. PARSHL perfroms data reduction on the STFT through a process of sinusoidal

peak selection where only the most prominent sinusoidal peaks are tracked between overlapped frames

and parameters for amplitude and frequency estimated. PARSHL had the option to use either Additive

(using oscillator-control envelopes) or Overlap-Add (using inverse FFT) Synthesis. If additive synthesis

is used, then amplitude and frequency trajectories where linearly interpolated across frames from

previous and current instantaneous amplitude and frequency estimates given by

Fk(m) ≜
Θk(m)−Θk(m− 1)

2πHT
( Hz) (2.13)

where the instantaneous frequency Fk(m), is given from differentiating the unwrapped phase between

current and previous frames. H is the hop size and T (= 1/fs) the sample period (in seconds). Ak(m)

and Θk(m) are the magnitude and phase estimates for each bin (k) in each frame (m), estimated by

converting between rectangular to polar form using 2.4.1 and 2.4.1. The instantaneous amplitude is

improved using parabolic interpolation as described in 2.7. The phase Θk(m) is usually discarded and

calculated from the instantaneous frequency if required by

Θ̂k(n) ≜ Θ̂k(n− 1) + 2πT F̂k(n) (2.14)
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Other improvements to the phase vocoder over the years mail aim at improving transient analysis

and improving time and pitch scale modifications. Maintaining phase coherence between neighbouring

frequency bins is an example of improving time and pitch scale modifications in the frequency domain

with the phase vocoder [76, 76–82].The inflexibility and fixed resolution of traditional overlap-add

implementations has lead to a number of improvements which aim to align overlapped frames in

such a way that periodic structures in the frames waveforms are aligned in the overlapping regions”

[67]. These methods aim at synchronising overlapping frames in a way which aligns repeated regions

within the time domain signal with the position of the overlapping Windows such as synchronized

OLA (SOLA) [64,83], Pitch Synchronous OLAd (PSOLA), waveform similarity OLA (WSOLA) [67]

and Time-Domain Pitch Synchronous OLA (TD-PSOLA) [65,66,68,84]. Other improvements to the

phase vocoder over the years range from improving the quality of the time or pitch scaled output

by maintaining phase coherence and phase locking techniques, to transient modelling and processing

[76,85–96].

2.5.4 The Deterministic and Stochastic Model

Spectral Modelling Synthesis (SMS) [71,97] is based on deterministic and stochastic decomposition.

The assumption is that any sound can be decomposed into a deterministic and stochastic part, where

the deterministic part is comprised of the dominant partials from the signal, and is a collection of

sinusoids with piecewise linear amplitude and frequency functions. The stochastic component can

be referred to as time-varying filtered noise, or as a collection of magnitude spectrum envelopes that

function as a time varying filter that is excited by white noise. Essentially the shape of the magnitude

spectrum is applied to white noise, this shaping of the noise spectrum filters it, and so the stochastic

part is a relationship between its “amplitude probability density versus frequency, or its power spectral

density” [71].

The basic principles of modelling the deterministic components within a signal using the STFT were

introduced simultaneously by Smith and Serra for use in music, and by McAuleay and Quatieri

for speech analysis [88,98], with some differences highlighted in [71]. These techniques provided an

improved model over the phase vocoder by tracking frequency components across neighbouring FFT

bins. The drawback with a purely deterministic model is that it is computationally expensive to model

noisy components such as transients / musical onsets due to the number of short-term broadband

spectral components within these signals. SMS extended the sinusoidal model used in PARSHL, to
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include a Stochastic part through the inclusion of a noisy residual signal in the model after sinusoidal

extraction. One of the aims of this model was to synthesis noise like components more efficiently. The

objective of Spectral Modelling Synthesis was to develop an “analysis/synthesis system that allows the

largest possible number of transformations on the analysis data before resynthesis.” [97]

The model introduced by Serra in [97] differs slightly from that proposed in [71], in that the initial model

kept track of the phase information and calculated the residual signal by subtracting the synthesised

components in the time domain. The model introduced by Serra and Smith did not preserve the phase

of the original signal within the deterministic component, and therefore time domain subtraction could

not be preformed. The residual signal was therefore calculated using spectral subtraction.

Both the phase vocoder and sms perform the analysis on overlapping audio frames. The length of

the analysis window, the type of window function chosen and the amount of overlap dictated by the

hop size, are important factors influencing the models performance. The frame size is important for

dictating the time and frequency resolution. The frame size needs to be sufficiently long enough to

capture closely spaced components. The type of tapering window used will have differing properties

such as the width of the main lobe and the height of the largest side lobe. Ideally a window with the

narrowest main lobe and lowest side lobe would be chosen [99]. The hop size is also important for

improving the resolution in time dictated by the frame length by providing more analysis frames and a

smoother result, but at a greater computational cost.

Peaks are defined as local maxima in the magnitude spectrum such that a frequency bin’s magnitude is

greater than both magnitude values of the frequency bins on each side. The detection of peaks can be

improved by constraining the frequency range and only searching for values above a certain magnitude.

Periodicity or a fundamental frequency in the signal can improve the results from tracking a set of

peak trajectories. Pitch synchronous analysis can then be applied by setting the size of the analysis

window to that of the fundamental frequency.

The next stage of the analysis is to distinguish the stable sinusoids by comparing the peaks from

current and previous frames. Peaks from each frame are organised into peak trajectories through a

peak continuation analysis stage. The peak continuation algorithm can be adapted and changed to

provide a better fit with different types of sounds. Serra and Smith’s base their peak continuation

algorithm on the idea of “frequency guides” that advance in time through the spectral peaks looking

for best matches between peaks in consecutive frames and forming trajectories out of them.
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The peak continuation algorithm can be modified to improve the results if the sound being analysed is

harmonic in nature, as the frequency guides can actively seek harmonically related partials to track.

The attach portions of most natural sounds are very noisy and so it is very hard to search for partials in

these very frequency rich, unstable and noisy sections of the sound. One approach for overcoming this

is to start the analysis process from the end of the sound and work towards the beginning. Detecting

musical note onsets and transient events is another approach discussed in the following section on

transient modelling 2.6.

Once the deterministic part of the signal has been found, one can find the residual signal by either

subtracting the deterministic signal from the original in the time domain, if we have kept track of

the phase information (Serra 1989), or we can subtract the deterministic signals magnitude spectrum

from the original signals magnitude spectrum resulting in a set of residual magnitude spectrums. If

we have kept track of the phase and have derived the residual from time domain subtraction, then

we need to perform an additional FFT on the residual time domain signal to arrive at the residual

signals magnitude spectrum before we can perform the residual magnitude line segment approximation.

Generating the deterministic signal and preserving the phase information is very computationally

expensive and so the frequency-domain subtraction is preferred as one does not need to maintain any

phase information, although the results from time domain subtraction are more accurate.

SMS assumes that the residual signal is stochastic, and that it is fully described by its amplitude

and frequency characteristics. “It is unnecessary to keep either the instantaneous phase or he exact

frequency information. Based on this, the stochastic residual can be completely characterised by

the envelopes of the magnitude-spectrum residuals: i.e., these envelopes keep the amplitude and the

general shape of the residual spectrum. The set of envelopes forms the stochastic representation.” [71]

Essentially the residual signal is a collection of magnitude envelopes that approximate the shape of the

residual signal after the deterministic components magnitude spectrum has been subtracted from the

original signals magnitude spectrum.

This has been extended further to include Transient modelling into the model, Multi-resolution

approaches, and other higher level approaches such as “Feature based analysis / synthesis”.



CHAPTER 2. SIGNAL MODELS AND RELEVANT TECHNOLOGIES 62

2.6 Transient Modelling

Sinusoidal and other adaptive models, have been extended traditional sinusoidal modelling in the past

to include the modelling of transients separately, expanding the components into a model with sinusoids,

transients and noise [100–110]. Audio compression standards such as MPEG, AAC, Dolby-AC-3 include

transform coding techniques to model and encode transients [111–113].

There are numerous methods and approaches to Transient / Steady-State (TSS) separation, partially

due to an unclear definitions and clear distinguishing between ‘transient’ and ‘steady-state’ regions

for musical signals [114]. The application of TSS is also applied in different applications such as

audio encoding, music information retrieval and in audio effect algorithms, where it may be desirable

to modify only the transient part, or to leave the transient section unchanged while altering the

steady-state part. Transients from sharp percussive instruments differ greatly from slower rising attacks

of other instruments. The selected method of modelling musical instrument note onsets has a direct

effect on the components remaining in the residual signal and thus impacts how the residual signal

is modelled. An evaluation of several methods including Linear Prediction (LP), MDCT, DWT and

other spectral modelling methods are compared and evaluated in [114].

Transient Modelling Synthesis (TMS) was introduced by Verma et al in [104–108] as an extension

to traditional sinusoidal models [71,98] to include transients by exploring the time-frequency duality

property of the Fourier transform, where a pure sinusoid appears as an impulse in the frequency

domain and where an impulse in the time domain appears periodic in the frequency domain. The

Discrete Cosine Transform (DCT) is chosen to provide the mapping between the time and frequency

domains such that transients in the time domain become sinusoidal in the DCT domain and can then

be modelled using spectral analysis from this new representation in the same manner as the sinusoidal

part is. The DCT is essentially a middle step which provides a mechanism for encoding transients as

sinusoidal components which provides a sparse representation for modelling transients that is especially

interesting in audio compression. In [115] Levine et al describe a sines-transient-noise (STN) model for

compression as well as time and pitch modification which uses the multi-resolution sinusoidal modelling

from [116] and a simplified transform coder where the transient window is separated into short (256

sample) segments and encodes the transients using 24 overlapping windows for a total length of 66 ms.

The latest versions of AAC uses a standard switched MDCT (Modified Discrete Cosine Transform)

filterbank with an impulse response (for short blocks) of 5.3ms at 48 kHz compared with 18.6 ms for

MPEG Layer-3 which reduces the amount of pre-echo artifacts [117,118].
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The above mentioned methods all result in block lengths under 1024 samples, which is the maximum

constraint for a quasi real-time implementation. However, they rely on an additional analysis stage of

onset and transient detection.

TMS and transient encoding used by MPEG standards are reliant on information about temporal

events such as attack time, and require an additional step of onset detection. In [119] a large class of

onset detection methods (spectral difference, phase deviation, wavelet regularity modulus, negative

log-likelihood, and high-frequency content) are compared and revisited in [120] and [121]. Further notes

on onset detection using energy, phase and pitch based methods are available from Zhou and Reiss

in [122,123]. An interactive approach of transient detection using the STFT is given by [124] which

builds on from the works by Ono et al [125,126] of separating harmonic and percussive components.

A method for estimating the spectral envelope for pitch shifting with spectral envelope preservation

is given in [127]. This work has been expanded on and used for evaluating temporal evolution for

automatic segmentation in [128]. Time frequency reassignment has been used by Roebel as a measure

of the center of gravity in an onset detection and classification scheme in [129,130]. However, all of

these methods are particularly suited to certain types of signals and are unable to perform equally

well for all musical signals and different instruments.

The need for an explicit transient model is presented in [108], highlighting that although it is possible to

model transients and noise by a sum of sinusoidal signals, this is an inefficient representation requiring

many sinusoidal components. It is also argued that this is not meaningful, “because transients are

short lived signals while the sinusoidal model uses sinusoids that live on a much longer time-scale”.

In [115] Levine highlights that sinusoidal modelling systems struggle to model sharp attacks as they

are not efficiently represented as a sum of sinusoids, but does elaborate that it is possible, “but such

a system would need hundreds of sinusoidal parameters, consisting of amplitudes, frequencies, and

phases”.

2.7 Improving Parameter Estimation based on DFT

The accuracy of parameter estimates for a sinusoidal peak derived directly from the DFT are limited

by the frequency resolution of the DFT. The frequency resolution of a frequency bin from the DFT is

related to the sampling rate and the length of the analysis frame. This results in a fixed frequency

resolution with the frequency estimate of a sinusoidal peak given at the center of the frequency bin.
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The amplitude estimate is also given as the peak magnitude value at the center of that bin. Amplitude

and frequency estimates of sinusoids with frequencies deviating from the exact center of a DFT bin

will result in slightly incorrect results due to this.

The STFT uses stationary sinusoidal basis functions to decompose a signal into sinusoidal components

which are assumed to be stationary for the length of the analysis frame. Many signals, including musical

signals with vibrato or tremolo, however have continuously varying amplitudes and/or frequencies.

Amplitude and frequency change has the effect of flattening the magnitude of a spectral peak in the

frequency domain, leading to biased instantaneous amplitude estimates.

Improving frequency estimates from the phase information between analysis frames has been presented

in 2.5.3. Quadratic (parabolic) interpolation [131–136] is another popular and relatively inexpensive

method of improving amplitude and frequency estimates of a spectral peak by fitting a parabola

between the points around a peak. “Parabolic interpolation takes advantage of the fact that the

magnitude response of most analysis windows when expressed in decibels is close in shape to that of a

parabola [136].”

The estimated frequency of a sinusoidal peak using parabolic interpolation is given by

fn = B(n+
1

2

Mn−1 −Mn+1

Mn−1 − 2Mn +Mn+1
) (2.15)

where B is the bin width, n is the peak bin and M is the magnitude of a bin expressed in dB.

Figure 2.21: Parabolic interpolation of a spectral peak

The estimated amplitude of a sinusoidal peak an using parabolic interpolation is expressed in dB by

an =Mn − 1

8

(Mn−1 −Mn+1)
2

(Mn−1 − 2Mn +Mn+1)
(2.16)
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2.8 Non-Stationary Signal Decomposition

The analysis of audio in signal processing is concerned with decomposing a signal into a set of elementary

building blocks. The set of functions used, such as sinusoidal or wavelet functions, form a basis for the

signal space. A basis is a linearly independent set of functions that ‘spans’ that signals space [137–140].

Linear independence means that you can not express one of these functions as a linear combination of

the other functions in the space. Spanning the entire signal space means that any value within that

space can be expressed as a unique linear combination of these functions. If both of these properties

are true, then these functions form a basis for the signal space. A basis can be thought of as a set of

building blocks with certain features which can be used to break down a complicated signal into a

subset of simpler components. This is known as signal decomposition, or expansions after Denis Gabor

suggested a signal could be expressed in both time and frequency and ‘expanded’ into a discrete set of

guassian atoms [61].

Adaptive signal models can be expressed as:

x[n] =

I∑
i=1

αigi[n] (2.17)

where a signal x can be decomposed into a weighted (αi) linear combination of these expansion

functions gi[n], where αi are the expansion coefficients. In linear algebra terms αi is referred to as a

‘scalar’, which is the value returned by performing the ‘dot product’ 4.2 of each atom gi[n] with x,

resulting the a measurement of similarity between the signals. Adaptive signal models are designed

to improve the accuracy of the model by incorporating more components in the expansion. The

improvement to the model is usually measured by calculating the mean-square error. This iterative

method of continuously improving the approximation of the signal model is known as a successive

refinement framework [100,141,142].

Non-stationary sinusoidal models aim to improve the accuracy of a sinusoidal models parameter

estimates by including estimates for amplitude and frequency change from within an analysis frame.

Noise subspace methods are one approach for estimating the parameters of complex sinusoids [143,144].

These techniques can be computationally expensive [145,146], however a recent efficient implementation

of the Multiple Signal Classification (MUSIC) algorithm has been presented in Fast Music [147].
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The techniques used in this thesis for modelling non-stationary sinusoidal parameters are related

to phase based methods such as Phase Distortion Analysis [9, 148], Time-Frequency Reassignment

[149,150] and the Derivatives method [131,151–155].

2.8.1 Reassignment and Derivative Methods

The Derivatives method is another algorithm for improving frequency estimates from the DFT, but it

requires an additional DFT of the signals derivative. “This is effectively a high pass filtering operation

whose frequency dependent gain can be calculated. Therefore the difference in derivative (high pass

filtered) and standard (non high pass filtered) DFT magnitudes can be used to produce an estimate of

the frequency of the sinusoid” [136].

Reassignment is another method for estimating frequency deviation from the center of an analysis bin

as well as using spectral data for estimating the time deviation from the center of an analysis frame.

Reassignment was generalized by Auger and Flandrin in [149]. The STFT extracts information from

a signal with a fixed frame and hop size, and returns a time-frequency distribution with estimates

of energy at fixed time and frequency intervals. In [156,157], reassignment is used to overcome the

“localization and interference trade-off that is usually observed in classical Time-Frequency analysis”.

Time Frequency Reassignment shifts the coefficients away from the center of an analysis frame, to

the ‘center of gravity of the windowed energy’. Reassignment is able to give estimates in time and

frequency of where the energy is concentrated within a frame by making use of the phase spectrum

[150], and the first order derivative of the analysis window. Reassignment does this by taking two

additional DFTs, one with a time ramped window (analysis window multiplied by time), and the

second with a frequency ramped window (the derivative of the analysis window) as shown in Figure

2.22

The estimate of the time deviation from the centre of a frame is given by:

− 1

Fs
ℜ
{
DFTtime ramped window

DFTstandard window

}
(2.18)

where Fs is the sampling rate of the signal.
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Figure 2.22: Hanning window (top), Frequency ramped window (middle), Time ramped window
(bottom) [136]

Estimation of the deviation in frequency from the centre of an analysis bin is given by:

−BI

{
DFTfrequency ramped window

DFTstandard window

}
(2.19)

where B is the bin width in Hz.

Reassignment [149,150] and the Derivatives method [131,152–155] have been shown to be theoretically

equivalent [153, 154]. Such models assume exponential amplitude change within an analysis frame

due to the model parameters occurring within the exponent. Having the amplitude expressed as an

exponential with a polynomial argument is based on the fact that we perceive loudness on a logarithmic

scale, and allows the signal to be expressed as a single exponential with a complex argument [158].

Expressing the signal as a complex exponential simplifies some of the equations and allows for the order

of the polynomial to be increased, resulting in more complex non-monotonic amplitude modulations.

A signal with linear log-AM and linear FM is defined as:

s(t) = exp( (λ0 + µ0t)︸ ︷︷ ︸
λ(t)=log(a(t))

+j

(
ϕ0 + ω0t+

ψ0

2
t2
)

︸ ︷︷ ︸
ϕ(t)

) (2.20)
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where µ̂ is the amplitude modulation which is the derivative of λ (the log-amplitude), and ω0 (the

frequency), ψ0 (the frequency modulation) are respectively, the first and second derivatives of ϕ (the

phase). A comparison of these methods is carried out in [153] where where s(t) is defined as the input

signal, and w(t) is defined as the window function over time t. Sw is a function of time and frequency

expressed as:

Sw(t, ω) = exp(a(t, ω) + jϕ(t, ω)) (2.21)

The derivative method is generalized to the non-stationary case in [154], which includes the generalised

reassignment equations found in C, resulting in the following equations for non-stationary parameter

estimation.

A generalised estimation of the local maximum (discrete) frequency ω̂0 is given by:

ω̂0 = ℑ
(
S′
w

Sw
(ωm)

)
(2.22)

An estimate of amplitude modulation µ̂0 given by:

µ̂0 = ℜ
(
S′
w

Sw
(ω̂0)

)
(2.23)

And frequency modulation ψ̂0:

ψ̂0 = ℑ
(
S′′
w

Sw
(ω̂0)

)
− 2µ̂0ω̂0 (2.24)

Having estimated values for ω̂0, µ̂0, and ψ̂0, the initial amplitude â0 and and initial phase ϕ̂0 of the

signal are then given by:

â0 =

∣∣∣∣∣∣ Sw (ω̂0)

Γw

(
0, µ̂0, ψ̂0

)
∣∣∣∣∣∣ (2.25)

ϕ̂0 = ∠

 Sw (ω̂0)

Γw

(
0, µ̂0, ψ̂0

)
 (2.26)



CHAPTER 2. SIGNAL MODELS AND RELEVANT TECHNOLOGIES 69

2.9 Single-Frame Discrimination of Nonstationary Sinusoids

A single-frame non-stationary sinusoid is described in [9, 159–161] described by

s(t) = A(t) sin

(∫ τ=t

τ=0
2πf(τ)dτ + ϕ

)
(2.27)

where, for a single frame, A(t) is a function describing the amplitude trajectory and f(t) is a linear

function describing the frequency trajectory over time t, and ϕ is the phase of the sinusoid at the start

of the frame. In [161] the amplitude is modelled as a piecewise exponential function, the frequency is

piecewise linear and the phase is piecewise quadratic. Systems for the single frame estimation of the

parameters of non-stationary sinusoids include [89,162–164] as well as the reassignment and derivatives

methods discussed in the previous Section 2.8.1. The method adopted in [9,159–161] for estimating

non-stationary sinusoidal parameters from a single analysis frame, uses phase distortion (PD) analysis

[164].

2.9.1 Phase Distortion (PD)

Phase distortion is a measurement of the ’phase shift’ [165] with respect to the flat phase response

across a sinusoidal peak of a stationary sinusoid, taken from a zero phase padded FFT. Figures 2.24

- 2.27 show the effect amplitude and frequency change has on the phase of a zero phase windowed

sinusoid, compared to a stable sinusoid in Figure 2.23. Amplitude and frequency non-stationarities

produces changes in the window shape in the Fourier domain, compared to that of a stationary sinusoid.

In [9,159–161], intra-frame linear frequency ∆fn, and exponential amplitude change ∆An are estimated

from measuring the phase differences either side of a zero-padded spectral peak. “The relationship

between these measures and the actual amplitude change (dB per frame) and frequency change (bins

per frame) is dependent upon the window type and is empirically determined [159].” This is described

by:

∆An = g (ϕn+1 − ϕn−1) (2.28)



CHAPTER 2. SIGNAL MODELS AND RELEVANT TECHNOLOGIES 70

∆fn = h (ϕn+1 + ϕn−1) (2.29)

where n is the index of a magnitude spectrum peak, and ϕ is phase. The functions g(x) and h(x)

relate the phase difference across a sinusoidal peak to the intra-frame parameter change.

The procedure for deriving the analytical equations for exponential amplitude change estimates from

the phase difference is explained in [10] where intra-frame amplitude change can be interpreted as

a window function with the amplitude change applied to it. The Fourier Transform of a modified

window function was taken as a function of frequency, and the phase response and first derivative were

examined for exponential amplitude change applied to a Hanning window as a function of time t, and

is given by 3.9

Positive amplitude change results in a negative phase slope while negative amplitude change results in

a positive phase slope. Conversely, positive frequency change results in a concaved phase curve across

a sinusoidal peak, while negative frequency change results in a convexed phase curve.
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Figure 2.23: Phase Distortion from 1 kHz sinusoid (@48 kHz) with frequency change of -400 Hz
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Figure 2.24: Phase Distortion from 1 kHz sinusoid (@48 kHz) with frequency change of -400 Hz
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Figure 2.25: Phase Distortion from 1 kHz sinusoid (@48 kHz) with frequency change of 400 Hz
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Figure 2.26: Phase Distortion from 1 kHz sinusoid (@48 kHz) with amplitude change of -6 dB
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Figure 2.27: Phase Distortion from 1 kHz sinusoid (@48 kHz) with amplitude change of 6 dB

The derivation of the phase difference measure for non-causal exponential intra-frame amplitude change

with a rectangular window applied to an amplitude-stationary sinusoid is given in C.
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2.10 Wavelets and Filter Banks

The aim of spectral modelling and that of time-frequency analysis is to find out what frequencies

occur at specific moments of time in the signal and how they evolve over time. The STFT has a

better time-frequency representation to the Fourier transform which contains no temporal information.

The problem with the STFT is that although you can get some temporal information from analysing

small sections of the signal at a time, you still don’t know how the frequency and magnitude of the

sinusoidal components change over time within that window. The fixed window length also results in

a trade-off between a good time resolution and a good frequency resolution. Longer windows increase

the frequency resolution, but at the expense of decreasing the time resolution and vice versa.

With the STFT the time-frequency resolution is fixed and is set by the length of the analysis window.

This determines the resolution in both time and frequency, resulting in a time-frequency grid which is

evenly spaced. The wavelet transform uses a basis function of a ‘small waves’ with certain properties.

These ‘small waves’ act as filters which when stretched and dilated change the bandwidth of the filter.

The scaling in length of these filters allows for the signal to be separated into different time-frequency

bands where each component can then be studied with a resolution matched to its scale. The notion

of scale is the fundamental idea behind wavelets, and makes them ideal for approximating signals with

sharp discontinuities.

The Continuous Wavelet Transform (CWT) is defined as:

CWTx(τ, s) =
1√
|a|

∫
x(t)h

(
t− τ

s

)
dt (2.30)

where the wavelet function is defined as [166]:

h

(
t− τ

s

)
(2.31)

with τ being the translation in time and S determining the scale, or size, of the wavelet.

In wavelet analysis the scale of the wavelet function is integral to the resolution in time and frequency

of the analysis of the signal. Wavelets are short wave like functions with zero mean and a finite

duration. For example the Mexican had wavelet in Figure 2.28a
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Figure 2.28: Comparison Mexican Hat and Morlet Wavelets

In order to be classified as a wavelet a function must satisfy certain mathematical criteria [167]

A Wavelet must have finite energy

E =

∫ +∞

−∞
|ψ(t)|2dt <∞ (2.32)

The wavelet must also have zero mean, in other words no zero frequency components.

The wavelet transform is based on the translation and dilation of the small wave function. The scale of

the wavelet changes its length and so by expanding or contracting the length of the wavelet, different

signal characteristics can be extracted. A long window or wavelet function is good at analysing low

frequency components while a short window or wavelet function is good at analysing high frequency

components. This ability to scale the wavelet function allows for a multi-resolution analysis of the data

whereby high frequency components can be measured with wavelets which have been compressed, and

low frequency components can be measured when the wavelet function is expanded. Thus the wavelet

transform can extract both high frequency details with a good time resolution and low frequency

details with a lower time resolution, but since low frequency components evolve slowly there is less of

a need for a fine time resolution compared to high frequency components which change quickly and

discontinuities which have short duration’s and so require a better resolution in time from the analysis

process. Thus sharp discontinuities can be detected with a good time resolution by using a compacted

scale of the wavelet function.
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2.10.1 Discrete Wavelet Transform (DWT)

The discrete implementation is given by the Discrete Wavelet Transform (DWT):

DWT(u, s) =
1√
s

∑
n

x[n] · ψ ×
[
n− u

s

]
(2.33)

Depending on the basis wavelet used, a practical implementation is via convolution/filtering and

down-sampling[166]. An example of this can be found in dyadic wavelets, where at each stage the time

domain signal is downsampled by a factor of 2 resulting in the Dyadic wavelet coefficient structure, as

the filter bandwidth is effectively halves at each level as depicted below:

Figure 2.29: DWT Filter Bank Implementation

The signal is analyzed in a cascade of frequency bands each containing half the samples of previous

bands. The signal is decomposed into approximation and detail coefficients by applying a high pass

and low pass filter to the input signal x. The approximation is then successively down-sampled and

approximated again using the same filtering steps. This process can be expressed by:

aj+1[n] =
m−1∑
k=0

aj [2n− k +m− 1]g[k] (2.34)

dj+1[n] =

m−1∑
k=0

aj [2n− k +m− 1]h[k] (2.35)

where aj and dj are the approximation and detail coefficients at decomposition level j, a1 = x, h and

g are the high-pass and low-pass wavelet filter coefficients with a length of m.
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Figure 2.30: Forward DWT

Figure 2.31: Inverse DWT

The inverse DWT is performed in a similar manner as the forward DWT using the convolution

operation, however the up-sampling, convolution, and summation of the outputs into the above levels

reconstructed approximation coefficients, are done simultaneously through a sub-sampling process

described by:

aj [n] =

⌊
m−1+(n mod 2)

2

⌋∑
k=0

aj+1

[⌊n
2

⌋
− k
]
g̃[2k + (n mod 2)]

+

⌊
m−1+(n mod 2)

2

⌋∑
k=0

dj+1

[⌊n
2

⌋
− k
]
h̃[2k + (n mod 2)]

(2.36)

where h̃ and g̃ are the reconstruction wavelet filters, and mod is the “modulo” binary operation.

Fourier analysis compares a set of evenly spaced harmonic components with the input signal, deriving

the coefficients of magnitude and phase, wavelets work in a very similar way by convolving the input

signal with wavelets of different sizes and at different time intervals. The process of applying shifted

and scaled versions of the mother wavelet to the input signal results in a filtered time-domain signal

which is separated into a dyadic multi-resolution time-frequency grid as shown in Figures 2.32 and

2.33.
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Figure 2.32: Comparison of (a) the STFT uniform frequency coverage to (b) the logarithmic coverage
of the DWT.

Figure 2.33: Wavelet dyadic multi-resolution time-frequency grid

2.11 Summary

In this chapter the musical signals of interest and how their amplitude envelopes are most commonly

shaped has been discussed. Linear and exponential amplitude envelopes are commonly used for

manipulating the amplitude of kick and bass. Chapter 3 investigates modelling both linear and

exponential amplitude from single frame phase based analysis methods, as well as discriminating

between the two curve types. How sound is represented in both time and frequency has been presented,

leading on to achieving better time-frequency representation by using non-stationary estimation

methods such as Time-Frequency Reassignment and Phase Distortion, or by using tools such as the

DWT instead of traditional DFT analysis. Chapter 5 investigates modelling residual signals after

sinusoidal modelling; using the undecimated implementation of the DWT in a segmented framework,

following an atomic decomposition presented in 4.



Chapter 3

Non-Stationary Modelling of Amplitude

Envelopes

Writing a tune is like sculpting. You get four or five notes, you take one out and move

one around, and you do a bit more and eventually, as the sculptor says, “In that rock

there is a statue, we have to go find it.”

John Williams

In this chapter an analysis method for distinguishing between linear and exponential amplitude change

within a single analysis frame is presented. The base signals of the model used in this thesis are

sinusoidal components with stationary or non-stationary amplitude (monotonic linear or exponential)

and frequency (monotonic linear). Other signal components such as noise are treated separately, while

transients provide an interesting choice of being treated as a separate signal component all together,

or as a sum of many short lasting sinusoidal components with time varying amplitude and frequency

trajectories. The chapter sets out to explore the detection, modeling and discerning between sinusoidal

components with monotonic exponential or linear amplitude change.

In Section 3.1 the main motivations behind the modelling of different types of amplitude envelope

shapes is discussed. Section 3.2 presents the new method for estimating the amount of linear amplitude

change present within a single frame (when a linear amplitude curve is being applied) before a method

of distinguishing between linear and exponential amplitude change is discussed in Section 3.3.

78



CHAPTER 3. NON-STATIONARY MODELLING OF AMPLITUDE ENVELOPES 79

Finally, Section 3.4 presents the evaluation of the discriminator, and the method used for the estimation

of amplitude change within a single frame are then compared with existing phase-based methods, both

in terms of their computational cost and effectiveness.

3.1 Motivation

Spectral modelling and time frequency analysis has been covered in detail in Chapter 2. Overlapping

frames and single frame discrimination of sinusoidal components in an additive synthesis system have

been introduced along with methods for approximating the quasi-stationary sinusoidal properties of

instantaneous amplitude and frequency. The model adopted by this thesis and the other models used

for comparison are based on non-stationary sinusoidal parameter estimation, the motivation for this

is that stationary signals in music are not of great interest. Music is interesting and pleasant due

to the mixing and modulation of frequencies. Non-stationary models and the methods of parameter

estimation employed make assumptions about the underlying properties of the signal being analysed.

The mean amplitude (quasi-instantaneous) of a signal component is taken as the average amount of

energy over the duration of the analysis frame and is assigned to the mid point of the frame. The mean

frequency (quasi-instantaneous) is measured as the first derivative of the phase and is also assigned to

the mid point of the frame.

In general frequency modulation is modelled as a linear rate of change, calculated as the second derivative

of the phase with regards to frequency. Amplitude modulations are either modelled exponentially as

in the case of exponentially dampened sinusoidal models such as those using Reassignment [149,150]

or the Derivatives methods [151, 152]. Some Quasi-Harmonic models such as the adaptive Quasi-

Harmonic Model (aQHM) [?] and the extended adaptive Quasi-Harmonic Model (eaQHM) [168]

estimate amplitude modulations as a linear rate of change. Traditional Spectral Modelling Synthesis

(SMS) approaches [71] also model amplitude change over time by piece-wise linear envelopes, tracking

the amplitude (quasi-instantaneous) between frames.

Smith in [26] identifies the importance of exponentials and the following key properties regarding

exponential growth and decay. Exponential decay occurs naturally when an amount is reducing at a

rate proportional to its current value. Smith goes on to describe all momentary excited oscillations

that are linear and time-invariant as examples of signals which decay exponentially. Musical examples

of these include the vibrations of tuning forks and plucked string instruments. Another example

of exponential decay can be found in how the reverberant sound of a room decreases over time.



CHAPTER 3. NON-STATIONARY MODELLING OF AMPLITUDE ENVELOPES 80

Exponential growth on the other hand is when a signal is growing at a rate proportional to the current

value which can cause a signal to become unstable without limiting the amount of growth. Exponential

amplitude decay is often adopted by Exponentially Damped Sinusoidal (EDS) models [169–175] due to

the observation of its predominance in many naturally decaying sinusoidal systems. Human perception

of loudness works on a logarithmic scale, as such signals which decay exponentially sound more natural.

Signals which have a linear decay can sound less natural as our ears perceive the middle part of the

linear envelopes decay as being too loud. Analog synthesises use capacitors for controlling the rate at

which the synthesised signal increases and decreases in volume. The attack shape from the capacitor

storing charge takes a logarithmic shape, while the the discharge controlling the decay of the sound

falls at an exponential rate which attributes to the pleasant sound associated with analog synthesizers.

However, with music production and art, there are no fixed rules and a music producer can sculpt the

audio with a range of envelope shapes, selecting what sounds best to them. Electronic music or audio

edited on a Digital Audio Workstation (DAW) can have the amplitude envelope shaped by fading,

or by use of an Attack, Decay, Sustain, Release (ADSR) envelope which does not always conform to

applying a single type of envelope curve. A music producer has many tools for sculpting, manipulating

and fine tuning the audio used for creating kick and bass lines. One of the key tools are amplitude

envelopes which have great control over the punch of transient sounds such as the kick, and also how

the sound evolves over time and fades out. Linear or logarithmic attacks are generally preferred for

attack portions of a sound while linear or exponential envelopes are preferred for controlling the shape

of how a sound decays over time.

Spectral modelling systems employing overlap-add (OLA) have been presented in Section 2.4.5.

Overlapping analysis and synthesis frames smooths out discontinuities between frame boundaries

and can give a finer resolution when using short frame lengths, small hop sizes, or a combination of

both. The model adopted in this thesis is based on previous work on single frame (non-overlapping)

analysis/synthesis methods [9, 10,159,161]. High accuracy frame-by-frame non-stationary sinusoidal

modelling requires accurate estimates of amplitude change. Incorrect estimates of amplitude change can

result in audible discontinuities a frame boundaries. Phase based methods which presume exponential

amplitude change result in biased and incorrect estimates in the case of linear or logarithmic amplitude

change. These errors are more noticeable in a single-frame system which does not apply widowing and

overlap frames. The estimation of linear amplitude change and the discrimination between exponential

and linear amplitude change improves the accuracy of the single-frame models, reducing audible

discontinuities at frame boundaries.
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Figure 3.1: Linear and exponential amplitude curves employed in Kick2 VST highlighting the options
a music producer has for shaping audio [8]

Figure 3.1 displays an example of a kick drum with a linear attack and an exponential release. The

discrimination between linear and exponential amplitude change in such a case would result in more

accurate estimates and an improved signal model.

3.2 Representation of linear and exponential amplitude change

Sinusoidal models provide a description of signals in terms of sinusoidal basis functions. Signals are

modelled as a sum of sinusoids with various amplitudes and harmonically related frequencies. The

discrete Fourier Transform (DFT) yields a compact representation of a stationary sinusoid when the

frequency of the sinusoid is harmonically related to the analysis frame length, but that is not the case

when describing sinusoids with time-varying amplitudes and non-harmonically related frequencies. The

work described in this Chapter aims to enable the identification of intra-frame amplitude change of

individual signal components and the detection of the amplitude envelope type, with the application

in a quasi-real-time time spectral modelling framework. Sinusoids are analysed and re-synthesized

from a single analysis frame which requires highly accurate estimates of amplitude and frequency, as

well as how they change within a frame to minimise discontinuities at frame boundaries.
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In a non-stationary sinusoidal model, it is often convenient to represent sinusoids as complex exponentials

with amplitude, frequency and their modulations represented by polynomial arguments, as this allows

the signal to be combined into a single exponential with a complex argument, and expressing a

sinusoidal function in complex exponential form considerably simplifies many operations, particularly

the solution of differential equations. The order of the polynomial dictates the signal model which

can be distinguished [158]. As mentioned, the system intended to be used in this Chapter is a

quasi-real-time system with the underlying assumption that a signal evolves slowly enough to be

accurately modelled by monotonic amplitude change. Reassignment [149, 150] and the Derivatives

method [151, 152] estimate amplitude change as the first derivative of the phase with respect to

frequency, and the models have been shown to be theoretically equivalent [153], although the practical

implementation constraints are different. Such models assume exponential amplitude change within an

analysis frame due to the model parameters occurring within the exponent.

3.3 Defining equivalent amplitude curves

A sinusoid modelled by a first order amplitude and second order frequency modulations is described

by:

s(t) = A(t) sin

(
ϕ+ 2π(ft+

∆ft2

2T
)

)
(3.1)

Where A(t) describes either a linear or exponential time varying amplitude envelope, ϕ is the mid

point phase, f is the instantaneous frequency and ∆f is the linear intra-frame frequency change.

Given that A(t) can be either an exponential or linear function over time, centered at time equals zero,

there is a requirement to be able to express both functions relative to one another. Nepers (C.14)

are used in the derivation of the equations in this Chapter because the use of the natural logarithm

simplifies the solving of the differential equations used for solving the amplitude change within a frame

due to the derivative of the natural log (at 1) being equal to one (C.15).

An exponential amplitude curve with unity gain as a function of time t (centered at time = 0) is given

by:

A(t)exponential = eαt, |t| ≤ 1

2
(3.2)
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where α is the intra-frame amplitude change given in Nepers (Np)

α =
∆A ln 10

20
(3.3)

∆A is the amplitude change within a frame in decibels (dB) given by:

∆A = 20log10
A(tend)

A(tstart)
(3.4)

Where the intra-frame amplitude change is given by the ratio of the amplitude as the start and end of

an analysis frame (A(tstart) and A(tend)). In the context of this thesis, amplitude change is derived

from estimates of the group delay (time reassignment / center of gravity) given from the first derivative

of the phase with respect to frequency approximated by its first-order difference (Φn+1 − Φn−1) as

described in Section 2.9.1. However, unlike PDA and other single frame phased based methods for

estimating amplitude modulation on the assumption of exponential amplitude change, the methods

used in this thesis extends the underlying amplitude function to be either exponential or linear. This

chapter presents the equations for calculating the amount of amplitude change within a frame in

relation to the phase difference measurements around a sinusoidal peak.

An example of an exponential curve
[
eαt, {t,−0.5, 0.5}

]
centered around zero with an amplitude change

of α = 5 Nepers is shown in 3.2
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Figure 3.2: Exponential amplitude change α = 5 in Nepers over {t,-0.5,0.5}
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Nepers uses the base e which is more convenient for the integration formulas used in this chapter

for deriving the equations used for estimating amplitude change within a frame. To compare a

linear amplitude curve with an exponential curve, there is a requirement to express it in terms of

A(t)exponential with regards to ∆A. This enables the derivation of the phase distortion equations

used in this chapter to be calculated using equal amplitude values. Keeping in mind that there is a

requirement to discern between linear and exponential amplitude curves, and the Fourier transform is

perfectly inevitable, meaning that information about non-stationary is embedded within the phase

and magnitude information, the section regarding envelope type discrimination will require linear and

exponential amplitude curves with equal phase distortion measurements in order for the magnitude

spectrum to be compared for differences.

Given the equation for a linear curve to produce the same start and end values as an exponential

amplitude curve allows for the solving of these equations to give us the amount of linear amplitude

change required to give the same reassignment offset / phase difference value as an exponential

amplitude change.

Given the amount of amplitude change required for a linear ramp to give the same shift in energy

as an exponential curve with its (different) amount of amplitude change, we can therefore examine

the magnitude spectrum to see where the differences lie between an exponential and linear curve,

because the phase difference is equal, the only other difference is encoded in the shape of the magnitude

spectrum.

The linear equivalent over the time interval of {t, 0, 1} with α = 5 in Nepers is given by 3.5 and shown

in Figure 3.3

(
eα/2 − e−

α
2

)
t+ e−

α
2 , {t, 0, 1} (3.5)

To calculate the linear equivalent of 3.2 centered around zero, 3.5 needs to be recalculated by shifting

it to the interval {t,−0.5, 0.5}.

(
eα/2 − e−

α
2

)
t+

1

2

(
eα/2 − e−

α
2

)
+ e−

α
2 , {t,−0.5, 0.5} (3.6)
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Figure 3.3: Linear amplitude change α = 5 in Nepers over {t,0,1}
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Figure 3.4: Linear amplitude change α = 5 in Nepers over {t,-0.5,0.5}

Figure 3.4 clearly shows a linear curve centered around zero with the same amount of amplitude change

as that shown in Figure 3.2.

The equivalent linear curve which produces the same intra-frame amplitude change with the same

start and end values as A(t)exponential can be simplified from 3.6 to:

A(t)linear =
e

α
2 + e

−α
2

2
+ t(e

α
2 − e

−α
2 ), |t| ≤ 1

2
(3.7)

Figure 3.5 plots the linear and exponential amplitude curves given in (3.2) and (3.7) with different

values of α.
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(a) Amplitude Change = 9 dB
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(b) Amplitude Change = -30 dB

Figure 3.5: Linear and exponential amplitude curves with equivalent amplitude changes, |t| ≤ 1
2 (a)

α = 1, (b) α = −3.45

3.4 Parameter estimation from reassignment and phase difference

Reassignment extracts information from the phase spectrum by making use of the first derivative of

the analysis window, this enables it to reassign the time and frequency atoms (Linearly spaced Fourier

bin information relating to the average magnitude and phase over the duration of the analysis window)

from the geometrical centres of the analysis window and frequency bin to the centre of mass of where

the atom’s energy is concentrated. Reassignment gives a measure of the deviation of an atom’s energy

from the geometric centres by applying two additional DFT’s, One for the time deviation and another

for the frequency deviation. The time deviation is given by using a time ramped version of the analysis

window used for taking the original DFT. The DFT provides the average amount of energy present

at at the center of the time-domain frame, as well as the center of the frequency band, where the

resolution of the frequency bin is determined by the frame size.

Where a peak in a zero-padded and zero-phase DFT analysis is due to a stationary sinusoid, the phase

across the main lobe is constant. Where there is amplitude or frequency non-stationarity (or both)

the phase is no longer flat and phase distortion analysis (PDA) independently estimates exponential

amplitude and linear frequency change from this [176]. Reassignment distortion analysis (RDA) uses

a similar method to estimate the same parameters [149, 159]. In fact, it can be shown that the

time-reassignment measure (as described in [10]) is equivalent to the first derivative of the phase at a

peak, but whereas time reassignment assumes displacement, from the centre of a frame in samples,

PDA assumes an underlying exponential amplitude function and estimates the amplitude change across

the frame. The time offset value from the centre of a single analysis frame for an impulsive component

is estimated by the reassignment method as:
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tk,reassignment = R(
Xth,k

Xh,k
) (3.8)

where Xh,k and Xth,k are the kth bin of the DFT of the input sequence weighted by the window

function h and the time ramped window th. This gives one the offset of the center of gravity for

the spectral bands and reassignes the time information in the audio frame to the point at which the

energy is most evenly distributed. this reassignment of the time offset provide a position in time

where the amplitude estimate is concentrated. The procedure for deriving the analytical equations for

exponential phase difference is explained in [10] where intra-frame amplitude change can be interpreted

as a change in the window (Hann) function applied to a signal with a stationary amplitude.

As explained in [10] intra-frame amplitude change can be interpreted as a window function with the

amplitude change applied to it. Exponential amplitude change applied to a Hann window as a function

of time t is given by 3.9

w(t)exponential = eat(
1

2
+ cos(2πt)/2), |t| ≤ 1

2
(3.9)

More details of the analytical derivation of the exponential amplitude estimator can be found in [10]

where the Fourier Transform of the modified window function is taken as a function of frequency, and

the phase response and first derivative are examined. 3.10 shows the first derivative of the phase with

respect to frequency for exponential amplitude change.

∠Xth,k+1 − ∠Xth,k−1

2
≈ 2

α
+

4α

α24π2
− coth (

a

2
)) (3.10)

3.5 Deriving Linear Amplitude

Following similar steps as above linear intra-frame amplitude change can be interpreted as a linear

change in the window function applied to a stationary signal. The full proof is available in Section

D.1.2. The linear ramped Hann window is given by 3.11

W (t)linear = (
1

2
+
cos(2πt)

2
)(
e

α
2 + e

−α
2

2
) + t(e

α
2 − e

−α
2 )), |t| ≤ 1

2
(3.11)
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The Fourier transform of the linear ramped Hann window from 3.11 applied to a stationary signal as a

function of frequency; represented by the complex exponential e−j2πf , is given by 3.12 which simplifies

to 3.13.

W (f)linear =

∫ 1
2

− 1
2

(
1

2
+
cos(2πt)

2
)(
e

α
2 + e

−α
2

2
) + t(e

α
2 − e

−α
2 )))e−j2πfdt (3.12)

=

e−
α
2
−jfπ(−1 + 3f2 + eα+2jfπ(−1 + 3f2)

+ eα(1− 3f2 + 2jfπ − 2jf3π)
+ e2jfπ(1− 3f2 − 2jfπ + 2jf3π))

8(−1 + f)2(1 + f)2π2
(3.13)

The first derivative of f = 0 at the limit is given by 3.14 which reduces to 3.15

d(arg(W ))

df
| lim
f→0

=−
(((

−1 + e2a
)
π
(
−1− 3f4 + 2f2

(
−1 + f2

)2
π2 +

(
1 + 3f4

)
cos[2fπ]

))
/(

−2ea cos[2fπ]
(
−1 + f2

(
6− 9f2 + 2

(
−1 + f2

)2
π2
)
+
(
1− 3f2

)2
cosh[a]

)
+

2ea
(
−
(
1− 3f2

)2
+
((

1− 3f2
)2

+ 2f2
(
−1 + f2

)2
π2
)
cosh[a]

)
−

2 (−1 + ea)2
(
f − 4f3 + 3f5

)
π sin[2fπ]

))
(3.14)

=
(−1 + eα)(−6 + π2)

3(1 + eα)π
(3.15)

Which gives us a the equation for calculating phase difference values in regards to linear amplitude

change, this is used to create a lookup table which when searched through and the closest values

interpolated gives the amplitude change estimate referred to from here as the phase difference estimator.

The equation for exponential amplitude change from [10] is given by:

d(arg(W ))

df

∣∣∣∣
f=0

= π

(
2

α
+

4α

α2 + 4π2
− coth

(α
2

))
(3.16)

As is in the case of 3.10, the reassignment measure is a scaled version of the phase derivative with the

scaling being equal to N/2π, where N is the DFT size. The greater the value of N in relation to the

frame size, the better the estimate given of the phase derivative by the phase difference.
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To demonstrate this and to show that the analytical derivation of the linear amplitude change estimator

matches the phase difference, Figures 3.6 and 3.7 show the first-order phase difference plotted against

the continuous phase derivative for a sinusoid whose frequency is exactly at the centre of an analysis bin.

As can be seen by these figures, as N increases relative to the frame size(ie. increased zero-padding),

the closer the difference measure becomes to the continuous derivative measure.

The phase derivative approximated by the phase difference is plotted in Figure 3.8. This shows

the difference between the phase derivative for linear and exponential amplitude changes. As one

would expect the phase difference for linear amplitude changes flattens out and plateaus before the

exponential plot, as increasing linear amplitude change has diminishing effects on the displacement

of the centre of mass in a frame compared to exponential changes which continue to shift the energy

further away from the centre.
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Figure 3.6: Linear Analytical and Measured phase difference compared
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Figure 3.7: Linear Analytical and Measured phase difference compared
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Figure 3.8: Linear vs exponential phase difference

Figure 3.8 shows the difference between exponential and linear phase difference measurements:
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3.6 Envelope Type Discrimination

Although Fourier analysis provides a model where sinusoids are presumed to be stationary, information

about non-stationarity is not lost as the transform is perfectly invertible. This information about

non-stationarity is embedded within the relationship between the magnitude and the phase [176].

Given that we can have an estimate of the shift in the centre of gravity within a frame from the phase

difference measure, how then do we distinguish between exponential and linear amplitude change?

The time offset value from the centre of an analysis frame for an impulsive component is estimated by

the reassignment method as defined in 3.8 where Xh,k and Xth,k are the kth bin of the DFT of the

input signal weighted by the window function h and its time ramped version th [149].

Given a change in amplitude and the resulting time reassignment offset from an exponential envelope,

the corresponding amplitude change for a linear envelope to result in the exact same time reassignment

offset can be calculated by examining 3.8 with respect to linear amplitude change. This is given by

taking the ratio of a linearly ramped window function with its time ramped version. The equation for

a linear amplitude curve used in 3.11 does not provide a compact expression which is neatly solvable

given an exponential time reassignment value, and in this case, it is convenient to have the different

curves being examined to start at the same value, in this case 1 (0 dB), so that the value at the end of

the curve expresses the change in amplitude within an analysis frame in db.

Wh,linear =

∫ 1
2

− 1
2

(
1

2
+
cos(2πt)

2
)((α ∗ t) + ((α+ 1)− (

α

2
))) dt, |t| ≤ 1

2
(3.17)

Wth,linear =

∫ 1
2

− 1
2

(
1

2
+
cos(2πt)

2
)((α ∗ t) + ((α+ 1)− (

α

2
))) ∗ t dt, |t| ≤ 1

2
(3.18)

The resulting ratio for calculating the time reassignment offset for a linear amplitude change applied

to a Hann window is given by 3.19.

Wth,linear

Wh,linear
= (

ν ∗ (−6 + π2)

24π2
)/(

2 + ν

4
) (3.19)

where ν is the value of the equation which needs solving given an exponential time reassignment offset.
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The amplitude change required dAlinear is therefore found by solving.

dAlinear = Solve


(
ν∗(−6+π2)

24π2

)
(
2+ν
4

) ==
−t0,reassignment

N

 (3.20)

Where t0,reassignment is the DC time reassignment offset of an exponential curve applied to a window

function h, scaled by N, in this case the frame size. The time reassignment measure is a scaled version

of the phase derivative and as such results become more accurate with larger frame sizes.

Figure 3.9 shows two examples of linear and exponential amplitude change that produce the same

time reassignment (and therefore phase difference) values by calculating the required amount of linear

amplitude change required to match the exponential amplitude change from 3.20

Figure 3.9: Linear vs exponential amplitude ramps with equivalent phase difference values

Amplitude change causes a flattening of the lobe around a peak [10,177], which can be seen in Figure

3.10 where a linear amplitude change is compared to an exponential with the same time reassignment

measure. Linear amplitude requires greater intra-frame change to produce the same phase differences

as exponential amplitude. This manifests itself as a broader peak in the normalised DFT magnitude

spectrum, as shown in Figure 3.11. This information can be used to then distinguish between the two

possible amplitude change estimates given by equations 3.10 and 3.15.
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Figure 3.10: Flattening of a peak from amplitude change
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Figure 3.11: Widening of a peak with normalised magnitude
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3.6.1 Magnitude Second Order Difference

The second derivative can be used as a measure of concavity of a peak. The second derivative of the

magnitude across a sinusoidal peak can be approximated by its second-order difference. The normalised

magnitude second order difference is given by 3.21

M2dk =
(|Xh,k+1| − |Xh,k|)− (|Xh,k| − |Xh,k−1|)

|Xh,k|
(3.21)

Where |Xh| is the magnitude of the DFT, of the input sequence weighted by the window function h,

and k is the peak bin number. Normalization is required to compare magnitude curves with equal

peak values, removing the bias introduced by spectral peaks with different amplitude levels.
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Figure 3.12: Magnitude second order difference measures for different amplitude changes [-100 to
100] dB, frequency is centred in the middle of an analysis bin, and ∆f = 0.

Figure 3.12 shows the magnitude second order difference for linear and exponential amplitude change

over a certain range. As with the phase difference measure, the magnitude second order difference

measure is unable to distinguish between linear and exponential curve types alone. However, a curve type

with a specific change in amplitude will have a unique combination of phase and magnitude difference

measure. Given an expected magnitude second order difference value from a recomputed lookup table
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in conjunction with the measured magnitude second order difference produces a discriminator where a

high correlation returns a value of 1.

Envelope Likelihood Measurek =
M2dk,expected
M2dk,measured

(3.22)

The steps for selecting the envelope type are:

1. Given a measured phase difference value, two possible amplitude change estimates are looked up

from the linear and exponential amplitude change lookup tables generated with equations 3.10

and 3.15

2. With an estimated values for change in amplitude (one for linear the other for exponential),

expected values for the magnitude second order difference can be looked up from two lookup

tables. These are generated by applying linear and exponential amplitude changes over a specified

range and measuring the magnitude second order difference from3.21

3. Both expected magnitude second order difference values are then compared against the measured

magnitude second order difference value.

4. The result with the highest correlation to the measured magnitude difference is selected as the

estimated curve type, along with the corresponding amplitude estimate.

Figures 3.15 3.16 3.17 3.18 show the magnitude second order difference plotted for linear and exponential

amplitude change in the presence of noise and frequency change. The liner plot and resulting lookup

table, clearly shows different values to the exponential plots. They can therefore be used in conjunction

with the phase difference and amplitude change estimate to discern between envelope curve types.

The magnitude second order difference is mostly robust to levels of added noise, but high levels of noise

do distort the measurement, as can be seen in Figure 3.16. Noise at this level of 20dB or greater results

in unreliable measurements and is no longer useful for distinguishing between linear or exponential

amplitude changes.
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Figure 3.13: The magnitude second order difference measures for Exponential ∆A [-100 to 100] dB
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Figure 3.14: The magnitude second order difference measures for Exponential ∆A [-100 to 100] dB
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Figure 3.15: The magnitude second order difference measures for Exponential ∆A [-100 to 100] dB
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Figure 3.16: The magnitude second order difference measures for Linear ∆A [-100 to 100] dB with
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Figure 3.17: The magnitude second order difference measures for Exponential ∆A [-100 to 100] dB
with dF [0 to 300] Hz
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Figure 3.18: The magnitude second order difference measures for Linear ∆A [-100 to 100] dB with
dF [0 to 300] Hz
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3.7 Comparison of Linear and Exponential Amplitude changes

The reassignment and derivatives methods are highly effective for estimating exponential amplitude

change. Figure 3.19 compares the SNR measurements of reassignment amplitude modulation estimates

for both exponential and linear amplitude change using the DESAM Toolbox [178]. The change in

amplitude is measured from -96 to 96 dB which is the maximum dynamic range (96dB) of a 16-bit

digital audio system.

The estimates returned when linear amplitude modulation is applied deteriorate rapidly while the

exponential amplitude estimates preform much better.
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Figure 3.19: SNR results comparing a stationary sinusoid with linear and exponential amplitude
changes applied to it with estimates from Reassignment.

Figure 3.20a shows the average SNR returned using 1000 sinusoidal components with random parameter

values ranging from A=U[0.1, 1], f=U[600, 16000], pi=U[-2pi, 2pi], dA=[0, 60] dB, for each calculation

of added Gaussian Noise ranging from 0 to 90 dB. The SNR is calculated by comparing the original

signal without the added noise, to the synthesised signal from all of the estimated parameters returned

from reassignment. In comparison, Figure 3.20b displays the SNR results of comparing the original

signal, with a signal synthesised using the original signals parameters except for the estimates returned

from reassignment for µ̂ and â. The SNR results for comparing amplitude modulation with just µ̂

and â shows a significant improvement for exponential amplitude change when compared to a signal
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synthesised with all of the reassignment parameter estimates, where slight deviations from original

parameter values bias the result of isolating amplitude modulation in the test. The results in the

presence of linear amplitude change remain quite poor with all results returning SNR values around 20

dB from the isolated test.
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Figure 3.20: Reassignment SNR measured with added Gaussian noise [0, 90] dB, each with 1000
random data points with A=U[0.1, 1], f=U[600, 16000], pi=U[-2pi, 2pi], dA=[0, 60] dB
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Figure 3.21: Phase Distortion SNR measured with added Gaussian noise [0, 90] dB, each with 1000
random data points with A=U[0.1, 1], f=U[600, 16000], pi=U[-2pi, 2pi], dA=[0, 60] dB

Figure 3.21 displays the results from using phase distortion measurements where estimates of amplitude

modulation are isolated from other parameter estimates. Results compared between exponential

amplitude modulation using reassignment and phase distortion show similar results. The use of the

analytical equation used for estimating linear amplitude change clearly performs better than the results
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returned from reassignment, however linear phase difference measurements have difficulties estimating

amplitude change with AGWN levels below 10 dB.

The difference in quality returned by linear amplitude change compared to exponential amplitude

change, can be attributed to the effect these curves have on displacing the energy within a frame.

Exponential amplitude changes result in larger displacements of energy due to the curvature of this

function. Comparing phase distortion measurements for equal changes in amplitude (dB) highlights

this with the resulting curve for linear phase distortion flattening out as the effect on the phase starts

to decrease after a certain point with greater changes in amplitude.

Figure 3.22a displays the phase difference curves calculated from the equations (3.16, 3.15) presented

in Section 3.5, for amplitude changes from -96 to 96 dB. The linear curve in Figure 3.22a approaches a

limit from around 30 dB, after which the differences in phase distortion measurements diminish with

increasing amplitude change.

A similar result is seen when inspecting the effect which exponential and linear amplitude change has

on the ‘Center of Gravity’ (COG), as shown in Figure 3.22b. The COG of the x-axis coordinate x̄ for

a signal with N samples is given by:

x̄ =

(
N∑
i=1

xiyi

)
(

N∑
i=1

yi

) (3.23)
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(a) Comparison of phase difference for exponential and
linear amplitude changes from -96 to 96 dB
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Figure 3.22: Comparison of phase difference against the center of gravity for exponential and linear
amplitude change
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(a) Exponential Curve Center of Gravity (-40 dB)
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(b) Linear Curve Center of Gravity (-40 dB)
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(c) Exponential Curve Center of Gravity (-20 dB)
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(d) Linear Curve Center of Gravity (-20 dB)
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(e) Exponential Curve Center of Gravity (20 dB)
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(f) Linear Curve Center of Gravity (20 dB)
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(g) Exponential Curve Center of Gravity (40 dB)
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Figure 3.23: Comparison of the center of gravity measurements for exponential and linear amplitude
curves with varying changes in amplitude.
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Figure 3.23 shows how the center of gravity is affected by different amplitude changes. Exponential and

linear measurements are displayed next to one another with the same amounts of amplitude change

applied for comparison. This clearly shows how the exponential amplitude change has a greater effect

on shifting the COG due to the radius of the curve.

3.7.1 Performance of Linear amplitude change using Exponential AM models

Below is an example of a Linear amplitude change of 16 dB. Reassignment estimates this as a 13.0313

dB exponential amplitude change. Figure 3.24a shows the difference between the reference linear

amplitude curve and the estimated exponential amplitude curve, as well as the resulting sinusoid with

the incorrectly estimated amplitude change.

(a) [Linear vs Estimated Exponential curve (b) Linear vs Estimated Exponential Sinusoid

Figure 3.24: 13 dB estimated exponential amplitude change compared to reference of 16 dB linear
amplitude change

The estimation methods described in this chapter can equally provide incorrect estimates of amplitude

change if the incorrect curve type is selected. Figure 3.25 below displays the results from phase

difference estimates from linear and exponential amplitude curves of 16 dB. The incorrect amplitude

estimates resulting from selecting wrong curve type are shown in 3.25c and 3.25d. The incorrect

selection of Linear amplitude change in the case of exponential amplitude change results in a larger

discrepancy than the opposite case where an incorrect value of 27 dB (difference of 11 dB) is estimated

compared with only 12.751 dB (difference of 3.25 dB) in the case of presuming or selecting exponential

amplitude change int he presence of linear.
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(b) Linear Curve (16 dB)
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(c) Incorrect Exponential Curve (16 dB)
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Figure 3.25: Comparison of the phase difference estimates of amplitude change (16 dB) and the
incorrect estimates which would result from incorrect curve selection.

The incorrect estimation of amplitude change in a single frame non-overlapping (OLA) system can

cause discontinuities at frame boundaries. In such a case the discrimination of amplitude curve types

and a more accurate amplitude change estimate in the case of linear amplitude change can improve

the output of the model and mitigate discontinuities at frame boundaries.
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3.8 Performance of Discriminators

In this section the novel approach introduced by the research in this chapter regarding the use of the

phase difference and magnitude second order difference measures are combined to distinguish between

exponential and linear amplitude change, and the results of the estimator are presented.

As described in the previous section, the magnitude second order difference is robust to noise above 20

dB but is affected by changes in frequency within an analysis frame. In practice changes in frequency

and the magnitude second order difference are not independent of each other and a 2D lookup table

is required for estimating the curve types correctly in the presence of frequency change. Frequency

change is discussed in more detail in the following Chapter 4. However, change in frequency affects

both the phase and magnitude spectrum. Change in frequency causes the width of the main lobe of a

sinusoidal peak to spread out across neighbouring frequency bins as shown in Figure 4.2. Change in

frequency also affects the slope of the phase causing the phase across a sinusoidal peak to concave as

described in [159,176]. The effect frequency change has on the phase and resulting phase difference

measurements are shown in Figures 4.14 and 4.15.

This is discussed in more detail in Section 4.3.1 regarding the base atom used in the spectral modelling

system used in this thesis. Figure 3.26 displays the SRER metric from C.18 to evaluate the performance

of the envelope discriminator and estimate of amplitude change in the presence of added white Guassian

noise. Change in amplitude ranges from −60 dB to 60 dB for each result obtained from the added

noise. The Signal-to-Noise-Ratio (SNR) of added noise ranges from 20 to 90 dB in steps of 10 dB. The

method of discriminating between linear and exponential amplitude change is given by 3.22. Amplitude

estimates are looked up for both linear and exponential amplitude change from first order phase

difference measurements. The estimated amount of amplitude change is used to lookup the expected

magnitude second order difference for each of these curve types. The measured magnitude second

order difference is then compared with the expected value with the closest value used to indicate which

envelope type selected. The test shows 952 correct results for estimating the envelope type, and only

16 incorrect result. In general, the incorrect results are when amplitude change is close to 0 dB and

the resulting phase difference values and amount of amplitude change between exponential and linear

curves is negligible. Figure 3.27 shows some statistics taken from these results for each amount of

added noise. This clearly shows that results from SNR noise amounts below 30 dB start to deteriorate.

Figure 3.28 displays a closer view where it is clearly shown that only one incorrect result is recorded
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for added noise between 40 and 80. The mean of this error for all results is 0 dB which in effect is a

stationary sinusoid, resulting in no actual difference between linear or exponential amplitude change.
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Figure 3.26: SRER Envelope Type Discrimination and estimation of Amplitude Change
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Figure 3.27: SRER Envelope Type Discrimination Statistics (20:80)
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Figure 3.28: SRER Envelope Type Discrimination Statistics (30:80)

3.8.1 Performance of Envelope Type Discrimination

Receiver Operating Characteristics (ROC) graphs are used here to compare the performance of the

discriminator for selecting a linear or exponential amplitude curve for a given sinusoid with a range of

∆A and ∆f values combined with random envelope types, random frequency, and a specified value of

added noise. These graphs offer a way of evaluating binary classifiers and have been used to measure

the performance of sinusoidal discriminators [161]. They are used here measure the performance of the

envelope type discriminator described previously and to compare the selection of linear and exponential

amplitude changes against random curve types.

The ROC graph is produced by measuring the true positive rate (TPR) against the false positive

rate (FPR). The top of the graph along the y-axis where TRP = 1 indicates a discriminator that is

performing perfectly whereas points closer to the bottom of the graph where TRP = 0 indicate that

the performance is poor. A perfect classifier will produce a line which moves from (0.0, 0.0) to (0.0,

1.0) and from there to (1.0,1.0). The closer a graphs area under a curve is to covering the entire space

(AUC = 1), the better is its performance under the conditions for which it is being tested.
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For each of the ROC figures presented here 1000 instances of a 1025 sample sinusoid have been

generated rom 3.1. For each instance, f is randomly chosen with a uniform distribution within the

interval 20 Hz – 20 kHz, A (the amplitude of the sinusoid) is at full scale = 1, the envelope type is

randomly chosen (linear or exponential), ∆A and ∆f are a range of uniformly distributed random

values specified for each individual plot. The resultant signal has been combined with white Gaussian

noise, whose energy relative to that of the sinusoid is specified for each plot. The ROC measure is

used as a binary classifier to measure if an envelope type has been selected correctly, hence linear

curve selection and exponential curve selection are individually calculated against the set of randomly

selected curve type.

For each of measures presented:

1. The maximum peak is selected from the FFT of an 8x zero-phase padded frame taken of the

Hann-windowed signal.

2. The phase difference around a peak is measured used to estimate changes in amplitude for linear

and exponential amplitude change as described in 3.10 and 3.15.

3. The linear and exponential amplitude change estimates are used to lookup the expected magnitude

second order difference values related to those amplitude changes. A 2D lookup table can be used

if an approximation for the change in frequency has also been estimated. The tests conducted

here combined a lookup table uniformly distributed and measured every 30 Hz for frequency

changes between 0 and 300 Hz.

4. The envelope type discriminator is calculated for both linear and exponential amplitude curve

types as described in 3.22 and the result closest to 1 selected as the estimated curve type.

5. The estimated curve type is then compared to the actual curve type for calculating the accuracy

of the discriminator. Given a specific curve type, a measure of how accurate the discriminator is

at correctly selecting that curve type is measured and the resulting ROC curves relating to the

FPR and TPR rates are plotted.
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Figure 3.29: ROC plot for 2D estimate of envelope type. SNR: 30 dB, dA: [0:60 dB]
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Figure 3.30: ROC plot for 2D estimate of envelope type. SNR: [-15:15 dB], dA: [0:60 dB],
dF: [0:500 Hz]



CHAPTER 3. NON-STATIONARY MODELLING OF AMPLITUDE ENVELOPES 110

0 0.2 0.4 0.6 0.8 1

False positive rate

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

T
ru

e 
po

si
tiv

e 
ra

te

Exponential AUC=0.78774
Linear          AUC=0.78444

SNR: 60 dB
 A: [0:15] dB
 f: [0 300] Hz

Figure 3.31: ROC plot for 2D estimate of envelope type. SNR: 60dB, dA: [0:15 dB], dF: [0:300 Hz]

Figures 3.29-3.31 show ROC curves for selecting the correct curve type between exponential and linear

amplitude changes using a 2D lookup table, at differing levels of noise and other non-stationary values

for change in amplitude and frequency. The tests are robust to added noise and to changes in frequency

within a frame, up until a certain limit. Relative noise levels at -20 dB continue to provide fair results

for exponential amplitude curve estimates but linear curve estimates fall below the random classifier

range of 50% with added noise levels below 20 dB. This is unsurprising as high levels of noise added to

a signal provide spurious magnitude second order difference estimates, especially for linear amplitude

changes, as seen in Figure 3.16. Large changes in frequency can have an effect on the accuracy of the

discriminator but even with changes of 300 Hz within a frame, the results seen in Figure 3.31 are well

above the random classifier range with Exponential AUC = 0.787 and Linear AUC = 0.7848.
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3.8.2 Cramer Rao Bound (CRB)

The Cramer Rao Bounds (CRB) are the theoretical lower bounds on the variance of estimation error

for an unbiased estimator. They are used as a reference in experiments involving noise where high

levels of noise are added down to no noise and the parameters estimated are evaluated in regards to

the variance of the error.

The performance of the phase difference estimator, implemented as a lookup table, is evaluated in the

presence of noise and in terms of the variance of the estimation error with respect to the CRB which is

defined as the limit to the best performance achievable by an unbiased estimator. The DESAM toolbox

[178] is used to compare the phase difference estimator against reassignment and derivatives estimators

which assume exponential amplitude change. The DESAM toolbox is a set of Matlab functions written

by Sylvain Marchand and Philippe Depalle implementing non-stationary parameter estimation models

such as reassignment and the derivatives method.

The phase difference methods derived for estimation of linear and exponential amplitude change are

affected in terms of quality by the amount of zero padding employed. This can be seen in Figure 3.32

which shows the CRB for exponential amplitude change estimation using the phase difference method,

with six times zero padding against 8x zero padding, for a sinusoid whose frequency is exactly at the

centre of an analysis bin.

The phase difference (PD) method is compared to the reassignment method (R), estimated derivative

method (ED) and to the theoretic derivative method (TD). The PD method is implemented using a

lookup table of 200 entries spanning a range of -100 to 100 dB. In the experiments shown, the sample

rate is set to 48000 Hz, N = 1025, and the signal-to-noise ratio (SNR) rang-es from 20 to 100 dB in

steps of 5 dB. Frequency and starting phase are set up and distributed as in [151]. Amplitude change

is tested separately for linear and exponential envelope types, with 11 entries uniformly distributed

between -75 and 75 dB. Smaller ranges of amplitude change ([-20, 20] dB) were also tested and showed

similar results but are not shown here for compactness.
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Figure 3.32: Increased zero-padding improves ∆A results.

Figure 3.33: SNR plot of exponential amplitude change for reassignment, phase difference and the
derivatives methods.
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Figure 3.34: CRB plot of exponential amplitude change for reassignment, phase difference and the
derivatives methods.

For each SNR, and amplitude envelope type, the above set of input signals is approximated with the

mentioned methods with regards to estimation of the change in amplitude. The residual error of the

approximated amplitude envelope and the variance of the error are compared to the CRB for each of

the methods. The PD measure performs worse than other methods, showing a bias once the presence

of noise falls below a certain level as can be seen in Figures 3.33 and 3.34. The residual of the error is

also shown to reach a limit constrained by the lookup table size and amount of zero padding.

Figures 3.33 and 3.34 show that the lookup table method performs worse than reassignment and

the derivatives methods and is constrained to a residual error of around 65 dB compared to other

methods where the performance is better. In theory, the phase difference estimator is equivalent to

time reassignment and should be capable of achieving similar results with larger lookup tables and

more zero padding.

For linear amplitude changes, the performance of the phase difference method with use of a lookup

table has similar results for the CRB and SNR measurements as with exponential amplitude change as

can be seen in Figures 3.35 and 3.36. The results are better at estimating linear amplitude changes

than the other methods which assume exponential amplitude change.
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Figure 3.35: SNR plot of linear amplitude change for reassignment, phase difference and the derivatives
methods.

Figure 3.36: CRB plot of linear amplitude change for reassignment, phase difference and the
derivatives methods.
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Although the CRB results of the phase difference method show some bias and a limit in the accuracy

and variance of the error relative to the amount of zero padding and table size, the method is the

fastest out of all the methods tested as is shown in Table 3.1. The times recorded in Table 3.1 show

the average time taken for each of the above-mentioned methods to estimate the change in amplitude

in the test case presented. The phase difference measure is the fastest estimator tested, reassignment

is the second fastest estimator but is still three times slower, the derivatives methods show the best

results for exponential amplitude change estimation but is the slowest of the estimators.

Method Time (seconds)

Phase Difference 0.000123

Reassignment 0.000379

Derivative TD 0.000596

Derivative ED 0.001512

Table 3.1: Measured computational time for each method tested.

20 30 40 50 60 70 80 90 100

signal-to-noise ratio (dB)

-19

-18

-17

-16

-15

-14

-13

-12

-11

-10

-9

va
ri

an
ce

 o
f 

th
e 

er
ro

r 
(l

og
10

 s
ca

le
)

estimation of the amplitude modulation
Reassignment
Ours
CRB

Figure 3.37: Decreased zero-padding worsens ∆A results.
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Figure 3.38: Increased zero-padding improves ∆A results.

3.9 Conclusions

Having a measure for linear and exponential amplitude change is not enough to distinguish between

curve types. A second measure is required for the discrimination of linear and exponential amplitude

envelopes. A method for generating linear amplitude change with the same shift in center of gravity

and therefore same phase difference measure as an exponential envelope has been presented. This

allows for the examination of the magnitude spectrum around a peak which showed a change in the

concavity of a peak between the two amplitude curves. The second order derivative of the magnitude,

can be used as a measure of concavity around a peak. In practice an expected value of the magnitude

difference is compared to the measured value to select the curve with the highest correlation. Having

these two different measures therefore allows one to distinguish between linear and exponential envelope

curve types. The method used to approximate amplitude change is compared in terms of performance

against the Cramer Rao Bound with different methods. Ultimately, we can see that these different

methods perform better when their assumption of exponential amplitude change is correct, but they

perform worse when their assumption of amplitude change is in-correct.



Chapter 4

Non-Stationary Modeling using

Modelled Pursuit

Reflecting a general pragmatic disposition towards “everything and the kitchen sink”,

modellers began to experiment with a variety of ad hoc tweaks before, during, and after

training to improve the performance of deep networks.

The Routledge Handbook of the Computational Mind [179]

4.1 Introduction

Chapter 3 examined a method for distinguishing between linear and exponential amplitude change

from the decomposition of a signal into sinusoidal components using a Fourier basis. Chapter 5

examines the use of time-frequency analysis with Wavelet basis for the decomposition of the signal

which has not been well represented by Fourier basis functions, as these generally provide a poor

representation of signals well localised in time. This Chapter examines the use of signal adaptive

expansion of the Fourier basis functions for providing a more accurate signal representation. The use

of an adaptive decomposition using a Fourier basis of sinusoidal atoms which include estimates for

change in amplitude are used to model non-monotonic amplitude change and transient components

which are well localised in time. The Derivative (GDM) and Distribution Derivative (DDM) Methods

have been shown to model complex amplitude changes by extending the order of the polynomial used

in the complex amplitude and log-AM/FM model described in Section C.1.1.

117
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However, the possibilities and limitations of using an overcomplete representation from non-overlapping

single frame estimation methods has not been examined in detail.

Section 4.2 introduces ‘Matching Pursuit’ which forms the foundation of the algorithm adapted by

‘Modelled Pursuit’ described in Section 4.3, detailing the adaption of this approach in a segmented

non-overlapping framework for modelling non-stationary sinusoids. Future research directives of

‘Guided Modelled Pursuit’, which show positive results from initial investigations are presented in

Section 4.4. Section 4.5.11 investigates the modelling and transformation of transient signals using

MoP. Section 4.5 provides an in-depth analysis of the use of an over-complete representation using MoP

in the case of monotonic and non-monotonic amplitude change, and the effect that time stretching and

pitch shifting causes on the output of an MoP model. Finally Section 4.5.1 demonstrates the results of

the model on a number of different non-stationary signals compared with other established methods.

4.2 Matching Pursuit

Matching Pursuit (MP) was initially introduced by Mallat and Zhang [11]. MP is an iterative adaptive

approximation algorithm that decomposes any signal into a linear expansion of waveforms. The

algorithm is described as ‘greedy’ as at each iteration the algorithm “makes the best local improvement

to the current approximations in hope of obtaining a good overall solution” [180]. A dictionary of

unit-norm vectors known as atoms are constructed for comparison with the input signal. A ‘complete’

dictionary spans the entire signal space, the dictionary is known as ‘redundant’ if the atoms are

linearly-independent. An ‘overcomplete’ dictionary refers to a set of atoms that spans the signal space

but includes more functions than is necessary to do so, making it linearly dependent, meaning an atom

within the set can be expressed as a linear combination of the other atoms within that set.

MP chooses the atom that best represents the signal from a redundant dictionary of functions at

each step, selecting the atom which has the highest ‘inner product’ product with the signal. These

waveforms are chosen in order to best match the signal structures. As described by Mallat and Zhang,

“Matching pursuits are general procedures to compute adaptive signal representations” [11, 181]. MP

is also know as a ‘Sparse Representation’ (SR) of a signal by aiming to represent the data with as

few atoms as possible from an ‘overcomplete’ dictionary [182]. Mallat likens the dictionaries used in

MP to dictionaries used in natural languages. “A richer dictionary helps to build shorter and more

precise sentences. Similarly, dictionaries of vectors that are larger than bases are needed to build

sparse representations of complex signals” [166]. Meaning that a more accurate and more compact
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signal representation can be found, which captures a greater range of time-frequency patterns, by

using larger dictionaries composed of a wider range of richer functions.

MP decomposes a signal into elementary building blocks such that a signal s is represented as a linear

combination of expansion functions gM from a dictionary D and Dα represents the weights (αm)

applied to each of the dictionary elements gm.

s = Dα, D =
[
g1 g2 · · · gm · · · gM

]
(4.1)

An iterative approach of decomposing a signal into a linear sum of a set of vectors, obtained from

a redundant dictionary g, is achieved by calculating the ‘inner product’ of the signal with all of the

elements contained within the dictionary. The ‘inner product’ is a generalised way of multiplying two

vectors together which returns a single scalar value representing how alike the two vectors are.

In a vector or Euclidean space Rn, the inner product is given by the dot product X ·Y

< (x1, x2, · · ·, xn), (y1, y2, · · · , yn) >

=

N∑
i=1

xiyi

= xiyi + xiyi + · · ·+ xnyn

(4.2)

The first element with the highest correlation is selected as the initial atom within the decomposition,

and then subtracted from the original signal giving a residual signal, similar to the sinusodial plus

residual approach of Spectral Modelling Synthesis [71].

The initial stage of the MP decomposition can be expressed as:

s = ⟨s,gγ0⟩gy0 +R0s (4.3)

Here s is the signal at all time instants, gγ is a dictionary element (of index γ, with γ0 the index of

the zeroth chosen atom) and R0s is the residual after approximating s with the zeroth index atom.

The process is repeated on the residual giving a decomposition with a second term:
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s = ⟨s, gγ0⟩ gγ0 + ⟨s, gγ1⟩ gγ1 +R1s (4.4)

This process continues until a stopping point is reached (such as the energy of Rns reducing to a

specified threshold, or after a certain number of iterations). Rns approaches 0 with increasing n.

For a M term expansion MP decomposes the signal s

s =
M∑
n=1

αngγn (4.5)

where αn is the expansion coefficient (scalar related to atoms similarity) applied to the dictionary

function gγn at iteration n. MP decomposes a signal into a sequence of inner products αn =〈
Rn−1

x ,gγ(n)
〉
and indexes γn. The task at each stage n is to find the atom gγn that minimizes the

Euclidean (L2) norm of the residual signal in a similar way to a least-squares optimal solution which

minimizes the sum of the squares of the residuals, thus choosing the atom which minimises the energy

remaining in the residual.

gγn = argmin
∥∥Rn+1

∥∥2 = argmin ∥Rn − αngγn∥
2 (4.6)

This can be rewritten as selecting the atom with the highest inner product of the signal as:

gγn = argmax |⟨gγn , Rn⟩ | (4.7)

αn = ⟨gγn , Rn⟩ (4.8)

with αn being the scalar result of the inner products result.

Atoms which remove the most energy are therefore the first to be selected and will automatically

have the highest weight (scalar result from the inner product calculation) αn, with successive atoms

receiving lower values at each iteration.
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The algorithm will continue for M iterations giving

s ≈
M∑
n

αngγn =

M∑
n=1

⟨gγn | Rn⟩ gγn (4.9)

The number of iterations carried out is typically determined by predefined stopping criteria dependent

on underlying signal characteristics. Typical criteria include a fixed number of iterations or continuing

until after the Mth residual’s energy falls below a certain threshold.

MP has been used extensively in the past in Spectral Modelling as well as Time-Frequency analysis.

High resolution of sound using MP has been proposed in [183, 184]. Atomic decomposition and

overcomplete signal representations have been presented by Goodwin et al [86, 100, 141, 169, 185].

Exponentially dampened sinusoids have been used with MP in [169,186], and been shown to be more

effective at modelling transient signals than Gabor atoms in [100,141,185]. MP has also been used

in parametric audio coding [86,187–190] and in Transient modelling [105,191], where it has received

further attention with regards to modelling transients for parametric audio coding in [192,193].

4.3 Modelled Pursuit

Modelled Pursuit (MoP) is introduced by Wells in [14] where it is applied to decomposing Impulse

Response (IR) recordings into a sinusoidal model. The modal decomposition of IRs into a sum of

exponentially decaying sinusoids presents a novel approach for manipulating the characteristics of a

captured reverberation model through the resynthesis (on a sample by sample basis) of the IR using

additive synthesis after the manipulation of sinusoidal atom parameters.

Increasing or decreasing reverberation times are achieved by changing the decay rate of each sinusoid

(taking into account that this modification is frequency dependant [194]), while the density of the

reverberation model can be reduced by removing atoms or reducing their amplitudes. Reverberation

density can also be be increased by adding additional atoms to the resynthesised sound with their

frequencies scaled by
√
0.5 providing an irrational number which is the mean between two octaves. In

general echo density (the number of reflected repetitions per second) increases with t2 while mode

density (modes per unit frequency) increases with f2. Modes should be spread out uniformly, but not

too regularly spaced, as this results in audible periodicity in the time-domain [45].
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MoP is an iterative approach for the decomposition of a signal, similar to matching pursuit (MP), but

instead of having a dictionary with a fixed set of atoms, MoP creates an atom, or multiple atoms, from

“using parameter estimates derived directly from single frame estimation methods using the DFT.” [14]

Estimates of the amplitude of the sinusoidal atom can be taken directly from the DFT which in effect

results in a MP expansion with all expansion coefficients being set to to 1 and the amplitude of the

sinusoid therefore replacing α. However another option is also presented and both methods compared

in [14] where the estimated amplitude of the atom can be found by adopting the method used in MP

by calculating the inner product of the residual and a ‘energy-normalised’ atom.

In either case the decomposition then becomes:

s =

M∑
n=1

gγn (4.10)

where αn is assigned to the amplitude An of the nth non-stationary sinusoidal atom gγn :

gγn = An(t) sin (2πfnt+ ϕn) (4.11)

The causal implementation used in [14] sets the amplitude estimate An at the beginning of the

frame at time t = 0, using information of the window shape in the Fourier domain from C.1.3. This

non-stationary sinusoidal atom has time varying exponential amplitude An(t) with the corrected

start amplitude set at time t = 0 and a stationary frequency estimate fn estimated using parabolic

interpolation of the log magnitude spectrum.

The adapted non-causal implementation of MoP used in this thesis incorporates both linear and

exponential amplitude change estimates as presented in Chapter 3. These methods uses zero-phase

windowing and padding which results in the amplitude estimate being set to the center of an analysis

frame at time t = 0, |t| ≤ 1
2 with the function centered around zero. If change in frequency estimates

are incorporated into the model the nth non-stationary sinusoidal atom gγn is adopted from 3.1:

gγn = An(t) sin

(
ϕn + 2π(fnt+

∆fnt
2

2T
)

)
, |t| ≤ 1

2
(4.12)
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where An(t) describes either a linear or exponential time varying amplitude envelope with a mid-point

amplitude estimate at t = 0. ϕn is the mid-point phase estimate, fn is the mid-point instantaneous

frequency and ∆fn is the linear intra-frame frequency change.

The iterative nature of MoP decomposition and the selection of the spectral peak with the highest

magnitude at each iteration results in components with the most energy being the first to be selected.

The order of the atoms within the decomposition therefore reflects each atoms energy contribution to

the signal as a whole, with the atoms ordered from strongest to weakest. This is the same as in MP

where at each stage the atom which minimises the energy remaining in the residual is selected. In its

simplest form, the dictionary used in MoP at each iteration could potentially contain only a single

atom created from the single-frame estimates obtained from the DFT. An expansion of this is to create

a dictionary compiled from a number (hundreds or thousands) of atoms, with a normal distribution of

slightly random parameter values from this initial atom. Such an approach is more consistent with that

of MP where each slightly varying atom is compared to the residual signal by taking the inner product

and selecting the atom with the highest correlation. Such an extension of MoP is highly parallelizable

and lends itself well to an implementation on a Graphics Processing Units (GPU). A further refinement

to the algorithm based on Guided Matching Pursuit [12] can use the scalar results with the highest

values to derive ‘Guided Maps’ for further refining the process using non-uniform distributions of

random values for each parameter guided in the correct direction. The atomic decomposition of the

signal iterates over sinusoidal peaks in the frequency spectrum, subtracting the best matching atom

from the signal, resulting in a new residual signal with a reduction in energy at each iteration. This

process is repeated until one of the following criteria is met:

1. There is an increase in energy in Rns relative to the input signal s. “This criterion should

not be met when the inner product method is used to estimate component amplitude, since

residual energy decreases monotonically with MP. However, this situation can occur with direct

estimation of amplitude particularly if a side lobe in the Fourier domain is mistaken for a main

lobe, since this can cause extreme values of amplitude and/or frequency change to be estimated”

[14].

2. The energy in Rns is reduced to or falls below a specified threshold such as -60 dB (SNR

reduction by one thousand times the initial value (Rns < 0.001 ·R1s)), which is commonly used

as a cut-off limit for audio [195].
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3. The maximum number of atoms specified to model the input signal is reached such as 128 or

512 sinusoidal atoms, or some other maximum relative to a real-time constraint. In practise 256

atoms was found to strike a good balance between performance and quality.

Th atomic decomposition of the signal is based on spectral peak selection in a similar way to Spectral

Modelling Synthesis, where the peak with the highest magnitude is selected. A dictionary of atoms

modelled on the parameter estimates derived directly from the information around the selected peak in

the DFT are created and each atom then compared to the residual signal. The atom which maximises

the inner product with the residual signal is selected, and subtracted from the residual to create a new

residual signal. This process is repeated using new DFT information from recalculating the STFT on

the new residual signal. The resolution and amount of information returned from the STFT will have

an affect on the quality and accuracy of the modelled atoms compared to the components embedded

within the original signal. The size of the analysis window, windowing and the effect this has on

spectral leakage have been discussed in Sections 2.3.3, 2.4, and 2.5.3. Stationary signals in the Fourier

Domain will experience some form of spectral leakage when the frequency does not coincide with the

trigonometric basis vectors used in the DFT. Windowing and the choice of window reduces the spectral

leakage but requires overlapping frames (OLA) 2.4.5 which results in the averaging out of the results

from the magnitude spectrum which “reduces the variance of the measurements” [196]. The choice

of the analysis frame size which affects the frequency resolution of the DFT, the amount of overlap

and windowing all contribute to the quality of any sinusoidal models decomposition. Quasi-stationary

signal components which have monotonic amplitude and frequency modulations and are well isolated

in frequency will have a minimal bias on parameter estimates. Signals with large or non-monotonic

changes in frequency and or amplitude will result in the information being spread out in the Fourier

Domain. Transient signals with fast attack and/or decaying elements will also be widely spread out

in the Fourier Domain with more energetic components possibly masking and therefore reducing the

accuracy of the estimates of these weaker components. The amount of energy spread is determined

by the amount of change, with larger changes causing a greater spread across bins in the DFT. This

spread of energy over multiple bins in the DFT is shown in Figures 4.1 and 4.2, where changes in

amplitude and frequency are shown to affect the magnitude response from the broadening of the main

lobe in relation to these changes. The position of the spectral peak does not shift in the presence of

either monotonic amplitude or frequency change. The effect of only one of these non-stationarities

only changes the width of the main lobe and the instantaneous amplitude. Figures 4.3 and 4.4 show

similar results to figures 4.1 and 4.2 but without magnitude normalisation.
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Figure 4.1: Normalised magnitude response of the Hann window multiplied by an exponentially
changing amplitude function. The amplitude change is in 10 dB increments from 0 to 90 dB.
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Figure 4.2: Normalised magnitude response of the Hann window linear chirp. The chirp rate
increments in steps of 46.875 Hz (bin width × FFT zero padding factor) from 0 to 281.25 Hz
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Figure 4.3: dA effect on mag peak
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Figure 4.4: dF effect on mag peak
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Figures 4.5 and 4.6 display similar results but plotted along the frequency axis. This displays that the

spectral bin’s position is not affected when only a change in amplitude, or a change in frequency is

applied.
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Figure 4.5: Large dF effect on mag peak
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Figure 4.6: Large dA effect on mag peak
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Figures 4.7 displays the effect of applying both amplitude and frequency change has on the magnitude

spectrum around a sinusoidal peak. The peak frequency bin’s index k is aligned and positioned together

at bin 0 on the x-axis, with bin indexes before and after shown relative to the peak centered at 0.

While Figures 4.8, 4.9, and 4.10 are plotted along the frequency axis which clearly shows how the

combination of both amplitude and frequency change shifts the peak of the sinusoid along the frequency

axis leading to biased estimated of instantaneous frequency. The test signals have been generated

using initialising parameters at the middle of the frame, and as such the frequency at the middle of

the frame remains centered around the frequency bin. Change in amplitude also doesn’t effect the

position the sinusoidal peak. However, the combination of amplitude change and frequency change

and the resulting energy and center of mass, and its distribution across the frame, shifts the sinusoidal

peak along the frequency plane.

Figures 4.9 and 4.10 compare the amount of shifting in comparison to large changes in amplitude

against large changes in frequency. This displays that a change in frequency has a greater effect on the

shift of the spectral peak compared to change in amplitude, as one would expect.
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Figure 4.7: dF and dA effect on mag peak uncentered
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Figure 4.8: dF and dA effect on mag peak uncentered
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Figure 4.9: large dF and dA effect on mag peak
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Figure 4.10: dF and large dA effect on mag peak

The first and second order differences of the phase across a sinusoidal peak were explored for estimating

frequency change. The second order difference of the unwrapped phase provided the most accurate

results. But wrapping the phase to between 0 and 2pi, and negatively wrapping the phase were also

compared. Normalising the phase was also included in the tests where the peak phase value was

initially selected as the normalization factor as in the magnitude second order difference measure. In

[197] change of frequency in linear chirp signals is also estimated by approximating the second order

derivative with a second order difference.

α̂ ≈ −jY Hann (0)

2

((
K

2π

)2 ∆2Y Hann (k)

∆k2

∣∣∣∣∣
k=0

)
(4.13)

Where α̂ is one-half the chirp rate in radians per sample, and K is the optionally zero-padded FFT

length. The normalization applied in [197] uses the second order difference at bin k normalized by

twice multiplying by K
2π .

The second and first order differences of the phase modulate after a certain frequency change, dependant

on the analysis frame size. This limits the range of unique frequency change points within the curve

and lookup-table. The second order PD measure for FM from -400 to 400 Hz is shown in Figure 4.11,
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for a 1025 sample analysis frame. Frequency change estimates for the range of -300 to 300 Hz provide

a unique measure of dF. Higher ranges of frequency change result in more than one possible result,

which could potentially be estimated from a second lookup table which stores second order differences

greater than the unique range.
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Figure 4.11: Unwrapped Phase Second Order Difference for dF

Additionally, as mentioned in [10], the phase value derived directly from Fourier Analysis when using

zero-phase padding is not correct in the presence of amplitude and frequency non-stationarities. The

correction of the estimate of the phase therefore requires two additional two-dimensional (2D) lookup

tables (one for exponential and another for linear amplitude change) for correcting the phase value,

when using zero-phase windowing and padding.

Typical impulsive and percussive components containing transients (such as kick drums) contain a

large number of components with fast changes in a short time which could cause a significant bias

on parameter estimates and the model as a whole when an analysis frame is not aligned in time and

length of the percussive sound. One of the objectives of the the thesis is to examine if transients can

be modelled by MoP with non-stationary sinusoidal components.

The windowing of signals reduces spectral leakage in the DFT, but at the cost of blurring spectral

components of complex signals such as transient components. Modelling of transients is discussed in

detail in the following Chapter 5 in Section 2.6.
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The bias introduced from amplitude and frequency modulations is generally reduced by the iterative

process of MoP as long as the parameter estimates are accurate, and “components removed at each

stage will not bias subsequent analysis stages” [14]. The iterative nature of MoP is computationally

expensive but the process of comparing the input signal with the compiled dictionary of slightly

randomised atoms is highly parallelizable.

The following sections go over these approaches in more detail. Iterative estimation of parameters

from single frame DFT methods are covered in Sections 4.3.1 and 4.3.2. Section 4.5.11 investigates

the modelling of transient signals using an adapted segmented non-overlapping frame implementation

of MoP, and Guided Modelled Pursuit is introduced in section 4.4. Section 4.5 examines the atomic

decomposition of MoP applied to signals containing monotonic or non-monotonic amplitude change.

Finally Section 4.5.1 presents the results of numerous tests using MoP to model a wide range of signals.

MoP is compared against eaQHM and the Synthesis non-stationary signals used in [142], and against

full EDM tracks in section 4.5.10. The limitations of an over-complete representation for performing

time and pitch scale modifications are presented in 4.5.5 and 4.5.8. Creative transformation from

performing modification MoP atoms is presented in 4.5.7.

4.3.1 Base Atom

The implementation of MoP used in this thesis is based on Sinusoidal Modelling, as such the base atom

for the compiled dictionary is that of a sinusoid; given in 4.12; with estimates for amplitude, frequency,

phase and time varying parameters for monotonic amplitude change (which can be either exponential

of linear). Estimates of amplitude and frequency are taken from parabolic interpolation due to its

relatively low computational cost, but other phase based methods; which are generally more accurate;

such as Reassignment, or the Derivatives method could be incorporated into the model at an additional

cost. However, these methods assume exponential amplitude change. Monotonic amplitude change is

estimated from the phase distortion measure across a peak with respect to the flat phase response of

zero phase padded stationary sinusoid. The normalised magnitude second order difference as given in

3.21, is used to select either linear or exponential amplitude change. Change in frequency does effect

the slope of the phase. In [159,176] it is shown that phase is concave at a peak in the Fourier spectrum

due to linear frequency change, and that an equal negative frequency change causes the phase response

to be inverted, without affecting the magnitude response. Linear frequency change can be estimated

from the second order difference of the phase as in [159], alternatively linear estimates of frequency

change could be estimated using Reassignment or the Derivatives method at an additional cost.



CHAPTER 4. NON-STATIONARY MODELING USING MODELLED PURSUIT 133

0 100 200 300 400 500 600 700 800 900 1000
Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

Input
Output

(a) Output of 200 Hz sinusoid with 175 Hz linear frequency
change and 3 dB amplitude change without correcting phase

measurement for estimating amplitude change
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(b) Output of 200 Hz sinusoid with 175 Hz linear frequency
change and 3 dB amplitude change with correcting phase

measurement for estimating amplitude change
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(c) Output of 200 Hz sinusoid with 75 Hz linear frequency
change and 6 dB amplitude change without correcting phase

measurement for estimating amplitude change
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(d) Output of 200 Hz sinusoid with 75 Hz linear frequency
change and 6 dB amplitude change without correcting phase

measurement for estimating amplitude change

Figure 4.12: Examples of estimating change in frequency and change in amplitude with and without
correcting phase difference measurement for correct amplitude change estimation of sinusoid @48 kHz

Frequency change affects the first order phase difference measurements and as such can lead to slight

miscalculations in amplitude change. Initial investigations on using a 2D lookup table of second order

phase difference measurements, with a range of frequency changes, proved promising for estimating

frequency change. Figure 4.12a shows the results of this approach for estimating a 200 Hz sinusoid with

175 Hz change in frequency and 3 dB change in amplitude (exponential). In comparison Figure 4.12c

displays a 200 Hz sinusoid with 75 Hz change in frequency and 6 dB change in amplitude (exponential).

Neither of these two examples have taken the effect of frequency change on the phase into account,

resulting in erroneous estimates for change in amplitude. An approach for correcting the amplitude

estimate was examined by offsetting the phase difference measurement, by calculating and storing the

the amount of phase difference introduced to a stationary sinusoids phase with the equivalent amount

of frequency change. The results of the two examples with the first order phase difference measurement

offset by the this value is displayed in Figures 4.12b and 4.12d.
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This is a relatively simple method for estimating frequency change from second order phase difference

measurements and correcting the estimate for amplitude change, by offsetting the first order phase

difference from a pre-calculated measurement. However, two additional lookup tables are required,

and this only works for frequencies at the center of an analysis bin. Deviation in frequency from the

center of an analysis bin results in a slight miscalculation of the amount of frequency change from the

2D lookup table using second order phase difference measurements. This has a cascading effect on the

rest of the calculations. Correcting estimates of amplitude change from first order phase difference in

the presence of frequency modulations requires further investigation and is left as a future research

directive.

The estimation methods derived for linear and exponential amplitude change in Chapter 3 purposely

left frequency change out with the intention of investigating and solving this problem as a future

objective.

-80 -60 -40 -20 0 20 40 60 80

dB Amplitude changes

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

ph
as

e 
di

ffe
re

nc
e 

ac
ro

ss
 p

ea
k

centered
un-centered

(a) Linear Phase Difference measurements between fre-
quency centered at analysis bin and close to maximum

deviation from the center of an analysis bin
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(b) Exponential Phase Difference measurements between
frequency centered at analysis bin and close to maximum

deviation from the center of an analysis bin
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(c) Zoomed view of Linear Phase Difference measurements
between frequency centered at analysis bin and close to
maximum deviation from the center of an analysis bin
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(d) Zoomed view of Exponential Phase Difference measure-
ments between frequency centered at analysis bin and close
to maximum deviation from the center of an analysis bin

Figure 4.13: Examination of effect deviation in frequency from center of an analysis bin has on Phase
Difference Measurements
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The effect of deviation in frequency from the center frequency of an analysis bin on a sinusoid has been

investigated. This showed negligible differences on the first order phase measurements and resulting

calculations of amplitude change. Figure 4.13 shows the negligible difference a deviation in frequency

from the center of an analysis bin has on first order phase difference measurements.

Frequency change however, has a far greater effect on first order phase difference measurements.

Figures 4.14 and 4.15 display how a change in frequency of 50 Hz and 200 Hz respectively, effect

the phase difference measurements. Higher changes in frequency are expected to have an effect on

the phase and magnitude spectrum as mentioned previously in this chapter where Figure 4.2 showed

the effect change in frequency has on the magnitude spectrum and spreading information across bin

boundaries. The same is true for change in frequency on phase measurements which are clearly shown

by the phase difference measurements across a sinusoidal peak.
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(a) Effect of 50 Hz Frequency change on Linear Phase
Difference Measurements
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(b) Effect of 50 Hz Frequency change on Exponential Phase
Difference Measurements
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(c) Zoomed view of effect of 50 Hz Frequency change on
Linear Phase Difference Measurements

20 25 30 35 40

dB Amplitude changes

-0.26

-0.24

-0.22

-0.2

-0.18

-0.16

-0.14

-0.12

-0.1

-0.08

ph
as

e 
di

ffe
re

nc
e 

ac
ro

ss
 p

ea
k

centered
un-centered

(d) Zoomed view of effect of 50 Hz Frequency change on
Exponential Phase Difference Measurements

Figure 4.14: Effect of 50 Hz Frequency change on Phase Difference Measurements
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(a) Effect of 200 Hz Frequency change on Linear Phase
Difference Measurements
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(b) Effect of 200 Hz Frequency change on Exponential Phase
Difference Measurements

20 25 30 35 40

dB Amplitude changes

-0.11

-0.105

-0.1

-0.095

-0.09

-0.085

-0.08

-0.075

-0.07

ph
as

e 
di

ffe
re

nc
e 

ac
ro

ss
 p

ea
k

centered
un-centered

(c) Zoomed view of effect of 200 Hz Frequency change on
Linear Phase Difference Measurements
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(d) Zoomed view of effect of 200 Hz Frequency change on
Exponential Phase Difference Measurements

Figure 4.15: Effect of 200 Hz Frequency change on Phase Difference Measurements

0 50 100 150 200 250

Frequency Change (Hz)

0

10

20

30

40

50

60

70

S
R

E
R

linear
exponential

Figure 4.16: SRER of Amplitude Estimate for Linear and Exponential amplitude change of 6 dB,
and change in frequency ranging from 0 to 250 Hz
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(a) 2 time zero padding
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Figure 4.17: Effect zero padding and phase difference measurements SRER results from changes in
frequency ranging from 0 to 250 Hz

Figure 4.16 shows the SRER results and the effect frequency change has on amplitude estimates.

Figure 4.17 shows the effect zero padding has to these results. The distance between the maximum

SRER peaks increases as zero padding factor decreases which indicates there are less multiples of

frequency change where the phase difference measurements align with the correct values. Increasing

zero padding decreases this with the fluctuations in SRER over frequency change increasing the rate of

these fluctuations. The mean SRER result decreases at change in frequency increases.

In signal compression and sparse representations it is desirable to represent the signal with as few

signal components as possible. However, in the presence of large amplitude and frequency changes, the

combined effect on phase information can lead to a bias in parameter estimates. This is especially

true for large changes in frequency within a single analysis frame and the effect this has on estimating

amplitude change from the first derivative of the phase.

It is desirable to have accurate estimates of change in amplitude as well as change in frequency to

have a model which is as accurate and sparse as possible, however, in the presence of biased estimates

from large amplitude and frequency modulations, frequency change can be omitted from the model

parameters and base atom, while still being able to model the signal in great detail, even in the

presence of large amplitude and frequency changes within a frame. The model in such a case uses an

an overcomplete representation of multiple sinusoidal components to model these changes.

The following Section 4.3.2 describes the iterative decomposition and option of using a dictionary of

slightly varying atoms in more detail.
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4.3.2 Iterative estimation from repeated DFTs

The segmented implementation of MoP uses a default frame size of 1024 samples, and a zero padding

factor of 8 which results in an FFT size of 8192, and a frequency bin resolution of 5.8594 Hz when

using a default sampling rate of 48 kHz. The threshold for ending the iterative process of decomposing

the residual signal is set to −60 dB by default.

Two different segmented implementations have been investigated. Both implementations are imple-

mented in a framework where analysis frames do not overlap. The one implementation is based on

the analysis methods described in detail in Chapter 3 where non-causal first order phase difference

measurements are used to estimate amplitude change. This implementation uses a Hanning window

and zero-phase padding. Windowing the analysis frame and not overlapping the output frames is an

uncommon approach but it has been shown that the analysis methods described in Chapter 3 are

able to re-synthesise quasi-stationary sinusoidal components with monotonic amplitude change from a

zero-phase padded and windowed input. The windowing has a known effect on blurring information at

frame boundaries, as a result this implementation only models quasi-stationary sinusoidal components

with monotonic amplitude change, ignoring frequency change for simplicity and leaving any remaining

components within the residual. In this case a peak selection option traditionally used in SMS is

more appropriate than an iterative decomposition, where the same sinusoidal peak can be modelled by

multiple atoms, as is the case with the second implementation used for modelling transients. Due to

the windowing process used in the non-causal system, the spectral leakage is reduced, this results in

smoother peaks in the Fourier domain, minimising the need for multiple atomic decomposition’s of a

sinusoidal peak, which is the case with the causal implementation used for modelling transients in an

overcomplete representation which uses a rectangular window.

The analytical equations for estimating the first order phase difference for exponential and linear

amplitude change are given by 3.15 and 3.16 respectively. These are used to create two lookup

tables for estimating amplitude change from measurements of the first order difference of the phase

taken from the DFT. Another two pre-calculated tables; containing the magnitude second order

difference measurements; with regards to changes in linear and exponential amplitude, are also stored

for discriminating between the two amplitude curve types.

Two additional lookup tables are also required for correcting the phase parameter as the phase value

derived directly from Fourier Analysis when using zero-phase padding is not correct in the presence of

amplitude and frequency non-stationarities [10].
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If estimation of frequency change is to be taken into account, further lookup tables would be required

and so for simplicity, estimates of change in frequency are omitted from both implementations, with

the result of frequency change being left to remain within the residual signal, or modelled by multiple

atoms within the decomposition, depending on the implementation used.

The non-causal implementation with envelope type discrimination iterates over results returned from

a peak analysis process. In this case a single estimation from the DFT is extracted for each peak.

If a dictionary of slightly random atoms is compiled, then the traditional approach if MP is applied

where each atom is compared with the residual signal. Once the atom with the highest correlation

to the signal represented by that peak is selected, that peak is discarded from the list and the MoP

decomposition using a number of slightly varying atoms is applied to the next peak. This is in direct

odds with the second implementation which is used for modelling transients, using a rectangular

window. This results in a signal which is not blurred at frame boundaries due to the windowing process,

but at the cost of spectral leakage across multiple bins. This implementation does not reply on peak

picking as is the case with the previous implementation.

The segmented MoP implementation used for transient modelling, and eventually used in further

chapters for modelling complete compositions incorporating multiple polyphonic components, is

implemented in such a manner that a single sinusoidal peak in the Fourier domain can be modelled

by multiple components in a truly iterative decomposition from repeated DFT’s. This approach uses

causal measurements and amplitude change estimates from [14] in a sinusoidal model where the signal

is better expressed as 4.11. This approach minimises the amount of energy contained within the

final residual signal. Transient components and non-monotonic amplitude and frequency modulations

are captured in an overcomplete decomposition. A single sinusoidal peak in the Frequency domain

containing nonstationarities; where the main lobe is quite possibly spread across multiple bins, is

therefore modelled by multiple sinusoidal components.

Which approach is more accurate for modelling kick and bass in the presence of time and pitch scale

modifications remains a future research directive. The non-causal implementation is currently able to

distinguish between linear and exponential amplitude change. However, the causal implementation

could be expanded in the same manner with the analytical expression for modelling the first order

difference of the phase derived using a rectangular window and linear amplitude change in a similar

approach as in C.1.3.
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The non-causal approach results in less components, as only a single best fitting atom is selected per

sinusoidal peak in a similar approach to traditional SMS. This in conjunction with the windowing

process results in a residual signal containing transients, non-monotonic amplitude change and non-

stationary frequency changes. The qusi-stationary sinusoidal components with monotonic-amplitude

change modelled by the decomposition are simple to apply pitch and time scale modification to without

any difficulties. However, this approach results in a rich final residual signal with a large amount of

energy, and how pitch and time scale modification are applied with these components remaining in the

residual requires further investigation.

The second approach of using a rectangular window and an overcomplete representation is discussed

in detail in Chapter 6. This approach is capable of modelling highly complex signals from single

frame analysis. However, capturing highly non-stationary components as a number of sinusoidal

atoms presents challenges regarding time and pitch scale modifications. This approach performs the

best for modelling any type of signal from a non-overlapping single-frame analysis system. Having a

highly accurate overcomplete model however, is not of interest to a music producer with the intent

of changing a kick and bass lines tempo or key if such a representation is incapable of achieving this

while maintaining the high quality low end separation of the original input.

Details of the two approaches are presented below. The audio input x is processed in frames of 1024

samples. The output of of the MoP decomposition contains an output signal y, and arrays for each

sinusoidal parameter containing the estimates used by each atom for amplitude, frequency, amplitude

change, and phase. Within the MoP decomposition the Fourier Transform is applied to the input signal

x, and the sinusoidal parameters are extracted from the component with the highest magnitude in the

DFT. These parameters of Amplitude (a), Frequency (f), Amplitude change (dA), Frequency change

(dF) [optional], Amplitude Curve Type (Linear or Exponential) [optional - can presume exponential as

default], and phase (starting or mid depending on analysis method) are then used to create a base

atom which is aimed to have a high correlation to that selected sinusoidal component. This atom

can be used directly or a dictionary of slightly random atoms generated and compared by use of the

inner product of each atom with the residual signal Rns at each iteration. The atom with the highest

correlation gγn is selected and subtracted from the residual resulting in a new residual signal Rns. As

long as the resulting residual signals energy is less than the input signal, meaning that there is at least

some correlation and energy has not been added (resulting from incorrect parameter estimates), then

the residual signal becomes the new input signal of the next decomposition stage (n+ 1). A new DFT
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is applied, and the process repeated N times or until some criteria is met such as the residual signals

energy is reduced below some threshold such as −60 dB.

4.3.3 Non-Causal Implementation with zero-phase padding using Hanning window

1. Set Rns = input x

2. Calculate Input Energy inEn

3. Set Residual Energy rEn to inEn

4. Zero-Phase Pad Rn

5. Calculate DFT

6. Find Peaks in Magnitude Spectrum

7. Select Max Peak

8. Calculate first order phase differnece (PD)

9. Lookup Change in Amplitude (dA) from PD from Linear and Exponential tables (in Nepers)

10. Convert dA estimates to dB.

11. Lookup expected magnitude second order difference m2od from tables for exponential and linear

amplitude change given estimates of linear and exponential amplitude change dA.

12. Compare measured m2od with expected results for linear and exponential amplitude change.

13. Select amplitude curve with closest value of expected m2od with measured m2od

14. estimate amplitude and frequency from parabolic interpolation

15. Correct phase estimate from lookup table.

16. Synthesise base atom from estimates of amplitude (A), frequency (f), change in amplitude dA in

dB, curve type (Exponential or Linear), with corrected phase offset. (Change in frequency is

ignored for simplicity and left as a future improvement).

17. Create dictionary of slightly varying atoms from Base atoms parameter estimates.

18. Iterate over each atom within the dictionary and compare the inner product.

19. Set the atom with the highest correlation as the atom for this sinusoidal peak.

20. Check that no energy is added as this method uses the direct amplitude estimating method

rather than the inner product method.

21. If the energy of the residual signal Rns has been reduced, store the atoms parameters, otherwise

discard the peak and associated atom and move on to next peak / component with the highest

magnitude from the DFT.

22. Update parameter estimates with values from atom with highest correlation.

23. Remove peak from list and move on to new peak

24. Repeat for all peaks.
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Depending on the input signal, the remaining residual signal might still contain a lot of energy

consisting of transient components, non-monotonic amplitude change, sinusoids with frequency change

and noise. Any transients or other non-tationary elements remaining in the residual will un-affected

by the windowing process, leaving them intact for the next stage of Residual modelling.

4.3.4 Causal Implementation with Rectangular window presuming exponential

amplitude change

1. Set ending criteria for reduction in energy (endThresh) to eg. −60 dB

2. Set Rns = input x

3. Calculate Input Energy inEn

4. Set Residual Energy rEn to inEn

5. Calculate DFT with zero padding

6. While Energy Reduction enReduction > endThresh (−60 dB)

7. Select Max Peak

8. Calculate first order phase differnece (PD)

9. Lookup Change in Amplitude (dA) from PD Exponential table (in Nepers)

10. Convert dA estimates to dB.

11. Estimate Amplitude (A) and frequency (f) from parabolic interpolation

12. Interpolate phase estimate

13. Correct amplitude estimate (Aest) at start of frame from knowledge of window shape.

14. Synthesise base atom from estimates of amplitude (A), frequency (f), change in amplitude dA in

dB (exponential), with interpolated phase. (Change in frequency is ignored for simplicity and

left as a future improvement).

15. Create dictionary of slightly varying atoms from Base atoms parameter estimates.

16. Iterate over each atom within the dictionary and compare the inner product.

17. Update parameter estimates with values from atom with highest correlation.

18. Set the atom with the highest correlation as the atom for this iteration.

19. Subtract atom from Residual signal

20. Check energy of Rns has been reduced otherwise exit and use inner product method rather than

amplitude estimate directly.

21. store new signal energy

22. Set Residual to new signal

23. Repeat until energy reduction falls below ending threshold
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4.4 Guided Modelled Pursuit

Guided MoP is a possible future adaptation of MoP. The creation of a dictionary of atoms with

parameters varying using a normal random distribution, can be seen as a pre-processing stage,

similarity to Guided Matching Pursuit (GMP) [12]. GMP adds a “pre-processing step into the main

sequence of the MP algorithm. The purpose of this step was to perform an analysis of the signal and

extract important features, termed guide maps, that are used to create dynamic mini-dictionaries

comprising atoms which are expected to correlate well with the underlying signal structures thus

leading to focused and more efficient searches around particular supports of the signal.”

The scalar results with the highest correlation to the sinusoid being modelled, returned from the

the initial decomposition could be used to derive ‘Guided Maps’ for further refining the process

using non-uniform distributions of random values for each parameter guided by the results of the

pre-processing decomposition stage.

This is similar in a way to that of MultiResolution Molecular Matching Pursuit (MRMMP) proposed

in [198], where a dictionary of Gabor atoms are used for tracking sinusoidal partials. MRMMP selects

a seed atom from initial estimates; the candidate atoms for the next iteration are restricted to a subset

of the entire dictionary where frequency is constrained to that of the base atom, and the scale of the

atoms within the min-dictionary are scaled both forward and backwards in time.

Initial tests in creating additional dictionaries with slightly random parameter estimates with a skewed

distribution targeted in the direction of achieving an improvement in the accuracy of parameter

estimates shows some promise, although at a much higher computational cost than using the base

atom directly, or the above mentioned iterative decomposition using a normalised distribution. Further

work is required for fully exploring the potential of this method. A metric for measuring the amount

of accuracy gained in comparison to the computational cost of the extra processing incurred is left as

a future research direction.

Dictionaries composed of kick and base atoms with known parameters has also shown promising results

from initial tests regarding proof of the concept. Such dictionaries could potentially be combined with

other mini dictionaries guided by the results of the initial atomic decomposition.
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4.5 MoP System Investigation

The following section provides an analytical evaluation of the presented method of MoP. The decompo-

sition of a simple sinusoid with second order amplitude change is decomposed and presented in detail

displaying how the combination of sinusoidal atoms from the modelled pursuit decomposition, which

only take monotonic amplitude change into account, combine to shape the non-monotonic amplitude of

the signal. The effect of Pitch and Time scale modifications are then presented, highlighting the need

for further and future research in this area to achieve modified kick and bass sounds that maintain the

quality of the low-end separating.

Synthetic Non-Stationary sinusoidal signals adapted from [142] are then tested using the non overlapping

frame implementation of MoP with a fixed frame size of 512 samples and a maximumn number of 64

partials. These results are then compared against reassignment, eaQHM and the exponentially damped

sinusoidal model (EDSM) in terms of accuracy, where the signal-to-reconstruction-error ratio (SRER)

metric is use, and for speed (MIPS) for a number of different frame and hop sizes combinations.

MoP applied to released EDM tracks is performed in a non overlapping single frame analysis system.

It is shown how limiting the maximum number of sinusoidal partials allowed to be used by the model

affects the quality of the output from the model and the effect this has on the residual signal. The

tests performed limited the maximum number of partials to 128, 256, and 512. The quality of the

resulting synthesised signal increases with the number of partials allowed, but a full featured dance

track can still be modelled accurately with as little as 128 partials. The results of these tests are

presented in Appendices B.

Finally, modelling of transients using modelled pursuit is presented along with a non-segmented

implementation of MoP for the analysis and re-synthsis of percussive sounds.

4.5.1 Testing and Results

The test results in the following sections provide the atomic decomposition of signals containing

monotonic and non–monotonic amplitude change, as well as both amplitude and frequency change.

MoP is shown to encapsulate frequency change within the atomic decomposition as multiple sinusodal

components with stationary frequency estimates. Only amplitude change is incorporated into the

non-stationary sinusoidal parameter estimates.
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4.5.1.1 Single Sinusoid: [dF=400 Hz, dA=-16 dB]

Figures 4.18, 4.19 and 4.20 show how a single sinusoid with a linear change in frequency of −400 Hz

and an explonential change in amplitude of −16 dB; −50 Hz and −2 dB per frame, can be modelled

using MoP. Here the change in frequency is captured using an overcomplete decomposition from atoms

which do not include frequency change within their parameter estimates. Figure 4.18a displays the

sinusoid sampled at 48 kHz with a starting frequency of 700 Hz, and ending at 300 Hz, generated over

8192 samples. Figure 4.18b shows the individual sinusoidal components from the 4th frames atomic

decomposition using single frame phase difference measurements for estimating amplitude change.
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(a) 700 Hz sinusoid with -16 dB exponential amplitude
change and -400 Hz frequency change
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(b) MoP decomposition using a frame size of 1024
sample at Frame=4, samples=[4097:5120]

Figure 4.18: (A) Input signal (@48 kHz) and (B) MoP decomposition of 4th analysis frame of 48
kHz sampled sinusoid kHz with a starting frequency of 700 Hz, with −2 dB amplitude change and −50

Hz frequency change over each 1024 sample frame
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(a) FFT of Sinusoid with -16 dA and -400 Hz dF
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Figure 4.19: FFT of input signal (A) and FFT of first frames decomposed atoms
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Figure 4.19a shows the frequency spectrum of the entire signal, while Figure 4.19b displays the

frequency spectrum of the residual signal from the 1st frame at each step of the decomposition. Figures

4.20a to 4.20d show the frequency spectrum of the residual signal at each stage of the decomposition.

The reduction in the sinusoidal peak in the Frequency domain clearly shows that the estimates of dA

provide a high degree of correlation with the input signal.
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(a) Frame 1, Iteration 1
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(b) Frame 1, Iteration 2
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(c) Frame 1, Iteration 3
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(d) Frame 1, Iteration 4

Figure 4.20: Iterative MoP decompostion of sinusoid with dA=−2 dB and dF=−50 Hz each frame

Figure 4.21a shows a sinusoid with a large change in frequency of -4 kHz (-625 Hz per frame), ad

the resulting synthesised output from he MoP decomposition where frequency change is presumed

stationary. Figure 4.21b shows the final residual signal in dB with a mean error of -60 dB. The peak

error values of around -40 dB result from not taking phase coherence between frames into account

which can cause some discontinuities at frame boundaries.
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(a) Sinusoid with -16 dA and -400 Hz dF
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(b) Residual of sinusoid with mean error of -60 dB

Figure 4.21: (A) Input/Output sinusoid (@48 kHz), (B) residual signal (dB)

4.5.1.2 Single Sinusoid: [dF=-4427 Hz, dA=-16 dB]

The previous test case demonstrated how a sinusoid with a change in amplitude and a change in

frequency of 50Hz per frame can be accurately modelled using MoP and an overcomplete decomposition,

without taking change of frequency into account. The second test case examines a very large change

in frequency of 625 Hz per frame. Figure 4.22 shows the frequency spectrum of the entire signal,

exhibiting a large spread in spectral energy across the frequency range of 2500 to 7000 Hz. Figure 4.23

shows the synthesised output signal in comparison to the input.
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Figure 4.22: FFT of sinusoid (@48 kHz), dF=-5000 Hz, dA=-16 dB
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Figure 4.23: Input and Output from Multiple Frame MoP Decomposition of sinusoid (@48 kHz)
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Figure 4.24: Input and Output from Multiple Frame MoP Decomposition

Figure 4.23 shows the residual signal with the peaks at frame boundaries around -40 dB, but with an

overall mean of -80 dB. Figure 4.25 shows a number of the sinusoidal components decomposed using

MoP for each frame.
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(a) Frame 1
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(b) Frame 2

0 100 200 300 400 500 600 700 800 900 1000

Time (samples)

-4

-3

-2

-1

0

1

2

3

4

A
m

pl
itu

de

(c) Frame 3
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(d) Frame 4
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(e) Frame 5
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(f) Frame 6
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(g) Frame 7
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(h) Frame 8

Figure 4.25: Frame-by-frame decomposition of sinusoid from 4.23 with large frequency change into
multiple semi-stationary components
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4.5.2 Multiple Components with MoP
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(a) 2 sinusods (@48 kHz), (a) dA=-6 dB, dF=-200 Hz;
(b) dA=3 dB, dF=-100 Hz
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(b) 2 sinusods (@48 kHz), (a) dF=-400 Hz;
(b) dF=400 Hz

Figure 4.26: Test signals composed of 2 sinusoidal components. (A) 2 sinusoids decreasing in
amplitude and frequency. (B) 2 sinusoids with no amplitude change, increasing and decreasing in
frequency, with overlapping frequencies overlapping around the middle of the 8192 sample audio frame.
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(a) FFT sine(a): dA=-6 dB, dF=-200 Hz;
sine(b): dA=3 dB, dF=-100 Hz
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(b) FFT sine (a) dF=-400 Hz;
sine(b): dF=400 Hz

Figure 4.27: FFT of test signals composed of 2 sinusoidal components. (A) 2 sinusoids decreasing
in amplitude and frequency. (B) 2 sinusoids with no amplitude change, increasing and decreasing in
frequency, with overlapping frequencies overlapping around the middle of the 8192 sample audio frame.

Figure 4.26 shows two test signals both containing two sinusoidal components. The first signal contains

a sinusoid with starting at 350 Hz, and ending at 250 hz (dF = -100 Hz, mid F = 300 hZ, dA = 3 dB).

The second component starts at 700 Hz and ends at 500 Hz (dF = -200 Hz, mid F = 600 hZ, dA = -6

dB). The second singal contains two sinusodal compoennts which overlap in the frequency domain.

The first component has a start frequency of 690 Hz and an end frequency of 290 Hz (dF = -400 Hz),

while the second component has a start frequency of 270 Hz and an end frequency of 670 Hz (dF =

400 Hz). Figure 4.27 shows the magnitude spectrum of both of these signals.
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Figure 4.30 shows the DFT magnitude spectrum from the MoP decomposition, displaying multiple

atoms from each of the two test signals which are composed of 2 non-stationary sinusoidal components.

(A) 2 sinusoids decreasing in amplitude and frequency. (B) 2 sinusoids with no amplitude change,

increasing and decreasing in frequency, with overlapping frequencies.
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(b) FFT frame 3
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(c) FFT frame 5
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(d) FFT frame 7

Figure 4.28: DFT frames (1024 samples) of test signals composed of 2 sinusoidal components from
4.26a

Figures 4.28 and 4.29 show the DFT magnitude spec tum and how this changes over a number of

analysis frames for each of the two test signals from Figures 4.26a and 4.26b respectively.

Figure 4.30 show the reconstructed output signal from the MoP decomposition of the first signal (A).

The residual of the signal is shown in Figure 4.31.

Figure 4.31 show the reconstructed output signal from the MoP decomposition of the second signal

(B). The residual of the signal is shown in Figure 4.32.

The results clearly show that MoP is able to accurately decompose and accurately re-synthesise a

signal with multiple components, including components which overlap in frequency, in an over-complete

atomic representation.
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(b) FFT frame 3
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(c) FFT frame 5
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Figure 4.29: DFT frames (1024 samples) of test signals composed of 2 sinusoidal components from
4.26b
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Figure 4.30: FFTs from MoP decomposition displaying multiple atoms of a test signals composed of
2 sinusoidal components. (A) 2 sinusoids decreasing in amplitude and frequency. (B) 2 sinusoids with
no amplitude change, increasing and decreasing in frequency, with overlapping frequencies overlapping

around the middle of the 8192 sample audio frame.
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(a) 2 sinusods (@48 kHz), (a) dA=-6 dB, dF=-200 Hz; (b) dA=3 dB, dF=-100 Hz
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Figure 4.31: Test signals composed of 2 sinusoidal components. (A) 2 sinusoids decreasing in
amplitude and frequency. (B) 2 sinusoids with no amplitude change, increasing and decreasing in
frequency, with overlapping frequencies overlapping around the middle of the 8192 sample audio frame.
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Figure 4.32: Test signals composed of 2 sinusoidal components. (A) 2 sinusoids decreasing in
amplitude and frequency. (B) 2 sinusoids with no amplitude change, increasing and decreasing in
frequency, with overlapping frequencies overlapping around the middle of the 8192 sample audio frame.
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4.5.3 Modelling non-monotonic amplitude change using MoP

The causal analytical equation for calculating the exponential phase difference measurements from a

given range of amplitude change a, in Nepers, using a rectangular window is given by:

d(arg(W ))

df

∣∣∣∣
f=0

= 2π

(
1

1− ea
+

1

a
− 1

)
(4.14)

The derivation of 4.14 can be found in Section C.1.3. The results of this equation for a range of

amplitude in dB is shown in Figure 4.33.
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Figure 4.33: Results from 4.14 calculating the first order phase difference from causal measurements
using a rectangular window

Causal in this case means that FFT measurements are taken from the beginning of the frame, rather

than the middle, as zero-phase padding is not employed. A frame size of 1024 is used with a rectangular

window. A zero-padding factor of 8 is also used, resulting in an FFT size of 8192, with a bin resolution

of 5.8594 Hz when using a sample rate of 48 kHz.

A rectangular window has been selected for investigating the modelling of transients. As mentioned

previously, windowing can smear information in the time domain, such as transients, and an overlap

add mechanism is required for re-synthesis. The objective of this method is to use single frame analysis

with non-overlapping frames to investigate modelling of transients and complex audio signals using

MoP.
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Figures 4.34b and 4.35b show the spectral leakage incurred from the results of the DFT due to the use

of the rectangular window on the input signal, shown in Figures 4.34a and 4.35a.

0 200 400 600 800 1000 1200

Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

(a) Rectangular windowed 1 kHz sinusoid (@48 kHz) with
non-monotonic AM (fast decay)
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Figure 4.34: Sinusoid with an attack and release modelled with MoP using a rectangular window
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Figure 4.35: Sinusoid with an attack and release modelled with MoP using a rectangular window

Figures 4.36 and 4.37 show the input signal compared against the Hanning windowed signal and the

effect this has on the attack and release regions in time. The attack is clearly delayed in time from the

windowing operation. The resulting magnitude spectrum’s are also displayed showing the removal

of the spectral leakage effects due to the windowing. Windowing therefore requires an overlapping

procedure to accommodate these affects, averaging the results using an overlap add procedure. A

non-overlapping frame framework using rectangular winding was therefore selected as the mechanism

for modelling transients and complex signals in an overcomplete representation using MoP. Figure

4.38 shows the results of using this framework to model a sinusoid with a second order amplitude

modulation using 16 and 8 sinusoidal components.
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Figure 4.36: Comparison of input (@48 kHz), windowed input and the effect the windowing has on
the Magnitude spectrum as well as the temporal information.
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Figure 4.37: Comparison of input signal (@48 kHz), windowed input and the effect the windowing
has on the Magnitude spectrum as well as the temporal information.
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(a) Input signal and resynthesised signal using 16 atoms
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(b) Input signal and resynthesised signal using 8 atoms

Figure 4.38: Comparison of modelling using 16 or 8 atoms (@48 kHz)
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4.5.4 Examining atomic decomposition of non-monotonic AM

Figure 4.38a shows an improvement of using 16 sinusoidal partials compared to only using the first 8

atoms which are returned from the decomposition, as shown in Figure 4.38b. The following section

displays the atomic decomposition of the signal shown in more detail.

The following list of Figures 4.39, 4.40 and 4.41 breaks down the atomic decomposition of this signal

into 8 sinusoidal components. Improvements in modelling the attack and release envelopes are achieved

by the atomic decomposition including additional sinusoids, which are either in or out of phase with

one another, and combine in such a way that the sinusoidal peaks and troughs either amplify or reduce

parts of signals amplitude through constructive and destructive interference. An almost accurate

approximation of the signal is achieved with as little as 8 atoms. The final 4 atoms are very low in

amplitude, but when combined with the other atoms in the model result in an amplitude modulated

sinusoid which is very close to the original input signal.

Some additional figures of the atomic decomposition along with overlayed sinusoidal components are

displayed which does pose the question of how meaningful such a model of transients is, and how

would this combination of in-phase and out of phase relationships need to be handled and possibly

maintained when performing transformations such as pitch shifting, or time stretching with transient

preservation, and for maintaining the low-end separation of kick and bass.

Figure 4.39a shows the first monotonic sinusoidal atom extracted from the MoP decomposition,

displayed in red. The sinusoid is in phase with the original signal and it displays a correct estimate for

the frequency and phase offset of the signal. The amplitude of the release section of the ADSR at

the end of the frame is slightly out, while the signal at the beginning of the frame doesn’t take the

attack section into account since the method models monotonic amplitude modulations. Figures 4.39b

and 4.39c displays the second and third atoms respectively, synthesised from the decomposition of the

resulting residual after subtracting the initial atom from the original signal. This displays a signal

which is out of phase with the original signal. The destructive interference of the phase combines in

such a way as to shape the amplitude of the signal being modelled, resulting in an improvement of

the amplitude change and resulting signal with each iteration. Figure 4.39d shows these first 3 atoms

overlaid with one another. Figure 4.39e displays the resulting waveform of the combination of the first

2 atoms against the original signal, while Figure 4.39f presents how the addition of the 3rd atoms

combines to further improve the signal model.
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(b) 2nd atom extracted against input signal
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(c) 3rd atom extracted against input signal
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(d) First 3 Atoms Extracted displaying phase relationships

0 100 200 300 400 500 600 700 800 900 1000
Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

Original Signal
Atom 1 + Atom 2

(e) First 2 Atoms combined against input signal
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(f) First 3 Atoms combined against input signal

Figure 4.39: Comparison first 3 atoms extracted from input signal (@48 kHz)

Figure 4.40a shows a larger plot containing the first 3 atoms which have the greatest effect on the

modelled signal, compared to the remaining 5 atoms of the decomposition, which is displayed in

Figure 4.40b. These final 5 atoms are low in amplitude and each successive atom has a lesser effect on

the results of the model. the effect these atoms have on the resulting signal can clearly be seen by

examining the difference in the models output between Figures 4.39f and 4.41d.
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(b) Atoms 4 to 8

Figure 4.40: Comparison of first 3 atoms (a) which have high amplitude, compared to remaining 5
atoms (b) with much lower amplitudes

Figures 4.41a and 4.41b provide a closer inspection of the final 5 atoms from the decomposition, as

this is less clear when visualising the entire signal as in Figure 4.40b.



CHAPTER 4. NON-STATIONARY MODELING USING MODELLED PURSUIT 161

300 310 320 330 340 350 360 370 380 390 400
Time (samples)

-0.1

-0.05

0

0.05

0.1

A
m

pl
itu

de

Atom 4
Atom 5
Atom 6

Atom 7
Atom 8

(a) Atoms 4 to 8 zoomed in [300:400] samples

400 450 500 550 600 650 700
Time (samples)

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

A
m

pl
itu

de

Atom 4
Atom 5
Atom 6

Atom 7
Atom 8

(b) Atoms 4 to 8 zoomed in [400:700] samples
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(c) Signal from atoms 1 to 3 (Blue) compared to signal from
atoms 4 to 8 (Red)
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(d) Input signal correctly modelled after combining remain-
ing atoms with first 3

Figure 4.41: Examination of atoms 5 to 8 as well as their combined effect on the resulting signal
when combined with the first 3 atoms

Figure 4.41c displays the output signal from the combination of the first 3 atoms in blue. The output

signal from the combination of the last 5 atoms is displayed in red for comparison. The combination

of these two signals, which equates to the combination of all 8 atoms is shown in Figure 4.41d

4.5.5 Examining the effect of Pitch Shifting

Pitch shifting atoms with monotonic amplitude and frequency change is relatively simple as these

can be represented by a single sinusoid. Section 4.5.4 presented a detailed examination of the atomic

decomposition of a non-stationary sinusoid with non-monotonic amplitude change. Transients and

higher order amplitude modulations are modelled by MoP as multiple sinusoidal components where

the constructive and destructive interference of the atoms combine in such a way as to restore the

temporal envelope of the original signal.
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Given that the sinusoidal model used in this thesis is able to re-synthesise each sinusoidal component on

a sample by sample basis, pitch shifting of monotonic AM/FM components is straightforward, requiring

the values of the frequency estimates to be modified before re-synthesis; importantly, the phase needs

to be coherent across frame boundaries. When performing a time or pitch based modification, the

estimated phase from the next frame will no longer be valid, as it is no longer in sync with the modified

signals phase. This requires storing the phase value at the end of a synthesis frame for use at the

beginning of the next frame. Relying on phase estimates returned by the MoP decomposition does not

maintain phase coherence across frame boundaries and introduces a discontinuity in amplitude caused

by a phase shift, which results in a signal no longer in phase with the expected output.

In general pitch shifting does not retain the temporal envelope of a signal, and can be considered a

time based effect which can shorten or lengthen the duration of the audio signal. “Psychephysical

experiments show that the pitch of a short sine wave tone depends upon the amplitude envelope of the

tone.” [199]

The effect of pitch shifting by an octave is presented below using Matlab’s implementation, which is

based on modifying the time-scale of the signal using a phase vocoder and then resamples the modified

signal based on the methods presented in [94, 200]. Figures 4.42a and 4.42b clearly show that the

resulting pitch shifted signal’s amplitude envelope has been affected and the resulting signal is no

longer aligned with the reference signals generated at the targeted frequencies for comparison.
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(a) Effect on amplitude envelope when pitch shifting a
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0 1000 2000 3000 4000 5000 6000 7000 8000

Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

250 Hz Input signal
Matlab 250 Hz pitch shifed output

(b) Effect on amplitude envelope when pitch shifting a
500 Hz signal an octave down to 250 Hz in Matlab

Figure 4.42: Effect on amplitude envelope from pitch shifting in signal (@48 kHz) Matlab

This approach clearly introduces a delay and smearing of the attack portion of the envelope in time,

and a signal which is no longer in phase with the original signal.
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In order to examine the effect of pitch shifting on a MoP model, three reference signals were generated

at 1000 Hz, 500 Hz and 250 Hz. The same amplitude envelope with the same attack and release curves

were then applied to all three signals. The resulting 1000 Hz and 500 Hz reference signals are presented

in Figures 4.43a and 4.43b.
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(a) 1 kHz signal with attack and release envelope
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(b) 500 Hz signal with attack and release envelope

Figure 4.43: (A) 1 kHz sinusoid with non-monotonic AM and (B) a 500 Hz sinusoid with the same
attack and release envelope applied for reference (@48 kHz)

Figures 4.44a and 4.44b display the results of re-synthesising a pitch shifted output signal from MoP

estimates of model parameters. The first 8 atoms returned from the decomposition are used to

re-synthesise a signal with a frequency one octave below the estimated frequency values, and summed

to produce the pitch shifted output.
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(a) 1000 Hz MoP decomposition re-synthesised with fEst
an octave down compared to 500 Hz signal with same

amplitude envelope applied for comparison.
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(b) 500 Hz MoP decomposition re-synthesised with fEst
an octave down compared to 250 Hz signal with same

amplitude envelope applied for comparison.

Figure 4.44: Comparison of the effect pitch shifting using MoP parameter estimates has on the
resulting amplitude envelope of the pitch shifted signal compared to the reference signal
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The resulting pitch shifted signal is quite accurate in terms of frequency and phase. The re-synthesised

signal does not suffer from any of the pitch shifting issues observed with the Matlab examples.

Unfortunately, the amplitude envelope of the re-synthesised signal is not preserved in comparison to

the reference signal. Re-synthesis of the signal from modified frequency estimates resulted in a signal

which does not match the reference signal with regards to amplitude shape preservation. In order to

examine the cause of the effect pitch shifting has on the amplitude envelope, a signal with the same

attack and decay curves was synthesised at 500 Hz (one octave down from the original 1000 Hz signal)

and model estimates derived from MoP analysis for comparison.

The differences between model estimates from the pitch shifted 500 Hz waveform are compared to the

estimates extracted from analysing the 500 Hz reference waveform and presented in Tables A.1, A.2,

A.3 and A.4 for comparison. What is clearly shown is that simply changing the frequency parameter

of the model estimates, does not result in a pitch shifted signal with the same amplitude envelope.

The signal is correctly changed in pitch, but the resulting output’s amplitude envelope does not match

the original attack and release curves. This is due to the complexities of the lower order atoms and

the effect of the constructive and destructive interference of their frequencies.

The differences in amplitude estimates are negligible, as are the differences in phase estimates for most

atoms. The estimates of amplitude change (daEst) range from −1.77 dB to 2.19 dB with the exception

of the 6th atom. The 6th atom has some of the worst differences for all parameter estimates, with a

6.08 dB difference in amplitude change, the largest difference in phase of −0.32 and the second largest

difference in the frequency estimate of 87 Hz.
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(a) Synthesised signal using modified frequency estimates
from original signal

0 100 200 300 400 500 600 700 800 900 1000

Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

(b) Comparison of using measured frequency estimates of
Atoms 2 and 3 from reference signal
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(c) Comparison of using measured frequency estimates of
Atoms 2 to 4 from reference signal
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(d) Comparison of using measured frequency estimates of
Atoms 2 to 6 from reference signal
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(e) Comparison of using measured frequency estimates of
Atoms 2 to 8 from reference signal
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(f) Effect of using measured amplitude change (dA) esti-
mates to the resulting signal are minimal
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(g) Effect of using measured phase estimates to the resulting
signal are minimal
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(h) Effect of using measured amplitude, amplitude change
(dA) and phase estimates to the resulting signal are minimal

Figure 4.45: Comparison of replacing different measured estimates from the reference signal when
re-synthesising the pitch shifted signal.
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The difference between estimates of the first atom or all parameters is relatively minor and in some

cases return the same result. The are no differences in the frequency estimates for the first atom

between the pitch shifted and reference signals, but there are differences for the remaining atoms

ranging from −116 Hz to 87 Hz. Figure 4.45b shows how even small differences in frequency of −28

Hz and 26 Hz for the second and third atoms make a big difference on the resulting signal due to these

atoms having the second and third largest amplitude estimates.

The differences in amplitude change and phase are negligible to the restoration of the amplitude

envelope. This is clearly presented in Figure 4.45 and demonstrated by replacing the calculated

frequency shifted values with those measured from the reference signal, showing how this affects the

output signal in relation to the amplitude envelope of the signal.

Changing parameter estimates of Aest, daEst and Phase from the measured estimates of the pitch

shifted signal, to values measured from the reference signal, and re-synthesising the output with these

changes make negligible differences to the outputs. Even the 6 dB difference in change in amplitude

from the 6th atom has hardly any affect on the resulting output signal.

The only values which directly affect the output of the synthesised waveform against those measured

by decomposing the original waveform with the estimated frequency shifted down by an octave (1 kHz

to 500 Hz) are the frequency estimates of the atoms. The result of the shifted frequency values do not

result in the same values of the referenced signal. This represents a problem when wanting to utilise

this model for pitch shifting applications such as changing a modelled kick or bass sounds frequency or

the ‘key’ in which a song is written in, while maintaining the amplitude envelope.
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Figure 4.46: Comparison of 500 Hz reference signal with pitch shifted signal
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(a) octave down 2xAest
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(b) octave down div2Aest
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(c) octave down 2xdaEst
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(d) octave down div2daEst
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(e) octave down 2xAest 2xdaEst
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(f) octave down div2Aest div2daEst
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(g) octave down 2xAest div2daEst
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Figure 4.47: Comparison of signals synthesised but using modified parameter estimates from original
analysis
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Figure 4.47 displays the outputs of re-synthesised signals with multiple changes to a combination of

estimated model parameters, compared against the 500 Hz reference signal with the same amplitude

envelope applied to the 1 kHz signal. All output signals have been re-synthesised using the frequency

estimates derived from the MoP decomposition of the 1 kHz sinusoid and pitch shifted an octave down

to 500 Hz, which as discussed and displayed in Figure 4.46 results in a well aligned pitch shifted signal,

but the amplitude envelope is not preserved. Adjusting estimated parameters of amplitude and change

in amplitude results in some interesting changes to the output signals, but although these changes

result in some interesting transformations, they do not help retain the original amplitude envelope.

It has been presented that a non-overlapping single frame analysis framework is able to model complex

sounds and complete music tracks using modelled pursuit. This method works well for monotonic

amplitude changes where changing the pitch is accomplished by simply changing the frequency

estimates. However, in the presence of non-monotonic amplitude change, even though the model is

able to represent the signal accurately, performing pitch modifications on non-monotonic sinusoidal

components modelled with a number of atoms does not maintain the amplitude envelope of the output.

Further investigation is required to evaluate the effect of this on changing kick and bass frequencies

while maintaining the low-end quality.

The above examples were re-synthesised using a single analysis frame, performing pitch shifting in a

real system with multiple frames requires the phase of the sinusoidal atoms to maintain coherence

across frame boundaries. Pitch shifting is a time based effect, the effect of changing a sinusoids pitch

has an affect on the periodicity and therefore the phase of the signal. Phase estimates from a new

analysis frame after pitch shifting has been applied to the previous frame will no longer be valid. The

value of the phase for the re-synthesised sinusoids needs to be stored and used with an additional

phase increment related to the pitch of that sinusoid at the start of the new re-synthesis frame to

maintain phase coherence.

This is clearly demonstrated in Figure 4.48 where phase coherence is not applied. The model used in

this thesis performs re-synthesis on a sample by sample bases, therefore the phase value at the end of

the frame as well as the value of the phase increment is readily available.
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(a) Pitch shifted sinusoid using phase estimates from decomposition does not match
the reference signal
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(b) Closer inspection shows the phase discontinuity resulting in the incorrect output

Figure 4.48: Pitch shifting has an affect on phase, therefore using estimates of phase from successive
frames causes phase discontinuities

Another example of pitch shifting with and without phase coherence is presented in Figure 4.49 where

the output signal with and without maintaining phase coherence is compared with the referenced

output signal. Figure 4.49a displays the errors between the two signals when not maintaining phase

coherence between frames, while Figure 4.49b displays the correct output when phase coherence is

maintained. Figure 4.49c displays the incorrect output on its own for a more detailed view of the

discontinuities.
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(a) Comparison of reference signal and pitch shifted output using original phase estimates results
in discontinuities at frame boundaries
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(b) Comparison of reference signal and pitch shifted output while maintaining Phase Coherence
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(c) Output without maintaining Phase Coherence

Figure 4.49: Comparison of Pitch Shifting with and without maintaining Phase Coherence
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4.5.6 Maintaining Amplitude Envelope

In the previous section, pitch shifting using estimates of parameters derived from MoP were discussed

in detail. The current implementation of MoP is based on estimating monotonic amplitude change.

Future developments could extend this to include dictionaries with higher order amplitude modulations,

but the current implementation, although able to perform pitch shifting accurately, does not preserve

the amplitude envelope after pitch shifting when non-monotonic amplitude changes are present within

the analysis frame.

One possible solution to maintaining amplitude preservation when pitch shifting using a system which

is designed to model monotonic amplitude change, could potentially split an analysis frame containing

non-monotonic amplitude change into two separate frames, one frame containing the attack part of

the sound, and the second frame containing the rest of the signal, including the release section of the

signals amplitude envelope.

Figure 4.50 displays a reference signal of a 500 Hz sine wave with an attack and release. Although this

is a simple signal which is used in testing, kick drums can be quite similar as shown in Figure 4.50b.
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(a) 500 Hz reference signal with non-monotonic AM
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Figure 4.50: 500 Hz reference signals and Kick Drum (@48 kHz)

Figure 4.51 displays the 500 Hz test signal split into two frames. Figure 4.51a displaying the attack

portion of the sound and Figure 4.51b displaying the release part. The signal has now been segmented

into two parts containing only monotonic amplitude change. Figures 4.51c and 4.51d show the output

of the MoP analysis. The results of the shortened attack frame are not as accurate as the larger release

frame due to the resulting resolution in frequency but this can be improved. Figure 4.52 displays the

result of the 500 Hz signal pitch shifted up an octave to 1 kHz and compared to a reference signal

with the same amplitude envelope.
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(a) 500 Hz reference signal Attack
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(b) 500 Hz reference signal Release
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(c) MoP output of Attack frame
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(d) MoP output of Release frame

Figure 4.51: MoP output of split signal into the attack and release parts
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Figure 4.52: Pitch shifted output using split frames and phase coherence maintains the amplitude
envelope of the pitch shifted signal
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The results the MoP decomposition are not exact, and therefore the resulting pitch shifted signal is not

a perfect match to the reference signal. However, the amplitude envelope has been preserved which

provides a possible solution for pitch shifting using MoP with amplitude envelope preservation.

4.5.7 Performing modifications on atoms

An interesting observation resulting from the above inspection of re-synthesising pitch shifted signals

with varying changes to amplitude and estimates of amplitude change, as shown in Figure 4.47, is

the possibility to apply interesting modifications to the re-synthesised signal by changing specific

parameters of different atoms before re-synthesis. Figure 4.53 demonstrates how the amplitude envelope

of a models output can be manipulated by adjusting a couple of atoms amplitudes which directly affects

the constructive and destructive interference and therefore the amplitude envelope of the resulting

synthesised sound.
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(a) Input signal and output signal with modified amplitude
envelope from adjusting amplitudes of specific atoms from

the decomposition before resynthesis
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(b) Input signal and output signal with modified amplitude
envelope from adjusting amplitudes of specific atoms from

the decomposition before resynthesis
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(c) Input signal and output signal with estimates for ampli-
tude change decreased by a factor of 2
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(d) Input signal and output signal with estimates for ampli-
tude and amplitude change doubled

Figure 4.53: Comparison of the effect changes in parameter estimates have on output
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4.5.8 Examining effect of Time Stretching

Stretching a signal in time without altering the pitch is a simple process for signals containing monotonic

amplitude change as presented in 4.54.
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Figure 4.54: A sinusoid (@48 kHz) with monotonic amplitude change is time stretched as expected

Signals containing non-monotonc amplitude change, modelled with MoP, encounter similar issues when

time stretching as those discussed in Section 4.5.5 regarding pitch shifting. Time stretching a signal

down to a shorter length produces reasonable results with the exception that the amplitude envelope

is not preserved as shown in 4.55.
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Figure 4.55: Non-Monotonic signals stretched down work reasonable well with the exception of the
amplitude envelope not being preserved
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Two reference signals are displayed in 4.56a for comparing the output of increasing a signal in time

from atoms derived from MoP. A 500 Hz signal with an attack time of 256 samples is displayed against

a signal representing the expected output when doubling the duration of this signal in time.
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(a) Reference Signals for examining Time Stretching
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(b) Non-Monotonic signal with length doubled in time

Figure 4.56: 500 Hz input sinusoid (@48 kHz) with a length of 1024 samples displayed against (A) a
reference signal twice as long with the attack and release times updated appropriately, and (B) where
this reference signal is compared to the time stretched output from applying the time stretching to all

MoP atoms.
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Unfortunately, extending the duration of a signal in time from parameter estimates derived from a

MoP decomposition, in the presence of non-monotonic amplitude change, results in a signal with some

unexpected amplitude modulation in the middle of the extended signal, as shown in Figure 4.56b. The

presence of the amplitude modulating in the middle of the time stretched output signal is caused from

the constructive and destructive interference of the underlying sinusoidal components derived by the

MoP decomposition. Time stretching these sinusoidal atoms results in a similar problem to that which

occurred when examining pitch shifting, where the amplitude envelope of the resulting output signal

did not match that of the reference signal.

The modification of non-monotonic sinusoidal components within the non-transient stage of the signal

being modelled, does not result in the expected time-stretched or pitch shifted outputs. A possible

solution to modelling non-monotonic amplitude change when an audio frame contains both an attack

and release section of the ADSR amplitude envelope was presented in 4.5.6 where the attack and

release sections are separated into two frames containing only the positive or negative amplitude

change. A MoP decomposition of these two separated frames is then able to model the signal with the

monotonic amplitude change estimates. Transformations can be performed on the separate frames

without the errors introduced in the presence of non-monotonic amplitude change, and then combined.

The estimation methods for estimating amplitude change presented in Chapter 3 are derived from

monotonic amplitude change which imposes this limitation on the system. Adaptive decomposition’s

such as the Quasi-Harmonic Model (QHM) [201] and the extension of QHM, the extended adaptive

Quasi-Harmonic Model (eaQHM) [202] [168] are able to incoporate non-monotonic amplitude and

frequency modulations within the model through iterative refinement. The Distributed Derivatives

Method [203] [204] incorporate non-monotonic amplitude and frequency modulations in the model

using higher order polynomial parameter estimation. Extending the current base atoms used by MoP

to include higher order polynomials within the decomposition remains a further research directive.

Although the manipulation of multiple atoms from an over-complete decomposed using MoP can

provide some interesting transformations, the resulting time and pitch-scale modifications are not

accurate. Kick sounds in general contain a basic fundamental frequency which changes rapidly at the

start, followed by a much more gradual monotonic amplitude and frequency change within the lager

semi-steady state section of the sound. The System Implementation presented in Chapter 6 describes

in detail how MoP is therefore implemented to find a single best fitting monotonic atom for each

spectral peak. Any remaining amplitude and frequency modulations from higher order modulations

for those spectral peaks, remain within the residual signal for further analysis.
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4.5.9 Synthetic Non-Stationary Testing
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(a) Constant Amplitude Linear Phase
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(b) Exponential Amplitude Linear Phase
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(c) Constant Amplitude Cubic Phase
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(d) Exponential Amplitude Cubic Phase
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(e) Linear Amplitude Cubic Phase
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(f) Cubic Amplitude Cubic Phase
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(g) Sinusoidal Amplitude Sinusoidal Phase
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Figure 4.57: Illustration of 8 of the waveform used for testing
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(a) Exponential Amplitude Quadratic Phase
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(b) Exponential Second Order Amplitude Constant Phase
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(c) Linear Second Order Amplitude Constant Phase
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(d) Exponential Amplitude Sawtooth (Key: G) synthesised
with 128 partials)

Figure 4.58: Illustration of remaining 4 waveforms used for testing

In [142] different analysis techniques are compared against a number of synthetic non-stationary

sinusoids with different amplitude and frequency modulations. The performance of eaQHM, exponen-

tially damped sinusoids estimated with ESPRIT, and log-linear-amplitude quadratic-phase sinusoids

estimated with the Reassignment method are compared. These tests have been repeated with the

addition of MoP using a non-overlapping framework, and the inclusion of three additional signals, two

with second order amplitude modulations and a third sawtooth signal with exponential amplitude

change. The 12 test signals are displayed in Figures 4.57 and 4.58, A table containing the waveform

names and abbreviated labels, which are sometimes referred to is given in Section A.2. More details

on the first 9 signals can be found in [142] including the equations used for generating the sinusoidal

signals.

The default sample rate for all test signals was set to 16 kHz. The settings for MoP for all of the tests

used a frame size of 512 samples, and a maximum of 64 sinusoidal partials allowed. MoP performed

reasonably well. The average SRER over all the test signals was 44.5 dB, but the end threshold
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specified for ending the decomposition was also set to −60 dB which would have limited the results to

this level of accuracy. The range of SRER values returned for different signals ranged from a maximum

of 64 to 40 with the exception of the Exponential Amplitude Cubic Phase (EA-C3P) which was not

modelled accurately with these settings, but improved to 50 dB when increasing the frame size to 1024

and maximum number of partials to 128. Increasing the ending threshold in this case would have

resulted in even better results.

The standard deviation of the SRER measurements for MoP ranged from 13 to 9 dB. In comparison

the standard deviation for eaQHM’s SRER results ranged from 82 to 76 dB. Reassignments standard

deviation ranged from 20 to 15 dB with EDS having similar results, ranging from 20 to 18 dB. eaQHM

produced the best overall mean result from all test signals of 94.96 dB using a hop size of 8 samples,

and a frame size of 16 samples, however the standard deviation with this result was still 78 dB. The

best result returned from Reassignment was only 30.75 dB using a hop size of 15 samples and a frame

size of 32 samples. EDS performed slightly better with the best result of 48 dB resulting from using

a hop size of 8 samples and a frame size of 32 samples. In general eaQHM, Reassignment and EDS

all returned the best results when using the smallest hop and frame sizes used in testing of 8 and 32

samples respectively, the only exception being the results from Reassignment where using the smallest

setting resulted in a negligible difference of 30.68 dB compared to 30.75 dB using a hop size of 15

samples, but using a hop size of 15 samples reduced the MIPS by half, from 0.33 to 0.16 seconds.

It should be noted that by default the Matlab script from [142] does not use the same default window

length for each method and differs between test signals. eaQHM always uses half of the default window

length during its analysis; Reassignment uses a frame size less 8 samples when evaluating Exponential

Amplitude Linear Phase (EA-LP) and a frame size four times larger than the default when evaluating

Exponential Amplitude Quadratic Phase (EA-QP), but otherwise uses the default parameters. EDS

always uses the default hop and frame size parameters, while MoP uses a fixed frame size of 512

samples with no overlap for all test cases.

The default settings from the Matlab script from [142] uses a hop of 1 ms, and the frame size set in

relation to the sample rate and frequency of the analysis signal expressed as:

frame size =

⌊
3× fs

f0

⌋
(4.15)
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The standard deviation for MoP remains relatively constant for MIPS with measurements resulting in

deviations of between 0.25 and 0.24. The standard deviation of eaQHM is more variable than the other

methods with the standard deviation ranging between 0.17 and 0.03. Reassignment’s measurements

of the standard deviation in MIPS ranged between 0.04 and 0.03. EDS’s standard deviation ranged

between 0.29 and 0.13, with a worst case outlier from default frame and hop size setting measured at

0.778.

The test conducted with MoP were done with a default frame size of 512 samples, and a maximum of

64 sinusoidal partials. Increasing the maximum number of partials in the case of these relatively simple

signals had a minimal effect on the MIPS. The average overall MIPS increased from 0.3613 seconds to

0.44771 seconds, with an increase the maximum number of partials to 128. Increasing the frame size

to 1024 samples with the maximum number of partials increased to 128 decreased the MIPS to 0.4079

seconds. Increasing the maximum number of partials improved the SRER results slightly, with the

maximum number of partials set to 128, but the ending threshold limit of −60 dB would again be a

limiting factor. The average SRER of 44 dB increased to 46 dB when increasing the frame size to

1024 samples. The effect of changing the frame size and maximum number of partials of the MoP

decomposition had a minimal effect on the quality of most of the signals being tested. The exceptions

being the Exponential Amplitude Cubic Phase (EA-C3P) test signal. With the default frame size of

512 samples and a maximum number of 64 partials, the SRER returned was only 6 dB. Increasing

the frame size to 1024 samples and the max number of partials to 128 improved the SRER of this

signal to 50 dB. This change unfortunately had a detrimental effect on the Constant Amplitude Cubic

Phase (CA-C3P) signal, where the SRER dropped from 41 dB to 23 dB. The decrease in quality to

the Constant Amplitude Cubic Phase (CA-C3P) signal resulting from increasing the frame size and

maximum number of partials is presented in Figures 4.59a and 4.59b. Alternatively, the increase in

quality of this change to a Exponential Amplitude Cubic Phase (EA-C3P) is presented in Figures

4.59c and 4.59d.

The tests conducted for eaQHM, Reassignment and EDS varied the frame size and hop amount between

tests with smaller hop and frame sizes generally performing the best.

“Nonstationary sinusoids with time-varying frequency are more challenging to model with longer

windows. The modeling performance of eaQHM and EDSM decreased when L increased for all the

synthetic nonstationary sinusoids” [142]. A hop size of 5ms was originally presented in [205], and as

little as 1 sample in [206].
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While MoP is an overcomplete representation, using far larger frame sizes and no overlap between

frames; the Reassignment and EDS method are in this case restricted to only one sinusoidal partial.

The smaller frame and hop size is therefore crucial for these methods to return accurate results with

this restriction. eaQHM is restricted to the number of fundamental frequencies provided as an input

to this implementation. Increasing the number of partials allowed in eaQHM (without providing the

frequency estimates), Reassignment or the EDS implementations resulted in errors.
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Figure 4.59: Plots demonstrating the effects of changes to frame size and maximum number of
partials from (513 and 64) to (1024 and 128) on two of the tested signals

EDSM uses a square window for analysis and a Hamming window for overlap-add (OLA) re-synthesis.

Reassignment uses Hamming windows for both analysis and OLA re-synthesis, eaQHM uses a Hamming

window for analysis and re-synthesis directly from C.21. Sections A.2.2 and A.2.15 contain the results

from a range of tests with varying frame and hop sizes in which the resulting input and output signals

are displayed along with tables containing the SRER and MIPS results. The following observations

are apparent when examining the results of the SRER table A.2.2.
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eaQHM performs incredibly well with the Constant Amplitude Linear Phase (CA-LP) signal with

most SRER results around 290 dB. The decrease in accuracy resulting from MoP appears to be an

incorrect estimate resulting in the initial value of the sinusoid starting at 0.003 instead of at 0. Using

zero-phase padding as presented in Section 6.2.1 would be more appropriate for this simple signal

where no change in amplitude would display a flat phase response across the sinusoidal peak, indicating

no amplitude change. The resulting signal’s performance would then only be biased by the methods

used in evaluating estimates of amplitude, frequency and phase which vary between different methods

such as QIFFT and other interpolation techniques.

The signals returned from RSM and EDSM both start with sample values aligned with the results from

eaQHM. However, there are resulting errors at the end of the frame which skew the results. Measuring

the SRER for the signal truncated by a single frame length greatly improves these measurements for

some of the test signals; this is especially the case for the CA-LP metrics.

In [142] the poor SRER measurements for RSM are possibly attributed to the implementation used

by the DESAM toolbox rather than the method itself. It is unclear if this is true as the results

for the entire signal excluding the final frame are very accurate. The poor results measured appear

to result from the incorrect re-synthesis of the final frame, suggesting that the framework used to

run these tests should take this into account, possibly padding the signal by a frame length with

zeros, and then truncating the results before measuring the SRER. Recalculating the SRER metrics

using the the original and re-synthesised signal with the last frame truncated, results in much better

metrics for RSM and EDSM, as shown in Table 4.1. Not all signals are affected by this. For RSM

there are significant improvements to the SRER metric for CA-LP, C3A-C3P and EA-QP, and slight

improvements regarding CA-C3P, LA-C3P and SA-SP. For EDSM there were significant improvements

for most signals: CA-LP, EA-LP, CA-C3P, LA-C3P, C3A-C3P and EA-QP, while EA-C3P and SA-SP

showed only small improvements over the original results.

It was previously stated that eaQHM produced the best overall result with a mean overall test signals

of 94.96 dB, With the newly measured results which aim to reduce the bias of the error in the resulting

final frame of the re-synthesised signal, EDSM has the best performance, with a mean of 127.6 dB

over all test signals.

EDSM is the only other method besides MoP which is able to accurately model the EA-NM and

LA-NM signals which are composed of an attack and a release where E denotes Exponential and L

denotes Linear amplitude change. It is unclear why eaQM and RSM are unable to model these signals
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using such small hop and frame sizes of 8 and 32 samples respectively, sometimes performing better

with larger hop and frame sizes as can be seen in the plots in Section A.2.13. In general, smaller hop

and frame sizes improve the accuracy of eaQHM, RSM and EDSM with the exception of a couple of

signals.

Signal eaQHM original RSM original RSM truncated EDS original EDS truncated

CA-LP 290.58 31.83 64.43 37.21 290.65

EA-LP 97.13 61.06 61.07 81.75 286.03

CA-C3P 118.01 32.17 44.06 37.09 100.83

EA-C3P 96.87 41.42 41.42 81.61 103.72

LA-C3P 43.72 36.06 41.95 42.31 106.19

C3A-C3P 101.97 23.91 47.10 28.19 95.40

SA-SP 77.05 34.80 38.97 41.21 57.21

ESA-SP 73.31 35.81 35.81 56.26 56.30

EA-QP 138.35 27.77 83.67 34.72 219.36

EA-NM 5.61 6.44 6.44 39.09 39.09

LA-NM 1.95 6.185 6.18 48.83 48.83

Table 4.1: Comparison of SRER metric recalculated with truncated output (truncated by one frame)
for RSM and EDSM using best performing setting with Hop of 8 samples and Frame sizes of 32 samples
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(c) Sawtooth modelled using EDS
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(d) Sawtooth modelled using MoP with 128 partials

Figure 4.60: Outputs of different models for Sawtooth Input synthesised using 128 partials
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4.5.10 Tests on released EDM Tracks

eaQHM performs well with percussive instruments and and other synthesised sounds [202,207]. This

is an iterative procedure which reiterates over the entire signal multiple times updating sinusoidal

partials non-stationary amplitude and frequency estimates to achieve an optimal solution.

A Python script provided by George Kafentzis and Panagiotis Antivasis [208] has been adapted for

testing eaQHM on fully produced EDM songs. The default values of the Python script use a frame

size of 32 samples and a hop size of 15 samples. The script is targeted at speech signals with a small

number of partials, but has been adapted to include up to 256 partials, and the frequency range

extended, ranging from 50 Hz to 15 kHz. A number of EDM tracks have been analysed using the

eaQHM python scrip which returned reasonable resulting re-synthesised waveforms. However, these

re-synthesised waveforms do contain audible artifacts, and the time taken to run the scrips on excepts

from the full songs, which are mostly under 30 seconds long, took a very long time. The average time

taken to analyse and re-synthesise each of the 5 short 30 second snippets was 13 hours and 40 minutes

on an Intel i7-5930K (CPU @ 3.50GHz, 64 Gig RAM) desktop PC.

MoP is able to re-synthesise the audio samples with a very high degree of accuracy, absent of glitches at

frame boundaries even though phase and amplitude coherence across frames is not applied. However,

this representation uses multiple sinusoidal atoms to model non-monotonic amplitude and frequency

changes occurring over a spectral peak. An over-complete sinusoidal representation is able to capture

overlapping components within the frequency domain. The potential of grouping these atoms into

their separate individual components requires further investigation..

The following Sections 4.5.10.1 and 4.5.10.2 present the modelling of these short audio samples for

eaQHM and MoP. More detailed plots and details of other tests are presented in Appendices B B.2.
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4.5.10.1 eaQHM Results
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Figure 4.61: eaQHM Results of Lumen - Gruntled (@48 kHz)
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Figure 4.62: eaQHM Results of Pippi Ciez - Baohum (@48 kHz)
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Figures 4.61 and Figures 4.62 display the Input, Output and Residual signals from a eqQHM analy-

sis/synthesis using the adapted python script from [208].

The SRER ranges from a worst case of 22 to 25 dB. The re-synthesised waveforms unfortunately

contain audible artifacts, and the time taken to run the scrips on the 30 second long audio snippets

from fully produced EDM tracks, which contains many polyphonic complex components, took a very

long time.

4.5.10.2 MoP Results

Figures 4.63 and 4.64 display the Input, Output and Residual signals from an MoP decomposition.

The residual signals contain very low level of energy, as most of the signal components; including

complex polyphonic sounds, have been modelled accurately by the overcomplete representation. The

average SRER was 40 and 44 dB with 256 components specified as an exit criteria. The over-complete

MoP decomposition allowing multiple atoms for sinusoidal peaks, which does not reply on phase or

amplitude continuation between partials, shows an improvement compared to the results presented

above using eaQHM.

The average time to execute the MoP decomposition in Matlab [16] without any parallelization was

between 180 and 410 seconds, which is still between 10 and 20 seconds of analysis/synthesis time per 1

second of audio data. Matlab is a scripting language, and used here for easy of use and visualisatrion

of data when protopying the algorithms used in this thesis. Matlab is highly efficient at matrix

multiplications but performance decreases when using dynamic memory allocation [209]. Porting the

scripts to a compile language like C++ would improve this performance. Additionally, MoP is a

highly parallelizable process which can be implemented on multi-threaded CPU cores for accelerated

computing. Implementation on a GPU could improve this further with recent improvements in GPU

pipelining of instruction [210].



CHAPTER 4. NON-STATIONARY MODELING USING MODELLED PURSUIT 187

0 2 4 6 8 10
Time (samples) 105

-1

0

1

A
m

p
lit

u
d
e input

0 2 4 6 8 10
Time (samples) 105

-1

0

1

A
m

p
lit

u
d
e output

0 2 4 6 8 10
Time (samples) 105

-1

0

1

A
m

p
lit

u
d
e Residual SRER =44.59 dB, MIPS =180.3 seconds

Figure 4.63: MoP Results of Lumen - Gruntled (@48 kHz)
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Figure 4.64: MoP Results of Pippi Ciez - Baohum (@48 kHz)
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4.5.11 Modelling transient components using Modelled Pursuit

Section 2.6 in Chapter 2 provides an overview of transients and transient modelling. Any sudden

change resulting in a significant increase in energy within a signal can be regarded as a transient

component. In the context of kick and bass, this can be defined as a percussive element’s sudden onset

where there is a short burst and rise in energy followed by some decay (generally) over a longer period

of time.

Spectral models have been extended in the past to include Transient modelling and synthesis such

as in [101,107,211] where a flexible analysis/synthesis model for transient signals was proposed that

effectively extended the Spectral Modeling Synthesis (SMS) parameterization of signals from sinusoids

and noise to sinusoids, transients and noise. The explicit handling of transients provided a more

realistic and robust signal model. These models reply on a transient detection stage, responsible for

identifying note onsets [119–122,124,129,130,212–214]. Transients are usually detected and removed

from the input signal prior to the sinusoidal and residual modelling stages. However, extraction of

sinusoidal components leaving transients to be modelled and extracted from the residual signal is not

an uncommon approach.

In a fixed-size single-frame non-overlapping analysis system the length of the analysis window could

potentially be too long for an accurate decomposition of a transient well localised in time. Transient

components are not modelled by the sinusoidal analysis stage using this approach, leaving them in the

residual signal. The following Chapter 5 presents a method for modelling the residual signal using the

undecimated discrete wavelet transform. Transient components are able to be separated from the noise

within the residual signal using popular denoising techniques commonly used by this representation.

However, investigation into different wavelet types and different threshold levels related to the amount

of energy remaining in the residual signal for finding an optimal solution with this method remains as

a future research item. Once separated, the localisation of transients in time can be detected, and an

appropriate sub-frame containing the transient extracted and decomposed by MoP.

In the following section a number of short percussive sounds (snares, hi-hats) are decomposed and

evaluated using MoP using the causal implementation with a rectangular window to model transient

components using multiple sinusoidal components in an over-complete decomposition.
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Due to the shorter window, which reduces the frequency resolution and the number of broadband

components, the decomposition of short percussive sounds using MoP is found to be effective and does

not suffer from the issues encountered with non-monotonic signals using an over-complete representation,

presented in section 2.8.

Figure 4.65 shows a software synthesizer Kick2 [8] used for generating kick sounds. The note onset

quickly decays from 17.197 kHz to 448 Hz in a matter of 48 samples which would cause a large bias and

poor modelling from traditional non-stationary sinusoidal methods. However, using an iterative MoP

approach with a dictionary of semi-stationary sinusoidal atoms (only change in amplitude is modelled

not frequency change) is able to provide an accurate decomposition from a linear combination of these

atoms.

Figure 4.65: Kick2 Synthesiser with large change in pitch at onset

The implementation of MoP used in this section for modelling percussive sounds uses a segmented

non-overlapping frame based analysis framework, with a rectangular window and parameters estimated

using causal measurements. The implementation first performs the analysis using the default setting

for MoP which use the less costly direct amplitude estimation method. However, in the case that the

iterative MoP method described above using the direct amplitude estimation method cause the energy

in the residual signal to increase, then the estimation method is replaced with the more expensive

inner product amplitude estimation method where this issue is avoided since residual energy decreases

monotonically with MP. A flexible framework whereby the MoP implementation is able to switch

between the direct amplitude estimation method and the more costly inner product method when an

increase in energy in Rns occurs, provides a flexible compromise between computational complexity

and accuracy.
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4.5.11.1 Examining atomic decomposition of transients components using MoP

One of the research objectives outlined within this thesis was to examine modelling short transient

signals with non-stationary sinusoidal bases. Transients are described in detail in Chapters 2 and 5

but are essentially short-term broad-band components. Transient / Steady-State (TSS) separation is

commonly applied in a signal model allowing these components to be modelled separately.

An over-complete decomposition of percussive sounds using MoP is able to model and re-synthesise

these signals accuracy with an average SRER of over 40 dB . Snare drums, Hi-Hats and other percussive

sounds are in general short signals containing broad band components. The presence of a large number

of frequency components, and often elements of noise enables MoP to decompose these short signals

into an atomic decomposition which able to perform time and pitch scale modifications in a meaningful

and expected way.

Kick Drum Example:

Figure 4.66 displays a simple kick drum. The first 512 samples are displayed in Figure 4.67. The

transient region is roughly around 200 samples long before there is a transition into a more sinusoidal;

deterministic / steady sate; stage of the kick drum. A frame of the first 256 samples was chosen as

this is the closest number of samples to that transition point from which the Fast Fourier Transform

can be computed. Figure 4.68 compares the input signal with the output of a 64 atom decomposition

using causal MoP. The output of the MoP decomposition is very close to the input signal. Figure

4.69 displays the 16 most prominent atoms from the decomposition. This shows diverse range of

components contributing to the transient signal which is expected to consist of short-term broadband

components.

Figure 4.70 displays the pitch shifted transient, while Figure 4.71 displays the transient component,

time stretched by a factor of 0.5 and 2, and re-synthesised with the remaining unmodified signal from

MoP parameter estimates.
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Figure 4.66: Kick Drum (48 kH) Transient

0 50 100 150 200 250 300 350 400 450 500
Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

Kick Drum

Figure 4.67: Kick Drum Transient (512 samples)
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Figure 4.68: Transient from 4.67 compared to output of 64 MoP Atoms
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Figure 4.69: 16 of the atoms from MoP which have the most influence
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Figure 4.70: Kick Drum Transient Component of 256 samples from 4.67 pitch shifted by 0.5 and 2
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Figure 4.71: Kick Drum Transient Component of 256 samples from 4.67 time stretched by a .5 and 2
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Figure 4.72: Hi Hat Pitch Shifted (@48 kHz)
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Figure 4.73: Snare (@48 kHz) Example Pitch Shifted
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Figure 4.74: Snare (@48 kHz) Example Pitch Shifted
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Figure 4.75: Snare (@48 kHz) Example Pitch Shifted
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Open Hi Hat Example Time Stretched:
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Figure 4.76: Open Hi Hat (@48 kHz) Example Time Stretched
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Figure 4.77: Snare (@48 kHz) Example Time Stretched
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Figure 4.78: Snare (@48 kHz) Example Time Stretched
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Figure 4.79: Snare (@48 kHz) Example Time Stretched
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The audio files for the above examples are available in the list of Accompanying Material in E.

The modelling of percussive using matching pursuit performs highly effectively. It ha bee shown

that the original signal can be reconstructed to a very high degree of accuracy. Pitch shifting and

Time Stretching have been shown to work well with short broadband components using smaller

windows localised around the percussive sound such as a hi-hat or snare. Interesting sound have been

demonstrated from the selection or reconstruction of a limited set of atoms, creating new timbers /

sounds.

The following section investigates modelling both transient and simi-stationary sinusoidal components

from single frame estimates. MoP is able to accurately model and reconstruct the sound even though

the basis functions with extend the length of the analysis window may be longer than the percussive

or transient sections contained within the frame. The limitation a fixed basis length leads to non-

monotonic components being decomposed into multiple atoms with similar frequencies but wit varying

amplitudes, phase and monotonic estimates of amplitude an frequency change. This leads to errors in

the resynthesised signal when performing time and pitch scale modifications. Extending the dictionary

of atoms of various lengths and localizing them at the correct time within a frame would result in more

accurate decomposition where spectral elements do not span the entire analysis space. The following

section describes this in detail.
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4.6 Conclusion

The atomic decomposition method of MoP has been introduced and adapted for use in a non-

overlapping frame by frame analysis system. Two different implementations using causal and non-causal

measurements have been presented. Change in frequency and the effect this has on first and second

order phase difference measurements have been discussed with possible solutions for incorporating

frequency change estimates from the second order derivative of the phase, and methods for correcting

the amplitude estimates from the effect this has on first order phase difference measurements.

MoP has been shown to capture frequency change as multiple semi-stationary (only amplitude change,

no frequency change) components. moP is able to decompose and re-synthesise complicated signals

containing complex amplitude and frequency changes, including components which overlap in the

frequency domain.

EDM dance music has also been captured in an over-complete single frame representation which does

not rely on data from previous frames. The discontinuities at frame boundaries are below -40 dB.

Non-monotonic amplitude change is shown to be problematic when time and pitch shifting transforma-

tions applied, due to the change in constructive and destructive interference the atoms have on the

re-synthesised sound. Percussive sounds with short broadband components which have shorter attach

times show promising results for time and pitch scale modifications from a causal MoP implementation

using a rectangular window for a single analysis frame encompassing the entire sound.

The following Chapter 5 presents a novel method for handling the residual signal after an MoP atomic

decomposition.



Chapter 5

Residual Modelling

“In the Wave Lies the Secret of Creation”

Walter Russell (1931) [215]

5.1 Introduction

Signal models assume an underlying structure of the signal being modelled. Sinusoidal models capture

harmonic and periodic functions and so aim to model the oscillatory waveform’s embedded within an

audio signal. Source filter models represent speech as a combination of periodic and noise sources for

the generation of the vocal chord vibration, air turbulence and frication (noise generated from the

glottis) respectively, while resonant all-pole filters model the vocal tract [216].

The sinusoidal model used in this thesis to analyse and re-synthesise an audio signal decomposes

the original signal into its non-stationary sinusoidal components. The single frame modelled pursuit

approach employed performs this iteratively, where the sinusoidal peaks with the highest magnitudes

are selected, synthesised using the parameters estimated from the methods discussed in Chapter 3,

and subtracted from the original signal. This leaves an altered signal to be analysed again which

has been reduced in energy by the removal of the modeled components. This process continues until

certain criteria are met as discussed in Section 4.3. What is left at the end of this process is the

difference between the original signal and the signal synthesised from the parameters of all the modelled

sinusoidal components. This remaining signal is termed the ‘residual’ in spectral modelling systems,

200
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also referred to as the stochastic component [71]. The quasi-stationary parts of the audio signal are

considered as long-term narrow-band components because they are modelled from sine and cosine

basis functions which are non-finite, and in general are modelled with small frequency changes which

do not span a large range within the frequency spectrum. However, the residual part of the signal is

“comprised of both long- and short-term broad-band components.” [217].

Long-term broadband elements encompass other longer lasting noisy components not well modelled

using sinusoidal basis functions and can include “such musical phenomena as flute breath noise or

violin bow noise. Synthesis without such “noise” tends to sound artificial; it is desirable to improve the

synthesis realism by modeling the residual in such a way that it can be re-injected in the synthesized

signal.” [218]
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(a) First 512 samples of an example kick drum
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(b) Magnitude Response of kick drum in Figure 5.1a
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(c) First 1024 samples of an example kick drum
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(d) Magnitude Response of kick drum in Figure 5.1c

Figure 5.1: Example of a kick drum containing a fast attack and part of the more gradual release,
and the magnitude response.
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Short-term broad band components are classified as transients which are associated with note onsets

where a sudden attack causes a short burst of energy manifested as broadband noise in the frequency

domain. An example of a kick drum audio sample and the magnitude spectrum from the first 512 and

1024 samples are shown in Figure 5.1.

Different music instruments exhibit different transient behaviours. A kick drum is a relatively simple

signal, and can be synthesised using a sinusoid with a defined ADSR envelope for its amplitude as well

as a frequency ramp. The frequency of a kick drums usually starts at a high frequency with a very

fast decay to a lower frequency and then a slower decay to an even lower frequency as is shown in

Figure 5.2 where the frequency of the sinusoid starts at C10 (17.9 kHz), suddenly drops o A4 (448

kHz), and then gradually decays and settles to G 1 (53 Hz) at the end of the release part of the sound.

Figure 5.2: Kick Drums pitch envelope

A snare drum for instance is a percussive instrument which in comparison contains far greater broadband

noise as shown in Figure 5.3.
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(a) Example of a snare drum
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(b) Magnitude Response of snare from Figure 5.3b
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(c) First 1024 samples of an example snare drum
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(d) Magnitude Response of snare from Figure 5.3c

Figure 5.3: Example of a snare drum (@48 kHz) and the magnitude response.

A guitar will also have different characteristics depending on the type of string; the shape and material

of the body, and how the string is plucked. Examples of which are shown in Figures 5.4 and 5.5.
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(a) Example of a guitar string plucked
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(b) Magnitude Response of guitar from Figure 5.4a
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(c) First 1024 samples a plucked string from a guitar
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(d) Magnitude Response of guitar from Figure 5.4c

Figure 5.4: An example of a plucked string from a guitar (@48 kHz) and the magnitude response
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(a) Another example of a guitar string plucked
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(b) Magnitude Response of guitar from Figure 5.5a
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(c) First 2048 samples a plucked string from a guitar
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(d) Magnitude Response of guitar from Figure 5.5c

Figure 5.5: Second example of a plucked string from a guitar (@48 kHz) and the magnitude response
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(a) Single Bass note
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(b) Magnitude Response of Single Bass note from Fig-
ure 5.6a
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(c) Single Bass note (1024 samples)
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(d) Magnitude Response of a Single Bass note from
Figure 5.6c

Figure 5.6: Single Bass note (@48 kHz) with magnitude spectrum
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(a) Wobbly Bass Example
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(b) Magnitude Response of Wobbly Bass from Figure
5.7a
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(c) Wobbly Bass (1024 samples)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

Frequency (Hz)

-100

-90

-80

-70

-60

-50

-40

-30

A
m

pl
itu

de

(d) Magnitude Response of Wobbly Bass from Figure
5.7c

Figure 5.7: Wobbly Bass (@48 kHz) example with magnitude spectrum
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(a) Tight Bass Example
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(b) Magnitude Response of Tight Bass Example from
Figure 5.8a
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(c) Snippet of Tight Bass Example (1024 samples)
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(d) Magnitude Response of Tight Bass from Figure
5.8c

Figure 5.8: Tight Bass Example (@48 kHz) with magnitude spectrum
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(a) Sawtooth Bass Example
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(b) Magnitude Response of Sawtooth Bass from Figure
5.9a
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(c) Snippet of Sawtooth Bass Example
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(d) Magnitude Response of Sawtooth Bass from Figure
5.9c

Figure 5.9: Sawtooth Bass (@48 kHz) example with magnitude spectrum

Electronic Bass sounds are a lot more diverse than kicks drums. You can have a very tight bass

line, where the notes start and stop quickly allowing for a clear sounding bass line due to the notes

not overlapping, which has quite some punch and transient to it. Alternatively, bass lines can be

modulated to create a wobbling effect and depending on he genre can be much longer in length and

overlap with the kick drums to create a slower but deeper sound. Longer bass lines can however cause

a muddy bass line, where the low frequencies of the kick and bass blend together and blur the details

of the low end, while also influencing and blurring the transients. An example of a single bass note is

shown in Figure 5.6, Figure 5.8 shows a tight 3 note bass line for use with a kick drum in dance track

with a 4/4 time signature, which is the default for most electronic dance tracks. A 4/4 time signature

means that there are four beats in a bar with each quarter note getting one beat. In electronic dance

music the ‘kick and bass’ is composed wit the kick drum as the first note, followed by 3 bass notes on

each quarter note within the bar. Figure 5.7 shows what can only be described as a wobbly bass with

not much of an attack to it. Examining Figure 5.7b shows a lot of broadband components across the

entire spectrum for this bass sound with a relatively smooth modulated attack and release over the

length of a bar. However, the magnitude spectrum presented in Figure 5.7d displays a much smoother

magnitude spectrum for a frame of 1024 samples compared to the other examples.
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Figure 5.9 shows and example of a richer sounding bass generated using a sawtooth waveform containing

both even and odd harmonics of the fundamental frequency.

The above examples all use a rectangular window, and so suffer from some spectral leakage, but

this window is selected here and in the causal implementation of the non-overlapping frame based

implementation of MoP as it does not smear any transient components in time. The examples are

presented here to display the differences in broadband components between different signals which are

relevant to the following Section on Transient Modelling 2.6.

The real-time aim of the framework presented in this thesis works best with frame lengths of 512

or at a maximum 1024 samples to reduce the latency required for real-time performance, which

translates to about 23 or 46 milliseconds. The method employed to model non-statonary sinusoidal

components in this thesis is based on the sparse over complete method of modelled pursuit discussed

in Chapter 4. PDA methods of amplitude change provide accurate estimates of monotonic amplitude

change. However, transient signals which consist of an attack and decay stage are non-monotonic.

Two approaches have been taken in this thesis for modelling transients. The first method only models

monotonic amplitude change, leaving non-monotonic amplitude change within the residual signal. In

this thesis, the residual signal is modelled using the Undecimated SWT which is discussed in the

following sections. Figures 5.10a and 5.10b presents a sinusoid with non-monotonic amplitude change

consisting of an attack and decay stage. The initial monotonic component and the resulting residual

signals are presented. The initial atom captures the dominant sinusoidal partial from which the

sound has been synthesised from along with the more prominent decay stage. However, the resulting

residual signal does not represent the transient component or actual signal very clearly. Although

this is a simple signal, kick drums in particular can be synthesizes in a similar manner. Leaving this

residual signal to be modelled in the wavelet domain, while applying time and pitch modifications to

the sinusoidal components presents an interesting problem when combining the two to produce the

modified output signal after modification.
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(a) Sinusoid with non-monotonic attack and decay stage, initial monotonic component and the residual
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(b) Sinusoid with non-monotonic attack and decay stage, initial monotonic component and the residual

Figure 5.10: Sinusoid with non-monotonic attack and decay stage, initial monotonic component and
the residual
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This observation, along with advances in GPU technology and research in GPU audio processing,

and a conversation regarding modelling transients as multiple sinusoidal components resulted in the

following hypothesis:

“Given advances in parallel processing, how accurate can we model non-stationary sinusoidal components

while aiming to be as close to real-time processing as possible. The idea being, given enough resources,

let us look at throwing ‘everything and the kitchen sink’ as the problem.” [219].

Traditional sinusoidal models which do not attempt to model transients separately often suffer from

what is referred to as pre-echo due to the attack becoming smeared in time [108]. Linear ramped

trajectories of sinusoidal peaks between overlapping analysis frames often causes these pre-echo artifacts.

Multiband sinusoidal modelling such as that used in [220, 221] uses different window sizes to allow

shorter sinusoids at high frequencies which gives a better time resolution and thus diminishes the

pre-echo effect. All-inclusive systems for modelling transients and noise with a sinusoidal model have

been presented in [222, 223] but it is ‘unclear if modifications will be natural’ [108]. These systems

however reply on an overlap-add method for analysis/synthesis which as mentioned is often responsible

for the pre-echo due to linear ramped trajectories of sinusoidal peaks between overlapping frames.

The second approach taken in this thesis as a result of the above hypothesis is to model sinusoidal

components including transients and non-monotonic amplitude change as a number of sinusoidal

atoms in an atomic decomposition using non-overlapping frames and a rectangular window with causal

single frame PDA analysis methods as described in Chapter 4. This technique is is able to model

non-stationary complex signals to a high degree of accuracy and as result the amount of transients

audible in the residual signal after sinusoidal modelling using this implementation of MoP is very low,

but not totally eliminated, and pre-echo artifacts are minimised.

The examples presented below are used for displaying the accuracy of MoP for modelling of transients

which has just been discussed, and secondly, to present examples of the residual signal. The number of

sinusoids used has a direct impact on the quality of the models output. The use of fewer sinusoidal

partials can lead to clicks and discontinuities at frame boundaries in a on-overlapping framework. This

can be corrected by maintaining amplitude and phase coherence across frame boundaries with the

additional required of tracking and matching up sinusoidal components between frames. The residual

signal is also directly affected by the choice of modelling transients as sinusoidal components in an

overcomplete representation, or only modelling quasi-stationary sinusoidal components as in the case

of the the non-causal implementation where transients are smeared by the use of a Hanning window.
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Leaving transients and other broadband components to remain within the residual signal results in

a more complex and louder residual signal. However, the techniques for modelling the residual in

either case and extracting transient components from noise remains the same. Modelling transients as

sinusoidal component in an overcomplete decomposition, or excluding them from the sinusoidal part of

the model requires further analysis and qualitative testing, leaving it as a future research directive.

5.1.1 Kick and Bass example

In general kick and bass sounds have been presented separately. An example of a kick, combined with

a bass, then reduced by 6 dB before mastering is presented in Section B.1. This section presents the

process of combining a kick and a bass line, along with examples of the effect mastering tools have on

the resulting signal. The decomposition of the signal and the re-synthesised output from the MoP

model, along with the resulting residual signal are presented. The signals consist of a combination of

quasi-stationary sinusoidal components, shot-time broadband components, and noise.

Figures 5.11, 5.12 and 5.13 present a kick and bass line with the resulting output, and the residual

signal. The residual signal consists of some clicks at note onsets and some broadband noise in between.
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Figure 5.11: A kick and bass line (@48 kHz) modelled using MoP and the resulting residual signal.
The output from the MoP decomposition is highly accurate.
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Figure 5.12: A kick and bass line (@48 kHz) modelled using MoP and the resulting residual signal
zoomed in Amplitude for clearer inspection of clicks at note onsets. [-0.1 0.1]
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Figure 5.13: The first frame (1024 samples) of a kick and bass line 5.11 modelled using MoP and the
resulting residual signal for a closer inspection of Input, Output and Residual
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5.1.2 Kick Drum example

Another example of modelling only a kick drum with a number of sinusoidal components is shown in

Figure 5.14 which shows the first frame of a kick drum modelled using MoP with non overlapping

frames of 1024 samples. The input and modelled output of the first analysis frame comprising of

the note onset and and part of the decay are presented. The number of sinusoids used to model

the transient part of the kick drum has a direct effect on the quality of the model. Figures 5.14d,

5.14c, 5.14b show how the number of sinusoids used improves the models accuracy with 512 samples

providing an almost prefect reconstruction.

Figures 5.15d, 5.15c, 5.15b show a zoomed in look at the details of modelling the transient part of the

kick drum using 128, 256, and 512 sinusoids respectively. While Figures 5.16a, 5.16b, 5.16c show the

residual signal of the model. Using 512 sinusids for modelling the transient part of this particular kick

drum clearly reproduces highly accurate reconstructed signal.
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Figure 5.14: Kick Drum Example (@48 kHz) modeled with different number of maximum partials
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Figure 5.15: First 128 samples of a Kick Drum 5.14 modeled with different number of maximum
partials
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Figure 5.16: Comparison of input signal and residuals

The implementation of MoP is given a maximum number of atoms to use if the modelled pursuit

criteria of the residual signal falling below a certain threshold are not yet met. This can be the case

for the modelling of transient signals. In this example the number of sinusoids needed to model the

sustain and release parts of the kick drum reduces down to only 14 sinusoidal atoms at the most stable

part of the kick drum, compared to the 512 atoms required to accurately model the first frame.
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5.1.3 Multi-Instrument Dance Track example

Figure 5.17 shows the residual signal in comparison to an input signal comprised of a complete electronic

dance track which includes not only kick and bass sounds but percussion and lead synth sounds as

well. The residual signal has an energy mean of -50 dB, but does contain a peak amplitude at 0.038 or

-28.4126 dB which is low but still audible. The concentration of the energy within the residual signal

appears at transient events where percussive elements such at high hats and snare sounds overlap with

the kick ad bass components. The maximum number of sinusoidal stoms used for the modelling of

this complex audio signal was limited to 256 sinusoids, with an analysis frame of 1024 samples. The

modeling of the transients can be improved by extending the number of sinusoids used in the model

but computational demands or more complex signals will have an impact on the models accuracy and

so the approach of modelling both short and long term components which remain in the residual signal

requires further investigation.
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(b) Residual signal after spectral modelling

Figure 5.17: Comparison of input signal and residuals

5.1.4 Discussion

Having presented some examples of transient modelling using MoP, and the resulting residual signals,

this section concludes with a brief overview of some other approaches to modelling transients. This is

followed by Section 5.2 on using wavelets for modelling the residual signal followed by Section 5.3 in

which details of the generalised approach for implementing the shift-invariant undecimated version of

the discrete wavelet transform in a segmented framework are presented. The chapter concludes with

Section 5.4 in which an approach to separating transient components from noise within the residual

signal are presented.
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Glover et al present an approach of musical note segmentation by identifying the boundaries of note

onsets, attack, sustain and release regions in real-time using linear-prediction and other Onset Detecting

Functions (ODF) [101] and [214,224,225]

Numerous other models have been proposed for the detection and modelling of transients in audio

signals. A hybrid sinusodial and source-filter model has been presented in [213]. Exponentially

Dampened Sinusoidal models have been extended to Damped and Delayed Sinusoidal (DDS) model as

well as modal decomposition of musical instrument sounds via optimization-based non-linear filtering

[226] have been explored for modelling transients [174]. Adaptive models such as eaQHM have also

been used successfully to model transients, percussive musical instrument sounds, speech and synthetic

non-stationary sinusoids [142,202,227].

Wavelets have also been investigated for their use in transient modelling due to their ability to zoom

in on finer details and detect discontinuities within signals. Wavelets have been suggested for transient

modelling in [100] and with application to parametric audio coding in [175, 228]. The Continuous

Wavelet Transform (CWT) has been proposed for use in a additive synthesis based Sinusoidal plus

Transient Model in [229]. Transient modelling by matching pursuit with a wavelet dictionary for

parametric encoding has been presented in [228]. Separation of transient information from musical

signals using multiresolution analysis and wavelets has also been presented in [230] using a high

frequency content (HFC) onset detection function proposed in [148]. Transient detection and encoding

using wavelet coefficient trees has been used to some degree of success [231] but the tree estimation

methods failed to resolve transient in all cases requiring further training. Transient modelling using

matching pursuit with the application of parametric audio coding was been explored in [175] where

wavelet-packet trees using Daubechies filters (asymmetric) provided best results, but suffered when the

signal contained a high degree of sinusoidal; content. An anlysis-synthesis model for transient sounds

using the Stationary Wavelet Transform (SWT) and Singular Value Decomposition (SVD) was used in

[232] but details of using this in a real-time segmented audio framework are not presented. Wells et all

describe an approach for modelling residual signals including transients in [9, 217].

In the following section details for using an overcomplete redundant shift-invariant representation

using the SWT for modelling the residual signal in a segmented real-time audio system are given.
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5.2 Decomposition using Wavelets

“They can’t see the forest for the trees” is an expression for when someone is concentrating on the

finer details of something too much, and can no longer see the bigger picture. This analogy has been

used to explain wavelets in the past describing the wavelet transform as a multiresolution process able

to seperate the time frequency resolutions into a non-uniform grid which is able to capture a better

resolution of temporal data at high frequencies and capturing low frequency information which evolves

over more time on a larger time scale [233–236].

This is an apt analogy for describing the Heisenberg uncertainty principle where the position and the

velocity of an object cannot both be measured exactly at the same time. This applies directly to the

STFT where the length of the analysis window (in time) has a direct effect on the frequency resolution.

A longer analysis frame results in a more detailed frequency resolution, but the information in the

frequency domain concerning ‘when’ something occurs is blurred as the frequency information is given

as an average over that span of time. A shorter analysis frame improves the time resolution, while

reducing the frequency resolution. Improving the accuracy of both time and frequency information is

a strong driving force behind much of the research on signal analysis.

Sines and cosines which form the bases of Fourier analysis span the length of the analysis frame in the

STFT. They therefore generally do a poor job at approximating sharp discontinuities or spikes in the

data.

As explained in Section 2.10.1 wavelets and the DWT offer a multi-resolution approach to signal analysis

where half band filters divide the spectrum into a high frequency band (approximation coefficients

g) and a low frequency band (detail coefficients h). This processes is repeated on the low frequency

approximation coefficients for a number of levels j as shown in Section 2.29. The wavelet transform

provides low time resolution at low frequencies and a high time resolution at high frequencies. A multi-

resolution approach offered by wavelets therefore provides a useful tool for modelling transient signals

which are left after sinusoidal modelling as well as modelling other long-term noisy components left in

the residual signal. The detail coefficients (high passed frequencies) provide good time localisation

properties which are appropriate for detecting discontinuities and modelling transients, while the

approximation coefficients (low passed frequencies) provide low frequency information regarding the

more stationary components [217]. Wells et al propose using wavelet analysis as a multi-resolution

approach for the modelling of the residual signal [9, 217]. The assumption that the residual is fully
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described by its amplitude and its frequency characteristics implies that it is unnecessary to keep

either the instantaneous phase or the exact spectral shape information [50]. However this assumption

for short-term transient components within the residual signal is not correct [106]. For long term

stationary noise this information is not required, but for impulsive components the phase and magnitude

information is in fact critical for capturing the temporal detail of these transient components [9].

The method employed by Wells et al to derive the residual signal from the original and synthesised

model uses spectral subtraction which retains the phase and magnitude information in the residual

signal, thus retaining the timing information of these components. This is then passed on to complex

wavelet analysis for deriving the outputs of this analysis, which are time-varying parameters (gain,

centre frequency and bandwidth) used to filter synthesised random noise through a bank of parametric

equaliser filters. The aim of this approach was to combine both transient and long term noisy

components in a single model [9].

However the method of relating the wavelet filters to the bandwidth of the equalisers was not very

satisfactory and the authors highlighted that the need for another approach may be required, while

highlighting that the shift invariant undecimated wavelet transform may offer more details of the

signal through a redundant representation of the data. The shift invariant of the undecimated wavelet

transform makes it an attractive analysis tool [9]. This is related to the disadvantage of the DWT

approach as it is critically sampled, meaning there is a decimation stage which causes it to be shift

variant. This is an undesirable property as important information is lost in the time domain, therefore

applying changes to the wavelet coefficients can result in aliasing in the frequency domain.

The result of discarding every second sample at each decomposition level is that a shift in the input

signal can cause large variations in the distribution of energy between wavelet coefficients at different

levels or scales, which can be interpreted as aliasing. One method to overcome this property is to have

a fully sampled transform which omits the sub-sampling. This is commonly referred to the algorithm

à trous [237].

Because there is no down-sampling, the algorithm is said to be overcomplete or redundant (non-

orthogonal), but it is shift-invariant. This property comes at the cost of additional computation and

memory, and the filters must be dilated (by inserting zeros) at each level of the transform. This

dilation of the mother wavelet causes the filters to double in size at each level rather than the number

of wavelet coefficients halving in size, and as such poses a slightly different problem for implementation

in a real-time segmented system.
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Some statistical applications of the SWT are highlighted in [238] where it is clearly shown how the

redundant overcomplete multi-resolution approach to the wavelet transform provides more detail and

is an important tool in transient analysis and de-noising. The undecimated wavelet transform is also

shown to be an important tool for transient detection and de-noising in [239] and [240] respectively.

Wavelets provide another set of functions which are well localised in time and frequency and so provide

insights into signal details such discontinuities and short bursts or changes in the signal, which sinusoids

can not provide. The ability of the undecimated wavelet transform for detecting and modelling

transients as well as its use in de-noising makes it an attractive and interesting tool for modelling the

residual signal in a spectral modelling framework.

However, one of the potential issues of real-time processing in the wavelet domain, is the problem

of block-end artefacts at frame boundaries due to convolution. Applying the DWT to a segmented

real-time signal while eliminating any block-end artefacts has been a topic of interest in recent years.

There have been several papers on the wavelet transform and applying the DWT, wavelet packet

transform (WPT), and M-band wavelet techniques on finite audio frames for specific applications

[241,242] including a number of papers on a more general and transferable approach to applying the

wavelet transform in real-time to finite length audio frames [243–246].

Work for implementing a framework for applying effects in real-time in the wavelet domain was

presented in [247,248]. The SegWT algorithm, provides a general approach to applying the forward

and inverse DWT while eliminating block-end effects.

Implementing an undecimated or partially decimated wavelet transform in a multi-resolution approach

to residual modelling and transient detection was proposed in [217] but its implementation did not

consider the effects of windowing on the process in much detail.

The redundant undecimated wavelet transform, algorithm à trous, and Stationary wavelet transform are

all related and provide a redundant shift-invariant wavelet decomposition by avoiding the downsampling

at each decomposition level and instead upsampling the filters by inserting zeros between the coefficients.

This has become a popular tool for both transient detection and de-noising but as far as this author is

aware, details of using this in a real-time segmented audio framework with details of a generic solution

to dealing with convolution block-end artifacts at frame boundaries has not been presented.
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The method of deriving filter coefficients for a parametric bank of equalisers for re-synthsising the

residual in [217] was unsatisfactory but a segmented inverse undecimatated transform on modified

coefficients could provide a more accurate model for re-synthesising the residual, offering the flexibility

of de-noising and filtering certain frequency bands before reconstruction.

The following section aims to address the practical issues of implementing such a system in a real-time

single frame analysis synthesis system. The problem of dealing with block-end effects and the different

delay times introduced by the filtering process at each level is presented for both the forward and

inverse transforms. The use of this for transient detection and de-noising is then presented in the

context of modelling the residual signal in a spectral modelling framework. The ability to split the

residual signal into different frequency bands while retaining shift invariant properties and inverting

the transform in a frame based system leading on to future thoughts about filtering certain frequency

bands, de-noising the residual signal to improve transient detection and opens up the possibility

of using the tool as a pre-processing step for transient detection and modelling before the spectral

modelling stage where transients are currently modelled as an overcomplete representation of short

lasting sinusoidal components.

5.3 Residual Modelling in a single frame Framework

Segmenting an audio signal into frames is a common way of efficiently processing an audio stream and

is necessary for any real-time application. Each of these frames is then processed individually, possibly

altered in some way and then presented at the output as a frame with the same number of samples as

in the input frame. The processing and streaming audio in real-time is implemented in this way, as

are audio encoders/decoders which depending on the application, may require storing samples from

the previous frame when processing the current frame. An example of this is the Phase Vocoder [72]

where frequency estimates from Fourier data are improved by using the derivative of the phase from

the previous and current frames.
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Figure 5.18: Example of signal segmentation

Smaller audio frames reduce the latency of the data sent to the output buffer after being processed.

Many low latency audio devices will work with frame sizes as low as 32 samples in length. Spectral

models requiring a trade-off between time and frequency resolution will in general require larger frames

to improve the frequency resolution. The frequency resolution of the DFT is given by the sampling

frequency divided by the size of the FFT. A frame size of 1024 samples at 48 kHz sampling rate with no

zero padding will give you a frequency resolution of 46.875 Hz and a latency of 10.7 ms. For real-time

performance any latency greater than 10 ms will be noticeable by the performer [9]. When sampling

at 48 kHz, it is therefore desirable to keep the frame size at or below 1024 samples. The frequency

resolution can be improved by zero padding as explained in 2.4.2, in this case zero padding by a factor

of 8 will improve the frequency resolution to 5.8594 Hz.

Many spectral models employ windowing for reducing spectral leakage. This requires overlapping

frames and using Overlap-Add (OLA) for adding overlapping output frames together. Care needs to

be taken with the hop size to achieve the Constant OverLap-Add (COLA) property as presented in

Section 2.4.5.

Other segmented audio frameworks which implement convolution for reverberation or other convolution

based effects require an Overlap-Add or Overlap-Save mechanism for dealing with block-end artifacts

due to the convolution operation resulting in more samples in the output frame than the amount of

samples from the input frame.

Overlap-add resolves the issue of applying convolution in a segmented framework by zero padding the

current segment, applying convolution to the frame and saving the extra samples from the convolution

operation beyond the frame length, and then add them to the overlapping output samples from the

beginning of the next frame.
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Figure 5.19: Overlap Add: m − 1 zero samples are appended to the end of each segment. After
convolution, these overlapping samples are added to the beginning of the next segment.

Conversely, with an Overlap-Save implementation, the signal is divided into equal length frames. Some

samples from the previous frame are prepended to the current input frame. The start of the current

frame therefore overlaps the end of the previous fame. After the convolution operation, the output

samples which correspond to the current audio frame are saved and presented in the output frame.

Figure 5.20: Overlap Save: The last m− 1 samples of each segment are saved and prepended to the
following segment.
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Analysis and re-synthesis of the residual signal in a single frame segmented framework using the

forward and inverse wavelet transform also requires the implementation of an overlap extension scheme

for the elimination of block-end artifacts due to convolution. The details of which are made more

complex in the undecimated implementation, due to the length of the wavelet filters doubling at each

level of the decomposition.

The following section discusses the segmented Wavelet Transform (SegWT), as well as the derivation

of a general solution for implementing the undecimated wavelet transform in a segmented framework.

5.3.1 Segmented DWT

Wavelets can be thought of as filter banks [249], where the filter coefficients are applied by convolution.

A large portion of the documentation on wavelets approaches the problem from the view that the

entire audio signal is known, and the entire audio signal is processed and treated as a single segment.

Due to the nature of convolution, the number of output samples is greater than the number of input

samples, which poses a problem when performing the operation in a segmented, block based framework.

Methods for overcoming block-end effects include OLA and OLS, as well as real-time partitioned

convolution algorithms [250, 251]. In the following section, the following parameters are important

with regards to calculating frame boundary extension lengths and overcoming these block end effects.

m wavelet filter length, m > 0,

j transform depth, j > 0,

s length of segment, s > 0.

Methods for dealing with block-end effects in the wavelet domain have been proposed in the past. The

most notable contributions on processing the DWT in real-time by [243–248]. Block-end effects at

frame boundaries are avoided in [241] by using samples and transform coefficients from the previous

block to carry out the filtering operations of the wavelet packets forward and inverse transform. They

found that for any segment s(n), m− 1 samples from the previous frame must be prepended to the

current frame in the analysis stage, and one transform coefficient from the previous segment s(n− 1)

was required in the synthesis process. The initial block of transform coefficients would have to be

prepended with zero-value samples and so a total delay of
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(
2j − 1

)
(m− 1) (5.1)

samples are introduced in the overall analysis and synthesis process at each decomposition level j. This

technique was adopted and modified in [252] where it was successfully applied a wavelet table approach

to apply audio effects in the wavelet domain at the cost of increased bandwidth and complexity. They

implemented a lapped wavelet packet transform where the wavelet transform block was doubled in

size, while keeping the reconstructed block the same length.

In [243–248] a new method of the segmented wavelet transform was presented, which makes it possible

to process the Discrete Wavelet Transform (DWT) in real-time. Their algorithm is a general approach

for performing the DWT on any segment length as if the entire signal was known in advance and is

not limited to the forward transform only. This is accomplished by extending the segments on both

the left and right by specific amounts and performing the overlap and add (OLA) efficient convolution

technique on the overlapping segments. The work for finding a general approach to applying the DWT

to segmented audio data was motivated by the errors introduced in the reconstruction part of the

past algorithms. In [243, 244] the SegWT algorithm was initially introduced, which demonstrated

performing the analysis stage of the DWT in real-time by calculating the optimal border extensions of

signal segments. The computational efficiency of the algorithm was improved generalised further to

include biorthogonal wavelets in [245]. The inverse transform of the SegWT was proposed in [246] and

presented as a VST plug-in in [248]. The SegWT finds a maximum number of left extension samples and

a minimum number of right extension samples, which satisfies certain criteria, resulting in an expression

for the number of shared samples between two consecutive segments. The SegWT is devised as a

generic approach to resolving block end artifacts at frame boundaries using a segmentation extension

technique whereby the optimum number of samples are used for extending individual segments at each

level j in such a way that the coefficients are the same as if the wavelet transform had been applied to

the entire signal as a whole.

An example of the DWT applied to segmented audio frames is shown in Figure 5.21. A signal of 1024

samples is segmented into 4 blocks of 256 samples. The resulting approximation and detail coefficients

of the wavelet transform are shown at each level of the decomposition and reconstruction. The length

of each block is halved at each successive decomposition level j due to the down-sampling operating

applied to the wavelet coefficients. The blocks double in length at each level j during reconstruction
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(iDWT) due to the upsampling operation applied to the approximation and detail coefficients at each

level.
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Figure 5.21: Example of signal segmentation and resulting frame sizes in level j=2 wavelet decompo-
sition (DWT) and reconstruction (iDWT) with a frame size of 256 samples. Notice the approximation
and Detail coefficients half in length at each successive level due to the down-sampling operation.

An example of the SegWT and the use of border extensions applied to an input signal at the initial

decomposition stage is shown in Figure 5.22. The example shows different extension lengths from

segment to segment.

Figure 5.22: Segmentation of the signal x and the principle of border extensions. Note that the
lengths of the extensions differ from segment to segment. [248]
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input x

0 256 512 768 1024

Figure 5.23: Example of signal segmentation and border extensions at different levels of the segmented
DWT. The example shows the approximation and detail coefficients from Figure 5.21 down to level

j=2 wavelet decomposition with an initial frame length of 256 samples.

Figure 5.23 shows the SegWT and overlap extensions applied to the wavelet coefficients at multiple

decomposition levels. The extension lengths differ at each decomposition level, and can also vary

between segments. A table with an example of overlap extension lengths for different segments and

decomposition levels is shown in Figure 5.25.

The size of each left and right extensions is not constant at each decomposition level. The length of

the left and right extensions can change between blocks, but there is a constant number of common

samples at each decomposition level j, given by

r(j) =
(
2j − 1

)
(m− 1) (5.2)

where m is the wavelet filter length. Two consecutive segments will have r(j) common input samples

after they have been extended. At a decomposition level j, it is necessary to have r(j) common samples

in the two consecutive segments. “This extension has to be divided into the right extension of the first

segment (of length R) and the left extension of the following segment (of length L) so that r(J) = R +

L, however R, L ≥ 0 cannot be chosen arbitrarily” [246].
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The maximum possible left extension is given by

Lmax = l − 2j ceil

(
l − r(j)

2j

)
(5.3)

where l is the length of a segment (including its current left extension).

The minimum possible right extension is given by

Rmin = r(j)− Lmax (5.4)

Letting Lmax(n) and Rmin(n) equal to the left and right extension lengths respectively; of the nth

segment, and denoting l(n) as the length of the nth segment and the left extension allows Equation

5.4 to be written as

Rmin(n) = r(j)− Lmax(n+ 1) (5.5)

The length of the right extension of the nth segment must comply with

Rmin(n) = 2j ceil
(ns
2j

)
− ns (5.6)

where s is the length of the segment, and ns is the index of the left-most sample within the nth segment

(in the global point of view, prior to the extension). The left extension of the (n+ 1)th segment is

given by

Lmax(n + 1) = r(j)−Rmin(n) (5.7)

The left extension ensures that there are enough samples from a previous segment to correctly calculate

the wavelet coefficients at the top level of the decomposition for the current segment. The right

extension aligns the end of the segments to a power of and ensures the correct alignment of the wavelet

coefficients. In this way, the SegWT can successfully apply the DWT in a block based way. The

optimal number of extension and overlapping samples is ensured and the algorithm is generic enough

to deal with blocks of different sizes.
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Figure 5.24: SegWT algorithm example: Input signal x is processed by segments of length s = 92.
The length of the wavelet filters is m = 4 and the depth of decomposition is J = 3. This setup leads
to r(J) = 21, which is divided between L(Sn) and R(Sn). Note that the reconstructed signal y is
delayed by these r(J) samples; the first r(J) samples of the reconstructed signal can be viewed as the
“reconstruction warmup” and should be set to zero. The values in the boxes represent wavelet coefficient
vectors (from top to bottom, the detail coefficients vectors for j = 1, 2, 3 and one approximation
coefficients vector for j = 3) belonging to the respective segments. The highlighted coefficients in levels

j = 1, 2 are discarded, and in the inversion they are appended back as zeros. [246]

Figure 5.24 shows an example of different left and right extensions lengths applied to audio segments

of 92 samples, a wavelet filters length of m = 4 and a decomposition level J = 3. This shows that the

size of the extensions used by the SegWT can oscillate between the min and max L and R extension

values between successive frames. This is dependant on the frame size, length of the wavelet filter

and the specific decomposition level. Figure 5.25 shows a table with the resulting Lmax and Rmin

calculations for different segment lengths.

The forward SegWT is implemented using “overlap-save”. Previous samples are reused and unnecessary

wavelet coefficients are discarded after the convolution operation. The inverse SegWT uses “overlap-

add”. The length of a reconstructed segment srec depends on the lengths of right extensions and it

can be calculated by

srec (Sn) = s+R (Sn+1)−R (Sn) + r(J). (5.8)
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Figure 5.25: Example: Lengths of extensions for different lengths of segments s. The depth of
decomposition is j = 3 and the filter length is m = 16. [246]
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5.3.2 Segmented Undecimated Wavelet Transform

The undecimated wavelet transform otherwise known as the à trous algorithm or Stationary Wavelet

Transform (SWT) and other names [253], is the undecimated version of discrete wavelet transform. It

has the desirable property of shift-invariance which gives better performance in denoising. Also, as a

discretized version of continuous wavelet transform, so it is useful in signal analysis and prediction.

5.3.2.1 Forward Transform

Unlike the DWT, the à trous algorithm omits the decimation stage. As such the number of wavelet

coefficients remains constant as shown in Figure 5.26. It is proposed that the left extension of the

SegWT could be removed, keeping only the right extension with the number of overlapping samples

being related to the filter length at a specific decomposition level as shown in Figure 5.27.

input x

0 256 512 768 1024

0 256 768 1024

0 256 0 256

0 256
 0 256

0 256
 0 256

768 1024 768 1024

768 1024768 1024

768 1024 768 1024

Figure 5.26: Example of signal segmentation for a level j=3 undecimated wavelet decomposition
(UWT). Decomposition of the 1st and 4th frames are shown. The frame lengths remain the same at
each decomposition level due to the absence of the down-sampling operation present in the DWT which

is performed on the output coefficients at each level.
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“The OverLap-Save (OLS) method, unlike OLA, uses no zero padding to prevent time aliasing. Instead,

it discards output samples corrupted by time aliasing each frame, and overlaps the input frames by

the same amount. In general, if the input frame size is M = N and the FIR filter length is L < N ,

then after convolution, L− 1 samples of the output are invalid due to time aliasing For causal filters

of length L : The invalid samples are the first L− 1 samples of each length N inverse FFT, because

these samples are computed using time-aliased samples from the end of the length N FFT input frame

Therefore, the input signal should have at least L−1 leading zeros The hop size is set to R = N −L+1

so that the last L− 1 samples of frame 1 become the first segment of frame 2. These samples have

already been output from frame 1 and can now be overwritten by time aliasing by the processing of

frame 2. The length N blocks overlap by L− 1 samples. L− 1 samples from the previous block are

“saved” rather than reread from disk–hence the name “OverLap Save (OLS)”. For anticausal filters:

The invalid samples are at the end of the frame The input signal needs no leading zeros The hop size

is again R = N − L + 1 Samples 0 through R − 1 are written out, ignoring the last L − 1 samples

corrupted by time aliasing”. [254]

As discussed previously with traditional convolution, the overlap length is given by m− 1, where m is

the filter length. In the à trous algorithm the filter doubles in length at each decomposition level, and

so the length of the filter is given by.

(
2(j−1)

)
m (5.9)

Therefore, the overlap length at each level is taken by calculating the length of the filter at that level

and then subtracting one.

((
2(j−1)

)
m
)
− 1 (5.10)

When you inspect the upsampled filters, the effect of inserting zeros between the coefficients results in

several zero terms at the end of the filter. These zero valued coefficients have no impact on the result

of the inner product and so a slightly more efficient implementation is to remove these zero valued

coefficients which yields the calculation for the number of overlapping samples

(
2(j−1)

)
(m− 1) (5.11)
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Figure 5.27: Example of signal segmentation and border extensions at different levels of the segmented
UWT. The example shows the approximation and detail coefficients for a level j=3 wavelet decomposition
with an initial frame length of 256 samples. The length of the overlap doubles at each level due to
the upsampling of the wavelet filter coefficients at each level. The inverse transform is the same as
depicted but starting from the approximation and detail coefficients at level j=3 and working up. The
overlap length for the iUWT therefore halves at each level of the reconstruction compared to doubling

in the forward transform.
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Without the decimation stage of the DWT, the problem becomes one which is well known and can be

solved by implementing the transform as a collection of FIR filters keeping track of the number of past

filter states given by 5.11. This approach solves the condition where the filter length becomes greater

than the frame size by holding a greater number of filter states in memory than the frame size, but

the delay introduced by the large number of filter coefficients means that the final output samples can

only be presented possibly after more than a single frame of audio has been processed.

5.3.2.2 Compensating Delays

As mentioned in the previous section, when you omit the decimation stage of the DWT, the number

of wavelet coefficients remains the same at each level, and the algorithm can be implemented using

standard convolution techniques where the number of overlapping samples increases at each level due

to the doubling of the filter lengths.

The second practical problem to account for are the delays introduced at each level. Linear phase

(symmetric and antisymmetric) filters have a group delay α of

α =
m− 1

2
(5.12)

where m is the length of the filter [255].

The group delay for minimum or maximum phase FIR filers is not constant for all frequencies but for

wavelet filters without linear phase it was found that ceil(α) = ⌈m−1
2 ⌉ samples were required for delay

compensation. In practise the number of wavelet coefficients is padded with leading or trailing zeros

and m is always an even number which results in α = (mj)/2 where mj is the length of the filter at

the j-th decomposition level.

Unless you take the delay introduced at each level into consideration when truncating your initial frames

results, this delay propagates through the wavelet coefficients at each level. The delay introduced at

each level is compounded with the delay introduced at the previous level, resulting in

αj =
mj

2
+ αj−1 (5.13)

where αj is the delay compensation of the filter at the j-th decomposition level.
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For the algorithm à trous, the filter length doubles at each level resulting in a larger delay compensations

at each level. The amount of decomposition therefore affects the total / maximum amount of delay

compensation required. The delay introduced at a specific level of decomposition is given by

αj =
(mj − 1)

2 + αj−1
(5.14)

This can be rewritten as:

αj =

((
2(j−1)

)
(m− 1)

)
2

(5.15)

One of the potential problems with the implementation of the segmented undecimated wavelet transform,

is that the filter lengths can become longer than the input frame. It was initially proposed that this

might be a limitation of the algorithm but this can be solved by implementing the convolution as

an FIR filter and allowing the filter states to be
(
2(j−1)

)
(m − 1) samples long. In the case that a

decomposition filter is longer than an input frame, there will be a delay introduced which is larger

than the length of the input frame. This results in an overall group delay and the output latency to

be greater than a single frame. However, the filter states would keep track of the summation of the

input samples and filter coefficients, and the final output of the decomposition is available once enough

input samples have been processed by all the wavelet coefficients. The segmented undecimated wavelet

transform presented here, handles the case where the wavelet coefficients become larger in length than

the input frame. The level at which you can decompose the signal to is therefore not limited by this

factor, but rather governed by the delay introduced at the largest decomposition depth.

5.3.3 Inverse Transform

The process of the undecimated wavelet transform is reversible. Reconstruction filters are applied

in the same manner as they are for the inverse DWT, with a small modification of grouping the

undecimated wavelet coefficients into subsets and performing the inverse transform on each of these

and averaging the results. The deconstructin (D) and reconstruction (R) filter coefficients (Highpass

(Hi) and Lowpass (Lo)) for the ‘Daubechies 2’ wavelet are presented in Table 5.1.
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DLo = -0.1294 0.2241 0.8365 0.4830

RLo = 0.4830 0.8365 0.2241 -0.1294

DHi = -0.4830 0.8365 -0.2241 -0.1294

RHi = -0.1294 -0.2241 0.8365 -0.4830

Table 5.1: Comparison of Daubechies 2 Deconstruction and Reconstruction Wavelet Filter Coefficients

The inverse of the time-invariant undecimated wavelet transform, does not insert ‘holes’ or zeros

in-between the filter coefficients at each stage as is done in the forward transform. This process doubles

the size of the filter coefficients at each decomposition level, rather than downsampling the results as

is done with the DWT. The process is reversed by applying the reconstruction coefficients to subsets

of the resulting approximation and detail coefficients and averaging the results.

In [256] transient impact sounds are analysed and synthesised by use of the inverse Stationary Wavelet

Transform (iSWT) by Nelson et al [20]. An equation for the iSWT is given in [256] as 5.16:

s̄k = ISWT



CD1
k =

∑r
j=1 u

CD1

(j,k) Φ̄
CD1

j

... =
...

CDL
k =

∑r
j=1 u

CDL

(j,k) Φ̄
CDL

j

CAL
k =

∑r
j=1 u

CAL

(j,k) Φ̄
CAL

j

(5.16)

The application of the reconstruction filters is the same to that of the inverse DWT shown in Figure 2.31,

where the subsets of samples are still upsampled by one at every even sample before the reconstruction

filters are applied, and the reconstructed lowpass and highpass outputs summed together, and stored

as the approximation coefficients as the input at the next level jn−1. The difference in application of

the inverse stationary wavelet transform, is to apply the reconstruction filters to subsets of the input

coefficients and averaging the results. The number of subsets changes for each reconstruction level by

2(j−1). This is done recursively, starting from level j back up to to level 1. At the final level of the

inverse transform the step size stepn = 1, resulting in no subsets and the reconstruction filters being

applied to all the coefficients at this stage.

The number of subsets and step size doubles at each level jn and is given by:

stepn = 2(j−1) (5.17)
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The main loops of the iSWT are outlined below in 5.3.3.

Algorithm 1 iSWT

1: procedure iSWT(swa, swd,RLo,RHi)
2: a = a(size(a, 1),:)
3: [n,nSamples] = size(swd)
4: for j = n : −1 : 1 . . . do
5: step = 2(j−1)

6: last = step
7: for first = 1, 2, . . . , last do
8: inds = first:step:nSamples
9: lon = length(inds)

10: subinds = inds(1 : 2 : lon)
11: x1 = iDWT(swa(subinds),swd(j, subinds),RLo,RHi,lon,0)
12: subinds = inds(2 : 2 : lon)
13: x2 = iDWT(swa(subinds),swd(j, subinds),RLo,RHi,lon,−1)
14: swa(inds) = 0.5 ∗ (x1 + x2)
15: end for
16: end for
17: end procedure

The input variables into the procedure iSWT() are swa, swd, RLo and RHi. The inverse transform

iterates over the approximation (swa) and detail (swd) coefficients from the forward transform, applying

the reconstruction filters; RLo to the approximation coefficients, and RHi to the detail coefficients,

starting at the last level j = n back up to level 1 for reconstruction. The variables n and nSamples

are the dimensions of the forward transform coefficient matrices, where n is the number of levels in

decomposed from the forward transform, and nSamples is the length of the audio frame.

The iDWT() procedure here, is the same as the typical inverse DWT given by 2.10.1, with the exception

that the x2 calculations are circular shifted by one sample to align them in the correct position for

the averaging of the results with x1. This is denoted by setting the last parameter in the iDWT

method to −1. The reconstruction filter coefficients RLo and RHi are applied to the approximation

(swa(subinds)) and detail (swd(j, subinds)) coefficients in the same way as the DWT, but this process

is applied to multiple subsets of samples from the forward transforms output coefficients. This is a

recursive operation, where the output of the iDWT is stored in the approximation coefficients (swa),

becoming the input at the next reconstruction level j − 1.

At the beginning of the iSWT procedure, the approximation coefficients are set to the coefficients from

the last level of the forward transforms decomposition; at line 2 of Algorithm 5.3.3: a = a(size(a, 1),:).

The rest of the approximation coefficients from preceding levels are discarded as presented in Section

2.10.1.
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5.3.3.1 Segmented Undecimated Wavelet Transform

The segmented undecimated wavelet transform (SegUWT) is implemented in the same manner as the

SWT and iSWT transforms. However, due to the segmentation of the input signal and block end

border effects resulting from the convolution operations, consecutive input segments require an overlap

of samples at frame boundaries to eliminate these artifacts. This is similar to the SegWT, however the

number of coefficients stays the same at each decomposition level and the number of filter coefficients

doubles. This results in each decomposition level requiring a greater number of overlapping samples

between segments.

The number of sample which need to be overlapped at each level j is given by:

overlapextensions = 2j−1 ∗ nFilter (5.18)

The number of iterations of the recursive sub-sampling with the two arrays of sub-indexes for the

x1 and x2 calculations is equal to the number of iterations multiplied by 4 to account for x1 and x2

approximation and detail calculations. This is given by:

numIterations = (2j − 1) ∗ 4 (5.19)

The matrix of convolution states required to continue calculations at frame boundaries using the FIR

implementation is therefore given by:

states = [numIterations][nFilter] (5.20)
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For each calculation of x1 and x2, the number of OLS samples required for continuing the convolution

sum on the next frame is given by:

nStatesx1 = nFilter− 2 (5.21)

nStatesx2 = nFilter− 1 (5.22)

The length of the arrays of samples required to be stored at the end of each calculation of x1 and x2,

for the OLS implementation is given by:

overlapSavex1 = [ij][nStatesx1] (5.23)

overlapSavex2 = [ij][nStatesx2] (5.24)

where ij is the number of sub-sampling calculations over j levels and is given by:

ij = (2j)− 1 (5.25)

The above implementation of the SegUWT has been implemented in Matlab [16] and is compared

with the non-segmented version provided by Matlab in the following Section 5.3.4.

5.3.4 Testing and Results

The generic segmented implementation of the iSegUWT has been tested using multiple frame sizes of

32, 64, 128, 256, 512, and 1024 samples. The decomposition depths have been tested for levels j = 1,

2, 3 and 4. The generic solution is able to handle all of these scenarios using different wavelets having

different filter lengths. The results from the iSegUWT in the following tests, show a slight difference

at the beginning of the first frame with the implementation of the iSWT in Matlab [16]. This is due to

our implementation not padding the initial frame with zeros as is done with the iSWT in Matlab.
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The rest of the signals output when implementing the above OLS scheme shows accurate results

compared to applying the iSWT in a segmented framework and not handling convolution based errors

at frame boundaries. Padding the initial frame with zeros, as is done in the SegWT implementation

would resolve these differences at the cost of some minor additional latency.

The ability of using the undecimated shift-invariant implementation of the DWT provides an interesting

opportunity to explore different audio effects which can be applied to the approximation and details

coefficients returned by the decomposition. Thresholding of coefficients can be applied to explore

dynamic equalisation and filtering. The SegUWT is also an interesting option for transient detection,

and the popular use of it in de-noising techniques provides an method for separating transient

components from noise.

Figures 5.28 and 5.29 show the SWT deconstruction using Debauchies 4 Wavelet up to Level 4, of a

simple sinusoidal signal with a discontinuity in frequency, and a kick and bass line.
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Figure 5.28: SWT of Sinusoid (@48 kHz) with frequency discontinuity, up to level 4 using dB4
wavelet
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Figure 5.29: SWT of Kick and Bass (@48 kHz) up to level 4 using dB4 wavelet

Figures 5.30 shows the output of the iSWT applied to the entire signal in comparison to the output

of the iSWT applied in a segmented framework with frames of 128 samples. Figure 5.31 shows

the resulting residual signal of the iSWT (segmented) without handling convolution errors at frame

boundaries.
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Figure 5.30: Segmented iSWT of sinusoid (@48 kHz) with frequency discontinuity, up to level 4 using
the dB4 wavelet without OLS
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Figure 5.31: Residual signal from segmented iSWT of sinusoid, up to level 4 using the dB4 wavelet
without OLS

Figure 5.32 compares the output of the iSegUWT with the results of the non-segmented iSWT. This

shows a small difference at the start of the frame due to the different implementations, but remaining

differences have been resolved. Figure 5.33 shows the resulting residual signal.
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Figure 5.32: First couple of frames of iSegUWT of sinusoid with frequency discontinuity, up to level
4 using dB4 wavelet with OLS
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Figure 5.33: Residual signal from the output of the iSegUWT displays an error at the beginning of
the first frame due to the absence of prepending the input signal with zeros.
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Figures 5.34 and 5.35 show output of the iSWT (segmented) from the first 2048 samples of a kick

and bass line segmented into 16 frames of 128 samples, and resulting residual signal without handling

convolution errors at frame boundaries.
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Figure 5.34: First couple of frames resulting from the segmented iSWT of a Kick and Bass clip, up
to level 4 using dB4 wavelet without dealing with border artifacts
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Figure 5.35: First couple of frames of residual signal resulting from the segmented iSWT of Kick and
Bass clip, up to level 4 using dB4 wavelet without OLS
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Figures 5.36 and 5.37 show the output of the SegUWT and the resulting residual signal, using OLS to

overcome the convolution block end artifacts. There is a small difference at the start of the frame due

to the different implementations, but the remaining differences have been resolved.
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Figure 5.36: First couple of frames of iSegUWT of Kick and Bass (@48 kHz) up to level 4 using dB4
wavelet
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Figure 5.37: Residual signal from iSegUWT of Kick and Bass up to level 4 using dB4 wavelet
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5.4 Transient separation from Residual

This section presents a brief investigation of using known de-noising techniques utilising the Undecimated

Wavelet Transform. The examples use the Matlab [16] Wavthresh utility, to experiment with a residual

signal, obtained from applying MoP to a EDM track. Details of the signal and residual can be found

in Section B.2.10.

Figure 5.38: Wavthresh Setting for De-noising Residual and extracting Transients using Haar Wavelet
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Figure 5.39: Extraction of Transient via De-Noising using the Segmented SWT
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Figure 5.40: Extraction of Transient via De-Noising using the Segmented SWT Bior

Figures 5.39, 5.40 and 5.41 clearly show transient components which have successfully been separated

from noise during reconstruction.
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Figure 5.41: Extraction of Transient via De-Noising using the Segmented SWT Debuchies 7

Figures 5.39 shows a clearer separation from Figures 5.40 and 5.41. The Haar wavelet in this example

perfroms better than the Bior and Debuchies 7 Wavelets, but thresholding coefficinets also contribute

the quality of the seperation. De-noising techniques [19, 239,240,253], which are well established with

the undecimated SWT, require further investigation for achieving optimal separation.
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5.5 Conclusion

An approach of modelling the residual signal using the SegUWT has been discussed. A generic solution

for implementing the shift-invariant Undecimated Wavelet Transform in a segmented frame by frame

system, for both the forward and inverse operations has been presented. It has been shown to resolve

block based errors occurring at frame boundaries due to the frame based implementation required for

real-time processing. Calculations for the delays introduced depend on the decomposition depth j and

length of the Wavelet filter coefficients.

Residual modelling using the SegUWT has been presente, transient components are shown to be

separable from noise via known de-noising techniques, but further research is required for achieving

optimal separation.

Transient modelling and specifically, how transients are handled within a MoP decomposition has been

discussed. Transients might possibly need to be detected and removed before the spectral modelling

stage due to the issues introduced by non-monotonic amplitude change in the sinusoidal model, but this

is left as a future research topic. The ability of a causal implementation of MoP to accurately model

non-monotonic amplitude change using a rectangular window has been presented. This technique

is able to capture frequency changes and non-monotonic amplitude change, using an overcomplete

sinusoidal representation.

The following Chapter 6 presents an overview of the system, incorporating details presented from

Chapters 3, 4 and 5. Linear and Exponential amplitude change estimation methods are examined,

and methods for modelling monotonic and non-monotonic amplitude change discussed. The atomic

decomposition of non-monotonic amplitude change is examined in detail. MoP is compared with other

known single frame non-stationary sinusoidal estimation methods, and applied to fully produced EDM

tracks. Finally pitch and time shifting effects are examined using this overcomplete model.



Chapter 6

System Overview

Perfection is not attainable, but

if we chase perfection we can catch excellence.

Vince Lombardi (1959) [257]

6.1 Introduction

The previous three chapters of this thesis have described new techniques for using Fourier and wavelet

analysis to decompose audio signals; with an emphasis on kick and bass sounds; into non-stationary

sinusoidal, residual and transient models. This chapter puts these techniques into a practical context,

describing a single frame system which uses the methods described to decompose the sound into these

three models. These techniques have the potential of being combined in numerous ways for modelling

and manipulating kick and bass sounds, with the intent of maintaining the quality of the original

sound. The non-stationary sinusoidal model uses the parameter estimation and decomposition methods

described in Chapters 3 and 4, to approximate monotonic sinusoidal components. Transients and noise

are modelled using the undecimated Wavelet Transform (UWT) as described in Chapter 5.

Two separate single frame systems are introduced in Sections 6.3.1 and 6.3.2. A segmented system is

initially presented and the challenges en-counted regarding a real-time implementation compared to an

offline rendering system discussed. A single frame system performing the analysis and re-synthesis on

short audio samples, rather than a steam of audio is then presented.

247
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The non-stationary sinusoidal model can use either the causal or non-causal estimation methods

discussed in Chapters 3 and 4, however the current method derived for amplitude curve discrimination

uses a non-causal implementation which requires an odd frame size, while the inverse UWT requires

an even frame size which is divisible by 2level. A mismatch in audio frame sizes in the context of a

real-time segmented audio system and the selection of causal or non-causal methods are discussed in

Section 6.3.1.1.

The sinusoidal model can also be adapted to include an over-complete atomic decomposition, containing

non-monotonic components, and components with high amplitude and frequency changes which overlap

in the frequency domain, within the decomposition. However, Chapter 4 presented an issue with

performing time and pitch scale modifications on an over-complete decomposition of non-monotonic

sounds. Another current limitation of the MoP methods described is the use of a dictionary composed

of atoms with a fixed basis size. This is not suitable for modelling components which do not encompass

the entire signal space.

The non-stationary sinusoidal model used in Section 6.3.1 approximates each sinusoidal component

with a single best fitting atom derived from MoP, for each peak in the frequency domain, leaving

any remaining non-stationary sinusoidal components overlapping an extracted peak in the frequency

domain within the residual signal. In contract, the non-segmented system implementation presented in

Section 6.3.2 uses an over-complete atomic decomposition. This method is not suited to modelling

signals with non-monotonic amplitude change, and is targeted at modelling short percussive signals

with very short attack times followed by a longer release, as discussed in Sections 4.5.6 and 4.5.11.

The residual signal for both methods is decomposed using the undecimated wavelet transform described

in Chapter 5, from which transient components can be extracted using a de-noising process on

the wavelet coefficients before performing the inverse transform. Chapter 4 presented modelling

transient signals with multiple short-term sinusoidal atoms when the audio frame is adapted to size and

positioned around a detected transient. Time and pitch scale modifications using an over-complete MoP

decomposition on the transient signals tested work well. However, this requires a transient detection

stage and a multi-scale FFT decomposition which is more suited to a non real-time implementation.

The following section presents a discussion regarding these topics, the challenges encountered and the

research decisions made over the course of the thesis. A detailed analytical evaluation of the systems

and the limitations are then presented.
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6.2 Discussion

The modelling of transients as a sum of sinusoids is deemed inefficient in spectral modelling systems

due to the large number (hundreds) of sinusoidal components required to accurately capture these

short-lasting broadband components [51, 104, 107, 108, 111, 115, 212]. Modelling of transients using

a large number of sinusoids is also viewed as an inappropriate representation which “does not offer

possibilities for meaningful transformations” [225]. Traditional SMS methods which model the transient

in the residual signal suffer from a loss of sharpness and pre-echo effects. Rodet et al [258] attribute

the loss of sharpness to “the use of a finite length window in the spectral estimation”, and the pre-echo

resulting from the windowing of the signal which can reduce the volume of the transient and delay the

temporal information due to the roll-off caused by the windowing effect. Time Frequency Reassignment

can greatly improve the sharpness of transients and reduce the pre-echo effect [259], but multi-resolution

methods involving synchronisation of analysis windows to transient events can improve this further by

ensuring the length of the analysis window and timing is positioned around a transient [96,148].

The modeling of transients has been presented in Section 2.6, and although modelling transients as a

sum of sinusoidal components is not compact, the single frame estimation methods presented using

MoP in Chapter 4 are able to model transient components accurately. Recent work on full-band

quasi-harmonic analysis and synthesis of musical instrument sounds, as well as adaptive sinusoidal

modelling of percussive instrument sounds [202,207] has also been shown to accurately model sharp

onsets and highly non-stationary attack transients using sinusoidal components.

Simply modelling and re-synthesising the original signal is not attractive to a musician or composer

with an interest in manipulating and applying meaningful transformations to the resulting output of

the re-synthesised sound. Adaptive sinusoidal modelling using eaQHM explores time and pitch scale

modifications on speech in [227, 260,261]. However, time and pitch scale modifications with regards to

musical and percussive instruments is left as a future perspective where further research is required to

include the application of sound transformations such as “timbral variations, perceptually coherent

time stretching and pitch shifting” to these types of signals [202,207].

Sections 4.5.8 and 4.5.5 highlight the issues of preforming time and pitch scale modifications on an

over-complete representation of a single sinusoidal partial with non-monotonic amplitude and frequency

changes. The constructive and destructive interference that the amplitudes, frequencies and phases

of these modified atoms have on each other, no longer combine in the same manner, resulting in
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an incorrect output signal. This is a limiting factor with regards to certain kick and bass signals

containing non-monotonic amplitude change, but has less of an influence on modelling and performing

pitch and time scale modifications on kick and bass sounds with very short attack times, and other

broadband percussive signals with sharp transients, such as snares and hi-hats. MoP was shown

to accurately model percussive sounds as an over complete dictionary of monotonic non-stationary

sinusoidal components. The tests presented show that time stretching and pitch shifting can be applied

to this model. Timbral variations of the sound are easily achieved by selectively excluding a number

of atoms and/or applying pitch and time scale modifications to the selected atoms before additive

re-synthesis. Modelling these sounds with a non-stationary sinusoidal MoP model requires the entire

audio sample to be analysed with a single FFT as is done with the IRs in the original implementation

of MoP [14].

The non-overlapping segmented audio framework used in Section 6.3.1 uses a fixed frame size specified

at run-time. Frame sizes ranging from 512 to 2049 have been evaluated for finding a balance between

latency and frequency resolution. A frame size of 512 samples introduces a delay of 10.7 ms while a

frame size of 2049 introduces a delay of 42.7 ms. The frequency resolution of a 512 sample FFT with a

sample rate of 48 kHz is only 93.75 Hz. Kick and bass sounds often contain frequencies below this

requiring frame sizes of 1024 or 2048 samples to acquire frequency resolutions of 46.875 Hz and 23.4375

Hz respectively. In practice, a single bins resolution is not enough to estimate the non-stationary

sinusoidal parameters from phase difference measures. A couple of frequency bins are required to

detect a sinusoidal peak and measure the first or second order difference of the magnitude, or phase

with respect to frequency, across the peak.

The application of a fixed audio frame size is attributed to a loss of sharpness in the resulting re-

synthesised signal. This occurs when a partial does not encompass an entire audio frame, such as a

sound starting or ending in the middle of an analysis frame. The basis functions of the DFT span the

entire length of the audio frame which results in erroneous parameter estimates and a re-synthesised

signal which is distorted in time. Figure 6.1 shows a simplified demonstration of this where a simple

sine wave starting at the middle of a 512 analysis frame is represented by estimates taken from the

DFT. The output signal spans the entire frame and the amount estimated for amplitude and amplitude

change is incorrect.
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Figure 6.1: Comparison of 1 kHz sine wave (@48 kHz) starting mid frame, and resulting output
starting at the beginning and spanning the entire frame.

A segmented real-time spectral modelling system which is able to adapt the frame size and alignment

of analysis frames with onset and offset events can greatly improve the accuracy of the model. In the

case of real-time kick and bass modelling, this could be achieved by the alignment of analysis frames

with the audio onsets from temporal information such as the number of beats per minute (BPM)

combined with onset/offset detection.

Masri et al [148, 164] provide a detailed investigation into detecting, modelling and improving the

synthesis of transient attacks, which “play a vital role in our perception of timbre”. The solution

presented which aimed at incorporating attack transients directly into the model, synchronises the

analysis and synthesis processes to the percussive note onsets. Transient detection was performed

in the frequency domain due to its improved ability to detect energy and phase changes, compared

to time-domain envelope based methods. The energy distribution, attack envelope and spectral

dissimilarity methods for transient event detection are presented in [148], where a pre-analysis stage

generates a list of attack onsets to be used in the analysis and synthesis stages later. A region list is

created which then details the start and end samples of an attack region. The analysis and synthesis

frames are then aligned to each region independently. The alignment of analysis and synthesis frames

to onset and transient attack regions was shown to improve the output of the model, especially under

time transformations, “where the timbral properties of the attacks are preserved to give the impression
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of a more natural slowing of the sound”. The authors conclude that ultimately, improvements are

dependent on the ability to see more in the time-frequency domain.

Onset detection and the alignment of transient events with multi-resolution analysis and synthesis

regions has been omitted from the current system due to the desired real-time aims. The uncertainty

of the position of transient onsets and offsets within an analysis frame, where sinusoidal basis functions

span the entire length of the audio frame, is one of the main limiting factors of the current system

due to the biased parameter estimates produced when analysis frames are not aligned with transient

events. The addition of a pre-analysis stage and alignment of analysis and synthesis regions is shown

in [164] to incur a minimal impact to the computational expense of an existing non-aligned system,

and is therefore left as a desirable future directive.

6.2.1 Modelling monotonic amplitude change

Chapter 3 presented a method for calculating linear amplitude change estimates from the first order

difference of the phase across a spectral peak. Having presented a method for the discrimination

between exponential and linear amplitude change, and providing a method for estimating the amount of

monotonic linear amplitude change, the effectiveness of the discriminator and accuracy of the parameter

estimates were assessed. The need for incorporating linear amplitude change into the model was

assessed by presenting estimates of linear amplitude change from models which presume exponential

amplitude change in Section 3.7. A comparison of modelling a sinusoid with a range of added Gaussian

noise, amplitude, frequency, phase, and amplitude modulation values, for both linear and exponential

amplitude change was also evaluated. Figure 3.20a displays the resulting Signal-to-Noise ratio (SNR)

plot, highlighting that the results deteriorated significantly for signals containing amplitude change

above a small amount.

The analytical equations are derived from non-causal calculations, meaning the windowed audio frame

has an odd length and is centered in time at zero. Zero-Phase windowing and padding is employed

which results in a flat phase response across a stationary sinusoidal peak and parameter estimates

calculated from the DFT being positioned at the center of the analysis frame in time. The non-causal

analytical equation for producing the phase distortion measurements in the presence of linear amplitude

change a in Nepers is given by 3.15. The non-causal analytical equation for producing the exponential

phase distortion measurements from a given range of amplitude change values a in Nepers is given in

[10] by 3.16. This is an analytical derivation of the amplitude modulation estimator from [176], which
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is not exactly equivalent to the actual derivative as shown in Appendices C where a more detailed

view of the difference and improvement of the accuracy of the results by zero-padding can be seen in

Figures C.7 and C.5. Estimations of the change in amplitude are calculated from measuring the phase

difference (first order derivative of the phase) across a speak in the DFT, and using that measurement

to lookup the amount of amplitude change related to the measured amount of phase distortion, from a

lookup table. A lookup table for estimating monotonic amplitude change is a simple, accurate and

fast/efficient method of estimating monotonic amplitude change within a single analysis frame.

Quadratic interpolation (QIFFT) [134,135] around spectral peaks is used for improving the accuracy

of the amplitude and frequency parameter estimates as this information is readily available from the

data returned from the single DFT. Many other methods such as quadratic interpolation using an

exponential magnitude spectrum weighting [132], or triangular interpolation, could also be used. A

comparison of a number of modified QIFFT methods are presented in [133]. A survey on some of

these methods including parabolic and triangular interpolation, as well as reassignment and derivative

algorithm are presented in [162].
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(c) Original and output of a sinusoid synthesised from model parameter estimates

Figure 6.2: A 1 kHz sinusoid (@48 kHz) with 6 dB amplitude change modelled from information
returned from a Hanning windowed zero-phase padded DFT
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Figure 6.2a shows a windowed 1 kHz sinusoid with 6 dB amplitude and the resulting magnitude

spectrum 6.2b. Figure 6.2c displays the output of the synthesised sinusoid using the parameter

estimates described above.

6.2.2 Modelling Linear Frequency change

Linear FM is often adopted in spectral models because it simplifies the mathematical operations used

by the model for estimating the rate of frequency change. If the model is phase based, the change

in phase between frames or the mathematical operations involved in calculating the derivative of the

phase are simplified if linear frequency change is assumed. Exponential frequency modulation can

be modeled from the examination of the phase in the frequency domain. However larger frequency

changes result in the relationship between phase and frequency to become nonlinear [262], and more

advanced and computationally expensive techniques are required.

6.2.2.1 Estimating Linear Frequency Change from Phase Distortion

Chapter 3 presented methods for estimating both linear and exponential amplitude change from the

slope of the phase across a sinusoidal peak in the DFT spectrum. Differentiating between linear and

exponential amplitude change from examination of the magnitude second order difference in relation to

the first order difference of the phase with respect to frequency, has also been presented. For simplicity,

these methods assumed the absence of frequency change within the model. Figures 2.26 and 2.27

show the effect of amplitude change on the phase spectrum. A positive change in amplitude results

in a negative phase slope, while a negative amplitude change results in a positive phase slope [164].

Figures 2.24 and 2.25 display the effect of frequency change to the phase across a sinusoidal peak,

which becomes concaved or convexed across the peak. Positive frequency change has an upward convex

curve while negative frequency change has a downward concave curve.

The independent estimation of amplitude change and frequency change from phase distortion is shown

to be separable in [164], based on the fact that there is a relationship between frequency change and

the difference in phase across the peak combined with a relationship between amplitude change and

the combined differences between the phase either side of a peak. Reassignment information and

phase distortion analysis is combined in [9], where PDA is extended from a first order polynomial

approximation, to a second order polynomial, to estimate amplitude and frequency changes from time
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reassignment information instead of phase. PDA estimates of amplitude and frequency change are not

robust for large changes in either amplitude or frequency, this is compounded when both are present.

RDA aims at improving the estimates of amplitude and frequency change by the use of an iterative

(2D) array lookup method.

Frequency change was omitted from the linear and exponential amplitude curve estimation methods

described in Chapter 3 for simplicity, and this omission is a necessity for solving the amplitude

change estimation methods presented. Real-world signals however do not only contain amplitude

non-stationarities, but frequency change as well. A non-stationary sinusoidal model therefore needs to

incorporate both amplitude and frequency change estimates within the model, and should be robust

to biases introduced in the presence of both.

In this thesis, the examination of the use of phase information for the estimation of frequency

change, using both the first and second order differences of the phase with respect to frequency,

were investigated. Raw phase data from the DFT, unwrapped phase data and negatively wrapped

phase data; which uniquely unwraps the phase in a way that ensures that it is always monotonically

decreasing with increasing frequency (prevents positive phase differences giving rise to exponentially

increasing components and/or large errors due to extrapolation outside of the PD lookup table); have

been investigated for estimating frequency change from phase information. Is was found that unlike

estimating amplitude change with the first order difference of the phase with respect to frequency, this

measurement was not as robust to estimating frequency change from the phase information.

The first order phase difference measure from 2.9.1 was evaluated for estimating linear frequency

change. The phase measurement results using 2.9.1 are susceptible to starting phase conditions, and

are not equal when compared to measures taken with the phase set to 0 at the start of a frame, and at

the middle of the frame. Figure 6.3 shows the PD measure in 2.9.1 for estimating linear frequency

change, with the phase of the input signal set to zero at the start of the frame and compared to an

input signal with the phase set to zero at the middle of the frame. The measure in Figure 6.3a does not

display any modulations within this frequency range, however Figure 6.3b does show some differences

and the start of some modulations within the measure, with the phase set to zero at the middle of the

frame. These measures are taken using an analysis frame size of 1025 samples, however, bass signals

may require an analysis frame size of 2049 samples for detecting low frequencies as mentioned above.

Figure 6.4 shows the PD measures with an analysis frame size of 2049 samples. The measure becomes

more susceptible to modulations with larger framer sizes as shown in Figure 6.4b.
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Figure 6.3: Masri Phase First Order Difference, A) Start Phase, B) Mid Phase = 0
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Figure 6.4: Masri Phase First Order Difference, A) Start Phase, B) Mid Phase = 0

The modulations within the measure used in 2.9.1 for linear frequency change (∆F ), become more

apparent in the presence of both frequency and amplitude (∆A) modulations. Figure 6.5 compares the

PD measure with different initial phase conditions, a range of ∆F and ∆A values, and with a frame

size of N = 1025.

Figure 6.5 compares the PD measure with the same conditions as above, but with a frame size of

N = 2049 samples. The initial plots in Figures 6.5a and 6.6a appear quite smooth with the phase

set to zero at the start of the frame. However, the result of the measure becomes noticeably worse in

Figures 6.5b and 6.6b where the phase is set to zero at the middle of the frame, and the analysis frame

increases from 1025 to 2049 samples .
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Figure 6.5: Comparison of Masri Phase difference measure from 2.9.1 with phase set to 0 at (A) the
start of the frame, and (B) the middle of the frame.
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Figure 6.6: Comparison of Masri Phase difference measure from 2.9.1 with phase set to 0 at (A) the
start of the frame, and (B) the middle of the frame.

The phase difference measure was also evaluated using phase information which is negatively wrapped.

The results from the negatively wrapped phase are shown in Figure 6.7, which display similar

modulations to the results presented above, which use the unwrapped phase returned from the DFT.
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Figure 6.7: A) negWrapped Phase Second Order Difference for dF, B) zoomed view to display slope

Due the measure used in 2.9.1 showing some modulations within the results, an alternative phase

difference measure was examined for estimating linear frequency change from within a single analysis

frame. The phase distortion across a peak is curved in the presence of frequency change, therefore,

due to the above measurement results being influenced by the phase, investigation of the second order

difference of the phase across a sinusoidal peak was examined, and shown to be useful for accurately

estimating frequency change within a single analysis frame in Figure 6.8. The quality of the estimation

methods using the second order difference of the phase across a sinusoidal peak was evaluated. The

measure from the unwrapped phase provides a function from which unique frequency change values

can be determined up to a certain amount, dependant on the size of the analysis window. For a 1025

window the unique points on the curve range from -300 to 300 Hz. Frequency change values greater

than this are no longer unique as two possible frequency change results are represented by the curve of

this function, as seen in Figure 6.9.

The second order difference of the phase with respect to frequency across a sinusoidal peak is show to

be less susceptible to initial phase conditions. Figure 6.10 compares this measure with different initial

phase conditions, a range of ∆F and ∆A values, and with frame sizes of N = 1025 and N = 2049.

The result presented display a smoother function compared to the results presented from the measure

used in 2.9.1.

The system implemented in this chapter uses the second order difference of the phase with respect to

frequency across a sinusoidal peak for estimating frequency change between -300 and 300 Hz. Extending

the model to use higher frequency change estimates is left as a future directive.
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Figure 6.8: Phase Second Order Difference [-300 to 300 Hz], A) Start Phase = 0, B) Mid Phase = 0
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Figure 6.9: Phase Second Order Difference A) Start Phase = 0, B) Mid Phase = 0
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6.2.3 Correcting Estimate Biases

The effect of amplitude and frequency change on the magnitude spectrum has been presented in

Chapter 4. The spread of energy in the magnitude spectrum across neighbouring frequency bins results

in biased estimates for mean amplitude and frequency. Correcting these estimates is crucial for an

accurate model. Methods for correcting amplitude and frequency estimates in the presence of these

modulations is presented in [263]. However, the method described for correcting the mean amplitude

estimate was not accurate enough for single frame estimates in the presence of large modulations.

The model adopted in this thesis therefore implements a simple lookup table for correcting amplitude

estimate biases. The correction table is generated by comparing measured amplitude estimates with

known values from a reference input signal, and storing the differences in a two dimensional table

for a range of amplitude and frequency changes. Figure 6.11 show the biased uncorrected amplitude

estimate compared to the corrected amplitude estimate. The mean frequency is corrected from [9],

using the estimates of ∆F and ∆A from the DFT when a Hanning window is applied.
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Figure 6.12: Amplitude Correction Factor Lookup Table

Figure 6.12 shows the amplitude correction table used in Figure 6.11 for correcting the estimate.

6.2.4 Frame Linking

Spectral Modelling Systems have been presented in Section 2.5. These models analyse an audio signal

by segmenting the audio into frames and analysing each frame using the DFT. In [75] Smith and Serra

adopted a peak-tracking technology from the Navy to search for peaks in the FFT and track the largest

peaks between frames, in a similar method as the phase vocoder [73]. McAulay and Quatieri developed

a similar peak continuation algorithm in which amplitude an frequency envelopes between frames are

connected through breakpoints with “birth” and “death” criteria between frames [73, 88]. In [148, 164]

the harmonic structure of a sound is used to aid linking of harmonic partials between frames. Phase

coherence between frames has been discussed in Sections 2.4.5, 2.5.3, 4.5.5 and 4.5.6. Maintaining

phase coherence between frames is important when performing time and pitch scale modifications.

However, the current system implementation described in the following section achieves reasonable

continuation of amplitude and phase alignment between frames from parameter estimates using MoP.

The current system would benefit from a peak continuation algorithm which interpolates the amplitude

and phase of tracked partials between frames, and so is left as a future improvement to the current

implementation.
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6.3 System Implementation

The system implementation section of this chapter is split into two separate frameworks; Segmented

6.3.1 and Non-Segmented 6.3.2. One of the research objectives outlined in the beginning of the thesis

was to investigate the performance of an over-complete single-frame sinusoidal modelling system

which was aimed at running in real-time. A non-overlapping single frame analysis system results

in fewer analysis frames compared to an overlap-add system, but this potentially comes at a higher

computational cost in order to achieve a similar quality.

Another research objective outlined during the undertaking of this thesis was the examination of

modelling short broadband signals with non-stationary sinusoidal bases. This is described in Section

4.5.11 where percussive instruments with short attack times were shown to be well modelled using an

over-complete non stationary sinusoidal atomic decomposition. This is explored further in Section

6.3.2 where a system combining MoP and the undecimated DWT is applied to modelling sounds using

a single analysis frame encompassing the entire audio sample.

6.3.1 Segmented Framework

The segmentation of audio into frames has been presented in Section 5.3. This is a necessary procedure

for processing large files or a stream of audio, is required for a real-time framework and for reducing

latency.

Figure 6.13 displays a simplified flow diagram of the segmented system implementation. An audio

(file/stream) is segmented into frames of equal length, and processed on a frame by frame basis.

The analysis / synthesis process is described in two stages. Firstly, an MoP decomposition using

non-stationary sinusoidal bases as described in Chapter 4 is applied for separating the input signal

into a sinusoidal and residual signal. The undecimated DWT described in Chapter 5 is then applied

for separating transient and noise components from the residual. These individual components are

then potentially altered in some way and recombined before being presented at the output frame.

Figure 6.14 highlights the main steps involved within the sinusoidal analysis stage for estimating

individual sinusoidal components within the analysis frame, and their relevant parameters.
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Figure 6.13: System Flow Diagram (Non-OLA Single Frame Analysis/Synthesis)

Figure 6.14: System Flow Diagram of a frame of audio, windowed, zero-phase padded, and parameters
extracted from selected DFT peak

A Hanning window is applied to the analysis frame, which is then zero-phase padded before performing

the DFT. The magnitude and phase spectrum’s are calculated from the values returned from the the

DFT, followed by a peak selection process extracted from the magnitude spectrum.

A sinusoidal peak in the current implementation is simply defined as a spectral bin within the magnitude

spectrum which is greater than each of the two neighbouring bins on each side. The calculation of the

magnitude second order difference measure requires two neighbouring bins on each side of a spectral

peak. This limits the lowest frequency bin which is able to be modelled by the previously described

methods to around 47 Hz for a DFT containing 2048 samples (@48 kHz), and around 94 Hz for a

DFT containing 2048 samples (@48 kHz). The peaks returned from the selection process are ordered

from those with the largest magnitude to those with the lowest magnitude. Further refinement to the

system with more complex peak selection algorithms which avoid selection of side-lobes as spectral

peaks is left as a future research objective. Parameters of mean amplitude, mean frequency, phase,

amplitude change and frequency change are then estimated and corrected using the methods described

in the previous section.
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Figure 6.15: System Flow Diagram (Non-OLA Single Frame Analysis/Synthesis)

Figure 6.15 displays a more detailed flow diagram of the segmented single-frame analysis framework

and how the sinusoidal, transient and noise components are separated and re-combined within the

framework. Figure 6.15 highlights that the MoP implementation used within this framework uses a

peak selection stage where MoP is only performed once per peak, selecting the best fitting atom for

each peak and then moving on to the next peak, rather than allowing a single peak to be modelled by

multiple atoms as is the case with an over-complete decomposition. The details of the flow diagram

are listed below.
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1. Segmentation: Split audio into frames of equal length

2. Zero-Phase Analysis:

- Zero-Phase Pad Input Frame

- Calculate DFT

- Perform Peak Selection

- Estimate Sinusoidal Peaks parameters using parabolic interpolation

- Estimate change in amplitude using phase difference lookup table

- Estimate frequency change using second order difference lookup table

- Correct Amplitude Estimate using correction table

- Correct Frequency Estimate using corrected amplitude estimate and estimates of ∆A and ∆F

3. Perform MoP on each sinusoidal component, selecting the atom which is the best fit

4. Separate signal into sinusoidal and residual parts

5. Sinusodial components then re-synthesised after optional modification (eg. time stretching /

pitch shifting)

6. Residual signal modelled using undecimated DWT / inverse

- Perform forward transform, separating residual into approximation and detail coefficients

- Extract Transients from wavelet coefficients via de-noising techniques and inverse transform

7. Combine possibly modified sinusoidal, transient and noise components into output frame

The system implementation described above is dependant on the analysis and synthesis frame sizes to

be of equal lengths. This is not a problem when using a causal implementation and frame sizes of an

even length, as long as the frame size meets the undecimated wavelet transforms criteria of a frame

length divisible by 2level. In practise, a segmented audio system’s frame size is a power of two and so

this is not a problem unless the wavelet decomposition level results in a frame size requirement larger

than the analysis frame size. A frame size of 1024 samples restricts the wavelet decomposition level to

j = 10 (210 = 1024).
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A non-causal implementation with an odd frame size such as 1025 is only a single sample more but

this mismatch in frame sizes can potentially cause the sinusoidal and residual output frames to become

out of sync, or introduce extra latency into the system, such as when a workaround where two or

more input frames are ”buffered” before processing can begin, to ensure there are always 2j samples

available for processing.

The mismatch of audio frame sizes between a non-causal sinusoidal analysis implementation, and that

required by the inverse undecimated DWT is described in more detail in the next section.

6.3.1.1 Causal Compared to Non-Causal Framework

The main difference between the causal and no-causal implementations is the zero-phase padding

required for the non-causal implementation, which as explained in 2.4.4, requires an odd size frame

length to keep the signal as symmetric as possible when applying zero-padding to remove unwanted

shifting distortions. A causal implementation of MoP combined with the segmented UWT is shown in

Figure 6.13. With both block sizes having the same even length, there are no problem with alignment

and size of the output frames. However, when combining a non-causal MoP implementation which uses

zero-phase padding and an odd frame length, in conjunction with the UWT, there are discrepancies

between the required frame sizes.

There is a requirement when performing the forward SWT followed by the inverse SWT, that the

frame size is be divisible by 2Level. The forward SegUWT was adapted and able to handle odd frame

lengths such as 513 and 1025. This is currently implemented as an FIR filter with filter states and

so the processing of the froward SegUWT is unaffected by the frame length. The inverse SegUWT

is however, affected by the frame length. The algorithm for the iSWT which has been adapted with

suitable overlap extension lengths by the inverse SegUWT is given in 5.16 and 5.3.3.

The inverse operation of the SWT relies on a sub-sampling operation of 2 where two arrays (x1 and

x2) are calculated using the inverse DWT on a subset of approximation and detail coefficients, and

then summed together. The sub-sampling by a factor of two naturally requires an even input vector,

which is the current limitation for the inverse SegUWT.
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Initial investigations into the problem highlighted that the values within the sub-sampled vectors (x1

and x2) are very close to one another. A number of tests were conducted on different signals with

different wavelet filters, filter orders and decomposition depths and the mean difference between the

two vectors was found to be within the ranges between −45 and −90 dB.

The current workaround used in the non-causal implementation of the inverse SegUWT copies the

required number of missing samples from the end of the x1 vector to the end of x2.

An example of a kick drum decomposed and re-synthesised using the SegUWT and its inverse, using

frame lengths of N = 1024 and N = 1025 are presented below, and compared against the outputs of

the non-segmented SWT and its inverse.

Figure 6.16a displays the output of the inverse SegUWT if the x2 vector is zero-padded by the missing

amount of samples. This clearly shows the frame boundary border errors. In comparison, Figure 6.16b

displays the input signal against the output of the SegUWT. This clearly shows the workaround above

is able to improve the errors at frame boundaries.

Figures 6.17a, 6.17b, 6.18a, and 6.18b display a closer inspection of a frame boundary error. The

errors in Figures 6.17b and 6.18b are not completely resolved with the workaround, but it is shown to

be noticeably less than the error in Figures 6.17a and 6.18a.

Figure 6.19 displays the resulting residual error in dB between zero-padding and the workaround

of copying neighbouring samples. The frame boundary errors are reduced from around −20 dB to

below −60 dB. One of the exit criteria for MoP in Chapter 4 was for the residual signal to fall below

a threshold of −60 dB, and so this workaround, although not optimal and able to provide perfect

reconstitution, works well enough to reduce frame boundary errors to an acceptable amount.
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Figure 6.17: iSWT (Full signal) vs iUDWT (1025 frame) border error
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Figure 6.18: iSWT (Full signal) vs iUDWT (1025 frame) border error
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Figure 6.20: Kick (@48 kHz) Example Input after MoP and iUDWT (1025 frame) Residual (dB)

The above example uses the input signal of a kick drum. In the proposed system, this would be

modelled by the SMS model first, leaving a residual signal containing mostly transient components

and noise. This residual signal would be lower in energy, and contains more broadband noise. Figure

6.20a displays the residual signal of the kick drum in the above example after a MoP decomposition.

The peak amplitude of the signal is −48 dB so is already a very quiet signal, and so in this example

the workaround would be an acceptable solution.

Processing an audio buffer in a framework which combines a non-causal zero-phase padded framework

with odd frame lengths, with the UWT which ideally has an even frame size divisible by divisible by

nLevel is a nontrivial problem. A causal MoP implementation with the same frame size as the UWT

is well suited for a real-time implementation. The non-causal implementation with the discrepancies

between the MoP (Odd) frame size and the UWT (Even and divisible by 2level) frame size, is possibly

better suited to an offline process where the entire audio file can be processed in a fixed frame size for

MoP or the UDWT, and the results of that output can then be re-analysed from the beginning with a

different frame size. The implementation challenges of a non-causal (odd frame size) in conjunction

with the UWT (either before or after) limit this, or at the very least pose a challenging implementation

task, of which the possible resolutions, may result in an additional delay between the input and output.

The UWT already introduces a delay to the system, any additional delays hinder the implementation

of the system to perform in real-time.

The workaround investigated above is deemed acceptable within this framework, however this is not

an optimal solution which is able to provide perfect reconstruction. The extension of the inverse UWT

in a non-causal framework is left as a current limitation and area for future improvement.
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6.3.1.2 Multiple Frame Signal Tests

A segmented MoP and UWT framework has been presented in the previous section, and although

the non-causal implementation presents a challenge regarding the mismatch between the different

requirements of even and odd frame lengths for perfect reconstruction, both causal and non-causal

MoP implementations are capable of extracting monotonic sinusoidal components from the segmented

input stream before transient and noise separation from the residual using the SegUWT. The main

functional difference between the two implementations is the envelope type discrimination, which has

currently only been derived from non-causal phase distortion measures. Extending this functionality

to the causal implementation remains a future research task.

The current implementation does not maintain phase and amplitude coherence between frames.

The results of single partial signals decomposed using MoP with correction tables, and re-synthesised

using the segmented non-causal framework described in the Section 6.3.1 is presented below. Some

simple sinusoids with varying amplitude and frequency changes are modelled using the non-causal

implementation of MoP with a frame size of N = 1025. The test signal is 8200 samples resulting in 8

input/output frames. Figure 6.21 displays a simple 100 Hz sine wave with −6 dB ∆A and 100 Hz

∆F . Although the output is closely approximated by the output signal, the first frame is not an exact

match which results in a disappointing SNR measure of -20 dB. The output of a 300 Hz sine wave

with −6 dB ∆A and −200 Hz ∆F shows a slight improvement in Figure 6.22.

A third sine wave with a large amplitude change of −20 dB performs slightly better with an SNR of

−34 dB. The improved measure in Figure 6.23 is attributed to a larger lookup table of 501 samples

rather than a table of only 201 samples used in the other two tests. The different errors between

analysis frames is clearly shown in Figure 6.23b which is also attributed to the larger lookup table

used.

Even though amplitude and phase coherence are not employed, the single frame MoP analysis methods

perform well and discontinuities at frame boundaries are negligible.
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Figure 6.21: Output and SNR of sinusoid modelled with MoP over multiple frames (1025 samples)
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Figure 6.22: Output and SNR of sinusoid modelled with MoP over multiple frames (1025 samples)
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Figure 6.23: Output and SNR of sinusoid modelled with MoP over multiple frames (1025 samples)
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Figure 6.24 displays an example of a Bass Guitar and the resulting output using a segmented MoP

decomposition. This clearly shows the non-monotonic and transient components at the beginning of

the signal which MoP has not modelled. The residual signal after subtracting the output from the

MoP model and the original sound is shown below where the Transient is clearly visible. Figure 6.24

displays the first couple of frames of the output from MoP. There are clearly some discontinuities at

the frame boundaries, and the amplitude between successive frames fluctuates, due to the interference’s

of many other non-monotonic broadband components within the transient section of the sample. The

image below displays the bass guitar in the sustain region of the amplitude envelope curve. There are

no discontinuities or fluctuations in the amplitude between output frames in the section of the sample,

even though phase and amplitude coherence are not utilised here.

Figure 6.26 displays the magnitude spectrum of the input sample at these two sections for comparison.

The spectrum in (A) over the transient region clearly has more spectral components compared to the

sustain section presented in (B).

Figure 6.27 displays the SegUWT approximation and detail signals after thresholding and re-synthesis.

The most appropriate wavelet filter, filter order and decomposition depth, and the best d-noising

techniques for extracting transient components from noise are left as a future research task.
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Figure 6.26: Nolly Guitar (@44.1) Magnitude Spectrum
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Figure 6.27: Nolly Guitar (@44.1) Approximation and Details from SegUWT

Figure 6.28 displays a synthesised bass sample and the output of a MoP decomposition. In this case,

the maximum number of atoms was set to one, which results in the extraction of the strongest harmonic

frequency from the sample. The residual signal containing the transient is displayed below it.

Figure 6.29 displays a section of the bass example during the sustain region of the sounds. This show

a very good approximation, however there seems to be a DC component within the signal causing the

mismatch between the input and output.

A small discontinuity between frames is visible just after 1× 104 samples, otherwise MoP performs

well, minimising discontinuities at frame boundaries caused by mismatches in amplitude and phase

estimates.
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Figure 6.28: Bass (@44.1) kHz MoP Output (single partial) and Residual
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6.3.2 Non-Segmented

The non-segmented implementation of MoP has been shown to work well for the analysis of percussive

sounds with short attack times. It has been shown that non-monotonic amplitude modulation, meaning

an attack time which falls at a midpoint within the analysis frame, followed by a portion of different

section of the amplitude envelope, such as the sustain or release parts. This increase and hen sustain or

decrease in energy over the analysis frame is captures with multiple components who’s energy combines

in such a way as to capture this non-monotonic behaviour. Such a representation is susceptible to

errors when modifying the signal captures by the model, due to the atoms no longer combining in the

exact same manner as to retain the original amplitude envelope.

The original implementation of MoP was applied to impulse responses where the attack is presumed

instantaneous, followed by a n exponential amplitude release curve. Percussive components with short

attack times have a similar amplitude envelope, where the attack section is short enough that it does

not interfere with the resynthesis of the decaying part of the sound.

These sounds are well modelled using an MoP decomposition, where a single analysis frame is applied

over the entire sound. The undecimated wavelet transform is able to separate high frequency content

from low frequency content though the filterbanks and thresholding techniques presented in Chapter 5.

These separate components containing high and low frequency components are able to be modelled

separately using MoP. The high frequency components with short term broadband noise are modelled

well using an MoP decomposition and perform well under time and pitch scale modifications.

The timbre of these sounds can be modified by the selection of partials within frequency bands and

individually altered with time/pitch-scale or other modifications on a sample by sample basis.

The main criteria for such sounds to perform well and avoid the issues previously presented regarding

non-monotonic amplitude change using MoP, is a very short attack time. In practise, percussive sounds

with fast attacks less than 10 ms work well, and do not suffer from amplitude modulations in the

re-synthesised sound after pitch and timescale modifications.
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6.3.2.1 Single MoP decomposition on entire Percussive Sounds

The process for decomposing percussive sounds using a single analysis frame and a rectangular window

are detailed below. The current implementation performs a single DFT on the entire (zero-padded)

audio file, and uses causal estimation of exponential amplitude change. The percussive sounds tested

have a very short attack followed by a longer decay. Exponential amplitude change is assumed here

for simplicity, and because momentary excited oscillations that are linear and time-invariant can be

assumed to be examples of signals which decay exponentially [26].

1. Open sound file (snare/hihat) and read entire sample into memory (analysis frame) x.

2. Optional: Separate Approximation and Details or Transient using UWT and inverse.

3. Perform MoP (As per 4.3.4) on sound file, or separate extracted parts.

4. Re-synthesise entire audio sample, or individual components from extracted parameters using

bank of sinusoidal oscillators with control on a sample by sample bases for possibly applying

transformations such as pitch shifting, time stretching.

Figure 6.30 displays an example of a snare which has been separated into the approximating and detail

parts using the UWT and its inverse. The approximation captures the low-frequency ’shape’ of the

sound, while the details captures the high frequency broadband ’noise’ component. Figures 6.31, 6.32,

and 6.33 show the spectrograms of the approximation, detail and full-band reconstructed signal from

the inverse UDWT, using the Debauchies 2 Wavelet with a decomposition level = j = 3.

The selection of the wavelet filter and the decomposition level have a significant effect on the filtering

of the signal and resulting approximation and details signals. The impact and performance of

several orthogonal and bi-orthogonal wavelet families, the filter order (wavelet filter length), and the

decomposition depth, in the context of denoising are presented in [264]. The study concludes that a

meticulous choice of wavelet parameters significantly alters the performance of the frequency bands

and demonising output. An example of the effect of different wavelet families, the filter order and the

decomposition level are presented in Figures 6.34 and 6.35.
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Figure 6.30: An example Snare separated into Approximation (low-frequency) and Detail (high-
frequency) components using the UDWT
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Figure 6.31: SNARE62 original low high
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Figure 6.32: SNARE62 original low high
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Figure 6.33: SNARE62 original low high
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Figure 6.34: Comparison of approximation signal (@48 kHz) from UDWT, (A) Haar wavelet at level
3 compared with Haar wavelet at level 5. (C) db9 wavelet at level 3 compared with (D) bior 3.5 wavelet

at level 6
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Figure 6.35: Comparison of details signal (@48 kHz) from UDWT, (A) debauchies3 wavelet at level
3 compared with bior 3.5 wavelet at level 6

The wavelet filter and decomposition level effect the output of the wavelet decomposition and recon-

struction.
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Figure 6.36 displays the approximation signal extracted in Figure 6.30 pitch shifted by half and doubled.

While Figure 6.37 displays the approximation signal time stretched by a half and doubled in length.
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Figure 6.36: SNARE62 approximation Pitch Shifted

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
-0.5

0

0.5
(a) output of high-freq residual from MoP time stretched by 2

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
-0.5

0

0.5
(b) high-frequency residual from wavelet thresholding

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
-0.5

0

0.5
(c) output of high-freq residual from MoP time stretched by -2

Time (samples)

A
m

pl
itu

de

Figure 6.37: Snare 2 Time Stretched
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Figures 6.38 and 6.30 displays a Raw Sawtooth Waveform in the key of C pitch shifted and time

stretched respectively.
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Figure 6.38: Raw Sawtooth Bass (@44.1 kHz) Pitch Shifted (@44.1 kHz)
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Figure 6.39: Raw Sawtooth Bass (@44.1 kHz) Time Stretched
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6.4 Conclusion

This chapter has has presented an overview of two potential system implementations, and demonstrated

a system for spectral modelling of audio that implements analysis methods developed in the previous

three chapters. An overview of the systems performance in terms of quality has been assessed through

the use of simple and complex audio examples. Details from Chapters 3, 4 and 5 have been brought

together and discussed in detail.

A segmented system incorporating MoP for sinusoidal analysis and modelling of monotonic non-

stationary components is combined with a segmented implementation of the undecimated Wavelet

transform for modelling the residual signal as transient and noise components. The MoP implementation

can use causal or non-causal parameter estimation methods, although the current implementation

utilises the non-causal methods derived in Chapters 3 and 4. This does pose a issue when combining a

non-causal system with an odd frame size together with the SegUWT which requires an even frame size

for the inverse transform. An acceptable workaround for the current framework has been demonstrated

and further improvements left as a future research objective.

The current implementation does not implement peak tracking and coherence of amplitude and phase

trajectories between frames. As such there are examples of discontinuities between frames when the

MoP decomposition is not accurate. It has however been demonstrated that the methods employed

for correcting amplitude and frequency biases and for estimating monotonic amplitude and frequency

change work very well during the sustain region of a sound. Improvements to model estimates and

maintaining coherence of sinusoidal partials between frames during attack regions of a sound require

further improvement.

A non-segmented system has also been proposed, aimed at modelling percussive sounds with very short

attacks. Sounds with very short attacks have been shown to be modelled well with this approach, and

the issues presented in Chapter 4 regarding modelling of non-monotonic amplitude change mitigated

by very short attack times.



Chapter 7

Conclusions and Future Work

“One shouldn’t take life so seriously.

No one gets out alive anyway.”

Jim Morrison [265]

7.1 Conclusion

One of the aims of this thesis was to investigate modelling kick and bass sounds synthesized for

electronic dance music in real-time from single frame, non-stationary sinusoidal estimation methods.

There sounds are characterised by the way the frequencies and amplitude evolve over time and so it is

of interest to model these non-stationary characteristics. The amplitude envelopes of these sounds

can be shaped in numerous ways. Linear, piecewise linear, and exponential being common options,

but logarithmic, s-curve and other variations of these where you can adjust the slope of the curve

are also available as shown in Figure 2.8. Exponential decaying sinusoids and linear interpolation

of amplitude between successive frames are the two most common methods of modelling amplitude

change. Incorporating both of these two types of curves into a sinusoidal model, and distinguishing

between them allows for a more flexible and accurate model.

A formula for the identification and description of linear intra-frame amplitude change from first order

phase difference measurements has been presented in Chapter 3.

284
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A method for distinguishing between linear and exponential amplitude change within a single frame is

also presented from the examination of the effect that equal levels of energy change, applied by these

two curves, has on the magnitude spectrum. The extension of existing phase distortion based methods

for providing estimates of exponential intra-frame amplitude change to include estimates of linear

intra-frame amplitude change, provides an adaptive model which incorporates both of these curve types.

Modelling of other curve types is open to further investigation, as is the estimation of exponential

curves with adjusted slopes. The inclusion of linear amplitude change was shown to improve parameter

estimates and limit biases when presuming only exponential amplitude change, in the presence of

linear change. Modelling of both linear and exponential monotonic amplitude change within a single

frame has been presented and shown to provide a framework for applying audio transformations on a

sample by sample basis from non-overlapping single frame analysis.

Chapter 4 introduced a modified approach to the popular Matching Pursuit algorithm for the atomic

decomposition of non-stationary sinusoial components with monotonic (linear or exponential) amplitude

change. This approach was then adapted from its original use in the modal decomposition of impulse

responses to model transient components in an overcomplete representation. Chapter 5 presented a

general approach for implementing the SWT in a segmented framework and dealing with delays, the

number of filter states and number of samples required for overlapping segments in an overlap save

approach for dealing with block end artifacts due to convolution and the up-sampling of filter coefficients

at each decomposition level. Popular de-noising techniques were then explored for separating transient

components from noise in the residual signal. Further research into wavelet filter types, the filter order

and the decomposition depth, is required for achieving optimal separation.

In this work, we have presented a single frame approach in a spectral modelling framework, with

application of modelling kick and bass sounds. Although the focus of the thesis has been on modelling

kick and bass, it has been shown that an overcomplete sinusoidal model can accurately model a

wide range of signals, including professionally produced and released dance music with multiple

components and polyphonic elements. Initially single frame estimation methods based on phase

distortion were extended for estimating and distinguishing between monotonic linear and exponential

amplitude changes with the intention of modelling transient components from the residual signal. The

undecimated SWT was then investigated and implemented in a segmented framework, with a general

solution to dealing with convolution based block end artifacts presented. This shift invariant transform

has been shown to be successful at separating low level transients remaining in the residual after

utilising an overcomplete sinusoidal model derived from MoP.
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Modelling a sinusoids with non-monotonic amplitude changes is possible using and over-complete

decomposition usign modelled pursuit to recreate the non-monotonic amplitude change from combining

atoms where constructive and destructive interference of the sinusoidal signals results in the restoration

of the correct amplitude envelope. MoP has been shown to model transient and other complex sounds.

It has also been demonstrated that although this over-compete model is highly accurate in modelling

the original sound, there are some fundamental areas requiring further investigation for accurately

performing pitch and time scale modifications.

Residual modelling using the segmented undecided SWT has been presented. This introduces extra

latency due to the convolution and upsampling of the filter coefficients at each decomposition level

but is implemented in a segmented frame by frame architecture. Transient components are shown

to be separable from noise via well established de-noising techniques developed due to the desirable

property of shift invariance that this transform offers. This method of modelling transients within the

residual also presents interesting challenges with regards to time and pitch scale modifications as well

as performing transient manipulations.

Chapter 6 presented a system overview. Details on parameter bias correction were presented, including

a novel method for estimating linear frequency from the second order phase difference measure across

a spectral peak. The second order phase difference measure across a peak is based on the curvature

of the zero-phase padded phase spectrum across a spectral peak. This method provided an accurate

estimation method which was robust to initial phase conditions.

A mismatch between a non-causal sinusoidal framework requiring an odd frame size and the inverse

SWT requiring a frame size divisible by 2level was investigated and a possible workaround presented.

Further improvements to resolving this are left as a future improvement to the system.

The following Section highlights some of a many possible further directions and options available for

working towards a sinusoidal model which is capable of modelling and manipulating kick and bass

sounds while retaining the quality.

A highly important feature of the future scope of work relates to how well the quality of the ’low-end’

separation stated in Chapter 1 is maintained after time, pitch and transient manipulations, and how

best to maintain this quality.
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7.2 Future Research Directions

One of the initial aims outlines at the beginning of the thesis was to work towards a real-time

framework. Parallelization of the system as a whole is important for achieving real-time performance.

Completing the implementation of MoP on a GPU is a future research item aimed at achieving

real-time performance.

The use of de-noising for the separation of transient components remaining in residual signal from

noise was explored. This also requires further investigation on how best to achieve the optimal level of

separation through the combination of wavelet filters, the filter order, decomposition depth, and is also

left as a future research direction.

‘Guided Modelled Pursuit’, is a possible future adaptation of MoP. Initial tests in creating additional

dictionaries with slightly random parameter estimates with a skewed distribution targeted in the

direction of achieving an improvement in the accuracy of parameter estimates shows some promise,

although at a much higher computational cost than using the base atom directly, or the above mentioned

iterative decomposition using a normalised distribution. Further work is required for fully exploring

the potential of this method. A metric for measuring the amount of accuracy gained in comparison to

the computational cost of the extra processing incurred is left as a future improvement to the system.

The non-segmented system presented in Chapter 6 was shown to model transient components in an

over-complete decomposition. Time and pitch scale modifications were successfully applied to these

signals with very short attack times. Modelling transients as sinusoidal component in an over-complete

decomposition, or excluding them from the sinusoidal part of the model requires further analysis and

qualitative testing, leaving it as a future research directive.

A multi-resolution analysis system, including onset detection and alignment of analysis frames to

transient events is an important future improvement. The addition of a pre-analysis stage and alignment

of analysis and synthesis regions is a desirable future directive.

The current use of the second order phase difference measure for estimating frequency change has

unique values until a certain amount. For a 1025 analysis frame, this is between −300 and +300 Hz.

Extending the model to use higher frequency change estimates is left as a future directive.
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The current system would benefit from a peak continuation algorithm which interpolates the amplitude

and phase of tracked partials between frames, and so is left as a future improvement to the current

implementation.

Finally, the workaround investigated to overcome the mismatch between a non-causal spectral modelling

system and the odd frame size required for zero-phase padding, in conjunction with the UWT which

requires a frame size divisible by 2level, was acceptable, but not optimal. The extension of the inverse

UWT in a non-causal framework is left as a current limitation and area for future improvement.



Appendix A

Plots

A.1 Audio Examples

A.1.1 Kick Examples

Figure A.1: Amplitude envelope of kick drum [8]

289
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Figure A.2: Amplitude envelope of kick drum [8]

Figure A.3: Amplitude envelope of kick drum [8]
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Figure A.4: Amplitude envelope of kick drum [8]

Figure A.5: Amplitude envelope of kick drum [8]
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A.1.2 Bass Examples

(a) Amplitude Envelope

(b) Pitch Envelope

Figure A.6: Kick2 VST for shaping (A) Amplitude and (B) Pitch Envelope of synthesised Bass
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(a) Amplitude Envelope

(b) Pitch Envelope

Figure A.7: Kick2 VST for shaping (A) Amplitude and (B) Pitch Envelope of synthesised Bass
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A.1.3 Snare Examples

(a) Amplitude Envelope

(b) Pitch Envelope

Figure A.8: Kick2 VST for shaping (A) Amplitude and (B) Pitch Envelope of synthesised Snare
Drum
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(a) Amplitude Envelope

(b) Pitch Envelope

Figure A.9: Kick2 VST for shaping (A) Amplitude and (B) Pitch Envelope of synthesised Kick Drum
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A.2 Synthetic Non-Stationary Testing

Explanations of the signals used for testing in the paper on “Adaptive Modeling of Synthetic Nonsta-

tionary Sinusoids” including the formulas are available in [142].

A.2.1 Expansion of signal abbreviations

1. Constant Amplitude Linear Phase (CA-LP)

2. Exponential Amplitude Linear Phase (EA-LP)

3. Constant Amplitude Cubic Phase (CA-C3P)

4. Exponential Amplitude Cubic Phase (EA-C3P)

5. Linear Amplitude Cubic Phase (LA-C3P)

6. Cubic Amplitude Cubic Phase (C3A-C3P)

7. Sinusoidal Amplitude Sinusoidal Phase (SA-SP)

8. Exponential Amplitude Sinusoidal Phase (ESA-SP)

9. Exponential Amplitude Quadratic Phase (EA-QP)

10. Exponential Second Order Amplitude Constant Phase (EA-NM)

11. Linear Second Order Amplitude Constant Phase (LA-NM)

12. Exponential Amplitude Sawtooth (EA-SAW)
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A.2.2 Plots of results using default setting

1. Constant Amplitude Linear Phase (CA-LP):
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Figure A.10: Constant Amplitude Linear Phase (CA-LP) defaults pitch related

2. Exponential Amplitude Linear Phase (EA-LP):

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 48

Input
eaQHM Output
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(b) Exponential Amplitude Linear Phase Reassignment
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Figure A.11: Exponential Amplitude Linear Phase (EA-LP) defaults pitch related
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3. Constant Amplitude Cubic Phase (CA-C3P):

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
eaQHM Output

(a) Constant Amplitude Cubic Phase eaQHM

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
Reassignment Output

(b) Constant Amplitude Cubic Phase Reassignment

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
EDS Output

(c) Constant Amplitude Cubic Phase EDS

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 0, frame size = 512

Input
MoP Output

(d) Constant Amplitude Cubic Phase MoP

Figure A.12: Constant Amplitude Cubic Phase (CA-C3P) defaults pitch related

4. Exponential Amplitude Cubic Phase (EA-C3P):
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Figure A.13: Exponential Amplitude Cubic Phase (EA-C3P) defaults pitch related
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5. Linear Amplitude Cubic Phase (LA-C3P):
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Figure A.14: Linear Amplitude Cubic Phase (LA-C3P) defaults pitch related

6. Cubic Amplitude Cubic Phase (C3A-C3P):

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
eaQHM Output

(a) Cubic Amplitude Cubic Phase eaQHM

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
Reassignment Output

(b) Cubic Amplitude Cubic Phase Reassignment

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 16, frame size = 308

Input
EDS Output

(c) Cubic Amplitude Cubic Phase EDS

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 0, frame size = 512

Input
MoP Output

(d) Cubic Amplitude Cubic Phase MoP

Figure A.15: Cubic Amplitude Cubic Phase (C3A-C3P) defaults pitch related
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7. Sinusoidal Amplitude Sinusoidal Phase (SA-SP):
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Figure A.16: Sinusoidal Amplitude Sinusoidal Phase (SA-SP) defaults pitch related

8. Exponentially Damped Sinusoidal Amplitude Sinusoidal Phase (ESA-SP):
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Figure A.17: Exponentially Damped Sinusoidal Amplitude Sinusoidal Phase (ESA-SP) defaults pitch
related
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9. Exponential Amplitude Quadratic Phase (EA-QP):
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Figure A.18: Exponential Amplitude Quadratic Phase (EA-QP) defaults pitch related

10. Exponential Second Order (non-monotonic) Amplitude Constant Phase (EA-NM):
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Figure A.19: Exponential Second Order Amplitude Constant Phase (EA-NM) defaults pitch related
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11. Linear Second Order (non-monotonic) Amplitude Constant Phase (LA-NM):
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Figure A.20: Linear Second Order Amplitude Constant Phase (LA-NM) defaults pitch related
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A.2.3 Constant Amplitude Linear Phase (CA-LP)

In general the results for Constant Amplitude Linear Phase (CA-LP) are good for all of the tests using

different combinations of hop and frame sizes. The exception to this is in a non-realistic use case,

where the frame size was set to match the frame size used by MoP (512 samples). It is known that

eaQHM and EDS perform best using small frame sizes, and the quality deteriorates with increasing

lengths. [142]

Figure A.21 shows how the model estimates deteriorate from too large a frame size.
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Figure A.21: Constant Amplitude Linear Phase (CA-LP) hop=64 frame=512
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A.2.4 Exponential Amplitude Linear Phase (EA-LP)

The same is true for Exponential Amplitude Linear Phase (EA-LP), which also performed well under

all conditions with the exception of using too large a frame size (512 samples) Figure A.22 shows how

the model estimates deteriorate from too large a frame size.
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Figure A.22: Exponential Amplitude Linear Phase (EA-LP) hop=64 frame=512
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A.2.5 Constant Amplitude Cubic Phase (CA-C3P)
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Figure A.23: Constant Amplitude Cubic Phase (CA-C3P) hop=32 frame=64
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Figure A.24: Constant Amplitude Cubic Phase (CA-C3P) hop=64 frame=128
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Figure A.25: Constant Amplitude Cubic Phase (CA-C3P) hop=64 frame=256

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 512

Input
eaQHM Output

(a) Constant Amplitude Cubic Phase eaQHM

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 512

Input
Reassignment Output

(b) Constant Amplitude Cubic Phase Reassignment

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 512

Input
EDS Output

(c) Constant Amplitude Cubic Phase EDS

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 0, frame size = 512

Input
MoP Output

(d) Constant Amplitude Cubic Phase MoP

Figure A.26: Constant Amplitude Cubic Phase (CA-C3P) hop=64 frame=512
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A.2.6 Exponential Amplitude Cubic Phase (EA-C3P)
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Figure A.27: Exponential Amplitude Cubic Phase (EA-C3P) hop=32 frame=64
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Figure A.28: Exponential Amplitude Cubic Phase (EA-C3P) hop=64 frame=128
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Figure A.29: Exponential Amplitude Cubic Phase (EA-C3P) hop=64 frame=256
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Figure A.30: Exponential Amplitude Cubic Phase (EA-C3P) hop=64 frame=512



APPENDIX A. PLOTS 309

A.2.7 Linear Amplitude Cubic Phase (LA-C3P)
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Figure A.31: Linear Amplitude Cubic Phase (LA-C3P) hop=8 frame=32
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Figure A.32: Linear Amplitude Cubic Phase (LA-C3P) hop=32 frame=64
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Figure A.33: Linear Amplitude Cubic Phase (LA-C3P) hop=64 frame=128
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Figure A.34: Linear Amplitude Cubic Phase (LA-C3P) hop=64 frame=256
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Figure A.35: Linear Amplitude Cubic Phase (LA-C3P) hop=64 frame=512

A.2.8 Cubic Amplitude Cubic Phase (C3A-C3P)

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 128

Input
eaQHM Output

(a) Cubic Amplitude Cubic Phase eaQHM

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 128

Input
Reassignment Output

(b) Cubic Amplitude Cubic Phase Reassignment

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 64, frame size = 128

Input
EDS Output

(c) Cubic Amplitude Cubic Phase EDS

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
Time (seconds)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Am
pl

itu
de

hop = 0, frame size = 512

Input
MoP Output

(d) Cubic Amplitude Cubic Phase MoP

Figure A.36: Cubic Amplitude Cubic Phase (C3A-C3P) hop=64 frame=128
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Figure A.37: Cubic Amplitude Cubic Phase (C3A-C3P) hop=64 frame=256
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Figure A.38: Cubic Amplitude Cubic Phase (C3A-C3P) hop=64 frame=512
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A.2.9 Sinusoidal Amplitude Sinusoidal Phase (SA-SP)
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Figure A.39: Sinusoidal Amplitude Sinusoidal Phase (SA-SP) hop=32 frame=64
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Figure A.40: Sinusoidal Amplitude Sinusoidal Phase (SA-SP) hop=64 frame=128
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Figure A.41: Sinusoidal Amplitude Sinusoidal Phase (SA-SP) hop=64 frame=256
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Figure A.42: Sinusoidal Amplitude Sinusoidal Phase (SA-SP) hop=64 frame=512
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A.2.10 Exponentially Damped Sinusoidal Amplitude Sinusoidal Phase (ESA-SP)
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Figure A.43: EDS Amplitude Sinusoidal Phase (ESA-SP) hop=32 frame=64
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Figure A.44: EDS Amplitude Sinusoidal Phase (ESA-SP) hop=64 frame=128
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Figure A.45: EDS Amplitude Sinusoidal Phase (ESA-SP) hop=64 frame=256
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Figure A.46: EDS Amplitude Sinusoidal Phase (ESA-SP) hop=64 frame=512
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A.2.11 Exponential Amplitude Quadratic Phase (EA-QP)
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Figure A.47: Exponential Amplitude Quadratic Phase (EA-QP) hop=8 frame=32
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Figure A.48: eaQHM struggles with Exponential Amplitude Quadratic Phase, possibly due to the
hop size not being small enough in conjunction with the window length being too large
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Figure A.49: Exponential Amplitude Quadratic Phase (EA-QP) hop=64 frame=512

A.2.12 Exponential Second Order Amplitude Constant Phase (EA-NM)
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Figure A.50: Exponential Second Order Amplitude Constant Phase (EA-NM) hop=16 frame=64
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Figure A.51: Exponential Second Order Amplitude Constant Phase (EA-NM) hop=32 frame=64
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Figure A.52: Exponential Second Order Amplitude Constant Phase (EA-NM) hop=64 frame=128
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Figure A.53: Exponential Second Order Amplitude Constant Phase (EA-NM) hop=64 frame=256
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Figure A.54: Exponential Second Order Amplitude Constant Phase (EA-NM) hop=64 frame=512
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A.2.13 Linear Second Order Amplitude Constant Phase (LA-NM)
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Figure A.55: Linear Second Order Amplitude Constant Phase (LA-NM) hop=8 frame=32
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Figure A.56: Linear Second Order Amplitude Constant Phase (LA-NM) hop=16 frame=64
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Figure A.57: Linear Second Order Amplitude Constant Phase (LA-NM) hop=32 frame=64
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Figure A.58: Linear Second Order Amplitude Constant Phase (LA-NM) hop=64 frame=128
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Figure A.59: Linear Second Order Amplitude Constant Phase (LA-NM) hop=64 frame=256
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Figure A.60: Linear Second Order Amplitude Constant Phase (LA-NM) hop=64 frame=512
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A.2.14 Tables

Parameter Atom1 Atom2 Atom3 Atom4 Atom5 Atom6 Atom7 Atom8

Fest Original 1000 1055 948 1096 897 835 1228 1036

Fest Calculated 500 527 474 548 448 417 614 518

Fest Measured 500 555 448 598 395 330 730 537

Difference 0 -28 26 -50 53 87 -116 -19

Table A.1: Estimated Frequency values compared between reference and the pitch shifted signals
decomposition’s

Parameter Atom1 Atom2 Atom3 Atom4 Atom5 Atom6 Atom7 Atom8

Aest Original 0.7679 0.3338 0.3736 0.1210 0.0648 0.0290 0.0451 0.0083

Aest Measured 0.7722 0.3616 0.3978 0.1063 0.0603 0.0367 0.0437 0.0099

Difference -0.0043 -0.0278 -0.0242 0.0147 0.0045 -0.0077 0.0014 -0.0016

Table A.2: Estimated Amplitude values compared between reference and the pitch shifted signals
decomposition’s

Parameter Atom1 Atom2 Atom3 Atom4 Atom5 Atom6 Atom7 Atom8

daEst Original -13.66 -21.88 -22.95 -17.08 -11.04 -10.75 -27.62 4.00

daEst Measured -13.81 -24.07 -24.82 -16.43 -11.24 -16.83 -25.85 3.80

Difference 0.1500 2.1900 1.8700 -0.6500 0.2000 6.0800 -1.7700 0.2000

Table A.3: Estimated Amplitude Change values compared between reference and the pitch shifted
signals decomposition’s

Parameter Atom1 Atom2 Atom3 Atom4 Atom5 Atom6 Atom7 Atom8

Phase Original -1.57 1.88 0.97 1.70 1.92 -2.11 -3.13 -2.63

Phase Measured -1.57 1.91 0.99 1.68 2.01 -1.79 -3.11 -2.62

Difference 0 -0.0300 -0.0200 0.0200 -0.0900 -0.3200 -0.0200 -0.0100

Table A.4: Estimated Phase values compared between reference and the pitch shifted signals
decomposition’s
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A.2.15 Timing Measurements (MIPS)

Table A.5: SRER (dB) for each Hop and Frame Size (samples)

Hop Size def 8 15 16 16 32 64 64 64 def hop

Frame Size def 32 32 64 380 64 128 256 512 def frame

CA-LP

eaQHM 290.12 290.58 290.58 290.50 290.12 290.43 289.74 289.30 289.34 H=16,F=190

RSM 24.47 31.83 31.09 29.92 24.47 27.74 25.86 25.87 22.38 H=16,F=380

EDSM 26.56 37.21 34.95 34.89 26.56 36.17 34.09 29.62 25.67 H=16,F=380

MoP 53.86 53.86 53.86 53.86 53.86 53.86 53.86 53.86 53.86 H=0,F=512

EA-LP

eaQHM 84.70 97.14 73.13 82.87 49.51 80.29 65.72 54.71 45.02 H=16,F=24

RSM 69.43 61.06 59.62 73.04 69.90 70.65 68.92 69.42 67.63 H=16,F=40

EDSM 81.36 81.76 79.46 79.45 71.33 80.77 78.74 74.28 70.60 H=16,F=48

MoP 52.25 52.25 52.25 52.25 52.25 52.25 52.25 52.25 52.25 H=0,F=512

CA-C3P

eaQHM 60.91 118.01 101.50 97.47 50.57 76.51 55.18 55.15 12.60 H=16,F=154

RSM 4.84 32.17 33.46 27.85 4.89 25.16 18.57 8.46 0.15 H=16,F=308

EDSM 11.63 37.10 34.84 34.99 6.64 36.06 33.16 18.08 3.96 H=16,F=308

MoP 41.08 41.08 41.08 41.08 41.08 41.08 41.08 41.08 41.08 H=0,F=512

EA-C3P

eaQHM 48.94 96.88 72.92 82.61 38.30 80.11 65.37 53.46 22.31 H=16,F=154

RSM 6.70 41.42 41.16 31.49 4.98 31.19 23.09 9.86 -2.43 H=16,F=308

EDSM 25.54 81.62 79.31 75.22 19.15 71.51 47.74 28.11 10.89 H=16,F=308

MoP 6.80 6.80 6.80 6.80 6.80 6.80 6.80 6.80 6.80 H=0,F=512

LA-C3P

eaQHM 43.68 43.72 67.97 28.68 37.87 17.15 50.28 46.00 18.20 H=16,F=154

RSM 2.82 36.07 36.88 29.45 3.20 27.88 19.20 7.15 -1.43 H=16,F=308

EDSM 22.01 42.32 40.08 40.18 16.96 41.24 38.69 25.97 9.27 H=16,F=308

MoP 46.06 46.06 46.06 46.06 46.06 46.06 46.06 46.06 46.06 H=0,F=512

C3A-C3P

eaQHM 52.49 101.97 92.62 84.73 46.72 65.12 46.01 46.39 23.94 H=16,F=154

RSM 7.75 23.91 25.33 20.86 6.22 17.62 14.29 10.85 1.33 H=16,F=308

EDSM 7.07 28.19 25.95 26.05 4.08 27.12 24.75 12.47 2.73 H=16,F=308

MoP 37.03 37.03 37.03 37.03 37.03 37.03 37.03 37.03 37.03 H=0,F=512

SA-SP

eaQHM 56.29 77.06 49.77 50.37 4.80 29.43 11.48 7.68 3.95 H=16,F=24

RSM 28.33 34.81 34.76 24.26 3.26 20.21 8.65 4.21 3.33 H=16,F=48

EDSM 39.60 41.21 39.13 33.92 3.22 31.87 14.30 6.40 4.07 H=16,F=48

MoP 50.18 50.18 50.18 50.18 50.18 50.18 50.18 50.18 50.18 H=0,F=512

ESA-SP

eaQHM 46.30 73.32 40.23 48.93 4.83 42.19 11.63 5.40 4.21 H=16,F=24

RSM 27.12 35.81 35.53 22.15 3.18 20.47 8.30 4.56 3.29 H=16,F=48

EDSM 42.21 56.26 54.18 32.71 4.59 30.03 14.97 6.88 5.06 H=16,F=48

MoP 50.16 50.16 50.16 50.16 50.16 50.16 50.16 50.16 50.16 H=0,F=512

EA-QP

eaQHM 70.28 138.36 126.57 122.56 8.20 104.28 4.18 0.00 2.04 H=16,F=55

RSM 23.31 27.78 27.88 27.63 16.65 27.01 21.99 18.02 11.84 H=16,F=440

EDSM 29.44 34.72 32.46 32.39 24.10 33.68 31.59 27.15 23.20 H=16,F=110

MoP 51.85 51.85 51.85 51.85 51.85 51.85 51.85 51.85 51.85 H=0,F=512

EA-NM

eaQHM 7.13 5.62 7.14 5.21 2.83 4.09 2.94 3.03 2.04 H=16,F=55

RSM 6.23 6.44 6.41 5.62 2.00 5.59 3.96 3.04 -1.61 H=16,F=440

EDSM 31.99 39.09 38.83 30.62 15.10 28.24 20.99 17.87 8.85 H=16,F=110

MoP 48.90 50.11 50.11 50.56 48.90 50.56 50.23 50.07 50.07 H=0,F=512

LA-NM

eaQHM 6.54 1.95 0.99 1.89 2.93 2.68 3.00 3.02 2.11 H=16,F=55

RSM 6.18 6.19 6.18 6.05 6.56 6.04 5.97 6.19 6.75 H=16,F=440

EDSM 42.08 48.83 48.68 40.29 24.08 38.44 30.51 27.23 16.40 H=16,F=110

MoP 50.75 50.38 50.38 50.48 50.75 50.48 50.78 51.03 51.03 H=0,F=512
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Table A.6: Speed (MIPS) for each Hop and Frame Size (samples)

Hop Size def 8 15 16 16 32 64 64 64 def hop

Frame Size def 32 32 64 380 64 128 256 512 def frame

CA-LP

eaQHM 0.199 0.180 0.135 0.119 0.201 0.145 0.154 0.158 0.123 H=16,F=190

RSM 0.218 0.428 0.222 0.259 0.245 0.211 0.136 0.099 0.115 H=16,F=380

EDSM 1.697 0.151 0.107 0.219 1.818 0.111 0.287 0.424 0.730 H=16,F=380

MoP 0.216 0.189 0.188 0.255 0.192 0.130 0.192 0.266 0.149 H=0,F=512

EA-LP

eaQHM 0.068 0.093 0.075 0.105 0.155 0.074 0.068 0.061 0.089 H=16,F=24

RSM 0.204 0.335 0.122 0.179 0.270 0.068 0.070 0.041 0.089 H=16,F=40

EDSM 0.087 0.103 0.060 0.096 2.073 0.062 0.257 0.376 0.990 H=16,F=48

MoP 0.083 0.100 0.097 0.111 0.081 0.088 0.085 0.118 0.104 H=0,F=512

CA-C3P

eaQHM 0.148 0.169 0.067 0.059 0.140 0.036 0.047 0.038 0.087 H=16,F=154

RSM 0.133 0.313 0.204 0.206 0.306 0.094 0.071 0.078 0.071 H=16,F=308

EDSM 1.953 0.889 0.642 0.705 2.839 0.473 0.488 0.693 1.423 H=16,F=308

MoP 0.576 0.602 0.590 0.701 0.613 0.499 0.580 0.543 0.486 H=0,F=512

EA-C3P

eaQHM 0.076 0.074 0.080 0.055 0.086 0.037 0.035 0.058 0.071 H=16,F=154

RSM 0.221 0.327 0.128 0.194 0.354 0.095 0.058 0.052 0.122 H=16,F=308

EDSM 1.091 0.098 0.037 0.083 1.824 0.028 0.115 0.494 1.481 H=16,F=308

MoP 0.413 0.634 0.479 0.541 0.420 0.499 0.644 0.655 0.496 H=0,F=512

LA-C3P

eaQHM 0.125 0.238 0.080 0.089 0.153 0.064 0.054 0.038 0.149 H=16,F=154

RSM 0.438 0.337 0.199 0.166 0.234 0.116 0.073 0.048 0.058 H=16,F=308

EDSM 1.186 0.103 0.057 0.080 2.284 0.034 0.116 0.431 1.258 H=16,F=308

MoP 0.610 0.554 0.492 0.493 0.588 0.488 0.606 0.645 0.510 H=0,F=512

C3A-C3P

eaQHM 0.123 0.071 0.047 0.079 0.089 0.027 0.018 0.040 0.196 H=16,F=154

RSM 0.171 0.328 0.191 0.161 0.314 0.104 0.052 0.073 0.079 H=16,F=308

EDSM 1.656 0.061 0.038 0.077 1.849 0.027 0.132 0.620 1.294 H=16,F=308

MoP 0.417 0.432 0.429 0.538 0.466 0.526 0.527 0.670 0.501 H=0,F=512

SA-SP

eaQHM 0.076 0.076 0.051 0.056 0.148 0.023 0.023 0.078 0.060 H=16,F=24

RSM 0.110 0.333 0.131 0.170 0.331 0.094 0.050 0.063 0.069 H=16,F=48

EDSM 0.039 0.078 0.032 0.082 2.150 0.030 0.053 0.176 1.447 H=16,F=48

MoP 0.481 0.587 0.639 0.633 0.519 0.679 0.406 0.390 0.652 H=0,F=512

ESA-SP

eaQHM 0.089 0.083 0.032 0.063 0.232 0.037 0.024 0.033 0.082 H=16,F=24

RSM 0.167 0.299 0.196 0.130 0.222 0.065 0.031 0.034 0.190 H=16,F=48

EDSM 0.040 0.054 0.053 0.078 1.998 0.057 0.300 0.158 1.467 H=16,F=48

MoP 0.756 0.413 0.315 0.528 0.447 0.667 0.724 0.401 0.541 H=0,F=512

EA-QP

eaQHM 0.214 0.077 0.053 0.036 0.090 0.019 0.017 0.032 0.058 H=16,F=55

RSM 0.304 0.272 0.121 0.175 0.231 0.090 0.059 0.036 0.041 H=16,F=440

EDSM 0.183 0.111 0.050 0.074 1.849 0.028 0.106 0.178 1.170 H=16,F=110

MoP 0.139 0.101 0.062 0.079 0.096 0.094 0.065 0.121 0.076 H=0,F=512

EA-NM

eaQHM 0.554 0.150 0.050 0.090 0.092 0.041 0.028 0.030 0.199 H=16,F=55

RSM 0.168 0.387 0.128 0.164 0.165 0.111 0.048 0.078 0.131 H=16,F=440

EDSM 0.124 0.071 0.061 0.085 1.416 0.059 0.272 0.193 0.820 H=16,F=110

MoP 0.320 0.143 0.099 0.241 0.202 0.121 0.213 0.096 0.124 H=0,F=512

LA-NM

eaQHM 0.480 0.043 0.042 0.314 0.038 0.084 0.010 0.019 0.119 H=16,F=55

RSM 0.208 0.375 0.128 0.144 0.365 0.058 0.060 0.037 0.108 H=16,F=440

EDSM 0.100 0.088 0.044 0.061 1.325 0.050 0.033 0.105 0.722 H=16,F=110

MoP 0.178 0.201 0.147 0.144 0.121 0.121 0.186 0.278 0.119 H=0,F=512
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A.2.16 Monotonic dA = -16 dB and dF = 500 Hz
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Figure A.61: Exponential Amplitude dF FFT
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(b) Exponential Amplitude dF Reassignment 8 32
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(c) Exponential Amplitude dF EDS 8 32
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Figure A.62: Monotonic Exponential hop=8, window=32
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(a) Exponential Amplitude dF eaQHM 64 128
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(b) Exponential Amplitude dF Reassignment 64 128
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(c) Exponential Amplitude dF EDS 64 128
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Figure A.63: Monotonic Exponential hop=64, window=128
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Figure A.64: Linear Amplitude dF FFT
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Figure A.65: Monotonic Linear hop=8, window=32
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(a) Linear Amplitude dF eaQHM 64 128
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(c) Linear Amplitude dF EDS 64 128
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Figure A.66: Monotonic Linear hop=64, window=128
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Amplitude Curve Hop Size Window Size eaQHM Reassignment EDSM MoP

Exponential 8 32 3.628479 6.549085 33.323619 47.329877

Exponential 64 128 3.031349 6.030819 21.147327 47.329877

Linear 8 32 3.984062 6.761536 35.065089 48.835016

Linear 64 128 3.022397 6.033307 22.561468 48.835016

Table A.7: SRER Monotonic dA and Large dF

Amplitude Curve Hop Size Window Size eaQHM Reassignment EDSM MoP

Exponential 8 32 0.061766 0.120591 0.039137 0.193360

Exponential 64 128 0.028919 0.020961 0.025808 0.184694

Linear 8 32 0.161514 0.181353 0.062378 0.273954

Linear 64 128 0.089347 0.067447 0.058280 0.255371

Table A.8: MIPS Monotonic dA and Large dF

A.2.17 Non-Monotonic dA = -16 dB and dF = 500 Hz
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Figure A.67: Exponential nm dA dF FFT



APPENDIX A. PLOTS 332

0 100 200 300 400 500 600 700 800 900 1000
Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

Exponential Amplitude dF (eaQHM) SRER = 8.4854

(a) Exponential nm dA dF eaQHM 8 32
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(c) Exponential nm dA dF EDS 8 32
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Figure A.68: Non-Monotonic Exponential hop=8, window=32
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(a) Exponential nm dA dF eaQHM 64 128
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(b) Exponential nm dA dF Reassignment 64 128
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(c) Exponential nm dA dF EDS 64 128
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Figure A.69: Non-Monotonic Exponential hop=64, window=128
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Figure A.70: Linear nm dA dF FFT
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(a) Linear nm dA dF eaQHM 8 32
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(b) Linear nm dA dF Reassignment 8 32
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(c) Linear nm dA dF EDS 8 32
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(d) Linear nm dA dF MoP 8 32

Figure A.71: Non-Monotonic Linear hop=8, window=32
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(a) Linear nm dA dF eaQHM 64 128
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(b) Linear nm dA dF Reassignment 64 128
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(c) Linear nm dA dF EDS 64 128
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Figure A.72: Non-Monotonic Linear hop=64, window=128

Amplitude Curve Hop Size Window Size eaQHM Reassignment EDSM MoP

Exponential 8 32 8.485436 11.081811 47.789034 47.588994

Exponential 64 128 2.861611 6.323050 26.159758 47.588994

Linear 8 32 8.622400 10.366513 49.864514 47.022511

Linear 64 128 2.902772 6.239761 26.832407 7.022511

Table A.9: SRER Non-Monotonic dA and Large dF

Amplitude Curve Hop Size Window Size eaQHM Reassignment EDSM MoP

Exponential 8 32 0.071885 0.133287 0.031617 0.217553

Exponential 64 128 0.031369 0.020885 0.029844 0.168090

Linear 8 32 0.305141 0.302936 0.116105 0.321516

Linear 64 128 0.098539 0.075704 0.073089 0.244399

Table A.10: MIPS Non-Monotonic dA and Large dF



Appendix B

Sound Examples

B.1 Example of Mastering and Compression on Kick and Bass

This section displays the process of creating a kick and bass line. A kick drum and a bass line, including

the combined output are displayed in Figure B.1. It can is also displayed that the end of the kick

drum does overlap with the bass line. A common technique for improving the low end separation of

this is to use side-chain compression sop that the volume of the kick drum or bass is reduced when

overlapping. This example does not include any side chain compression, ultimately the use of these

tools comes down to the producer preference and years of experience in achieving the desired sound.

In this case the lack of side-chain compression has the effect of adding a lot of punch and more of an

attack to the bass.

Figure B.1: Example of creating a Kick and Bass

335
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Some of the mastering plugins used for processing the kick and bass after reducing it by 6 dB for extra

headroom include: the Manley Massive Passive Equaliser, Elysia Compressor, Shadow Hills Mastering

Compressor, and Precision Multiband Compressor from UAD [266]. Numerous other equalisers,

transient effect processors and other mastering tools could also be used.

(a) Precision Multiband Compressor (b) Shadow Hills Mastering Compressor

(c) Elysia Compressor

(d) Manley Massive Passive Equaliser

Figure B.2: Examples of Mastering Equalisers and Compressors
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(a) Massive Passive Equaliser Bass Enhancer
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(b) Massive Passive Equaliser Kick Enhancer
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(c) Massive Passive Equaliser Low End Shaper
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(d) Different Compressor Settings

Figure B.3: Effect of different Manley Massive Passive Equaliser presets on Kick and Bass
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(a) Original vs Manley Bass Enhancer
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(b) Original Manley Elysia
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(c) Original Manley Elysia Precision Multiband
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(d) Original Manley Elysia Precision Shadowhills

Figure B.4: Effect of different compressors on kick and bass
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(a) Massive Passive Equaliser Bass Enhancer
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(b) Massive Passive Equaliser Kick Enhancer
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(c) Massive Passive Equaliser Low End Shaper
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(d) Comparison of different Manley Compressor
presets and the effect on kick and bass

Figure B.5: Effect of Massive Passive Equaliser
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(a) Manley Massive Passive Equaliser Bass Enhancer
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(b) Manley and Elysia Groove Compressor
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(c) Manley, Elysia and Precision Multiband

0 200 400 600 800 1000 1200 1400 1600

Time (samples)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
m

pl
itu

de

Original -6dB
Manley EQ
Elysia Groove Compressor
Precision Multiband Compressor
Shadow Hills Mastering Compressor

(d) Manley, Elysia and Precision and Shadow Hills

Figure B.6: Effect of different compressors on Kick Drum
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B.2 MoP Examples

In the current section a number of audio snippets extracted from various EDM musical genres have been

selected. Each of the 14 examples has been analysed and re-synthesised using the causal implementation

of MoP which uses a rectangular window for analysis. Exponential amplitude is presumed as the current

implementation has net yet been extended to take linear phase difference measurements into account.

Changes in frequency are also omitted from the current implementation when re-synthesising sinusoidal

atoms. The measurements for 3 tests were taken with the maximum number of sinusoidal partials set

to 128, 256 and 512 respectively, and a frame size of 1024 samples with no overlap. Amplitude and

Phase coherence is not implemented between successive frames as no modifications are applied and the

reconstructed signal with this method is in general free of any artifacts between frame boundaries.

The number of sinusoidal partials used by the model has a direct impact on this.

The results of the original audio are compared to the output of the synthesised audio. Residual

components from the different number of sinusoidal partials used to model the sound are presented.

The full list of audio examples as 48kHz WAV files is available with the full submission of the thesis.

MP3 versions of the input and resulting output files are embedded below, and are available for playback

within the document as MPEG files.
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B.2.1 Shadow Fx and Interpulse - Reflexion:

Figure B.7: Excerpt from Shadow Fx and Interpulse - Reflexion [267]
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Figure B.8: Output of ShadowFx MoP Modelling using different number of maximum allowed partials
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B.2.2 Lumen - Gruntled:

Figure B.9: Excerpt from Lumen - Gruntled [268]
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Figure B.10: Output of Lumen MoP Modelling using different number of maximum allowed partials
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B.2.3 Pspiralife - Macro Micro:

Figure B.11: Excerpt from Lumen - Gruntled [269]
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Figure B.12: Output of Pspiralife MoP Modelling using different number of maximum allowed
partials
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Figure B.13: Residuals of Pspiralife MoP Modelling using different number of maximum allowed
partials
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B.2.4 Sébastien Léger - Son Of Sun:

Figure B.14: Excerpt from Sébastien Léger - Son Of Sun [270]
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Figure B.15: Output of Sebastien Leger MoP Modelling using different number of maximum allowed
partials
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B.2.5 Hermanez - Tale of the Unexpected:

Figure B.16: Excerpt from Hermanez - Tale of the Unexpected [271]
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Figure B.17: Output of HermanezT MoP Modelling using different number of maximum allowed
partials
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B.2.6 Pippi Ciez featuring Sabrina and Sabrina - Baohum:

Figure B.18: Excerpt from Lumen - Gruntled [272]
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Figure B.19: Output of PippiCiez MoP Modelling using different number of maximum allowed
partials
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B.2.7 Gary Normal - Faireley Forrest:

Figure B.20: Excerpt from Gary Normal - Faireley Forrest [273]
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Figure B.21: Output of Wavelets MoP Modelling using different number of maximum allowed partials
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B.2.8 Petran - AumDelux:

Figure B.22: Excerpt from Petran - AumDelux [274]
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Figure B.23: Output of AumDelux MoP Modelling using different number of maximum allowed
partials
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B.2.9 Elowinz - Granjurema:

Figure B.24: Excerpt from Elowinz - Granjurema [275]
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Figure B.25: Output of Elowinz MoP Modelling using different number of maximum allowed partials
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B.2.10 Elowinz - Granjurema:

Figure B.26: Excerpt from Elowinz - Granjurema [276]
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Figure B.27: Output of Elowinz MoP Modelling using different number of maximum allowed partials
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B.3 Residual Output Comparison between MoP and eaQHM

B.3.1 Hermanez - Tale of the Unexpected:
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Figure B.28: Comparison of MoP (1024 samples, no overlap) and eaQHM (32 samples, 15 sample
overlap)
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Equations

C.1 Equations:

C.1.1 Reassignment and Generalized Derivative Method Equations:

Reassignment and the Derivatives methods model a signal as a complex exponential with polynomial

arguments, given by:

s(t) = exp( (λ0 + µ0t)︸ ︷︷ ︸
λ(t)=log(a(t))

+j

(
ϕ0 + ω0t+

ψ0

2
t2
)

︸ ︷︷ ︸
ϕ(t)

) (C.1)

The formula for calculating reassigned frequency ω̂ and amplitude modulation µ̂ are given by:

ω̂(t, ω) =
∂

∂t
ℑ (log (Sw(t, ω))) = ω −ℑ

(
Sw′(t, ω)

Sw(t, ω)

)
︸ ︷︷ ︸

−∆ω

(C.2)

µ̂(t, ω) =
∂

∂t
ℜ (log (Sw(t, ω))) = −ℜ

(
Sw′(t, ω)

Sw(t, ω)

)
(C.3)

362
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The formula for t̂ is given by:

t̂(t, ω) = t− ∂

∂ω
ϕ(t, ω) = t−ℑ

(
∂Sw
∂ω

Sw

)
(C.4)

The formula for frequency derivative ψ̂ is:

ψ̂ =
∂ω̂

∂t̂
=
∂ω̂

∂t
/
∂t̂

∂t
(C.5)

Finally the formula for reassigned phase ϕ̂ and amplitude hata are:

ϕ̂0 = ∠

 Sw (ωm)

Γw

(
∆ω, µ̂0, ψ̂0

)
 (C.6)

â0 =

∣∣∣∣∣∣ Sw

Γw

(
ω∆, µ̂0, ψ̂0

)
∣∣∣∣∣∣ (C.7)

where the function Γw is given by [277]:

Γw (ω, µ0, ψ0) =

∫ +∞

−∞
w(t) exp

(
µ0t+ j

(
ωt+

ψ0

2
t2
))

dt (C.8)

and where w′ denotes the derivative of w.
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C.1.2 Phase Distortion Plots for Linear and Exponential Amplitude Change:
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Figure C.1: Exponential Analytical and Measured phase difference compared
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Figure C.2: Exponential Analytical and Measured phase difference compared
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Figure C.3: Linear Analytical and Measured phase difference compared
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Figure C.4: Linear Analytical and Measured phase difference compared
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Figure C.5: Linear Analytical and Measured phase difference compared
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Figure C.6: Linear Analytical and Measured phase difference compared
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Figure C.7: Linear Analytical and Measured phase difference compared

C.1.3 Causal Exponential Amplitude Change Rectangular Window

The equation for deriving causal estimates of the derivative of the phase using a rectangular window

were independently derived. However, the original derivation of equation C.1.3 was subsequently found

in [278] where correction of the amplitude estimate is given by using information from the Fourier

Transform of the window function.

Fourier integral, f is frequency, t is time, a is amount of exponential amplitude change

∫ (
e∧((a− (I × 2× π × f))× t)

)
, {t, 0, 1} (C.9)

= −1− ea−2ifπ

a− 2ifπ
(C.10)

find derivative at peak, i.e. when f == 0:

2

(
−1 +

1

a
+

1

1− ea

)
π, f = 0 (C.11)
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log

[
M

Abs
[−1ca

a

]] (C.12)

C.1.4 Numerical Representations of Amplitude

The volume of a signal in a floating point system is normalised to range from -1.0 to 1.0.

The signal energy (magnitude) of the Fourier spectrum is usually converted to Decibels (dB) which is

a logarithmic expression of ratios. The decibel uses the base 10 and is defined as:

dB = 10log10(
Amplitude)

Amplituderef
) (C.13)

where Amplitude is the measured amplitude and Amplituderef is the reference amplitude.

The Neper, is also a logarithmic ratio of two numbers but uses the natural logarithm and is defined as

Np = ln(
Amplitude)

Amplituderef
) (C.14)

The Neper is used less frequently in audio representations but is useful for certain calculations because

the derivative of the natural logarithm at x = 1 is 1.

d

dx
ln (x) =

1

x

= 1, x = 1

(C.15)
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C.1.5 Measure Accuracy of Linear and Exponential Discrimination

Signal-to-Noise Ratio (SNR) Equation:

SNR = 10 log

( ∑N
n=1 f(n)

2∑N
n=1[f(n)− f̂(n)]2

)
(C.16)

SNR is a measure in dB that compares the level of a signal to the level of background noise.

Signal-to-Residual ration (SRR) Equation:

SRR =
⟨s, ws⟩

⟨s− ŝ, w(s− ŝ)⟩
(C.17)

where s, ŝ are the original signal (without noise) and the estimated signal respectively, and w the Hann

window.

Signal-to-Reconstruction-Error ratio (SRER) Equation:

SRER = 20 log10
RMS[s(t)]

RMS[ŷ(t)]
(C.18)

where s(t) is the original signal, y(t) is the re-synthesised signal from model parameters, and ŷ(t) is

the residual signal obtained by subtracting y(t) from s(t). SRER is the ratio in dB of the energy in

the original signal s(t) and the residual ŷ(t).
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C.2 Models used for Synthetic Nonstationary Sinusoids

In [142] the short-term signal model s(t) is described for the Exponentially Damped Sinusoidal Model

(EDSM), Reassigned Sinusoidal Model (RSM) and The extended adaptive Quasi-Harmonic Model

(eaQHM) as follows:

C.2.1 Exponentially Damped Sinusoidal Model (EDSM)

EDSM assumes that x(t) can be approximated by the underlying signal model

x(t) = exp(λ+ µt) cos(ωt+ θ) (C.19)

where A(t) = exp(λ+ µt) is the temporal envelope and Φ(t) = ωt+ θ is the time-varying phase. The

short-term frame x(t) in EDSM is simply modeled as a stationary sinusoid with constant frequency ω

modulated in amplitude by an exponential envelope controlled by λ and µ. A(t) grows exponentially

when µ > 0, decays when µ < 0, and is constant if µ = 0. The literature has shown [171,172,279,280]

that subspace methods render accurate parameter estimation for EDSM. This work uses ESPRIT to

fit the parameters of EDSM [280].

C.2.2 Reassigned Sinusoidal Model (RSM)

x(t) = exp(λ+ µt) cos
(
ψt2 + ωt+ θ

)
(C.20)

where A(t) = exp(λ+ µt) is the temporal envelope and Φ(t) = ψt2 + ωt+ θ is the time-varying phase.

The short-term frame x(t) in RSM is approximated as a sinusoid with quadratic phase (quadratic

frequency ψ, linear frequency ω, and phase shift θ) modulated in amplitude by an exponential envelope

controlled by λ and µ similarly to EDSM.

The parameters of the model are estimated using the time-frequency reassignment method [153,159,

281,282].
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C.2.3 The extended adaptive Quasi-Harmonic Model (eaQHM)

The assumption behind eaQHM is that speech and musical sounds can be approximated by a sum of

M quasi-harmonic, highly nonstationary, AM-FM modulated partials sm(t). Each partial is further

modeled inside the analysis frame as a short-term x(t) which can be approximated by the underlying

signal model

x(t) = (λ+ µt) cos
(
ψt2 + ωt+ θ

)
(C.21)

where A(t) = (λ+µt) is the temporal envelope and Φ(t) = ψt2+ωt+ θ is the time-varying phase. The

short-term frame x(t) in eaQHM is implicitly modeled as a sinusoid with quadratic phase (quadratic

frequency ψ, linear frequency ω, and phase shift θ) modulated in amplitude by a linear envelope

controlled by λ and µ. A(t) grows linearly when µ > 0, decays when µ < 0, and is constant when

µ = 0 [168].

In eaQHM the parameters λ, µ, ψ, ω and π are adapted from successive steps of parameter re-estimation

using least squares by iterating over the entire audio file from beginning to end numerous times.

“To estimate the AM-FM components, we use QHM’s parameters [ak, bk] and a set of fks.

The AM and FM components do not have a closed form description, like A× cos(2× πk ×+ϕ).

It’s more like A(n) × cos(θk(n)), where A(n) and θk(n) do not have a closed form expression. In a

way, this is a non-parametric representation.” [283]
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Mathematical Proofs

D.1 Mathematica Proofs

D.1.1 Non-Causal Linear Derivative of the Phase

Integrate
[
(1/L)× ((Cos[2× Pi× L/L] + 1)/2)×

(
e∧(−(I× 2× Pi× f)× t)

)
×((

e∧(−a/2)
)
+
(
t×

((
e∧(a/2)

)
−
(
e∧(−a/2)

)))
+
(((

e∧(a/2)
)
−
(
e∧(−a/2)

))
/2
))
, {t, (−L/2), (L/2)}]

(D.1)

Setting f = 0 results in an infinite expression where 1/0 is encountered.

Limiting f− > 0 however results in:

d(arg(W ))

df
| lim
f→0

=
(−1 + eα)(−6 + π2)

3(1 + eα)π
(D.2)

372
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D.1.2 Non-Causal Exponential Derivative of the Phase

From [10] with supporting materials available online: [284]

Integrate[(1/L)× ((Cos[2× Pi× /L] + 1)/2)× (E∧((a− (I × 2× Pi))× (t))), {t, (−L/2), (L/2)}]

=
4π2 Sinh

[
1
2L(a− 2ifπ)

]
L(a− 2ifπ) (a2L2 − 4iafL2π − 4 (−1 + f2L2)π2)

(D.3)

Manipulate

[
4π2 Sinh

[
1
2L(a− 2ifπ)

]
L(a− 2ifπ) (a2L2 − 4iafL2π − 4 (−1 + f2L2)π2)

, {L, {1}}

]
(D.4)

ComplexExpand

[
4π2 Sinh

[
1
2(a− 2ifπ)

]
(a− 2ifπ) (a2 − 4iafπ − 4 (−1 + f2)π2)

]
(D.5)

= π

(
2

a
+

4a

a2 + 4π2
− Coth

[a
2

])
(D.6)
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Accompanying Material

E.1 List of accompanying material

Attached with submission of the thesis is a Murray_107037547_AccompanyingMaterial.zip

In the .zip file are 3 Main Folders

1. eaQHM-analysis-and-synthesis-in-Python: Contains the eaQHM Python code

2. Mathematica: Contains the Mathematica Proofs

3. Matlab: Contains the Matlab code and Audio Samples

The Matlab root folder contains most of the scripts used, wit the exception of the da_and_df_tests

and Env_Type_Discrimination_Test_Results Subfolders which contain some separate test scripts.

374
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Within the Matlab Folder are a number of Subfolders:

1. Audio: contains audio test files and outputs

2. da_and_df_tests: Contains a script testing both dA and dF

3. DesamToolbox_v1.1, eaQHM, EDS, MoP: Contain scripts used to test synthetic nonstationary

signals.

4. Env_Type_Discrimination_Test_Results: Contains a script to test envelope type discrimina-

tion and estimation of non-causal dA for linear and exponential amplitude change.

5. segSWT: Contains scripts testing forward segSWT and inverse segSWT.

6. MoP contains causal MoP test script using rectangular window. Some additional scripts can be

found here for testing time and pitch scale modifications.

7. Ch6 contains the segmented and non-segmented scripts used to test the system implementation

in Chapter 6. This also includes the non-segmented system implementation used in Chapters 5

and 6.
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