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Abstract

Exciton-polaritons in GaAs based microcavities and waveguides are used to study

different phenomena ranging from spin-orbit coupling effects to magnetic field re-

sponse. Most of the work concerns polaritons in periodic potentials with the

remainder using planar microcavity polaritons.

In Chapter 3 work involving the study of polaritons in GaAs based slab waveg-

uides with a photonic crystal etched into the top surface is presented. The tune-

ability of a band gap in the polariton dispersion with and without an applied

magnetic field is demonstrated.

In Chapter 4 the first direct observations of Zitterbewegung for highly photonic

exciton-polaritons in planar and honeycomb lattice microcavities are presented.

This work also demonstrates the dependency of the Zitterbewegung period and

amplitude on the energy splitting between two orthogonally polarised modes in

the dispersion.

In Chapter 5 the work presented concerns the direct excitation of compact lo-

calised states in a 2D Lieb lattice microcavity in both the linear and non-linear

regimes. A linear and non-linear localised state is created for the lowest energy

flat band. A non-linear response is observed in a single micropillar for the second

lowest energy flat band.
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1.1. Introduction

1.1 Introduction

The study of polaritons confined to low dimensional systems is an area of research

with a long and bountiful history filled with profound breakthroughs in our under-

standing of novel quantum phenomena. Created via the strong coupling between

light and quantum well excitons, these composite boson quasiparticles have also

had a wide reaching influence across physics allowing analogous studies of areas

such many-body physics[1–4], high energy systems [5, 6] and even cosmology [7,

8]. The relative ease of which polaritons grant researchers access to the optical in-

formation they possess has allowed us to directly peer into the fascinating worlds

of phenomena such as Bose-Einstein condensates [9, 10], topologically protected

states and superfluidity. Yet still, over two decades since the first experimental

reports of their existence, low-dimensional polaritons continue to be the gift that

keeps on giving, in part facilitated by the recent advancements in semiconductor

device fabrication. With modern post-growth etching techniques, the tailoring of

the polariton potential landscape is paving the way for the quantum simulation

of complex solid-state systems along with advancing the steady progress toward

achieving integrated polariton optoelectronic devices. This thesis explores several

different phenomena surrounding polaritons confined to low dimensional struc-

tures, firstly in 2D slab waveguides and later in planar and lattice microcavities

with the aim of further expanding the collective knowledge around these fasci-

nating hybrid quasiparticles. The overarching goal of this thesis is to highlight

just some of the various areas of physics for which polaritons continue to offer

a boon of exciting experimental results on the forefront of our understanding of

low dimensional physics.
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Chapter 1. Background

1.2 Semiconductor materials

1.2.1 Semiconductor band structure

Semiconducting materials fill a unique niche in solid state physics as materials

that are somewhere between conductor and insulator and most importantly, ma-

terials that have provided a wealth of research and breakthroughs. In this thesis,

the devices used for the presented work utilise gallium arsenide (GaAs), as well as

other compound semiconductors, such as aluminium gallium arsenide (AlGaAs)

and indium gallium arsenide (InGaAs), as a platform for polariton research. The

unit cell of GaAs is a zince-blende structure and, when considering its valence

and conduction bands in momentum space, has a direct band gap of 1.42eV [11].

The relatively small and direct nature of this band gap along with a long history

of well established research and device fabrication, makes it an extremely suitable

platform for optical-condensed matter research. GaAs also holds the unique title

of the platform for which the first observation of exciton-polaritons (referred from

here onwards simply as polaritons) were made [12, 13]. Other similar zince-blende

semiconducting materials are also suitable for polariton research such as cadmium

telluride (CdTe)[14] which provided the first demonstrations of polariton conden-

sation [9, 10]. Wide band gap semiconductors are also a popular option when

studying polaritons in part due to their strong exciton binding energy allowing

room temperature experiments, an example of this is gallium nitride (GaN)[15,

16]. The typical description of a semiconducting material is one of separate en-

ergy bands. More specifically, a valence and conduction bands separated by an

energy gap, Eg, with the population of electrons occupying the former band when

no external energy excitation is present.

This band gap, or forbidden region, is a consequence of the quantization of

energy and explains why, without sufficient excitation, electrons cannot occupy

the conduction band. In the case of electron occupation of the conduction band,

whether due to a non-separation of valence and conduction bands or simply due

Chapter 1 11



1.2. Semiconductor materials

Figure 1.1: Simplified diagram showing the energy gapped valence and

construction band in a typical direct-band gap semiconductor. The

red particles represent electrons. The dotted oval represents the two-

particle exciton system consisting of a positive hole and an excited

electron.

to a lack of valence band completely, the material would be described as a con-

ductor. Alternatively, in insulators it is extremely hard for an electron to be

excited across this band gap due to it large size (5-10meV). Technically speaking,

electrons could be excited into the conduction band using high energy photons

such as those in the UV region of the electromagnetic spectrum. In the case of

gapped semiconductors, whilst there is still separation of the valence and con-

duction band, if sufficient external energy input is present, an electron can be

excited across the band gap to occupy the conduction band, providing this input

energy is equal to or greater than Eg. The excitation of a valence electron (which

absorbs light more efficiently than it emits it) leads to a net negative charge of the

conduction band which conversely leaves a net positive charge within the valence

band. This localised positive charge is what remains of the state once occupied
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Chapter 1. Background

by the excited electron and is commonly referred to as a “hole”.

1.2.2 Excitons

Even though the newly excited electron and hole are separated by an energy gap,

they are still able to interact and form a bound state. When the coulomb interac-

tion between the two oppositely charge particles is sufficiently large to overcome

external forces (e.g. coulomb screening), the result is a neutral quasiparticle

known as an exciton with an energy less than that of its unbound electron-hole

constituents by the binding energy, EB. The first confirmed observations these

particles were of excitonic features in the spectrum of Cu2O reported in the

1950s[17, 18]. These excitons can be defined in two separate cases, depending

on whether the Bohr radius is larger or smaller than the lattice constant of the

material of which they occupy. If the Bohr radius is smaller than the lattice

constant they are known as Frenkel excitons [19, 20], these are typically found in

organic materials such as tetracene and have a binding energy of 0.1-1eV. If the

Bohr radius is larger than the lattice constant, they are known as Wannier-Mott

excitons. The larger Bohr radius in the latter case can be put down to the large

screening of the coulomb interaction due to the lattice polarisation of the dielec-

tric materials in which they are found[21] (i.e. semiconductors), this leads to a

much larger binding energy of 10-30meV.

As shown in Figure 1.2 the type of excitons present in a system depends on the

material in which they form and, since the work presented in this thesis utilises

GaAs based systems, Frenkel Excitons will be of no concern going forward. For

the sake of brevity, Wannier-Mott excitons will be referred to simply as excitons.

Due to the attractive coulomb force between the hole and electron in an exci-

ton, its Schrödinger equation is analogous to that of a hydrogen atom and takes

the form of the Wannier equation in materials such as GaAs. Starting with the

Wannier equation, the binding energy of excitons in GaAs,Eλ can be found using

Chapter 1 13



1.2. Semiconductor materials

Figure 1.2: Simplified diagram showing two different types of excitons

defined by their Bohr radius.

−
[

h̄2∇2

2µ
+ V (r)

]

φλ(r) = Eλφλ(r), (1.1)

where µ is the reduced mass of the bound electron and hole given by µ =

memh/(me + mh) with masses me and mh respectively and separation r. Here

the potential, V (r), is

V (r) =
e2

4πǫrǫ0r
. (1.2)

From this, the 1s exciton wavefunction is given as

Ψ1s(r) =
e

−r

aB

√

πa3B
, (1.3)

where aB is the Bohr radius given by aB = 4πh̄2ǫǫ0/µe
2. Finally, from this the

binding energy can be defined as

EB =
h̄2

2µa2B
. (1.4)

When considering the low binding energy of excitons in GaAs, a fundamen-

tal and significant property becomes obvious, namely their complete instability

at room temperature. To ensure stability of GaAs excitons, the environmental
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Chapter 1. Background

thermal energy, kbT , must not exceed the binding energy as described in equa-

tion 1.4. This condition can be achieved by using cryogenic temperatures for any

experiments concerning GaAs excitons. It is worth noting that exciton formation

has been observed in other semiconductors at temperatures above cryogenic, and

in some cases room temperature[15], in the latter case this was first achieved by

specifically tailoring quantum well confinements to reduce exciton-phonon inter-

actions [22]. It has also been shown that it is in fact possible to achieve strong

coupling of excitons and photons in GaAs based devices by increasing the number

of quantum wells [23].

1.3 Exciton confinement and polariton forma-

tion

1.3.1 Optical microcavities for the study of low dimen-

sional polaritons

Before addressing strong light matter coupling, a platform for such hybridisation

is first needed, with optical microcavities being the most obvious ideal choice. The

huge volume of valuable polariton research that relies on optical microcavities as

a platform is a testament to this fact. Microcavities were first born from the

development of semiconducting laser diodes in 1962 [24, 25] and from there, the

technology has been developed and utilised for a wide range laser based devices

[26–28].

The work presented in this thesis concerns a specific type of microcavity, known

as a Fabry–Pérot interferometer, also sometimes referred to as a microresonator.

This device uses two highly reflective surfaces placed at a fixed distance from each

other, this distance is known as the cavity length, Lc. Between the two mirrors a

defect layer is placed to act as the cavity. Typically, during the growth phase, a

gradient in the thickness of the cavity is created to allow variations in detuning
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1.3. Exciton confinement and polariton formation

(see section 1.3.3), this is often done using a rotation-stop.

The composition of the mirrors is fundamental to the working of the microcavity

and a commonly used practice (also the one used for the samples concerned in this

thesis) is to stack alternating layers of semiconducting materials with differing

refractive indices to form a distributed Bragg reflector (DBR). As mentioned, the

name interferometer is assigned to the device as the high levels of reflectivity for

light incident on a DBR is due to the constructive interference that takes place

at varying penetration depths for incident waves. Optimising the reflectivity via

constructive interference of the DBR for a certain wavelength, λ0, can be achieved

by considering the Bragg condition, where optimal thickness is given by

T1(2) =
λ0

4n1(2)

, (1.5)

where n1(2) is the refractive index of whichever of the two materials is being con-

sidered. This condition creates a range of wavelengths in which near unity of

reflection can be achieved, this range is known as the stop band and is centred

around λ0. The spectral width of the stopband is determined by the contrast in

the refractive indices of the DBR layers and for wavelengths outside of this re-

gion, photonic modes will simply permeate the DBR stack and escape the cavity.

To increase reflectivity in the stop band, the number of DBR stacks can also be

increased, until, after optimisation of all three parameters, the cavity can achieve

near total reflective confinement of a range of allowed photonic modes coupled

into the cavity. Typical polariton microcavities contain 15-20 pairs of DBR layers

in the top and bottom stacks and, as in this thesis, are made of alternating layers

of GaAs and AlGaAs on a GaAs substrate[29].

With modern growth methods such as molecular beam epitaxy (MBE), highly

optimised cavities can produced with high levels of reflectivity controls and rela-

tive ease of reproducibility[30]. The quality of these cavities can be determined

by considering the Q factor associated with them. To determine the Q factor,

the photonic dispersion within the cavity must first be considered

EC(k|| ≈ EC(k|| = 0) +
h̄2k2||
2mc

, (1.6)
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Chapter 1. Background

where k|| is the in-plane wave vector given by k|| =
√

k2x + k2y and mc is the

effective mass given by mc = hnc/cLc. Using the above, and the linewidth of the

cavity mode, γc, the Q factor is defined as

Q =
Ec

γc
. (1.7)

It is worth noting that γc is determined by the full-width-half-maximum (FWHM)

of the resonant energy of the cavity mode. For large values of Q (typical values

associated with Fabry–Pérot microcavities are sufficiently large), this Q factor is

equivalent to the ratio of energy stored to energy lost thus γc is sometimes re-

ferred to as the cavity loss rate. The samples in this thesis have high Q factors in

the region of 15000 but recent experiments have shown DBR based microcavities

with Q factors in excess of 250,000 [31] and when moving away from DBR based

microcavities, Q factors can be in the region of 107, for example with silicon based

toroid microcavities [32].

1.3.2 Quantum wells

First proposed in 1963[33, 34], a typical semiconductor quantum well (QW) acts

to confine electrons and holes (and consequentially excitons) within a low di-

mensional region enclosed by potential barriers. This results in the quantisation

of at least one dimension of motion for the confined particles and for a typical

semiconductor heterostructure this will be the growth direction. Simply put, the

confined particles are free to move in 2 directions (xy-plane for example) but

confined in the z-direction thus in this case the particles are under 1-dimensional

confinement. Note, the confinement of particles such as electrons or holes relies

on the width of the quantum well being on the scale of the de Broglie wavelength

of the confined particle.

A quantum well can be created by enclosing a thin semiconductor layer with

a different semiconductor with a larger band gap. The lower band gap of the

sandwiched layer leads to different, lower energy eigenstates compared to the
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1.3. Exciton confinement and polariton formation

Figure 1.3: (a) Typical GaAs quantum well placed between AlGaAs

layers (b) Band diagram showing how the decreased band gap of the

quantum well in (a) acts as a potential barrier for confined particles.

The red dashed line represent the discrete states within the well.

surrounding material and a thus a potential barrier is formed between the states

of each materials. These newly formed eigenstates are discrete quantised energy

levels, analogous to the energy levels of an atom. A commonly used quantum

well consists of a GaAs layer sandwiched by AlGaAs on either side in the growth

direction[35]. However, in this thesis, the quantum wells are made of InGaAs

surrounded by a GaAs cavity and GaAS/AlGaAs DBR’s. This is popular choice

for the structure of polariton microcavities as afford narrow linewidth polariton

states, relatively low disorder and the fabrication processes are well established

[29].
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Chapter 1. Background

1.3.3 Light matter coupling

By combining knowledge of excitons, microcavities and quantum wells, light mat-

ter hybridisation in the context of exciton-polaritons can now be understood. By

introducing valence electrons confined to QWs to the defect layer of a Fabry–Pérot

microcavity, all the ingredients are in place to allow the creating of microcavity-

polaritons.

The basic principle begins with the coupling of a photonic mode into the micro-

cavity, this mode is repeatedly reflected from the top and bottom DBR stacks.

Upon encountering a confined valence electron in the QW, the photonic mode is

absorbed and exciton formation occurs. Recombination then quickly follows thus

allowing the photonic mode to continue its propagation until it is reflected back

and encounters the electron again. The rapid repetition of this process consti-

tutes the formation of a quasiparticle in the microcavity i.e. a polariton. The

polariton shares the properties of both its constituents such as low effective mass

(10−4m0) due to the photonic component and inter-particle interactions due to

the excitonic component[36].

The process of observing polaritons and analysing their properties in microcav-

Figure 1.4: Simplified labelled schematic showing the light matter cou-

pling in a microcavity with embedded quantum wells.
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ities is possible due to the photon emission that occurs via tunnelling through

the DBR stacks. This form of emission allows direct observation of the internal

polariton wavefunction inside the microcavity. Such observations are possible

as the emitted photons carry all the spatial, in-plane momentum and frequency

information of the polariton states they occupied within the microcavity and is

a consequence of conservation laws mediating exciton emission. This process of

information retention by photons via exciton emission is known as photolumines-

cence (PL) and underpins the vast majority of polariton studies in microcavities.

Collection of these emitted photons via optical spectroscopy and charge coupled

device (CCD) imaging allows the creation of dispersion relations otherwise known

as E-k relations.

The key signature of polariton formation in a microcavity is the two branch dis-

persion that is observed with analysing the momentum-energy dependency of

emitted photons. The photonic mode alone has a parabolic dispersion typical

of photons, whilst the exciton resonance, Ex, due to its large effective mass, is

essentially flat. For the formation of a polaritons, two conditions must be met;

the exciton oscillator strength must be sufficiently large and the Q factor of the

cavity must also be sufficiently large. With both of these met, normal mode split-

ting between the exciton and the cavity photon can occur as the rate of energy

transfer between exciton and cavity photon exceeds dissipation rate from the cav-

ity. This will lead to an energy transfer at a rate known as the Rabi frequency

(Ω), and the formation two new eigenstates of the system; the upper polariton

branch (UPB) and lower polariton branch (LPB). For the case of strong coupling

in a microcavity, the Rabi frequency can be described in terms of energy splitting

between the lowest energies of the LPB and UPB using the vacuum Rabi splitting

,h̄Ω. This is assumes the QW is placed at the anti-node of the cavity electric field

and that Ec = Ex. h̄Ω is defined as

h̄Ω =

√

NQW (h̄e)2

2ǫm0Leff

fosc, (1.8)
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where NQW is the number of QWs, Leff is the effective length of the cavity (when

mode penetration of cavity mirrors is considered) and fosc is the exciton oscillator

strength.

The energies of the UPB and LPB vary depending on values intrinsic to the mi-

Figure 1.5: Far-field emission showing a typical polariton dispersion

due to strong coupling. In this case detuning is approximately -2meV.

crocavity, such as cavity-exciton detuning and exciton linewidth. These energies

can be described with the following equation

EUPB,LPB(k||) =
1

2
[Ex + Ec − i(γx + γc)]±

1

2

√

(h̄Ω)2 + [∆− i(γc − γx)]2, (1.9)

where γx is the exciton linewidth and ∆ is the cavity-exciton detuning, ∆ =

Ec − Ex. For the system to be in the strong coupling regime the condition,

h̄Ω > γc − γx, must hold true. A key indicator that the cavity mode is strongly

coupled to the exciton is the existence of anti-crossing between the UPB and

LPB. This size of the anti-crossing varies with detuning but at the minimum,

where k|| = 0, the splitting has a value of h̄Ω.

Due to the hybrid nature of polaritons, allowed states will vary in their excitonic

or photonic content, with some polariton states being highly photonic or highly

excitonic. When considering the dispersion, states that exist close to the exciton
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resonance are higher in exciton content, which increases the closer to resonance

they are. For the LPB this means that for high values of k||, polaritons are highly

excitonic and for low k||, polaritons are highly photonic. The opposite is the case

for the UPB, meaning that exciton-photon coupling is most effective at small k||

values. The content of polaritons states for the UPB and LPB can be quantified

by using the Hopfield coefficients[37]. The Hopfield coefficients can be used to

describe the respective exciton-photon fractions of UPB or LPB polaritons states

as follows

X2
k||

=
δk|| +

√

δ2k|| + (h̄Ω)2

2
√

δ2k|| + (h̄Ω)2
, (1.10)

C2
k||

= −
δk|| −

√

δ2k|| + (h̄Ω)2

2
√

δ2k|| + (h̄Ω)2
, (1.11)

with the condition that X2
k||

+ C2
k||

= 1. As can be seen in Eqns.(1.10-11)

the fraction of exciton or photon content of polariton states also varies with the

detuning, such that for one given detuning, the Hopfield coefficients of a polari-

ton state at k|| = 0 will differ from that at a larger or smaller detuning. Figure

1.6 shows how the Hopfield coefficients, and thus the exciton-photon fraction,

changes with k|| at different detuning for polariton states in the LPB.
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Figure 1.6: Top panels: Polariton dispersions for different detunings.

Bottom panels: Hopfield coefficients as a function of k|| corresponding

to the panel directly above. Image taken from [38].

1.4 Polariton non-linearity

1.4.1 Inter-particle interactions and parametric scatter-

ing

The inter-particle (or polariton-polariton) interaction arises from the excitonic

component of polaritons and is the source of many of the non-linear effects ob-

served in polariton systems. For microcavity polaritons, these self-interactions

originate from two main sources. The first is the spin dependant Coulomb in-

teraction between the electrons and the holes of two interacting excitons, more

commonly known as the exchange interaction. The second being the Pauli block-

ade mechanism, a direct manifestation of the exclusion principle, preventing the

double occupancy of excitons and in turn reducing the exciton oscillator strength.
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Both of these mechanisms act to renormalize the polariton states, something man-

ifested as a blueshift in the polariton dispersion. Previous work has demonstrated

the spin dependency of these polariton-polariton interactions such that, for po-

laritons with matching spins, a repulsive force acts whereas, for polaritons with

differing spins, the interactions results in an attractive force[39]. More specifically,

polaritons with opposite circular polarisations will weakly attract with strength,

g, whilst polaritons with linear polarisation will weakly repel[40, 41]. Various

experimental measurements for the polariton-polariton interaction strength have

been reported with the majority shown in Figure 1.7. There is a lack of agree-

ment on the exact values with ranges from the order of 100 to the order of 102.

The outlier reported by Sun et al. [42] and shown in Figure 1.7 is now generally

believed to be highly overestimated due to the continuous-wave nature of the

experiments. To increase the level of self-interaction, the polariton density can

Figure 1.7: Different values of the polariton-polariton interaction

strength reported in multiple publications including the results re-

ported by [42]. Image taken from[43].

be increased, often by increasing resonant laser power, this in turn will increase
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the number of scattering events and the overall blueshift. At low density the

blueshift of polariton states is linearly dependant on the polariton density thus

interaction strength can be calculated using[42]

∆E = gn, (1.12)

where ∆E is the blue shift, n is the polariton density and g is the co-circularised

polariton-polariton interaction strength. The level of interaction can often be

observed indirectly by measuring the signal emission from the states the polari-

tons are scattered into and it is here that the non-linearity in emission is often

observed when the polariton density of the original states crosses a threshold.

Under resonant excitation these interactions can be observed in the blueshift of

the dispersion towards to the laser excitation energy. A prime example of this

blue shift is observed in experiments concerning the parametric scattering of po-

laritons. This parametric scattering is an angle dependant momentum exchange

scattering process which leads to the formation of a higher momentum idler state

and a lower momentum signal state in the following exchange

2kpump = kidler + ksignal. (1.13)

A pump laser directly injects photons into the polariton dispersion at a specific

angle and energy to increase inter-particle interactions. A non-linear increase in

emission is observed in the k|| = 0 states over some threshold power, with the

system said to be above threshold when emission increases linearly again. Over

this threshold , the LPB will blueshift as the polariton states renormalize due

to self interaction. The coupling between the signal, idler and pump states can

be described as an optical parametric oscillator. The first reports of optical

parametric oscillation of polariton states arose over 20 years ago by Stevenson et

al.[44] and A. I. Tartakovskii et al. [45], and later the properties of the newly

formed blue shifted condensate at k|| were explored by D.N. Krizhanovskii et
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al.[46].

Figure 1.8: (a) Typical process of parametric scattering with the mo-

mentum exchange taking place at the pump spot and polaritons scat-

tering into the idler and signal states. Taken from[47]. (b) Experimen-

tally obtained LPB dispersion at low power (density) with the laser

energy indicated with the red dashed line. (c) The same dispersion as

in (b) but now with increased power (density) above threshold show-

ing significantly increased blueshifted emission from the signal states

at kx = 0.

1.4.2 Polariton condensation

The bosonic nature of polaritons means they are expected to undergo a phase

transition similar to that of Bose-Einstein Condensates (BEC’S)[10, 48]. This

phase transition leads to macroscopic occupation of the ground state in the po-

lariton dispersion with strong non-linear increases in signal from the k = 0 state.

The nature of polariton condensates in microcavities is inherently one of non-

equilibrium owing to the fact microcavities are driven-dissipative systems. Photon

leakage via tunnelling through the Bragg mirrors acts to limit polariton lifetimes
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and because of this, the high energy exciton reservoir must be constantly replen-

ished by a pumping source. Two classifications of polariton condensations can

arise depending on how near the system is to equilibrium, the first being Kinetic

condensation, where insufficient polariton lifetime prevents thermalization[49]. In

this case the condensate will occupy the state that optimally balances polariton

lifetime with the replenishment of relaxed excitons. The second case is known

as thermodynamic condensation and occurs when polariton lifetime allows ther-

malization, thus polaritons may occupy the minimised energy state of the system

[49]. In the case of thermodynamic condensation, the polariton condensate will

display many of the experimental characteristics synonymous with BEC’s such

as long-range spatial coherence and increase in the temporal coherence of the

emission[10, 46].

The threshold for the phase transition is indicated by a sharp non-linear increase

in emission intensity with a continued coherent beam of light being emitted past

the threshold. A microcavity polariton system in this state is commonly referred

to as a ”polariton laser”[48]. Unlike conventional lasing, this process of optical

gain requires no population inversion. Experimental observations of polariton

condensation and lasing has been made in GaAs[51, 52] and CdTe[49] based

systems at cryogenic temperatures and room temperature lasing has even been

observed using a GaN based system[15, 16].

Since the conception and first observations of polariton condensates, research

in the field has led to consideration of condensates within a wide array of mate-

rials. For example, condensation was achieved using microcavities with embed-

ded transition-metal dichalcogenide (TMDC) monolayers via the hybridisation of

GaAs QWs with MoSe2 monolayers[53]. Condensation at cryogenic temperatures

has also been confirmed in bare MoSe2 monolayers[54]. The concepts of topologi-

cal photonics has also been applied to polariton condensates with polariton laser

being observed from topologically protected edge modes giving rise to the idea of

topological polariton lasing[55].
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Figure 1.9: (a) Interferogram of a polariton condensate created by

OPO at the parametric threshold in real space showing a clearly de-

fined interference patten. (b) Resulting coherence map for the con-

densate shown in (a) showing the spontaneous long range spatial co-

herence indicative of polariton condensates. (c) Horizontal profile of

the coherence map shown in (b) showing constant coherence across the

condensate region. All images taken from [50].

1.4.3 Superfluidity

An effect closely linked to polariton condensation is that of superfluidity. First

discovered in LHe experiments[56, 57], a superfluid behave wholly differently to

typical fluids owing to its zero viscosity giving the superfluid an irrotational na-

ture. The link between superfluidity and atomic BEC’s was suggested very soon
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after the discovery of superfluidity itself[58, 59] however it wasn’t experimentally

confirmed in polariton condensates until much later[60] and even more recently

at room temperature[61].

Perhaps the most intriguing property of a superfluid, arising from its ability to

flow without friction, is the quantisation of angular momentum throughout it.

More specifically, when the superfluid is given some non-zero orbital angular mo-

mentum, rather than rotate as a whole body, small pockets of fluid will rotate

around a hole in the superfluid in the form of vortices. These vortices are of great

interest in the field of polariton physics and were first observed in the form of

forked dislocations in interferograms of polariton condensates[62]. These vortices

are considered topological defects with a total phase winding of 2π where n is an

integer.

Figure 1.10: Experimentally obtained interferogram showing a polari-

ton condensate formed via parametric scattering past the OPO thresh-

old. The red circle denotes the location of a forked dislocation in the

interference pattering indicating the presence of a quantised vortex.
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It was later shown that the phase transition during 2D driven non-equilibrium sys-

tems such as that of polariton condensation is a Berezinskii–Kosterlitz–Thouless

transition, mediated by the annihilation and spontaneous formation of vortex

pairs throughout the polariton superfluid[63]. Since the first observation of the

nucleation of these vortex pairs in polariton superfluids[64] recent interest has

been focussed on using polariton superfluids for analogue gravity experiments in

the emerging field of quantum cosmology[7, 8]. Acoustic horizons are used to

simulate black holes allowing the study of analogues such Hawking radiation[65,

66] and Penrose effects[67].

Polariton superfluidity has also allowed the observation and study of oblique soli-

tons. These solitons are localised non-diffracting wavepackets within the fluid and

arise due to non-linear excitation within a perturbed polariton superfluid. Since

the first observation in polariton superfluids[68], solitons in polariton superflu-

ids have been extensively studied on a wide range of platforms such as planar

microcavities[69, 70], topological lattices[71] and semiconductor microwires[72] .

The nature of these studies has been wide ranging, from reports of Cherenkov

radiation in microwire solitons[73] to their implementation in logic gates[74].

1.5 Polariton pseudospin

1.5.1 Spin and polarization

Along with the aforementioned spatial degrees of freedom associated with micro-

cavity polaritons and their constituents, the angular momentum of said particles

must be considered. For electrons and holes this takes the form of spin, a property

that is closely linked with the polarization of the light involved in the excitation

and reabsorption of these carriers. Simply put, spin must be conserved during

photoabsorption, thus certain polarisations of light will only excite electrons with

certain spin. This effect, known as optical orientation[75] was first discovered in

1968 for bulk semiconductors[76].
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For excitons in semiconductor microcavities, the spin of the constituent particles

determines the spin of the overall quasiparticle and the case is simple for the elec-

tron components which have a spin of j = ±1
2
. However, for zinc-blende based

semiconductor QWs, there is a splitting of the valence band into two separate

bands, leading to the existence of two distinctly different types of holes For the

upper band, holes have a spin of j = ±3
2
and are known as heavy holes, whereas

in the lower band, holes have a spin of j = ±1
2
and are know as light holes.

Since the heavy holes exist in a band closer to the conduction band, excitons are

typically formed of electron and heavy hole coupling. This again leads to two

distinct cases, excitons with a total spin of j = ±1, and excitons with a total

spin of j = ±2. This lifting of the degeneracy in the valence band around k = 0

arises due to quantum confinement and the elastic strain introduced by the lattice

mismatch between the materials making up the quantum well (e.g. InGaAs) [77,

78]. For bulk semiconductors this splitting is not present and the valence band

is degenerate around k = 0 [79, 80].

Since photon spin is either j = ±1 or 0 and said spin must be conserved in pho-

toabsorption, polariton formation can only occur in the case of photon coupling

with excitons that have spin j = ±1. The non-optically-active exciton states

with total spin j = ±2 are known as dark excitons whereas the optically active

j = ±1 excitons are known as bright excitons. This leads to polaritons having

two possible spin projections in the growth axis of the microcavity, either j = +1

when excitons couple with right hand circular polarised light or j = −1 when

excitons couple with left hand circular polarised light. For the case of coupling

with linearly polarised light, the spin projection is a linear combination of the

two.
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Figure 1.11: Polarised optical transitions with valence splitting in typ-

ical zince-blende semiconductor quantum well.

Due to the quasiparticle nature of polaritons, it would be incorrect to call this

degree of freedom spin, therefore, whilst it is still analogous to spin in typical par-

ticles, it is commonly called pseudospin [81]. The application of the pseudospin

formalism is also granted to polaritons, since, due to the neglection of the dark

states, excitons can be considered a two level system in zince-blende based semi-

conductor microcavities[82]. The pseudospin of a polariton takes the form of a

3D vector and encapsulates the constituent exciton spin and along with its dipole

moment orientation. Pseudospin can be measured by considering the direction

of the Stokes vector of the emitted light from a microcavity. The Stokes vector
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is made up of four separate parameters as follows

S =

















S0

S1

S2

S3

















. (1.14)

Here S0 is the total intensity of emitted light. The first Stokes parameter, S1

is the polarisation measured in the horizontal and vertical basis

S1 =
IH − IV
IH + IV

, (1.15)

where IH is the intensity of horizontally polarised light and IV is the intensity

of vertically polarised light. The second Stokes parameter, S2, is the polarisation

measured in the diagonal and anti-diagonal basis

S2 =
ID − IAD

ID + IAD

, (1.16)

where ID is the intensity of diagonally polarised light and IAD is the intensity of

anti-diagonally polarised light. The third Stokes parameter, S3, is the polarisation

measured in circular basis

S2 =
Iσ+ − Iσ−
Iσ+ + Iσ−

, (1.17)

where Iσ+ is the intensity of right circularly polarised light and Iσ− is the intensity

of left circular polarised light. The superposition of these parameters for polari-

tons gives the Stokes vector which can be visualised in three dimensional space

using the Poincaré sphere (Figure 1.12). Here the direction of arrow determines

the polarisation of the light whilst the length of the arrow determines the degree

of this polarisation.
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Figure 1.12: Poincaré sphere used to visualise the polarisation of light.

1.5.2 TE-TM splitting

Upon reflection from the dielectric mirrors in a Fabry–Pérot microcavity, a pho-

tonic mode will experience a phase delay dependent on the angle [83] and po-

larisation of the mode[84]. The phase delay is a result of a mismatch between

the centre of the cavity stopband and the bare Fabry–Pérot frequency [84], this

mismatch is determined by the variation in the refractive indices of the DBR ma-

terials. In experimental terms this can be interpreted as a difference in reflectivity

(i.e. penetration depth of photonic mode) of the DBR’s depending on polarisation

and angle of incidence, leading to polaritons with different pseudospins having

different values of k|| and a splitting observed in the dispersion when resolving in

linear polarisation.

This polarisation-angle dependency of reflectivity is known as TE-TM splitting,

or sometimes longitudinal-transverse splitting, and leads to two distinct branches
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in the LPB and UPB. These two branches have a slightly different curvature and

hence lead to different polariton effective masses. There is no energy splitting

at k|| = 0 but it increases with angle until it reaches a maximum at the inflec-

tion point of the LPB. After this inflection point, the splitting decreases as the

polaritons become more excitonic. The source of exciton TE-TM splitting is dif-

ferent to that of photonic TE-TM splitting and is usually much smaller, hence

the decrease in the splitting. Exciton TE-TM splitting is caused by a wavevec-

tor dependence of the exciton dipole moment orientation in the context of the

long-range exciton exchange interaction [85]. However, as mentioned, this split-

ting is negligible relative to the photonic case so is only relevant when dealing

with highly excitonic polaritons. The photonic TE-TM splitting can be modelled

as a magnetic field acting on the pseudospin of polaritons in a microcavity[86]

and is analogous to the spin splitting seen in electrons in atomic orbitals. This

effectively couples the propagation of polaritons (determined by the wave vector)

to the pseudospin leading to TE-TM splitting sometimes being called photonic

spin-orbit coupling[87]. This effective magnetic field acting on polaritons in the

circular polarization basis is given as[86]

Ω(k) =

(

∆(k)TE−TM

h̄
cos2θ,

∆(k)TE−TM

h̄
sin2θ, 0

)

, (1.18)

where θ is the in-plane polariton propagation angle within the cavity (θ =

arctan(ky/kx)) and ∆(k)TE−TM is the value of splitting in the linear polarization

basis for a given value of k. Note that the value for the field in the z-direction

is zero meaning the field only acts in-plane in the microcavity. To visualise this

TE-TM splitting induced magnetic field, it can be plotted in k-space to show the

direction and distribution as a function of kx and ky.

For polaritons within the same plane shown in Figure 1.13, the field causes a

precession of pseudospin orientation dependant on the direction of the field, and,

since the direction of the field is dependant on k, polariton polarisation textures

are visible in both reciprocal and real space. This effect is best observed in the

optical spin Hall effect (OSHE).
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Figure 1.13: Direction and distribution of magnetic field due to TE-

TM splitting shown in reciprocal space around a degenerate k=0 point.

Taken and adapted from [88].

1.5.3 Optical spin Hall effect

First predicted and later observed by Kavokin et al.[89, 90], the OSHE concerns

the formation of polarisation textures in reciprocal and real space due to pseu-

dospin precession around a TE-TM induced magnetic field. In reciprocal space

this takes the form of quadrants of polarisation forming around the Rayleigh scat-

tering ring. This isoenergetic ring is formed when polaritons initially scatter away

from the excitation spot on a microcavity due to anisotropy in the microcavity

structure. To conserve overall value of k||, the values of kx and ky may individu-

ally change but k|| and initial polarisation state (either TE or TM) must remain

the same. The result is a ring distribution of states in reciprocal space when
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observing far field emission. However, due to the varying direction of the TE-TM

induced magnetic field in k-space (see Figure 1.13) an anisotropy in polarisation

states around the Rayleigh ring is formed leading to distinct areas of polarisation

states around the elastic circle, otherwise known as quadrants. Owing to the fact

the magnetic field direction winds once over an angle of 2π, opposing quadrants

will have states of the same polarisation, either σ+ or σ−. This evolution of pseu-

dospin around the elastic circle can be described using the following precession

equation [90]
∂S

∂t
= S ×Ω(k)+

S0

τ1
− S

τ
, (1.19)

Where τ1 is the Rayleigh scattering time constant and τ is the polariton lifetime.

Eqn.(1.19) can be split into three terms, the first term described the precession

of the pseudospin, the second terms describes the scattering from the initial site

and the third term describes the radiative relaxation.

Figure 1.14 shows a visualisation of the precession of polariton pseudospin on the

Poincaré sphere. For example, when the initial pseudospin is in the S1 direction

(horizontally polarised)and the magnetic field is in the S2 direction, the pseu-

dospin will precess until it is orientated in the S3 direction (σ+ polarised). The

opposite holds true if the magnetic field direction is switched to the -y-direction.

When observing the real space equivalent of this, spin currents become visible

due to the polarisation dependant ballistic propagation of polaritons away from

the centre of excitation. These spin currents are best viewed when plotting the

polarisation textures using the Stokes parameters.

Many recent publications have capitalised on the non-linear interactions of po-

laritons in the context of the OSHE. A key one shows that the spin anisotropy

of polariton interactions leads to the quadrants in real space to be spatially com-

pressed[91]. In this configuration, rather than exciting at well defined value of kx

and ky on the elastic circle, the laser is focused to a small spot and perpendicular

to the microcavity. This small laser spot on the sample leads to a large spot

in reciprocal space, more specifically a spot that is sufficiently large enough to
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Figure 1.14: Precession shown on the Poincaré with the pseudospin ini-

tially with polarisation H (light blue arrow) and then rotating through

to σ+ (dark blue arrow) when the magnetic field is orientated in the

S2 direction (yellow arrow).

Figure 1.15: (a) OSHE in k-space collection represented by the S3

parameter. (b) OSHE in real space collection represented by the S3

parameter, with arrows denoting the direction of the spin currents.

Both (a) and (b) taken from [90].
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directly excite the elastic circle over all values of kx and ky for which there are

viable polariton states.

1.6 Polaritons periodic potentials

1.6.1 Etched micropillars

The engineering of potential landscapes has been a notable trend in polaritons

studies in more recent times[92, 93], with their popularity for such research owed

to the freedom of trapping methods. Due to the hybrid nature of polaritons, they

can be trapped using either their excitonic component [94, 95] or photonic com-

ponent. The latter case involves the creation of periodic potentials in the form

of lattices to modulate the potential energy landscape experienced by polaritons.

Methods to create these lattices include the metal mask technique[96], replac-

ing the top DBR with a high contrast grating[97] and creating shallow lateral

confinement with mesa traps created by in-growth etching of the cavity layer[98,

99]. However, perhaps the simplest yet most effective method for polariton con-

finement involves the deep etching of the top DBR of a planar microcavity to

create micropillars. A single micropillar etched into the top DBR of a GaAs mi-

crocavity will act as small standalone microcavity itself, allowing optical lateral

confinement via the GaAs-air interface[100]. This strong confinement arises due

to the large differences in the refractive index of GaAs (n ≈ 3.5) and air (n ≈ 1)

and essentially acts to confine the photonic mode in all spatial dimensions[101].

This then leads to the formation of discrete energy modes, analogous to atomic

orbitals, due to the quantisation of the photonic mode in all directions (0D di-

mensional confinement)[101, 102]. 1D potentials can be introduced by spatially

overlapping micropillars to form microwires, with the overlap now allowing the

hopping of photonic modes between sites[103]. Hopping is facilitated by the tun-

nelling of modes through the potential barrier arising from the overlapping of

pillars, the amplitude of this potential barrier, J , can be controlled by varying
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the degree said overlap.

Figure 1.16: (a) A scanning electron microscope image of a single mi-

cropillar (b) A diagram showing how the overlap of single micropillars

creates a potential barrier with amplitude J which facilitates hopping

via tunnelling. The discrete s and p energy states are also visible.

1.6.2 Micropillar lattices

Polariton periodic potential confinement can be taken a step further by introduc-

ing a second dimension to the lattices, something first reported in 2011 using a

square lattice [104]. For micropillars, 2D lattices can be created by simply ex-

tending the overlapping pillars into ordered arrays with desired configurations.

The array acts as a photonic analogue to atomic crystal structures where pho-

tons now play the role of electrons and the potential landscape is created by

air-semiconductor interfaces and the DBR stacks rather than atoms. Many types

of lattices exist to confine polaritons, often leading to distinct unique state dis-

tributions such as the non-dispersive flatbands in 2D Lieb lattices[105] and 1D

stub lattices[106] and the Dirac cones and edge states of honeycomb lattices[107,

108] (see subsection 1.9.3). These lattice structures act to heavily modify the

polariton dispersion, creating fine band structures with varying dispersive and

photon mobility properties along with forbidden energy gaps.
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Figure 1.17: (a) A scanning electron microscope image showing an

etched micropillar array in the form of a honeycomb lattice. (b) Ex-

perimentally obtained PL image from the device in (a) showing the

heavily modified LPB dispersion. The s and p bands are labelled and

arise due to the ground and first excited discrete states of the micropil-

lars. The non-labelled bands above these are the higher order discrete

states of the micropillars.

1.6.3 Band structure formation

Periodic potential modulation for laterally confined polaritons leads to heavy

modification of the allowed k|| states within a microcavity. This takes the form

of bandstructure formation in the polariton dispersion at varying energy and

wave vectors (see Figure 1.17). The source of this bandstructure formation can

be understood when considering the Bloch theorem, assuming that the periodic

potential (due to the periodic structure of the micropillars) is applied only to the

photonic fraction of the polariton. For a wavefunction, Ψ at position, r, under

the an imposed periodic lattice potential described by the periodic function, ur,

the Bloch theorem states

Ψk(r) = ur(r)e
(ik·r). (1.20)
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From this, the energy of photonic Bloch bands can be calculated and intro-

duced to the equation for the energy of the LPB given in Eqn.(1.9) to find the

energy of the nth lower polariton band, ELP,n

ELPB,n(k||) =
1

2
[Ex + Ecn −

√

h̄2Ω2 + (Ecn − Ex)2, (1.21)

where Ecn is the energy of the photonic Bloch bands. Alternatively, the band

structure for the LPB can be directly calculated by considering eigenvalue so-

lutions for polariton Bloch states uk(r) = uk(r + a) in the effective potential

V (r) = V (r + a) acting in plane on the polaritons. The eigenvalue problem is

given as
[

h̄2

2mLPB

(−i∇ + k||)
2 + V (r)

]

un,k(r) = En(k)un,k(r), (1.22)

where mLPB is the effective mass for polariton in the planar region and n is the

band index.

1.7 Waveguide polaritons

1.7.1 Waveguides

There is keen interest in photonics around the use of optical waveguides owing to

their inherent horizontal configuration, something that makes them particularly

suited to potential integration with on chip circuits. A typical optical waveguide

will use the principles of total internal reflection (TIR) for confinement, this TIR

takes place on the boundary between the waveguide material and another, similar

dielectric material with a significantly different refractive index. For the simplest

case of a planar waveguide, the high index core layer is sandwiched between two

low index cladding layers. The mode is confined only in the direction normal to

propagation (1D confinement). Alternatively the top layer of dielectric material

may be removed and the TIR is provided by the material-air interface, provided

that nmaterial is significantly higher than nair. The work in this thesis concerns

waveguides that confine coupled modes in 1-dimension, these are typically known
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as slab waveguides, an example of which can be seen in Figure 1.18.

Figure 1.18: Schematic of typical slab waveguide with propagation in

the z direction.

A waveguide will only allow the propagation of modes with specific wavelengths,

these modes are known as guided modes and are in-part determined by the struc-

ture of the waveguide. More specifically, they satisfy the homogeneous wave

equation for the waveguide materials and the boundary conditions imposed by

the interfaces of the cladding and core. To calculate the guided modes of a

waveguide, the conditions of TIR must first be considered

θcrit ≤ sin−1
√

n2
0 − n2

1, (1.23)

where θcrit is the critical angle of incidence i.e. the minimum angle of incidence

of a mode at the core-cladding interface for TIR to occur, n0 is the refractive

index of the core and n1 is the refractive index of the cladding. Now, considering

a plane wave confined in the x-direction with propagation in the z-direction, the

wavelength and z-direction wavevector in the core are λ = λ0

n0

and β = k0n0
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respectively, where λ0 is the wavelength in vacuum and k0 is the wavevector in

vacuum (k0 = 2π
λ0

). Now considering the wavevector defined for a mode in the

cladding material, κ = kn1, guided modes can be defined as modes that meet the

condition β > κ. For these modes, propagation is allowed and they will eventually

escape the finite waveguide at the end opposite to where they were coupled into

the waveguide to be collected during experiments. Guided modes are also limited

by the restriction of the speed of light for a propagating mode, i.e. β. Due to

the fact that guided modes must constructively interfere, the phase change of a

total trip must be a multiple of 2π, thus allowed modes are only able to have

discrete values between β and κ. The lowest order of these discrete modes is the

fundamental mode and is defined by the mode with the lowest allowed in-plane

wave vector.

1.8 Coupling techniques

An obstacle in the use of optical waveguides is achieving a high coupling efficiency

when transmitting optical modes into the guide. A common method, known as

fibre edge coupling, is to directly match the output of an optical fibre to that

of the desired mode and to then shine it to the cleaved edge of the waveguide.

However, this often requires an awkward set-up, especially when using a cryostat

as in experiments using GaAs based devices. It also often requires the tapering of

the waveguide width to match the width of the fibre [109, 110]. A more suitable

approach to mode coupling into waveguides, and one used in this thesis, involves

the use of grating coupling. A grating coupler is simply a diffraction grating

etched at either propagation direction end of the waveguide and is used to couple

the mode into and out of the device[111].

When considering the coupling into the device, to achieve mode matching, the

grating period, Λ, is chosen such that the spatial harmonics created by the grating,

defined by multiples of ±2π
Λ
, match the desired mode. The input angle, θ, of the
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Figure 1.19: Magnified image of a semiconductor slab waveguide show-

ing the grating either end in the z-direction. Also included is a scan-

ning electron microscope image showing a close up of the coupling

grating. For PhC label see Section 1.73. Image taken by Dr Charles

Whittaker.

light being coupled into the device is then defined as

ksin(θ) = β ± 2π

Λ
, (1.24)

where Λ is the grating period. This can be reversed to consider emission angle

and is one of the key benefits of diffraction gratings, since by simply considering

the angle of emission, optical information about the mode inside the waveguide

via β can be found with relative ease.
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1.8.1 Polaritons in waveguides

Whilst traditional polariton experiments use Fabry-Perot microcavities to facili-

tate light-matter hybridisation, alternative platforms have emerged in more recent

years. A prime example of such an alternative is that of semiconductor waveg-

uides, the implementation of which for polariton studies was first theoretically

predicted nearly 20 years ago[112]. The basic principle for polariton formation

in waveguides remains the same, with the two key ingredients being and exci-

tonic material layer with embedded quantum wells surrounded by layers with

means of strongly confining optical modes. In the case of waveguides, said op-

tical modes are confined using the aforementioned principles of TIR exhibited

in optical waveguides rather than the optical confinement via DBR stacks as in

microcavities. The same anti-nodal placement of the quantum wells is used in

waveguides to optimise the efficiency of strong coupling between the exciton and

photonic modes.

Whilst earlier work showed strong coupling in organic waveguides[113], the first

demonstration of polaritons using inorganic materials was 2013 by P.M. Walker

et al.[114] whereby a semiconductor waveguide was used to facilitate the strong

coupling between QW excitons and a guided mode. In this work it was observed

that strong spatial confinement of the optical mode led to large splitting between

LPB and UPB of between 5-6meV. The use of grating couplers allowed direct

access the polariton dispersion and unambiguous confirmation of the character-

istic anti-crossing behaviours synonymous with strong coupling. This work also

demonstrated a polariton decay length of 280µm along with a group velocity of

26µm ps−1.

The motivation for the development of waveguide polariton systems arose due

the growing interest in the properties of propagating polaritons, which required

many of the characteristics provided by waveguides such as large propagation dis-

tances, large Rabi-splitting and relative ease of patterning[114]. The former two

of these characteristics arise from the inherent lower losses afforded by the use of
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total internal reflection along with the reduced mode volume increasing coupling

to QW excitons when compared to microcavities[115]. A long running motiva-

tion for the study and use of waveguides in polariton physics is their horizontal

configuration, something that naturally lends waveguide polaritons to suitability

and more straightforward implementation in polariton based integrated circuits.

Since the first demonstration of polaritons in GaAs based waveguides, they have

been reported in many experiments using an array of different materials such

as ZnO[116], GaN[117] and TMD[118] along with further experiments using

GaAs[119] and organic materials[120]. More recently, non-linear polariton-polariton

interactions have been observed for waveguide polaritons including the observa-

tions of both bright[121] and dark solitons[122], spatiotemporal continuum gener-

ation[123] and polariton lasing[124]. Edge-emitting polariton lasers have also been

observed for waveguide polaritons, with suggestions such states could eventually

offer topological protection for waveguide based polariton integrated circuits[116].

1.9 Topological polaritons

1.9.1 Topology

Topology is a field of mathematics that concerns the classification of objects

based on their invariant properties under continuous deformation. An example of

such classification is the genus of a 3D object, equivalent to the number of holes

in the object. In this context, the number of holes is the topological invariant

and will remain unchanged under constant deformation. Topologically identical

shapes are those that can be deformed into one another (without tearing), and

the number of holes remains the same. If the number of holes were to change,

or more generally the topological invariant of any system changes, a topological

phase transition takes place. This notion of geometric classification and invariant

properties can be applied to electronic and photonic systems as discussed in the

next two subsections.
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1.9.2 Quantum Hall effect and topological insulators

The original experimental application of topology to solid states physics arose

during quantum Hall effect experiments, where the emergence of topological edge

states were observed[125]. The application of a magnetic field to a conducting

slab material pinned conduction band electrons to the Landau levels and opened

up a band gap between the conduction and valence bands. This consequentially

turned a conducting material into and insulating one. This also gave rise to quan-

tised Hall currents around the edge of the material which were unidirectional and

protected against disorder in the system. This phenomenon was named the in-

teger quantum Hall effect with the edge currents that arose being classified as

topologically protected. That is, the currents are protected against perturbations

and disorder by the local geometry of the system. To quantify these topological

properties of a material or system using a topological invariant, the calculation

of the Chern number is used. For an electronic system, this Chern number is

calculated by integrating the so called Berry curvature across the whole of the

first Brillouin Zone of the material. Qualitatively, this describes the total phase

picked up by an electron’s wavefunction over a closed path across the overall torus

shape of Brillouin zone (the Brillouin zone is considered a torus in the context of

topology). For any material with a non-zero Chern number, it can be described

as being topological and for electronic conducting materials is expected to have

some number of topologically protected edge states.

1.9.3 Topological photonics

As with a large proportion of solid state physics, photonic analogues can be

applied with similar results. The same goes for the application of topology to

photonic band structures[126, 127], a revelation that has led to the emergence of

topological photonics at the forefront of the fields surrounding photonic systems

over the past decade[55, 128, 129]. More recently, proposals for the existence
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of topological polaritons were made by T. Karzig et al. [130] and separately by

A.V. Nalitov et al. [131] with these new states given the name ”Topolaritons”

by the former. These proposals suggested the existence of topological insula-

tors for periodically arranged polaritonic systems, with unidirectional edge states

for propagating polaritons protected against back scattering. To create these

topological polariton states the proposals required the breaking of time reversal

symmetry in the underlying semiconductor via a magnetic field (such as a Zee-

man field) and the ability to open topological gaps in the bandstructure of the

system with said magnetic field. It was suggested that these band gaps could be

opened using periodic lattice potentials or by applying strain to the embedded

quantum wells in a microcavity system. The proposals then suggested that within

these gaps, the topologically protected edge states are expected to arise with the

system having a Chern number, C=±2

. These proposals were experimentally realised shortly after by S. Klembt et al.

[132] using polaritons in a honeycomb lattice semiconductor microcavity. As in

the proposals, an external magnetic field is used to break time reversal symmetry

and is also used to open topological gaps at the Dirac points in the lattice po-

lariton band structure via Zeeman splitting and spin-orbit coupling interactions.

Photons were then resonantly injected via a pump laser into these newly opened

topological gaps with the resulting states being the aforementioned topologically

protected edge states. This work then goes to directly observe this topological

protection as the propagating edge state polaritons pass a point like defect and

round a 90◦ corner without scattering in both cases. It was also observed that the

direction of propagation of the edge states is revered when the applied magnetic

field is reversed. Other observations of edge states on honeycomb lattice systems

have also been made[107, 108]. It is hoped that research into topological pho-

tonics such as those mentioned will lead to integration of on-chip topologically

protected photon transport with protection against scattering losses.
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2.1 Experimental set-ups

2.1.1 Real space imaging

The real space image of emission carries all of the information regarding spatial

distribution of the polaritons in the sample. To obtain said information, a real

space image must be formed on the CCD, this is done by collecting emission with

an objective lens and guiding the outputted collimated image to the spectrometer

slit. A telescope can be introduced consisting of intermediate lenses to magnify

or demagnify the real space image formed on the CCD.

Figure 2.1: Simplified schematic showing the simplest real imaging set-

up. The PL emission from different spatial coordinates on the sample

is carried over to different spatial coordinates in the image formed on

the CCD. The telescope magnifies or demagnifies this image.

2.1.2 Fourier imaging

Fourier imaging allows the visualisation of the angular properties of the photo-

luminescent emission from the sample. From this angular information, the in-

plane momentum properties of the polaritons can be deduced allowing the plot-

ting of the E-k dispersion. Fourier imaging works by taking advantage of the

image formed in the Fourier plane of the collection objective. By placing a lens
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confocal with this Fourier plane, the far-field Fourier emission can be imaged onto

the CCD with careful guiding of the image to the spectrometer via intermediate

lenses. In its simplest configuration, the Fourier imaging set-up consists of a sin-

gle intermediate lens that acts as the k-space lens to image to Fourier plane and

a final lens to focus the image to the spectrometer slit and towards CCD. Since

anything emitted at the same angle crosses the Fourier plane at the same point,

the spatial position of emission in the image formed on the CCD translates to

angular information. When imaging far-field Fourier images, all spatial informa-

tion is lost. The addition of a telescope after the k-space lens or before the final

lens can be used to magnify or demagnify the image formed on the CCD.

Figure 2.2: Simplified schematic showing the simplest k-space imaging

set-up. PL emission at the same angle is focused to the same point in

the Fourier plane (red cross). Since the Fourier plane is being imaged,

the spatial coordinates of the image directly correlate to emission angle.

2.1.3 Reflection configuration

In the reflection configuration, the lens used to excite the sample is the same lens

used to collect emission i.e. the sample is excited on the same side emission is

collected from. This configuration is particularly useful for non-resonant excita-

tion methods such as taking dispersions and sample characterisation as it only

requires the focusing of one objective lens and the alignment of one optical path.
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The spot was also visible on the sample for wavelengths that wouldn’t typically

be visible when transmitted through the sample.

For the reflection configuration, a Power Technology Ltd A743 637nm red diode

laser is used with the LDCU5 control box. The laser is guided to a beam splitter

(BS) placed in front the f = 10mm microscope objective lens (N.A.=0.42), the

BS transmits 50% of the beam into the objective which then focuses it onto the

sample. The other 50% is collected in a beam dump. The resulting emission is

then collected by the objective and passes straight through the BS towards the

spectrometer. The path between the BS and the spectrometer contains several

intermediate lenses. The configuration for these lenses varies slightly between ex-

periments but typically provides an overall magnification of between m=15-20x

and an effective focal length in k-space of f=4.5-6mm. The typical reflection lens

configurations is as follows: The first intermediate lens (L2) is placed confocal

with the back focal plane of the objective, the second intermediate lens (L3) is

then placed confocal with L2. Whilst L2 and L3 act as a telescope, they do

not magnify the image, rather they shift the it (both real and Fourier) closer to

the spectrometer. This is done to allow space for another lens (L4) that acts

as the k-space lens in this set-up. The telescope created by L2 and L3 sends a

non-magnified collimated real space image towards the spectrometer but when a

k-space image is needed, L4 is flipped into the path and placed confocal with L3

to image the Fourier plane of L3 (which in turn is just the shifted image formed

in the Fourier plane of L1). This allows the far-field Fourier space emission from

the sample to be imaged onto the CCD attached to the spectrometer. Finally,

regardless of the type of image, it is sent to a final lens that focuses it to the slit

of the spectrometer to allow spectral analysis. A white light is also integrated

into this set-up to allow visible observation of the sample surface, this white light

uses the same optical path as the laser.
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Figure 2.3: Simplified schematic showing the real space imaging set-up

in reflection configuration. The excitation beam is shown in red and

the collected emission is shown in blue.

Figure 2.4: Simplified schematic showing the k-space imaging set-up

in reflection configuration. The excitation beam is shown in red and

the collected emission is shown in blue. The addition of L4 allows the

imaging of the k-space image formed in the back focal plane of L1.
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2.1.4 Transmission configuration

The transmission configuration involves two separate optical paths, the excita-

tion path and the collection path. The basic principle of this configuration is to

excite the sample from the opposite side to that from which emission is collected.

This is particularly useful for experiments that required angle excitation of the

sample or the modulation of the spot (see subsections 2.1.6 and 2.3.2). Different

experiments in this thesis use different set-ups for the transmission configuration

but the main underlying principles remains the same. In the simplest configu-

ration the laser outputs a beam that is then collimated using a non-magnifying

telescope. To alter spot size on the sample, the ratio of the focal lengths in this

telescope is changed to expand or shrink the beam width. The beam is then

guided to a translation stage directly behind the cryostat to allow for angled ex-

citation. From here it is guided to an objective (L0) where it is focused to the

back of the sample in the cryostat. In Chapter 4 this objective is a f=50 mm

camera objective. In Chapter 5 an f=10 mm microscope objective is used. The

resulting emission is then collected in the same optical path as seen in the reflec-

tion configuration without the integration of the red diode laser (i.e. all blue lines

in Figures 2.3-4).Fourier space imaging can also be achieved in the same way as

is the reflection configuration by using L4. A white light source is also used to

illuminate the front of the sample to assist in the positioning.
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Figure 2.5: Simplified schematic showing the real space imaging set-

up in transmission configuration. The excitation beam is shown in red

and the collected emission is shown in blue.

Figure 2.6: Simplified schematic showing the k-space imaging set-up in

transmission configuration. The excitation beam is shown in red and

the collected emission is shown in blue. The addition of L4 allows the

imaging of the k-space image formed in the back focal plane of L1.

2.1.5 Bath cryostat and magnet configuration

An alternative reflection configuration is used in Chapter 3 and allows the inte-

gration of the bath cryostat and superconducting magnet. This set-up uses the
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637nm diode laser from subsection 2.1.3 but instead this is now fibre coupled to

a breadboard atop the cryostat. The following lens notations now concern the

lenses in Figure 2.7. L1 is used to focus the beam into the fibre coupler and

an optical fibre carries the beam to the output coupler on the breadboard. The

outputted beam is collimated by L2 and guided down the optical tube into the

cryostat. A telescope is placed along the tube to magnify or demagnify (or just

recollimate) the beam depending on the ratio of the telescope lenses focal lengths.

The beam is then focused on to the sample by an objective lens (L5) above it.

The sample is surrounded by a superconducting magnet inside the cryostat that

is able to apply a magnetic field of up to ±9T . The magnet can be controlled by

a separate control box elsewhere in the lab. The emission is then collected by L5

and guided back up through the same path as the excitation beam to the top of

the cryostat. A beam splitter is then used to rotate the emission by 90◦ and guide

it towards a periscope. The periscope is used to translate the emission back down

to the height of the optical bench where after passing through another telescope

consisting of L7 and L8 it is focused to the spectrometer slit by L9 towards the

CCD. For Fourier imaging, L6 is flipped into the collection path near the top of

the telescope to image the Fourier plane of L3. The sample is mounted on top

of a stack of three piezo stages. This allows the fine adjustment of the sample

position in three dimensions and is particularly useful in optimising the focus of

the image. These stages are controlled externally from the cryostat.
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Figure 2.7: Simplified schematic showing the reflection configuration

with the integration of the superconducting magnet and bath cryostat.

L6 acts as the Fourier lens in the set-up. The excitation beam is shown

in red and the collected emission is shown in blue.

2.1.6 Angled excitation

To inject photons at different wavevectors on the polariton dispersion, control

over the angle of incidence of the laser on the sample is required. This is done by

introducing a translation stage to the last mirror before the excitation objective in

the transmission configuration. This stage translates the beam in the x-direction

(parallel to the optical bench) across the objective thus changing the angle of

incidence. The position of the translation stage relative to normal incidence is

related to the excitation angle as follows

T = fL0tan(θ), (2.1)

where T is the horizontal offset of the translation stage relative to the position

corresponding to normal incidence, fL0 is the focal length of the excitation ob-

jective and θ is angle of incidence. A visualisation of this is shown in Figure 2.8.

The in-plane wavevector of injected photons can be calculate in terms of the

angle of incidence as

k|| =
2π

λ
sin(θ), (2.2)
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Figure 2.8: Diagram showing how the translated position of the beam

on the objective determines the incident angle of the beam on the

sample.

where λ is the wavelength of the photons. From this it is clear that to resonantly

excite a specific spot on the dispersion, all that is required is tunability of the

angle of excitation and the energy of the laser.

2.1.7 Sample cooling

Two methods of sample cooling are used for the work in this thesis. For Chapters

4 and 5, a continuous flow system is used in which the sample is mounted to

one end of a copper finger in a cryostat and held in vacuum of 10−6 mbar

using a turbo vacuum pump to prevent ice crystal formation during cooling.

The other end of the copper finger is exposed to a flow of liquid helium (LHe)

originating from a dewar and pulled through a transfer tube by a different vacuum

pump. The helium leaves the lab towards a liquefier elsewhere in the building

for recycling . The cold finger is a long piece of copper that provides excellent

thermal conductivity and allows cooling of the sample to 4.5K (however 7-9K is
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more regularly used) with the temperature monitored via sensors attached to the

cold finger. The cold finger also contains a hole that sits parallel to the windows

of the cryostat to allow excitation of the sample from both sides.

In Chapter 3 the sample is cooled using a bath cryostat, this method involves

mounting the sample in a vacuum sealed tube and immersing it into a tank of

LHe. This tank is initially pre-cooled with liquid nitrogen which is then pumped

out and the dewar is subsequently filled with LHe. Bath cryostat cooling has

the benefit of little maintenance and stable temperatures for samples as, unlike

continuous flow, the system is not brought up to room temperature at the end

of the day. The cryostat is refilled weekly, this involves pumping compressed

helium gas into a dewar attached to the cryostat, which in turn forces LHe into

the cryostat. Excitation of the sample can be achieved by guiding the laser down

through the top of the sealed tube to the sample at the bottom and then guiding

the emission back up again (see subsection 2.1.5).

2.2 Sample characterisation

2.2.1 Dispersion fitting

At times it is useful to characterise new samples to be used in experiments. This

involves finding several parameters such as γ, Q-factor and ∆ for a given sample.

In the latter case, due to variations in cavity length created during growth, de-

tuning can vary across the sample so it is often useful to measure dispersions at

different positions on the sample and create a detuning map.

The dispersions are obtained by aligning the centre of the k-space PL image

with the spectrometer slit using low power non-resonant excitation. With this

CCD data, the peak positions of intensity at each pixel along the x-axis (and thus

at each value of k||) for the UPB and LPB can be extracted in MATLAB. Using

these newly extracted values of EUPB(k||) and ELPB(k||), whilst also ignoring loss,

Eqn.(1.9) can be rearranged to give the Rabi splitting and Exciton resonance as
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Figure 2.9: (a) Layout of sample showing numbered positions where

dispersions are taken.(b) Dispersions taken at different positions corre-

sponding to the sample map in (a), showing how detuning varies across

the sample.

ELPB(k||)EUPB(k||) = Ex(ELPB(k||) + EUPB(k||)−
[

E2
x] +

1

2
(h̄ω)2

]

. (2.3)

This can then be solved to find Ex and h̄Ω using least squares fitting. With
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extracted curves for the UPB, LPB and exciton resonance, the cavity photon

resonance can also be determined thus allowing the calculation of ∆.

As shown in Figure 2.10, the linewidth can also be calculated by finding the

Figure 2.10: (a) Raw CCD data taken at position 3 on the sample map

in Figure 2.9 showing the UPB and LPB. (b) Extracted peak positions

for the LPB and LPB energies at different angles for same position

as in (a).(c) Calculated points for the cavity photon resonance with a

fitted curve. This, along with the extracted exciton resonance value of

1.4476eV, gave a value for detuning at position 3 as ∆=-4.7 meV and

a Rabi splitting of h̄Ω= 4.1 meV.(d) Fitted Lorentzian curve for the

values of intensity at k|| = 0 for the LPB. The linewidth is given by

the FWHM and has a value of γ=110 µeV thus the Q-factor for this

position is Q=13000.

full width at half maximum (FWHM) of a fitted Lorentzian peak at k|| = 0 and

from here the Q factor can be found using Eqn.(1.7). This method allows a full
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picture of the different parameters for polariton states on a given sample and also

allows further characterisation such as determining the Hopfield coefficients and

effective mass.

Figure 2.11: (a) Values for detuning (red) shown for each position

measured as outlined in the sample map in Figure 2.9. (b) Heat map

plotted using the detuning values in (a) to show how the detuning

varies across the sample.

2.2.2 Optical tomography

The Fourier image formed in the back focal plane of the objective lens is actually

a two-dimensional image with components in kx and ky (ignoring intensity). A

typical dispersion as displayed in this thesis (such as in Figure 1.5) is taken over

a range of values of kx but is fixed at a single value of ky (or vice versa). The

ky component that is being imaged can be varied by incrementally scanning the

final lens (L5 in Figure 2.3-6) sideways to align a different slice of the 2D far-field

emission image with the spectrometer slit. This procedure can also be performed

for the real space image and is known as optical tomography.

By using optical tomography it is possible to stack successive CCD dispersive
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data together to form a 3-dimensional image showing the full energy distribution

of polariton states in momentum or real space. Optical tomography can be par-

ticularly useful in visualising the bandstructure in polariton lattices and aid in

the identification of key points such as the Dirac points or first and second Bril-

louin zones in a honeycomb lattice. Alternatively, the energy component can be

ignored and, using the slices taken from a tomographic scan, a 2D image can be

constructed showing purely the momentum distribution of polariton states. For

a planar polariton dispersion this will show a isoenergetic circle, akin to looking

down from above at the true 3D polariton dispersive cone.

A tomographic scan is relatively simple to undertake in the lab and can be greatly

aided by automatic translation stages for the final lens. To do so, the final lens is

fixed at an initial position, x1. If considering momentum space in the lab frame,

the first image taken will show a dispersion over kx and E at a fixed value of

ky. The translation stage is then moved in the x-direction in increments of a set

size and at each position, corresponding to a different value of ky, a dispersion is

taken. The result will be a series of separate CCD measurements showing how

the dispersion changes with ky.

In Chapter 4, tomographic scans are used to identify k||=0 by finding kx=0 and

using the lowest point in energy on the LPB (ky=0). Optical tomography is also

used to find the Dirac points in a honeycomb lattice in the first Brillouin Zone.

In Chapter 5, tomographic scans are used to identify the P and S flatbands for

a 2D Lieb lattice.

2.2.3 Polarisation optics

It is sometimes useful to isolate specific polarisations of light, whether it is for

collection of polarised emission or exciting with a specific polarisation. Wave-

plates are the main equipment used in experiments concerning polarisation, and

typically come as λ
4
or λ

2
waveplates. λ

4
waveplates can be used to convert linearly

polarised light into circularly polarised light and vice versa. For the former case,
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the orientation of the polarisation of the incoming linearly polarised light must

be ±45◦ relative to the fast (or slow) axis of the waveplate. If the polarisation

direction is either ±90◦ or 0◦ then the polarisation of the outputted light will re-

main unchanged. At any other angle, the outputted polarisation will have some

degree of ellipticity. For the case of λ
2
waveplates, these can be used to change

the orientation of linearly polarised light i.e. if the incoming light has a polari-

sation orientated ±45◦ relative to the fast axis, the polarisation of the light will

be rotated by ±90◦. Diagonal light can be created by ensuring a relative angle

between the incoming polarisation and the fast-axis of ±22.5◦. λ
2
waveplates can

also be used to change the handedness of circularly polarised light.

Creation of polarised light is useful when wanting to excite in a specific polar-

isation. This can be achieved by ensuring the light is initially purely polarised

in a single orientation, either using a linear polariser (LP) or, for higher power

excitation, a polarising beam splitter (PBS). Now, when passing through the

waveplate, assuming the fast axis is orientated correctly, the outputted light will

have a known polarisation of the desired orientation.

Isolation of polarised light is useful when wanting to measure emission in separate

polarisations (e.g. H and V) such as when measuring the Stokes parameters. To

isolate a particular polarisation from emission, which is typically light of mixed

polarisation, a LP can be used after the waveplate. With the LP fixed in a specific

orientation, it will block all polarisations from passing through (either through

absorption, destructive interference or reflection) except the polarisation aligned

with its transmission axis, essentially acting as a polarising filter. The fast axis

of the waveplate can now be orientated such that it converts the light of the

desired polarisation to the orientation of the LP. For example, if measuring the

horizontal component of emission, the LP can be set to vertical transmission and

a λ
2
waveplate can be used with its fast axis orientated −45◦ from the horizontal.

This ensures that all horizontally polarised emission is rotated to vertical polari-

sation by the waveplate and passes through the LP towards to CCD. Whereas all

other polarisations in the emission, including vertical polarisation, are converted

Chapter 2 65



2.3. Light modulation

to polarisations incompatible with the LP. To isolate circularly polarised light

the λ
2
is replaced with a λ

4
waveplate which will convert the circularly polarised

emission to vertical to then pass through the LP. The orientation of the fast-axis

of the λ
4
waveplate will depended on the desired handedness of the light being

measured.

With the knowledge of the isolation of polarised light for measurements described

in the last paragraph, the Stokes measurements of emission can be calculated.

This can be done using the equations for the Stokes parameters described in

subsection 1.5.1 and allows the visualisation of the spatial and momentum distri-

bution of polarised polariton states. Isolating polarisation in emission collection

is also useful in separating the TE-TM (or birefringent) split branches of polari-

ton dispersions into separate dispersions and also for measuring the degrees of

linear or circular polarisation of polariton states.

In Chapter 4 polarisation creation is used to excite single TE or TM modes on

the polariton dispersion or to excite both with circular polarisation. Isolation of

polarised emission is also used to calculate the Stokes parameters for propagating

polaritons with Zitterbewegung in their trajectories.

2.3 Light modulation

2.3.1 Electro-optic modulator

In Chapter 5, an electro-optic modulator (EOM) is used to lessen the effects of

sample heating. An EOM is a device that allows fine control over the output po-

larisation of light and the ability to change said polarisation at a high frequency

rate. It uses two lithium niobate crystals that have an electric field dependant

birefringence, or more simply, they change refractive index when they experience

an electric field. This change in refractive index causes a phase shift in the light

transmitting through the crystals which consequentially rotates the polarisation
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by ±90◦. Under a constant electric field, an EOM acts the same as a λ
2
wave-

plate but when combined with a signal generator and bias controller, the electric

field applied to the EOM can be pulsed over short time intervals. The leads to

the outputted light having a pulsed shift in polarisation e.g. the light may be

vertically polarised every 20ms for 5ms and horizontally polarised for the rest.

Combining this with a PBS allows for rapid pulsed light of single polarisation

from a continuous wave laser. This essentially acts to modulate the power of the

laser at a high frequency rate. The beam, as experienced by the sample, will be

’on’ for a given time and ’off’ for the rest, thus giving it time to cool before being

heated again by laser. A typical signal sent to the EOM in Chapter 5 has a pulse

width of 10µs and a frequency of 10kHz, creating a beam that is horizontally

polarised for 900ms for every second and vertically polarised for 100ms.

Figure 2.12: (a) Photograph showing the screen of the signal generator

used to generate a typical pulse for experiments in Chapter 5. This

is sent to the bias controller which converts the signal into a varying

electric field and applies it to the EOM. (b) Labelled schematic show-

ing the EOM set-up. Red lines denote vertical polarisation and blue

denotes horizontal. This image is not to scale.
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2.3.2 Spatial Light Modulation

In Chapter 5 the use of a spatial light modulator (SLM) is required to modulate

the phase (and thus intensity via destructive interference) of light incident on

the sample. An SLM can be used to create patterns in the spot on the sample

of varying intensity, for instance, this is useful when trying to spatially match

the spot to specific micropillars in a lattice array. The model used for the work

in this thesis is a Holoeye PLUTO-NIR-015 phase only liquid crystal SLM. This

particular SLM can be used to modulate incoming light by displaying a hologram

of varying grey levels on its 1920x1080 pixel display. The hologram is generated

in Matlab using the parameters provided in the SLM manual and acts as a re-

flective diffraction grating. The varying grey levels of the hologram correspond

the different orientation of the liquid crystals in the display, the orientation being

determined by the voltage applied by the SLM driver unit to each pixel. The first

order diffraction beam is then guided to the excitation objective, separated from

other orders by a lens and pinhole. A simple diffraction grating will create a beam

with the same phase, however, a more complex hologram can contain multiple

different gratings on the display with varying shapes at different positions. This

will create a patterned spot or several smaller spots with individual control over

the shape, intensity and phase of each spot via Matlab. Complex holograms such

as those described are used in Chapter 5 to match the spot on the sample to the

real space emission profile of the S and P flat bands in a 2D Lieb lattice.
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Figure 2.13: (a) Image showing the model of SLM used in the ex-

periments in Chapter 5 (b) Diffraction grating hologram generated by

Matlab and displayed on the liquid crystal display shown in (a). (c)

Complex diffraction grating hologram used to generate a pattered spot

on the sample. (d) Patterned spot generated by the hologram shown

in (c). This spot is in free space.
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3.1 Introduction

As with microcavities, the potential landscape experienced by polaritons within

a waveguide can be engineered via lattice potentials. To achieve this, a photonic

crystal (PhC) can be created by etching holes in to the top cladding layer of the

waveguide. As with micropillar lattices, the air-semiconductor interface acts to

confine the photonic modes laterally (in-plane) and results in modification of the

dispersion. Since the propagation of the mode over the PhC does not require

hopping as in micropillar lattices, the modification of the dispersion manifests

itself differently. In the case of the waveguide dispersion, forbidden energy gaps

will appear along the dispersion, tuned by the depth and size of the etching. These

band-gaps represent modes that destructively interfere upon reflection from the

air-semiconductor interface.

Figure 3.1: Schematic showing the structure of a slab waveguide with

a PhC etched into the top GaAs cladding layer.

The work presented in the following chapter demonstrates the implementa-

tion of 2D square lattice photonic crystals in GaAs based waveguides with the

presence of strong coupling between embedded QW excitons and guided photonic

modes. It also demonstrates the opening of band gaps in the polariton dispersion

and capitalises on the long lifetimes and large group velocity afforded to polari-
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tons by waveguides (due to lower losses compared to microcavities) to achieve a

high level of attenuation of the emission inside these band gaps. A demonstration

of the tunability of the size and position of these band gaps is made along with

a demonstration of the relation of these parameters to the crystal length and

proximity to the exciton resonance. This work also uses an external magnetic

field to induce a Zeeman splitting in the excitonic component of the polaritons

and demonstrates that the subsequent blue shift of the exciton resonance can be

used to tune the size of the band gaps.

The work presented in this chapter is motivated by recent proposals for the forma-

tion of topologically protected states within polaritronic systems[130, 131]. These

proposals suggest that such states can be created in systems that exhibit a strong

Zeeman splitting under an applied external magnetic field. The application of

this magnetic field acts to break time reversal symmetry and open a non-trivial

gap in the polariton dispersion inside which topologically protected states have

been shown to exist[132]. A requirement for the creation of such states is that the

magnitude of the Zeeman splitting is larger than the size of non-trivial band gap.

Whilst this work demonstrates a level of Zeeman splitting, it is not sufficiently

large to fulfil this requirement. However, this work does demonstrate the feasi-

bility of using waveguide polaritons in PhC’s as an alternative to microcavities

for the opening of non-trivial band gaps. The results provide a foundation for

future studies that could create topologically protected states in a similar system,

potentially leading to the implementation of polariton integrated circuits.

The following work presented in this chapter was carried out by myself alongside

Dr Charles Whittaker and the samples were fabricated by Dr Tommi Isoniemi.

The measurements were taken by myself and Charles and the data processing

was done mainly Dr Charles Whittaker.

The work presented in this chapter is done so in a paper format. Refer

to Ref.[133] and its supplementary material for the version presented

in this thesis.
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3.2 Exciton-polaritons in GaAs-based slab waveg-

uide photonic crystals
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Chapter 4. Observation of Zitterbewegung in photonic microcavities

4.1 Introduction

Recent trends in condensed matter physics have been centred around the study

of analogues to high energy phenomena. A prime example of such an analogue

is the Zitterbewegung effect, a somewhat counter intuitive motion perpendicu-

lar to the ballistic trajectory of a particle[134]. Microcavities allow the direct

imaging of the internal spinor wavefunction (via PL measurements) making them

key candidates for the study of fundamental but so far elusive spin-orbit effects

such as Zitterbewegung. The spin-orbit coupling in such microcavities manifests

as TE-TM splitting and in some cases they also have a birefringent polarisation

splitting; an anisotropy in polariton state distribution dependant on propagation

direction within the cavity. These features have allowed observation of a range of

important physical effects such as the optical spin-Hall effect[90], the emergence

of monopoles[135] and the onset of the non-Abelian gauge fields[136, 137]. Whilst

the hybrid nature of polaritons have provided a range of fascinating effects such

as optical condensates with macroscopically large coherence length [138] and the

formation of acoustic black holes with the hawking effect[8], this work concerns

effects derived from the photonic element of polaritons. More specifically, highly

photonic polaritons (> 98%) are used to demonstrate fundamental principles first

predicted by Schrödinger for the motion of free electrons governed by the Dirac

equation[139]. Furthermore, this work also combines the highly topical engineer-

ing of microcavity polariton bandstructures in the form of lattice potentials with

Zitterbewegung, in part due to the high tunability of the band structure to aid

in the experiments performed.

Zitterbewegung consists of an oscillatory motion of a propagating wave packet

perpendicular to its ballistic trajectory, despite the absence any forces in the

perpendicular direction i.e. for a polariton propagating in the y-direction, Zit-

terbewegung will manifest solely in the x(z)-direction [134]. It appears due to

interference between positive and negative energy states of a split two component

system, enabled by the coupling of the spin and momentum degrees of freedom.
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Qualitatively, these oscillations arise as a consequence of the OSHE for polaritons

propagating with some ballistic trajectory. As the pseudospins of the polaritons

precess around the in plane magnetic field (arising due to the TE-TM splitting)

along their propagation path, they experience a pulling force perpendicular to

their trajectory, the same force that creates polarisation quadrants in the typical

OSHE. The direction of this pulling force is then dependant on the orientation

of the newly precessed pseudospin (either σ+ or σ−). Since the direction of the

magnetic field experienced by the polaritons varies with changes to their in-plane

momentum, the pseudospins then precess again thus pulling the polaritons back

in the opposite direction, overall leading to an oscillatory trajectory in the direc-

tion perpendicular to their ballistic trajectory.

In addition to the case predicted by Schrödinger for free relativistic electrons, the

effect has been predicted for electrons in crystals with Rashba and Dresselhaus

SOC [140–142]. The predicted high frequency and low amplitude of the oscil-

lations for the vacuum case, and the difficulty in observing single electrons in

the crystals make experimental observation very challenging[134]. So far, several

Zitterbewegung observations in analogous systems have been made, but these

often involve indirect measurements, for example experiments performed by Ger-

rtisma et al.[143]. These experiments involved the quantum simulation of the

Dirac equation using a single trapped ion with oscillations in transverse positions

observed. High frequency oscillating currents were also observed in the motion

of spin-polarised electrons in a doped semiconductor device[144].

In optics the Zitterbewegung effect was observed in an array of coupled waveg-

uides[145]. In this case the energy splitting used to induce Zitterbewegung was

a fixed value determined by the geometry of the waveguides. This fixed splitting

meant tunability of the Zitterbewegung period and amplitude was not possible

using a single lattice. The Zitterbewegung also had to be detected indirectly

using fluorescence measurements. This further highlights the benefits of using

microcavities in the study of Zitterbewegung since they allow direct imaging of

the internal wavefunction along with allowing relative ease of access to areas of
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different energy spitting on the dispersion. This becomes obvious when consid-

ering the fact the TE-TM splitting between branches increases as the in-plane

wavevector of the polariton states increases, thus to excite different regions on

said dispersion only the energy and angle of incidence of the laser needs to be

changed. It was also recently reported that transverse oscillations of a conden-

sate in an etched ring trap were observed. [146]. However, in this case, no direct

observation of Zitterbewegung was possible. In general, oscillations in structures

with transverse trapping potentials are hard to attribute to Zitterbewegung since

there are alternative explanations such as interference between multiple trans-

verse modes[72].

So far Zitterbewegung has not been directly observed in a polariton microcav-

ity structure such as those in this chapter. The motivation for this work arose

due to recent theoretical predictions of Zitterbewegung in planar microcavities[5]

and also the suggestion for its presence in honeycomb lattices near the Dirac

point[147].

This chapter presents observations of Zitterbewegung with varying periods and

amplitudes in a planar microcavity, achieved by exciting TE-TM split modes in

the LPB, whilst also taking into account the effects of birefringence in the mi-

crocavity. It is shown that the Zitterbewegung only arises when two branches

are equally excited using two different approaches. The period and amplitude of

the Zitterbewegung oscillations are then varied by exciting the TE-TM modes in

regions of larger and smaller energy splitting, highlighting the predicted inverse

dependency of the period of oscillations on the value of energy splitting. A simi-

lar dependency is also observed for the amplitude but is not quite as clear. The

results for the planar case are in good agreement with numerical simulations espe-

cially when considering the calculated error in the measurements. The work also

shows the presence of Zitterbewegung for polaritons in states close to the Dirac

point of a etched micropillar honeycomb lattice. In this case it is shown that the

ability to engineer the bandstructure allows observation of Zitterbewegung with

a smaller period whilst retaining an observable amplitude by again by taking ad-
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vantage of the TE-TM split branches. These results are also in good agreement

with numerical simulations. It is hoped that these analogue demonstrations will

help lead to a deeper understanding of fundamental effects in relativistic systems

whilst also helping to expand on well-established pseudospin related phenomena

such as the OSHE in the field of polariton physics.

The work presented in the following chapter was undertaken by myself with

support from Dr Charles Whittaker and Dr Paul Walker. The work pertaining

to the honeycomb lattice was done by both myself and Dr Charles Whittaker.

Dr Paul Walker assisted with the work pertaining to planar cavities whilst also

developing the energy splitting description and calculation the uncertainties.

4.2 Experimental parameters and design

4.2.1 Sample description

In the case of the planar microcavity, the structure has a two wavelength thick cav-

ity layer enclosed between two Bragg mirrors. The cavity in this sample is made

from GaAs whilst the mirrors are alternating layers of GaAs and Al0.85Ga0.15As

all grown via MBE. Three In0.04Ga0.96As QWs are embedded in the cavity layer

to provide the excitonic component of the polaritons. Since the work involves

highly photonic polaritons, a microcavity with a very large detuning is required,

the sample selected has a detuning of at least -20 meV.

For the case of the honeycomb lattice, the devices exist on the same sample very

close to region for which planar measurements are made. The devices themselves

are deep etched micropillar arrays forming a hexagonal or honeycomb shape, al-

ternatively known as photonic graphene. Each pillar had a width of 3µm and are

overlapped such that the centre to centre distance between neighbouring pillars

is d = 2.8µm giving a lattice periodicity a = d
√
3.
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4.2.2 Energy splitting description

The energy splitting observable in the dispersion is fundamental to the obser-

vation Zitterbewegung. Due to the slight optical birefringence[148–150] present

in this sample there is a complicated splitting between the linear polarization

states, more so than for a sample with just contributions from TE-TM splitting.

For small values of k the components of the Hamiltonian in the basis of circular

polarised states is as follows[150]

Ĥ =





h̄2k2

2m
Ω
2
− β(k′x − ik′y)

2

Ω
2
− β(k′x + ik′y)

2 h̄2k2

2m



 , (4.1)

where m is the reduced mass of the polaritons, k′x and k′y are the in plane

wavevector components of the photons in the sample reference frame where x′ is

the fast axis of the microcavity, k2 = k′x + k′y, and the parameters Ω and β de-

scribe the values of the k-independent optical birefringence and TE-TM splitting

respectively. β is related to the difference between the effective masses of the TE

photons, mt, and TM photons, ml, as[151]

β =
h̄2

4
(
1

mt

− 1

ml

). (4.2)

Here β is defined with an opposite sign than typically seen in literature but this

does not affect the physics. The energy for states in the two branches split in

linear polarisations can now be given as

E±
h̄2k2

2m
±
√

β2k4 − βΩk2cos2φ+
Ω2

4
, (4.3)

where φ is the in-plane angle between the wavevector k′ and the x′-axis of the

microcavity. Using these definitions it can be seen that the TE polarised mode

(electric field perpendicular to k′) increases faster with k than the TM mode for

positive β and that, for positive Ω, the mode polarised along x′ has a higher

energy at k = 0 . The combination of birefringence and TE-TM splitting leads to
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the crossing of the branches for φ = 0◦ at k =
√

Ω
(2β)

. This is clearly seen when

experimental characterisation of the sample is presented in the next subsection.

4.2.3 Characterisation of sample

The experiments in this chapter are performed using the transmission configu-

ration shown in Figure 2.6 using the a continuous flow cryostat. This method

allows the sample to be cooled to approximately 10K. The E−ky dispersions are

measured at kx = 0 using PL spectroscopy. The x and y coordinates are defined

in the laboratory frame (see Figure 4.1).

Figure 4.1: (a) Simplified schematic showing the laser incident on the

sample with Zitterbewegung present in propagation path. The x and y

coordinates relative to the sample in the laboratory frame are defined.

(b) More detailed sketch than (a) showing the incident laser with Zit-

terbewegung in the propagation path. x and y coordinates are defined

relative to the x′ and y′ coordinates. θ and φ are also defined.
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For the planar cavity, there are two cases that must be considered. The

first case is where the sample is orientated such that k = ky~y is parallel to y′

(φ = 90◦). The dispersion at kx = 0 in this case shows two energy split branches.

At ky = 0 there is splitting due to birefringence whilst the TE-TM splitting causes

the splitting to increase as ky increases. The second case is where the sample is

rotated 90◦ relative to the first such that k = ky~y is parallel to x′ (φ = 0◦).

In this case the dispersion crossing described in subsection 4.2.2 can be seen at

θ = 5.7◦ (k = 0.73µm−1). It is important to distinguish between these two cases

as the period of Zitterbewegung is expected to vary with the magnitude of energy

splitting and in the two cases of sample orientation the splitting will be different

even at the same point on the dispersion.

Along with Eqns.(4.2) and (4.3), the dispersions can be fitted as described in

subsection 2.2.1 to give the following values of Ω = 43 ± 19µeV , β = 33.6 ±
3.5µeV µm2. The energy at k = 0 (averaged between the two dispersions) is

1.4531eV and h̄2/(2m) = 947.5µeV µm2.
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Figure 4.2: (a) Angle and polarisation resolved PL spectrum showing

the dispersion relation E(ky) at a fixed kx = 0 for the case where the

birefringent crystal principle axis y′ (φ = 90◦) is parallel to the y-

direction along which the polaritons are resonantly injected during the

experiment (see subsection 4.2.4). (b) The same as in (a) but for the

case where x′ is parallel to y (φ = 0◦). In both (a) and (b) the colour

scale indicates indicated the polarisation degree (Ix − Iy)/(Ix + Iy)

with red indicating the x polarisation and blue indicating the y po-

larisation (Ix and Iy are the intensity in the x and y polarisations

respectively). (c) The energy splitting between the TE and TM polar-

isation for the two values of φ. The points show the values extracted by

fitting Lorentzian peaks to the data in panels (a) and (b). The dashed

black curves are the fits described in this subsection and subsection

4.2.2.

4.2.4 Experimental procedure

To observe Zitterbewegung, the sample is resonantly excited with a tunable con-

tinuous wave Ti:Sapphire laser (as in Figure 4.1). The angle and energy of the

laser is carefully tuned to excite different desired regions on the polariton disper-

sion, corresponding to regions of different energy splitting between the branches.

The laser spot on the sample is circular with FWHM of 15µm , a size carefully
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chosen such that in reciprocal space (its Fourier transform) it is sufficiently large

to excite both branches, a requirement to induce Zitterbewegung. The excitation

polarisation is also set to circular for the same reason. The emission is collected

using the transmission configuration described in subsection 2.1.4. The collection

lenses are arranged such that in the case where φ = 90◦ the magnification is

m=18x and the effective focal length of the k-space setup is f=4.6mm. For the

case where φ = 0◦ the magnification is m=20.5x and the effective focal length

of the k-space set-up is f=6mm. The total intensity of the collected real space

emission is recorded by the CCD. An example of this is shown in Figure 4.3.

The excitation optics in the case of the honeycomb lattice are much the same as

Figure 4.3: Intensity of the photon field in the cavity when excited

resonantly vs. x and y . Colour scale gives the intensity I relative to

the peak intensity I0 in decibel units. The laser spot is centred around

17µm.

in the planar case. However, excitation is required close to the Dirac point and

the resonant excitation cannot simply be visualised using the dispersion in-situ.
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The most effective approach to calculating the angle of excitation required is to

calculate the location of the Dirac points in k-space and find the corresponding

angle of excitation to inject photons directly. From there, the angle of incidence

and laser energy can be adjusted to excite different regions in k-space on the

honeycomb dispersion close to the Dirac points, this is aided by plots of the dis-

persion created using a tight binding model.

Figure 4.4: (a) Diagram showing the resonant laser incident on the

etched honeycomb lattice micropillar array at some incident angle, θ.

(b) Real space total intensity vs. x and y recorded for excitation close

to the Dirac point in real space (see Figure 4.11). Colour scale gives

the intensity I relative to the peak intensity I0 in decibel units.

4.2.5 Result processing

The observed propagation of the polaritons in the y-direction in due to the fact

the laser is incident on the sample at a finite angle in the same direction, in turn

giving the polaritons a group velocity. This group velocity can be determined

from the slope of the dispersion at the wavevector corresponding to the laser

angle. This PL emission of the polaritons is used to analyse their distribution in
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the propagation path and is where Zitterbewegung oscillations are expected to

manifest. To analyse this propagation path, for every value of y a slice along x

is taken to find the value at which intensity is maximum. The centre of intensity

can then be defined as

xc(y) =

∫ ∫∞

−∞
x · I(x, y) · dx

∫ ∫∞

−∞
I(x, y) · dx . (4.4)

Using Eqn.(4.4), the centre of intensity in x, xc, can be plotted against y, this

will show any oscillations in xc for the polaritons propagating in the y-direction.

4.2.6 Determining sources and size of uncertainty in cen-

tre of intensity

Random scatter in the extracted centre of intensity data points arises due to

noise in the intensity images recorded by the CCD camera. The noise mainly

consists of CCD dark counts and read noise. To estimate the error bars, a model

of the contribution of experimental noise to the centre of intensity is used. The

intensity is recorded on the CCD camera as a number of counts, n, per pixel as a

function of x and y. n can be written as the sum of two terms: signal counts ns

and random noise counts nn. The noise counts per pixel are modelled as being

independent from one another and being normally distributed with zero mean

and variance, σ2.

From Eqn.(4.4), the centre of intensity then becomes

xc(y) =

∑N

i=−N xns +
∑N

i=−N xnn
∑N

i=−N ns +
∑N

i=−N nn

, (4.5)

where the index i runs over the 2N pixels in the x direction over which the

signal is defined and the corresponding values of x run from −xmax to xmax. The

total number of signal counts is defined as

S =
N
∑

i=−N

ns. (4.6)
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The denominator of Eqn.(4.5) is normally distributed with mean S and vari-

ance 2Nσ2. Provided that S >> σ
√
2N (which is always fulfilled in experiments),

the value xc from Eqn.(4.5) is approximately normally distributed (verified nu-

merically) with variance

σ2
c ≈ 2(N + 1)(2N + 1)

6N
(
σxmax

S
)2. (4.7)

This formula gives the uncertainty in xc due to the noise in the data. To plot

the error bars in Figures 4.(6,7,8,12), S is estimated from the experimental data

by summing the counts over all pixels (2N). The value of σ is obtained from the

experimental data by taking the standard deviation of all points at large values

of x including points where the signal is negligible. Using these values for S and

σ the value of σc from Eqn.(4.7) can be used as the size of the error bars for each

point in the centre of intensity data. Note that the signal reduces exponentially

due to finite photon lifetime in the cavity resulting in an exponentially decreasing

signal to noise ratio with increasing propagation distance hence an increase in

error bar size the further from the excitation spot.

Small error contributions can also arise due to imperfections in optics, small

reflections from optics along the beam path and parasitic environmental light.

However, there is no evidence of this in CCD data, ruling out the fact it has

anything other than potential slight modifications of the measured centre of in-

tensity. These contributions are most likely to affect the centre of intensity where

the signal is weak such as at large values of x and y.

4.3 Results

4.3.1 Planar microcavity: changing the degree of reso-

nance

To observe Zitterbewegung, direct resonant excitation of the TE-TM branches

on the LPB is performed, with the region of excitation on the dispersion chosen
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such that the period and amplitude will be sufficiently large for observation. The

theory proposed by E.S. Sedov et. al [5], states that the larger the energy split-

ting the smaller the amplitude and period of Zitterbewegung oscillations. Since

the splitting varies with angle, an appropriate angle is chosen where the splitting

is significant but not too large. This angle is chosen to be 10◦. A scan across the

dispersion starting at low angle and ending at high angle is done to highlight the

fact the Zitterbewegung is a result in the interference between two split branches.

Circular polarisation is used to excite the polarisation branches to ensure equal

excitation.

At lower angle, the excitation spot in reciprocal space has a small amount of

overlap with the branches and thus Zitterbewegung is weak but still observable.

This case is shown in Figure 4.5 (b). At resonance, both branches are near

equally excited thus Zitterbewegung is strongest and clear oscillations are ob-

served. This case is shown in Figure 4.5(c). Far after resonance, the reciprocal

spot has no overlap with the two branches and thus Zitterbewegung disappears

when analysing the propagation path. This case is shown in Figure 4.5(d). Even

thought the lower and upper bounds of the scan are equal around the centre res-

onant point, the reasoning for the presence of Zitterbewegung being present only

in the low angle and its quick disappearance as the angle increases past resonance

can be explained when considering the 3-dimensional cone shape of the polariton

dispersion. Photons on the inside region of the cone are able to excite polariton

states of slightly lower energy due to the fact the dispersive cone at lower states

curves towards the spot in reciprocal space causing small overlap whilst in the

region outside the dispersive cone the allowed states curve away from the spot

thus no overlap.

Another approach to highlight the fact Zitterbewegung occurs due to the interfer-

ence of two branches is to fix the position of the laser in k-space and change the

polarisation. By exciting with circular polarisation both branches are excited and

Zitterbewegung should be present, when switching to linear polarisation, only a

single branch will be excited and Zitterbewegung should disappear. The results
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Figure 4.5: (a) Real space image showing the total intensity of emission

when exciting resonantly at 10◦ on the dispersion for the case where

φ = 0◦ in Figure 4.2(b). The laser is at energy of approximately 1.455

eV. (b) Analysed propagation using Eqn.(4.4) showing the centre of

intensity in x vs y for the case where the laser is incident at low angle

and has little overlap with the branches. (c) The same as in (b) but

for the case where the laser is now resonant with both branches and

excites them both equally. (d) The same as in (b) and (c) but for

the case where the laser is far past resonance and high angle with no

overlap with the branches. In (b), (c) and (d) the black points denote

the raw experimental data points and the red line shows the smoothing

of the data with a 20µm rectangular smoothing window.

of this are shown in Figure 4.6 below when exciting at an angle of 11◦.
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Figure 4.6: (a) Analysed propagation path for the case where the ex-

citation polarisation in set to linear. In this case only a single branch

is excited and no Zitterbewegung manifests. (b) The same as in (a)

but with the excitation polarisation set to circular. In this case both

polarisation branches are excited equally and Zitterbewegung is ob-

served. In both (a) and (b) the angle of incidence of the laser is 11◦

and the energy of the laser is approximately 1.4545 eV for the case

where φ = 90◦. In (b) and (d) the dark blue points denote the experi-

mental data and the error bars are in lighter blue.

4.3.2 Planar microcavity: changing the energy splitting

As mentioned, the connection between the period and amplitude of the Zitterbe-

wegung oscillations and the magnitude of the energy splitting is expected to be

of inverse proportionality as proposed in Ref.[5]. To test this experimentally, the

laser is made to be resonant with different regions on the dispersion with various

values of energy splitting between the polarisation branches. The energy and

incident angle of the laser is changed to achieve this. As expected, when exciting

resonantly at high angles (and thus large TE-TM splitting) the period decreases.

For example, for the case where φ = 90◦, when exciting resonantly with circular

polarisation at 8.5◦, the period of oscillation is significantly larger than when ex-
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citing resonantly with circular polarisation in the same spot on the sample but at

10◦. There are also small changes in the amplitude however these are less clear

than the changes in period. This case can be seen in Figure 4.7. For the

Figure 4.7: (a) Real space total intensity image showing the propaga-

tion in the y-direction when the angle is resonant with the dispersion

at 8.5◦ for the case when φ = 90◦. (b) Plotted centre of intensity for

the data shown in (a) with clear Zitterbewegung manifesting along the

xc axis. (c) Real space total intensity image showing the propagation

in the y-direction when the angle is resonant with the dispersion at

11◦ for the case when φ = 90◦. In this case the energy splitting be-

tween the polarisation branches is less than in (a). (d) Plotted centre

of intensity for the data shown in (c) with clear Zitterbewegung man-

ifesting along the xc axis. In (b) and (d) the dark blue points denote

the experimental data and the error bars are in lighter blue.
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orientation of the sample where φ = 0◦, the change in period of the Zitterbewe-

gung oscillation is qualitatively the same, a significant decrease is observed when

the angle (and thus energy splitting) is increased. In this case, comparison can

be made between resonant excitation of 8◦ and 12◦ as shown in Figure 4.8. The

variation in the period at similar angles of incidence when compared to the case

where φ = 90◦ arises due to the difference in splitting between the polarisation

branches. As described in subsection 4.2.2, this variation in splitting arises due to

birefringence of the sample and a visualisation for the splitting in each orientation

can be seen in Figure 4.2(c).
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Figure 4.8: (a) Real space total intensity image showing the propaga-

tion in the y-direction when the angle is resonant with the dispersion

at 8◦ for the case when φ = 0◦. (b) Plotted centre of intensity for

the data shown in (a) with clear Zitterbewegung. (c) Real space total

intensity image showing the propagation in the y-direction when the

angle is resonant with the dispersion at 12◦ for the case when φ = 0◦.

In this case the energy splitting between the polarisation branches is

less than in (a). (d) Plotted centre of intensity for the data shown in

(c) with clear Zitterbewegung. In (b) and (d) the dark blue points

denote the experimental data and the error bars are in lighter blue.

4.3.3 The Stokes parameters

Whilst analysing the centre of intensity along the propagation path of polaritons

provides an excellent method for the observation of Zitterbewegung, the effect is
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perhaps more dramatic when calculating and plotting the Stokes vectors for the

polariton emission. In Ref. [5], so called ”interlocking fingers” are predicted to

appear when observing each of the Stokes parameters. This fits with the common

understanding of Zitterbewegung in microcavity polaritons being a manifestation

of the OSHE effect for polaritons with ballistic trajectory. The ”interlocking

fingers” correspond to the polarisation domains synonymous with the OSHE due

to the effective TE-TM magnetic field. As the polaritons propagate in the y-

direction, their pseudospins precess according the direction of the effective field

creating polarisation patterns in the spatial distribution of the stokes vectors.

Figure 4.9: (a) S1 parameter along the propagation path in the y-

direction showing the polarisation domains expected to manifest. (b)

The same as in (a) but for the S2 parameter (c) The same as in (a)

but for the S3 parameter. (a-c) taken from [5].

The data showing Zitterbewegung in previous subsections are typically not

polarisation resolved but small amounts of data are taken using polarisation op-

tics. When calculating the Stokes parameters for this data, as seen in Figure

4.10, clear polarisation domains are present along the propagation path. This

data does not fully resemble ”interlocking fingers” due to weak signal laterally
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away from x=0. However, the polarisation domains that are present clearly cor-

respond to same patterns that would be seen if only considering a narrow path

through the centre of the ”interlocking fingers” shown in Ref. [5].

Figure 4.10: (a) S1 Stokes parameter along the propagation path in the

y-direction for the case where φ = 0◦ and θ = 12◦ when exciting with

σ+ polarisation. (b) S2 Stokes parameter along the propagation path

in the y-direction for the case where φ = 0◦ and θ = 12◦ when exciting

with σ+ polarisation. (c) S3 Stokes parameter along the propagation

path in the y-direction for the case where φ = 0◦ and θ = 16◦ when

exciting with σ+ polarisation.

4.3.4 Zitterbewegung near the Dirac point in a honey-

comb Lattice

The excitation of the samples in the honeycomb lattice case is performed in much

the same way as in the planar case. The TE-TM splitting that is so crucial for

Zitterbewegung in the planar case is still present in the honeycomb lattice case.

However, the mechanism is slightly different since the splitting arises in micropil-
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lar lattices due to different tunnelling probabilities between pillars depending

on the polarisation of the photonic mode. The end is result is the same as in

the planar case, the TE-TM splitting of branches into smaller, energy-split sub-

branches. For the case of the honeycomb lattice, the k-space spot is positioned

near the Dirac point of the s and p bands in the complex honeycomb lattice

band structure. These s and p-bands are a result of the different allowed states

in the micropillars with the s-bands resembling the lowest order Hermite-Gauss

modes. The p-bands are the next highest set of bands and are composed of the

first order Hermite Gaussian modes of the individual pillars. For the purpose of

this thesis the essential difference between the two sets of bands is that the po-

larisation tunnelling rates from pillar to pillar are different resulting in different a

different energy splitting and group velocity close to the Dirac points. Therefore,

it is expected that Zitterbewegung oscillations will have a different period and

amplitude close to the Dirac point in each band.

The red and black dots in Figure 4.11(a) denote the energy and wavevector

at which the bands were excited to measure Zitterbewegung. As in the planar

case, both branches are excited equally. More detailed plots are given in Figure

4.11(b) and (c) for the p-bands and s-bands respectively. They were obtained

from a tight binding model using parameters from Ref. [147] where the same lat-

tice was studied extensively and the model was fit to the dispersion. The colour

of the lines represents the polarisation of the branches with the blue lines rep-

resenting y polarised branches and red lines representing x polarised branches.

In Figure 4.11(b-c) the dots represent the detailed position of excitation rela-

tive to the Dirac point. The red dot in Figure 4.11(c) denotes the position of

excitation on the s-band close to the Dirac point and the black dot in Figure

4.11(b) represents the position of excitation in the p-band close to the Dirac

point. Around these excitation points the energy splitting between the polarised

branches is 65µeV for the s-band and 96µeV for the p-band. The wavevector

splitting, ∆ky, between the two polarised branches at the fixed laser energy is

0.49x2π/(3a) for the s-bands and 0.25x2π/(3a) for the p-bands. As in the planar
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Figure 4.11: (a) Experimentally obtained PL dispersion showing the

bandstructure of the LPB in the honeycomb lattice studied in this

chapter. The black dot denotes the excitation location in the p-band.

The red spot denotes the excitation location in the s-band. (b-c) Dis-

persion of the p-bands (b) and s-bands (c) calculated using a tight

binding model with parameters from Ref. [147]. Red and blue branches

represent states linearly polarised along x and y respectively.

case, Eqn.(4.4) can be used to extract the centre of intensity from the CCD data

of the propagating polaritons. The resulting extracted trajectories can be seen

in Figure 4.12. Zitterbewegung oscillation are again visible with a shorter period

and smaller amplitude for the measurements taken in the s-bands. Since the

period and amplitude is expected to scale inversely with the energy splitting, the

shorter period for the s-band is consistent with the larger energy splitting at the

excitation point in the s-band.
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Figure 4.12: (a) Plotted centre of intensity vs propagation in y for

excitation close to Dirac point in the p-band (Black circle in Figure

4.11). Blue points are the experimental data, and the lighter blue lines

are error bars. (b) Same as in (a) but now for excitation close to the

Dirac point in the s-band (red circle in Figure 4.11).

4.4 Comparison with theory

To compare the results with theory, numerical simulations were performed by

Alexey Osipov and Alexey Yulin at ITMO University for both the planar and

honeycomb lattice cases. A detailed explanation of the method involved in these

numerical simulations can be found in Appendix A in the form of supplementary

material created in preparation for journal submission. The parameters used in

the numerical simulations were obtained experimentally and are given in subsec-

tion 4.2.3. Modelling in the planar case takes into account the birefringence of

the cavity along with TE-TM splitting contributions for both cases. The results

of the numerical simulation are plotted alongside the experimental data in the

planar case below.

As Figure 4.13 (a) and (b) shows, the results of the numerical simulations for the

period and amplitude in the case where φ = 0◦ are in excellent agreement with

the experimental data points. Perhaps more importantly the values of β and Ω
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Figure 4.13: (a-b) The same experimental data as shown in Figure

4.8(b) and (d) respectively but now plotted alongside the results of

numerical simulations performed using the same experimental param-

eters for each case. (c-d) The same experimental data as shown in

Figure 4.7(b) and (c) but now plotted alongside the results of numeri-

cal simulations performed using the same experimental parameters for

each case.

found from fitting the oscillations theoretically are in good agreement with the

values found independently via fitting the dispersion relations (β agrees within

0.33 of the uncertainty and Ω agrees within 0.75 of the uncertainty). For the

case where φ = 90◦, as shown in Figure 4.13 (c) and (d), the same parameters

were used to simulate the trajectory. In this case a semi-quantitative agreement

between the theory and experimental data is obtained. The reason for deviation

in agreement in this case compared to the case where φ = 0◦ for both the period

and the amplitude is due to the crossing of the polarisation branches as seen in
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Figure 4.2(b) at 5.7◦. Since the excitation spot in k-space is relatively close to

this position the energy splitting becomes more complex. At the crossing point

there is no splitting and close to it the oscillations become very sensitive to the

exact experimental parameters.

For the honeycomb case the numerical simulations used the parameters from

Ref.[147] where exactly the same lattice was studied. The results of the numeri-

cal simulations are shown along side the experimental data in Figure 4.14.

Figure 4.14: (a) The same experimental data as shown in Figure 4.12(a)

but now plotted alongside the results of the numerical simulations per-

formed using the same experimental parameters. (b) The same as in

(a) but for the experimental data shown in Figure 4.12(b).

In the case for the honeycomb lattice a semi-quantitative agreement between the

theory and experimental data for the period and amplitude is obtained. Whilst

this agreement is good, some deviations may be in part due to the complex nature

of the energy splitting of band structure close to the Dirac points and reliance of

exact experimental parameters for a better agreement.
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4.5 Summary and conclusion

The work presented in this chapter demonstrates the first direct observation of

Zitterbewegung in a microcavity structure. It highlights how Zitterbewegung

arises due to interference between two energy split states by using two different

approaches to excite a single state and then both states. The first approach takes

advantage of the polarised nature of the energy split states. Initially one branch

is excited using a linearly polarised pump to show how Zitterbewegung is no

longer present in the trajectory of the resulting propagating highly photonic po-

laritons. Photons are then injected with the same wavevector but now circularly

polarised in order to excite both energy split states, showing the manifestation

of Zitterbewegung in the trajectory. The second approach is to vary the degree

of resonance with the energy split states by changing the wavevector of the in-

jected photons at a fixed energy. The clarity of the Zitterbewegung oscillations

in the trajectory is shown to increase and decrease depending on the degree of

overlap between the reciprocal spot and the two states. This work then shows

how the period and amplitude can be tuned by varying the energy and incident

angle of the initial excitation conditions. This is done by exciting different regions

along the LPB where the magnitude of the energy splitting is varied to show the

inverse relationship between the period relative to the energy splitting. It also

shows a similar dependency for the amplitude with less clear results. These re-

sults also take into account the effect of cavity birefringence on the value of the

energy splitting between the TE-TM modes and its subsequent consequences on

the amplitude and period of the Zitterbewegung. This work also shows how, by

taking advantage of the tunable band structure presented by etched micropillar

lattices, observation of Zitterbewegung with a smaller period but still observable

amplitude is achievable.

All the work presented has at least a semi-quantitative agreement with simulated

trajectories of photons injected under the same experimental parameters with ex-

cellent agreement for the simplest cases where energy splitting between the linear
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polarised branches is well defined. Whilst brief observations of the polarisation

domains that manifest along the trajectory are presented, a more thorough study

in this regard is needed to attain a full understanding of their relation to the

period and amplitude of Zitterbewegung oscillations.
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5.1 Introduction

With the predictions of their existence nearly 40 years ago[152], flat band energy

systems have since been of great interest in the field of many-body physics and

have provided a platform for the research of effects such as fractional quantum

Hall phases[1], Wigner crystallization [2], negative magnetism [3] and disorder in-

duced topological phase transitions [4]. As with many areas of solid-state physics,

these flat band states can be simulated using engineered periodic potentials, with

photonic flat band states observed in multiple lattices structures such as honey-

comb lattices[107] and Kagome lattices[153]. However, perhaps the lattice most

synonymous with flat energy bands is the Lieb lattice, a square lattice previously

studied for its topological non-trivial phases inside and outside of photonics[154–

157].

The non-dispersive nature of flat band energy states provides the main ingredient

for the study of compact localised states (CLSs), states of very high localisation

with little to no spread across the lattice sites away from the sites of initial for-

mation. This localisation and lack of lattice spread is due to the implied infinite

effective mass for particles occupying flat band states, this property consequen-

tially quenches any kinetic energy terms and severely hinders particle mobility

across the lattice.

The study of CLSs in photonic lattice systems requires a relative ease of access to

the optical information of states within the lattice and whilst previous work has

experimentally confirmed the presence of such CLSs in the flat band of Kagome

lattice coupled waveguide arrays[153], an alternative approach to observations and

study of these CLSs is also possible using etched lattice microcavity polaritons.

This was experimentally confirmed for the case of a 1D Lieb lattice in 2019 by

V. Golbot et al.[158], however, there is yet to be a demonstration in the 2D Lieb

lattice as presented in this chapter. This candidacy is owed to the relative ease at

which optical information within the lattice can be garnered via PL experiments,

allowing direct measurements of properties such as effective mass and changes in
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spatial distribution. The inter-particle interactivity of polaritons also allows the

potential study of non-linear CLSs, relying on the well-studied renormalization

of the polariton dispersion under high power resonant excitation. Previous work

has already shown, that by capitalising on polariton self-interaction, it is possible

to facilitate the non-resonant condensation of polaritons into flat-band states on

a 2D Lieb lattice[105]. This is followed by the study of lattice spin-orbit coupling

and observation of pseudospin textures in the real space emission.

The work presented in this chapter concerns the direct resonant excitation of

the localised flat band states in 2D Lieb lattice and then later introduces non-

linearity to the formation of these CLSs. This work is inspired by proposals that

flat bands such as those found in the Lieb lattice dispersion can support linear

and non-linear compact localised states in Refs.[159, 160]. Whilst there is no real

question of whether direct excitation of CLSs in 2D Lieb lattices for the linear

regime is possible, this work experimentally confirms it whilst providing an ef-

fective and repeatable approach for their creation in similar etched micropillar

lattices.

In the linear regime direct resonant excitation of a CLS is achieved using heavily

patterned spots, phase matching and careful tuning of the laser energy to match

the characteristic real space micropillar emission profile of the S flat bands. The

work then moves on to present the attempts to create a non-linear CLS using

similar approaches with clear non-linearities observed in the intensity of emission

when increasing the incident power. These non-linearities are initially observed

for single micropillar excitation for the P flat band states and later full a non-

linear CLS is observed for the S flat band states with bistable behaviour also

observed in this case. Quantification of the lattice spread is calculated using

methods of comparing contrast and using the inverse participation ratio (IPR).

High localisation is observed in cases when efficient direct excitation of the flat

band occurs in both the linear and non-linear regime. In the linear regime the

CLS is calculated to have an IPR of 0.14 compared to a maximum possible IPR

of 0.25. In the non-linear regime the CLS is calculated to have an IPR of 0.19.
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The realization of both directly excited linear and non-linear localised states in a

2D Lieb etched micropillar lattice helps pave the way for the use of this relatively

simple to fabricate platform in the quantum simulation of many-body flat band

models in an environment allowing high control and tunability of important pa-

rameters along with direct access to the polariton wavefunction.

The work experimental work presented in the following chapter was carried out

by myself with support from Dr Paul Walker. I built and took all measurements

and the processed the data. D Paul Walker assisted with the taking of some

measurements and wrote the code for the SLM holograms.

The structure of this chapter is as follows:

Section 5.2: A description of the sample used in this chapter followed by a de-

scription of the two main experimental configurations used in the rest of the work

presented in this chapter.

Section 5.3: A description of the method used to directly excite a CLS in the

linear regime with two potential alternative approaches presented and a brief de-

scription of why one is unsuitable using the equipment available during the work

presented in this chapter. This is then followed by the results and discussion of

the second approach.

Section 5.4: A description of the methods used to directly excite a non-linear

CLS using several different approaches along with the discussion and presenta-

tion of the results for each approach. First the same approach as in section 5.3 is

used with a presentation and discussion of results and an explanation for its sub-

sequent failure. Then a description of an approach to excite a single micropillar

and it results are presented and discussed. Following this, the successful approach

using a cigar shaped spot to create a full non-linear CLS is described and its re-
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sults presented and discussed.

Section 5.5: Two different methods to quantify the lattice spread are described

with the results presented.

Section 5.6: Conclusions for the work presented in this chapter are drawn.

5.2 The 2D Lieb lattice

5.2.1 Lattice structure and flat band formation

The 2D Lieb lattice is a square lattice array that consists of three square sublat-

tices, designated A, B, and C, with each sublattice contributing one atom to the

unit cell. In a micropillar lattice, these sublattices are represented by individual

but overlapping micropillars, which allow for hopping of the photonic modes.

The band structure of the Lieb lattice’s dispersion contains two prominent flat

bands at different energies, which can be determined through the Bloch theorem

using the periodic potential imposed by the Lieb configuration, as discussed in

subsection 1.6.3. The lowest in energy of these is the S flat band which located

within the S dispersive bands. These dispersive bands correspond the lowest dis-

crete energy states within the micropillars. The second flat band is named the P

flat band located in the P dispersive bands corresponding to the second lowest

discrete energy states within the micropillars. The S and P bands are separated

by a forbidden energy region, the size of which depends on depth of etching to

create the micropillars.

5.2.2 Compact localised states in the Lieb lattice

The lack of curvature in the flat bands on the dispersion implies an infinite ef-

fective mass for polaritons occupying these states which manifests as a quenched
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Figure 5.1: (a) Scanning electron microscope image showing a section

of the 2D Lieb lattice. The enlarged image shows a diagram of one

unit cell and the three sublattices labelled A, B and C. (b) Lieb lattice

dispersion measured under low-power non-resonant excitation. The

white dotted lines indicate the bandstructure as calculated using a

tight binding model. Sub-labels (c) and (e) on this image denote the

S and P flat bands respectively. This dispersion is taken on the same

sample but for a slightly different device to that which is used for the

work in this chapter. Sub-label (d) has no relevance to this thesis and

may be ignored. Taken from [161].

kinetic energy term and thus a vanishing group velocity. Consequentially, wave

transport is completely suppressed and thus at flat band energies there is the

emergence of strongly localised states. When considering real space emission,

these localised eigenstates only span a few lattice sites and form a CLS. A con-

dition for the formation of a CLS in a lattice is the destructive interference at

particular sites, something that holds true for the Lieb lattice. For such a lattice

topology, where sites in different sublattices have different connectivity, localised

states may reside on the flat bands[162] which is manifested as emission from the

A and C sites in each unit cell only. For the Lieb lattice, and in the framework

of the tight binding model and the consideration of nearest neighbour hopping,

the characteristic destructive interference occurs at site B from modes hopping

from the A and C sites. Thus, polaritons that initially occupy sites A and C at
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an energy matching that of the flatbands remain localised and non-dispersive. It

is important to note the π phase difference between the states in the A and C

sites for a CLS, a condition for destructive interference between hopping modes

on site B.

Figure 5.2: (a) Emission profile in real space at the energy of the S flat

band in a Lieb lattice.(b) Emission profile in real space at the energy

of the P flat band in a Lieb lattice. Taken from [161].

Research on the emission characteristics of CLS states in the 2D Lieb lattice

has revealed distinct polarisation patterns, with increased vertically polarised

modes detected at the A sites and increased horizontally polarised modes at the

C sites (relative to the sample reference frame)[105]. This polarisation disparity

can be attributed to the polarisation dependence of tunnelling rates with respect

to the hopping direction. Specifically, modes that are polarised perpendicular to

the hopping direction exhibit significantly lower probabilities of tunnelling, τ⊥,

than those that are parallel, τ||. Such that

τ|| > τ⊥. (5.1)

As an example, a horizontally polarised mode at an A site is less likely to tunnel

to the B site compared to a horizontally polarised mode at the same site and vice

verse for the C sites. A visualisation of this can be seen in Figure 5.3 below.
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Figure 5.3: A visualisation showing the probability of different po-

larised modes hopping to the B sites from their respective site.

Since only like-polarised modes will destructively interfere at the B sites, the

population of vertically polarised modes increases to compensate for the difference

in tunnelling probability. The situation is similar but inverted for the C sites,

resulting in a greater population of polaritons at each site for polarisations that

are perpendicular to the hopping direction to the B sites.

As Figure 5.2 shows the spatial distribution of emission in real space differs for

S flat band CLS formation compared to the P flat band. For the S flat band, a

single emission lobe from the full pillar is observed whereas in the case of the P flat

band the emission from a single pillar is separated into two lobes. The emission

from the A sites is dominated by the emission from the Py orbitals whereas the

emission from the C sites is dominated by emission from the Px orbitals (subscript

represent axis for which the lobes lie parallel). Whilst such orthogonal modes will

not destructively interfere at the B site, the lower populations of orbitals parallel

to the hopping direction to site B is offset by the aforementioned difference in

tunnelling probabilities.
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5.3 Experimental parameters and configuration

5.3.1 Sample description

The Lieb lattice sample used in this work consists of AlGaAs/GaAs micropillars

of 3µm diameter and separation of 2.85µm. The lattice periodicity is a=5.7µm.

The resulting dispersion at kx=1.7 um−1 for this device can be seen in Figure 5.4.

The centres of the non-dispersive S and P flat bands are located at around 1.469

eV and 1.4718 eV respectively, whilst the S and P dispersive bands surrounding

them are present but barely visible in the image (due to their dependence on

kx. These dispersive bands are more visible at dispersions for different values of

kx. The S and P flat bands are separated by an energy of approximately 2 meV

whilst the forbidden energy region between the bottom of the P dispersive bands

and the top of the S dispersive bands is approximately 0.7meV. The linewidth,

γ, of both flat bands is γ ≈ 280µeV.

5.3.2 Spatial light modulator configuration

This chapter uses the transmission configuration, explained in subsection 2.1.4,

as a base configuration, with the laser incident on the non-etched side of the

sample. To achieve a Laguerre-Gaussian shaped spot and to directly match the

emission profile of the S flat band CLS directly, a spatial light modulator (SLM)

is utilized, as described in subsection 2.3.2. A waveplate is first introduced to

align the incident polarisation with the optical axis of the SLM, followed by a

beam expander to improve the resolution of the patterned laser spot. The close

proximity of individual micropillars makes this step especially critical in the case

of directly matching the emission profile. After the SLM, another waveplate is

used to create circularly polarised light followed by a spherical lens in order to in-

crease the angular separation between the zero and first order diffraction beams.
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Figure 5.4: PL dispersion experimentally obtained using angle resolved

spectroscopy for the same lattice used for the work in this chapter at

kx=1.7 um−1. The S and P flat bands are labelled.

The position of the SLM is such that the first order diffraction beam is aligned

along the optical path. Past the focal point of the lens an iris is used to spatially

filter out everything but the first order diffraction beam. The beam is then rec-

ollimated by a different lens and directed to the excitation objective and focused

onto the sample with circular polarisation.

Holograms can be applied to the SLM display using Matlab and an HDMI con-

nector to the SLM driver, and the control over the spatial patterning and phase

distribution of the spot lies in the Matlab code used to generate the hologram. It

is essential to use steep angle incidence for light on the SLM to avoid deformation

of the patterned spot at shallower angles.

5.3.3 Cylindrical lens configuration

For the work involving the non-linear excitation of full CLSs at the S flat band

energy, limitations in the required incident laser power are created by the use of

the SLM. To remedy this, cylindrical lenses replace the SLM to create a so called
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’cigar shaped spot’ in order to allow excitation of two C sites only. These lenses

act to expand the spot in the y-direction whilst compressing it slightly in the x-

direction at a ratio of 4:1. With the SLM removed, the collimated beam is passed

through two cylindrical lenses placed orthogonal to each other in the sample plane

(in order to act on the x and y components of the beam independently). Due

to the differing focal lengths of these lenses, they are placed such that they have

a shared focal point. Confocal to the shared focal point, another spherical lens

is used to recollimate the now elliptical beam. The beam is then guided to the

excitation objective and focused onto the sample in the form of a cigar shape.

Further details of this excitation configuration on the lattice are described in

subsection 5.6.3.

5.4 Direct resonant excitation of a S flat band

linear CLS

5.4.1 Description of SLM patterned approach for the S

flat band in the linear regime

In order to directly and efficiently excite a S flat band CLS in the Lieb lattice, the

incident laser spot must excite the pillars corresponding to the emission profile

seen in Figure 5.2 for a small collection of unit cells. The most obvious choice for

these pillars is a square shape consisting of four unit cells, this means the exci-

tation of four pillars in total (two A sites and two C sites with phase difference

of π) and destructive interference at two B sites. Recent proposals suggest using

a Laguerre Gaussian shaped spot to achieve this[163]. Whilst the inherent phase

winding of this spot makes it highly suitable, attempts to create this shape for the

work in this thesis results in poor uneven intensity distributions across the spot,

this is in part due to the difficultly in aligning the spot with the SLM however

even with precise alignment this effect could not be mitigated. The hologram and
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resulting spot on the sample in this case are shown in Figure 5.5.

An alternative approach to exciting the desired micropillars is to directly pat-

Figure 5.5: (a) Hologram displayed on the SLM to pattern the incident

beam with a Laguerre–Gaussian profile. This image is cropped for the

purpose of this figure. (b) Resulting Laguerre–Gaussian shaped spot

focussed on the planar region of the sample. (c) Laguerre–Gaussian

now focussed on the Lieb lattice on the sample. The white circle de-

note the approximate locations of the pillars for the four unit cells

concerned.

tern the spot to match the emission profile from the two A and C sites. Such

patterning can again be achieved by the SLM with fine control over the power,

phase and position of the individual spots. This approach is similar to those used

in previous studies for CLSs and simply involves matching the phase and position

of each individual spot with that of the specific site in the emission profile. In
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this configuration, the individual spots are aligned with the sites through the

substrate of the cavity and coupled into the micropillars. The resulting emission

can then be guided to the CCD from the etched side of the sample. The hologram

and spot pattern in free space using this approach can be seen in Figure 2.13 (c-d)

respectively. It is important that the energy of the pump laser is carefully tuned

to be resonant with the S flat band energy and with sufficiently low power (less

than 50mW) to avoid any sample heating effects. If performed successfully, this

will allow efficient injection of photons in the flat band polariton states with the

formation of a CLS in the real space emission profile.

5.4.2 Results and discussion of SLM patterned approach

for the S flat band in the linear regime

The four spots are aligned with the corresponding pillars whilst the energy is

tuned to the energy of S flat band at 1.469 eV. The resulting emission from the

pillars is guided to the CCD and with results of this shown in Figure 5.6.

As can be seen, the emission is highly localised with no emission from the B sites

indicating the signature destructive interference. The spreading emission seen

around the CLS can be explained by slight mismatch between the pillars and

spot alignment leading to some coupling into different unit cells. This may also

be caused by small scattering by optics in the excitation path leading to photons

incident elsewhere on the sample. Another explanation lies the proximity of the

flat band to the dispersive bands in the dispersion of the Lieb lattice which may

lead to some small excitation of the latter allowing weak spreading across the

lattice. This is made even more likely by the relatively broad line width of the

flat band in this sample.
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Figure 5.6: Linear CLS on the 2D Lieb lattice using the emission

matching approach described in subsection 5.5.1. The white circles

denote the approximate positions of the micropillars in the four unit

cells concerned.

5.5 Direct resonant excitation of a non-linear S

flat band CLS and renormalization of P flat

band

5.5.1 Description of SLM patterned attempt for the S flat

band in the non-linear regime

After demonstrating linear excitation of a CLS in the S flat band in section

5.4, the next step is to introduce non-linearity to the CLS. This relies on the

renormalization (blueshift) of the polariton dispersion observed at high polariton

densities. The first attempts at introducing this non-linearity involve repeating

the experiments performed in section 5.4 but now detuning the laser above the

Chapter 5 123



5.5. Direct resonant excitation of a non-linear S flat band CLS and
renormalization of P flat band

top of the flat band energy with a value of ∆E ≈ 1/2γ and gradually increasing

the incident laser power. If performed correctly, when the laser power reaches

some threshold, the dispersion (and thus flat band) will blue shift towards the

laser and efficient excitation of the flat band will occur. In real space this will

look like a sharp non-linear increase in emission intensity across the threshold

from the A and C sites along with a decrease in intensity from the B sites. Ini-

tially, when detuned above the flat band at low power there is excitation of the

dispersive bands meaning that that the states will not be highly localised. As

the power increases renormalization will occur, and the excited states will once

again have a vanishing group velocity and further spreading will cease.

5.5.2 Results and discussion of SLM patterned approach

for the S flat band in the non-linear regime

First this method is attempted using the emission profile matching approach as

in the case of for the S flat band. This time measurements are taken at intervals

of ∆E relative to the S flat band and at each interval power dependencies are

performed. Figure 5.7 shows the result of these attempts for the S flat band.

The increase in intensity from the right hand pillar when increasing power

remains linear. The same is true for all of the pillars at all the values of ∆E

from the S flat band that are measured (for the apparent non-linearity in top

pillar see end of this subsection). This implies that renormalization of the S flat

band has not occurred. The emission still has a very similar profile to the linearly

excited CLS, this is in part due to the small value of detuning from the flat band

energy, since there is still considerable excitation of the flat band states. At larger

detunings the emission profile changes somewhat to include emission from B sites

due to excitation of the dispersive bands and less efficient (if any) excitation of

the flat band.

The linear increase in emission intensity from the micropillars can be explained
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Figure 5.7: (a-c) Emission profile when laser is detuned ∆E ≈ 1/2γ

above the S flat band energy with a laser power of 6 mW, 14 mW

and 22 mW respectively. (d) Full power dependency including the

measurements in (a-c) for the right hand micropillar.

when considering the power per spot in the pattern along with the effects of

sample heating. In order for the renormalization of the polariton states to occur

in each micropillar, the polariton density must reach a specific threshold. For

the S flat band emission profile, the total laser power must be divided by four to

calculate the power per spot. Without sample heating the power from the laser

should more than suffice. However, when local heating occurs on a sample, the

dispersion will redshift away from the laser energy countering any blueshifting

that may occur. Since the power density increases quadratically as the spot

diameter decreases, the very small spots (≈ 3 µm) incident on each micropillar

impart a significant power density and thus cause a large amount of local heating.
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The result of this is a larger redshift the higher the polariton density preventing

any renormalization of the S flat bands. A remedial approach to these effects are

discussed in the next subsection.

At almost maximum power, the emission intensity of the top pillar shows a

potential non-linearity. However, since higher power cannot be achieved with

this approach, this cannot be explored further. The non-linear threshold for this

pillar starts at approximately 0.5 mW below the maximum achievable power.

The reason for this behaviour occurring only in a single pillar may be due to

variations in the individual spot positions on each pillar, with the spot incident

on the top pillar coupling slightly more efficiently than the others. In fact, it is

well established that non-linearity occurs more readily when the incident laser is

slightly offset from the centre of the pillar in some cases[101].

5.5.3 Description of excitation of single micropillar ap-

proach for the P flat band

To counter the redshift of the flat bands due to the sample heating several adap-

tations to the previous approach are made. Firstly, an electro-optic modulator

(EOM) is included in the excitation path. The details of this device are discussed

in subsection 2.3.1. Secondly, the SLM is no longer used to allow for excitation

of a single micropillar. This will allow for a greater laser power incident on the

micropillar since the total power is no longer shared between multiple spots. Even

though the power density per pillar is now increased, the extra sample heating

can be offset by the EOM. Lastly, the focus of the measurements will now concern

the P flat band. Due to the more excitonic nature of these polariton states, a

stronger inter-particle interaction strength is present and thus the threshold for

non-linearity will be lower. These adaptations will reduce sample heating and

the non-linearity threshold along with allowing greater laser power to be incident

on the pillar, all of which should facilitate observation of any non-linearity due

to the renormalization of the flat band states.
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To increase the coupling efficiency into the micropillar, the P state emission pro-

file is matched by introducing a phase mask in the excitation path. This will

pattern the spot slightly to create two individual lobes with a π phase difference

as observed in the P flat band emission (See Figure 5.2). Since this approach

involves the excitation of a single micropillar, formation of a full CLS is not ex-

pected, rather this approach is used to confirm renormalization at the flat band

energies and to determine the parameters for non-linearity such as required power

and values of ∆E

.

5.5.4 Results and discussion of the excitation of a single

micropillar approach for the P flat band

The real space emission from a single micropillar (A site) for different powers

when the laser is detuned ≈ 1/2γ above the top of the P flat band are shown in

Figure 5.8 using the approach described in the previous subsection.

The intensity from the micropillar shown in Figure 5.8 is plotted against the in-

creasing power as shown in Figure 5.9.

A clear non-linear increase in emission intensity is observed when exciting the

pillar with a laser incident power between 20-25 mW and energy detuning of

∆E ≈ 1/2γ above the top of the P flat band. Whilst this single micropillar flat

band state is not a full non-linear CLS, it provides a significant step in showing

such flat bands can support these states.

A typical behaviour observed in non-linear polariton states is that of bistabil-

ity. The signature of this effect is the hysteresis curve that is observed when

approaching the non-linear threshold from above and below in incident power.

The non-linear P flat band state observed in this subsection also exhibits this

behaviour with the hysteresis curve shown in Figure 5.10.
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20mW

5mW 15mW

25mW

Figure 5.8: (a-d) Real space emission profile when laser is detuned at

a value of ∆E ≈ 1/2γ above the top of the P flat band energy with a

laser power of 5 mW, 15 mW, 20 mW and 25 mW respectively.

5.5.5 Description of the cigar shaped spot approach for

the S flat band

Whilst non-linearity has now been observed for a P flat band state, the case for

the S flat band states is yet to be observed along with observation of a full non-

linear CLS. The former is due to the higher non-linear threshold that is expected

for polaritons states in the S flat band. Since the excitonic content is lower for

these polariton states the inter-particle interaction strength is reduced for similar

polariton densities when compared to the P flat band states. Also, the single

micropillar approach used in the previous section will induce too much sample
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Figure 5.9: Emission intensity vs incident laser power for the micropil-

lar shown in Figure 5.8. Non-linearity is observed beginning around

20 mW and ending around 23 mW.

heating in the case of the S flat band, more so than can be offset by the EOM.

To counter this and also to allow creation of a full non-linear CLS, the spot is

shaped using two cylindrical lenses to produce a so called ”cigar shaped” spot i.e.

the spot is given a high degree of ellipticity. This approach reduces the power

density compared to the small Gaussian spot used in the previous section and

also allows excitation of two micropillars at the same time, namely the two C

sites across two neighbouring unit cells in the y-direction. A schematic for this

excitation approach is shown in Figure 5.11
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Figure 5.10: Bistable non-linear behaviour observed when plotting

emission intensity vs incident laser power for the single micropillar

shown in Figure 5.8. The blue line denotes the relationship when

increasing power (approaching threshold from below) whilst the red

line denotes the relationship when decreasing power (approaching the

threshold from above).
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Figure 5.11: Simplified schematic showing the excitation configuration

using the cigar shaped spot to excite the two C sites. The red ellipse

represents the laser spot incident on the sample in transmission con-

figuration (non-etched side of the sample).
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5.5.6 Results and discussion of the cigar shaped spot ap-

proach for the S flat band

Using the cigar shaped spot configuration, power dependencies are performed at

various detuning levels above the S flat band energy with a vertically polarised

excitation laser. As with all other approaches the real space emission profile is

recorded by the CCD at each power interval.
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(a) (b)

(c) (d)

(e) (f)

2mW 12mW

18mW 22mW

34mW 52mW

Figure 5.12: (a-f) Real space emission profile for different powers when

exciting the C sites of 2 unit cells using cigar shaped laser spot in

transmission configuration with an value of ∆E ≈ 1/2γ above the

centre of the S flat band energy . The respective incident powers are

labelled on each image.

As before, the emission intensity from the centre of the pillars is plotted

against the respective powers as shown in Figure 5.13.
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Figure 5.13: (a) Emission intensity vs incident laser power for top pillar

shown in Figure 5.12. Non-linearity is observed beginning around 16

mW and ending around 20 mW. (b) The same as in (a) but for the

bottom pillar shown in Figure 5.12.

Clear non-linearity is observed in both C site micropillars when increasing

the incident laser power, with the threshold located between 16 mW and 22 mW

in both cases. After the threshold the intensity clearly increases linearly once

more, indicating the S flat band states are now being efficiently excited after

renormalization.

The real space emission shown in Figure 5.12 shows the characteristic emission

profile of CLS at powers above the threshold with the lack of emission from

the B sites. As the power increases further above the threshold, the maximum

efficient excitation of the flat band is approached and the emission from the B

sites remains very low along with a clear reduction in spread across the lattice,

indicating destructive inference is occurring for photons that hop to the B sites.

At low powers before the threshold, the emission profile can be described as

flat-band like, with a mixture of emission from the inefficiently excited flat band

states along with emission from the dispersive band states. At higher powers,

above threshold, the flat band emission profile clearly manifests. At all powers,

emission is seen from the A sites, even though there is no incident laser on these

sites. This emission is due to the hopping of injected photons from the C sites
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via the B sites. The differing emission intensities between the A and C sites

indicates a differing polariton population, explained by the fact the laser has a

vertical polarisation and a lower tunnelling probability from A sites to B sites for

vertically polarised modes. The emission seen in the centre of the unit cells is the

leakage and consequential hopping of photons through the air-GaAs interface of

the micropillars into the opposite A or C site.

Whilst it is shown experimentally that the 2D Lieb lattice can in fact support

linear and non-linear CLSs, it is useful to quantify the spread of the states to give

an idea of the degree of localisation in each case. This acts to further support

the fact that a CLS has been created in each case.

5.5.7 Quantification of the lattice spread and estimation

of tunnelling ratios

Whilst Figure 5.12 shows a decrease in spreading relative to the CLS across the

surrounding unit cells as the S flat band renormalizes, this can be quantified

by selecting surrounding micropillars and using the equation for peak to peak

contrast to compare how localised the states become above and below threshold.

The initial excited micropillar can be used as a reference point to define the

location of a different micropillar. For the case where the top C site micropillar

in Figure 5.12 is given the coordinates x = 0 and y = 0 such that its intensity

is denoted Ix0,y0, the emission from a different micropillar in a neighbouring unit

cell can be given intensity Ix1,y1. The normalized contrast, C, then becomes

C =
Ix0,y0 − Ix1,y1
Ix0,y0 + Ix1,y1

. (5.2)

The contrast is then calculated for two different micropillars in the surrounding

unit cells relative to the top micropillar in Figure 5.12. These new micropillars

are denoted by a red circles in Figure 5.14 along with the change in contrast over

the power sweep.
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Figure 5.14: (a) The same as in Figure 5.12 (f) but now with a red

circle denoting the position of the micropillar for which the contrast

is being calculated against. (b) The corresponding contrast between

the top micropillar and the micropillar denoted by the red circle in

(a) at each power interval for the scan shown in Figure 5.12. (c) The

same as in (a) but the red circle now denotes the location of a different

micropillar. (d) The same as in (b) but corresponding the top pillar

and the pillar denoted by the red circle in (c).

The same can be done when using the bottom micropillar in Figure 5.12 and now

labelling its emission intensity as Ix0,y0, returning very similar results as those

for the top micropillar. These results show a sharp plateau in the contrast after

the non-linear threshold is reached, indicating that once renormalization occurs,

spreading across the lattice stops decreasing. This increase then sudden plateau

can be explained when considering the following; as the threshold is approached,

the flat band blueshifts closer to laser allowing more excitation of the flat band

states and the real space emission become more CLS like, thus increasing the
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localisation (and by extension the contrast). After the threshold, the flat band

has fully renormalized with the laser and a CLS is formed meaning maximum

localisation is attained. It is worth noting that, Figure 5.14 (b and d) does show

a small gradual increase in contrast after the threshold, an explanation for the

same effect seen when calculating the inverse participation ratio below is given

later in this subsection.

Whilst directly comparing the contrasts between CLS and non-CLS micropillars

provides an insight into spread across the lattice, it does not present a full picture

and only represents the spread to specific micropillars. The spread across the

lattice may have a degree of spatial anisotropy potentially due to slight deviations

from normal incidence of the laser or due to polarisation dependant tunnelling

rates. A more encompassing measure of quantification of the lattice spread is

the inverse participation ratio (IPR). Originating from quantum mechanics to

account for the uncertainty in state occupation for particles, in the context of

microcavity lattice spread the IPR gives a measure of localisation of a state when

considering a given number of sites, L, and is given as

IPR =

∑

n |ψ|4
(
∑

n |ψ|2)2
, (5.3)

where n is the nth site being considered and ψ is the amplitude of the field inside

the micropillar. Since amplitude of the field corresponds to the square root of

the emitted intensity from the pillar, I, Eqn.(5.3) can be rewritten as

IPR =

∑

n |I|2
(
∑

n |I|)2
. (5.4)

The calculation of the IPR will return a value representing the degree of localisa-

tion for a CLS over L states, with an IPR equal to 1 indicating a fully localised

state on a single micropillar and a fully delocalised state returning an IPR tend-

ing to 1/L.

Using Eqn.(5.4) to calculate the IPR for the case where the S flat band is excited

linearly as in Figure 5.6 and considering 16 lattice sites including those expected

in the S flat band emission profile, a value for the IPR is found to be IPR=0.14.
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A visualisation of the 16 sites considered in this calculation can be seen in Figure

5.15. For a fully localised state in the case of four expected emission sites of equal

intensity the IPR value will be 0.25. The difference of 0.11 indicates that full lo-

calisation is not completely attained. Several factors can be used to explain this

non-perfect localisation. Firstly the measurements presented still contain some

background noise such as CCD noise and laser scatter off optical components

resulting in additional counts that will act to skew the measurements of locali-

sation. Secondly, the fact that even at efficient excitation of the flat band, there

is some undesirable excitation of the dispersive bands due to the relatively broad

linewidth of the flat bands. This allows a small occupation of sites away from

the CLS thus lowering the IPR value. Under ideal conditions a value very close

to 0.25 for the IPR is achievable but would require a flat band of very narrow

linewidth. For comparison calculation of the IPR for the case where the laser is

detuned by ∆E = 3/4γ from the top of S flat band using the same experimental

procedure and the same excitation power returned an IPR value of IPR=0.07.

The same method of lattice spread quantification can be used in the case of the

non-linear CLS formation using the cigar shaped spot as in subsections 5.5.(5-

6). In this case the IPR can be calculated for each power interval and plotted

against the power to show how the degree of localisation changes over the non-

linear threshold. It is expected that before threshold the localisation will be low

and after renormalization, the IPR will be high and converge towards a value of

high localisation when maximum efficient excitation of the flat band occurs. The

results of this are shown in Figure 5.16.

The degree of localisation increase as the S flat band blue shifts towards the

laser energy. After the non-linear threshold, when renormalization of the flat

band with the laser has taken place the IPR plateaus indicating efficient excita-

tion of the flat band states and true CLS formation with no further significant

localisation taking place. The small increase in the IPR in this post-threshold

region indicates maximum efficient excitation is not quite achieved yet. This is

most likely due to the flat band constantly balancing between increasing blue
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Figure 5.15: (a) The same CLS as shown in Figure 5.6 used the calcu-

lation of the IPR value. The white circles denote the unit cells being

excited whilst the red circles denotes the 16 other pillars considered in

the calculation of the IPR (L=16).

shift and red shifts (due to heating) with increasing power. An optimal power

will likely exist where the balance between the two is optimised after which the

red shift due to heating begins to overcome the blue shift and the IPR decreases

again. At the highest powers the IPR is close to 0.2 indicating a very high degree

of localisation. At the lowest powers the IPR is 0.065, comparable to the 1/16

value expected for a fully delocalised state. It is also worth highlighting that

when comparing this value of 0.065 with the maximum IPR value of 0.196 the

degree of localisation is seen to increase 3 fold.

As Figure 5.16 shows, the intensity at the A and C sites differs, in fact it is ob-

served that the intensities of the A sites and C sites increases at a different rates

with power. This change in contrast between the two A sites and two C sites in

the CLS is plotted against power in Figure 5.17.

This changing in contrast between the A and C sites can once again be explained

by the polarisation dependant tunnelling rates and the requirements of destruc-

tive interference at the B sites. As the IPR tends towards full localisation the
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(a) (b)

(c)

Figure 5.16: (a) The cigar shaped excitation profile used for the CLS in

(b). (b) The same CLS as shown in Figure 5.12 (f). The white circles

denote the unit cells where CLS emission profile is expected (including

the zero emission B sites) whilst the red circles denotes the 16 other

pillars considered in the calculation of the IPR (L=16). (b) The IPR

values plotted against the power showing the change in localisation

over the non-linear threshold.

populations at the A and C sites tend towards those expected for a fully localised

state, more specifically they tend towards the ratio of the tunnelling probabilities

for horizontally and vertically polarised states. For a fully localised state in a Lieb

lattice that ratio has been estimated to be 6:1[105] meaning that the populations

of states with a polarisation perpendicular to the hopping direction is 6 times

larger than that of states with a polarisation parallel to the hopping direction at

either the A or C sites. In the case of the measurements described and shown in

subsections 5.5.(5-6), the excitation polarisation is vertical in the lab frame (and

sample frame), thus emission is also expected to be vertically polarised meaning,

for a fully localised state, the intensity of emission from the A sites is expected to
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Figure 5.17: The normalized contrast between the A and C sites show-

ing a profile similar to that of the increase in IPR and tending towards

a value of approximately C=0.71.

be 6 times larger than that from the C sites. In fact, Figure 5.17 shows the nor-

malized contrast between the two tending towards a value of around 0.71, which

suggests the simple ratio between the two intensities (and thus populations) is

tending towards a ratio of 5.9:1, something certainly comparable to the previous

6:1 estimates, further strengthening the fact that a full non-linear CLS is present.

The ratio of 5.9:1 also allows calculation the maximum value of IPR for such a

state, with a returned value of 0.37. Comparing this to the maximum IPR of

0.196 indicates again that full localisation is not achieved. This explanation for

this is the same as in the linear case; background noise along with undesirable

excitation of the dispersive bands owing to a relatively broad flat band linewidth.

5.6 Conclusion

The work presented in this chapter shows the first demonstration of the direct

resonant excitation of linear and non-linear CLSs in a 2D micropillar Lieb lat-

tice microcavity. In the former case it shows that by using an intuitive SLM

patterned spot to match the characteristic real space emission profile of the S

flat band through the substrate layer of the microcavity sample, a CLS can be
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created in the linear regime. An IPR value of 0.14 is calculated for such a state,

a value 0.11 away from the IPR value of 0.25 for a fully localised state in the

case of four separate sites of equal emission. This work also shows that whilst a

Laguerre Gaussian spot my be a viable option for the direct excitation of a linear

CLS, it suffers focusing issues and may need careful consideration in the optical

set-up to be used successfully.

For the case of CLSs at the P flat band energy, this work shows that non-linearity

in the emission can be achieved when exciting a single micropillar by carefully

matching the phase requirements of each lobe along with considering their ori-

entation relative to the position of the site with respect to the B site. Full CLS

formation is achievable for the P flat band energies if a method is developed to

allow matching of the lobes across multiple A and C sites. Attempts to do so in

this process of this work using an SLM was hindered by undesirable interference

effects between the lobes in the laser spot. A proposed approach is to repeat the

cigar shaped spot method used in this work for the S flat band energies but with

a phase masked in the excitation path to split the spot along the long axis. If

successful the threshold of non-linearity in this case is expected to significantly

lower due to higher excitonic fraction of the P flat band states. A lower threshold

will decrease sample heating and potentially allow a CLS with a IPR value even

closer to that of a fully localised state than already observed.

Finally, the work presented in this chapter goes on to show that the previously

used SLM approach to excite a full CLS at the S flat band energy is hindered

by sample heating and the consequential red shift when attempting to excite a

non-linear CLS. It provides alternative approach to remedy this including the use

of an EOM and elliptical modulation of the spot to lessen the sample heating

resulting in the successful direct resonant excitation of a non-linear CLS at the S

flat band energy. It reasons this non-linearity is due to the renormalization of the

flat band with the positively detuned laser energy by showing that as polariton

density is increased, the emission profile becomes more CLS-like with a decrease

in emission from the B sites. The spread across the lattice for the non-linear CLS
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is quantified to give a maximum IPR value of 0.196 indicating a high level of lo-

calisation across the four expected emission pillars. An explanation for non-total

localisation is given as being due to background counts and some excitation of

the dispersive bands leaving opportunities to optimise the degree of localisation

using a sample with a narrower flat band linewidth. This work also estimates

the ratio of the tunnelling rates from the A sites to the B sites and the C sites

to the B sites. This is done by considering incident polarisation and polarisation

dependant tunnelling probabilities by taking into account the change in contrast

between the A and C sites across the non-linear threshold.

The work presented in this chapter is part of a larger work in progress and pro-

vides the groundwork for further systematic measurements at a later date in

preparation for journal submission. However, this work already opens the door

to future studies of non-linear CLS states in other 2D flat band energy systems

and the potential for using the 2D Lieb lattice etched micropillar platform for

the simulation of other non-photonic flat band systems in many-body physics.
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Summary and Outlook

6.1 Summary

In this thesis, PhC waveguides, planar microcavities and etched lattice micro-

cavities have all been investigated. The effects studied have considered both the

linear and non-linear regimes along with spin-orbit coupling, cavity birefringence

and polariton magnetic responses.

In Chapter 3 waveguide polaritons were demonstrated in 2D PhC’s, created

by etching into the top GaAs layer of the device. Grating couplers were used

to collect the resulting emission and bad gaps were observed in the polaritons

dispersion. The band gaps were explored for their suitability in the support of

topologically protected edge states. The size and position of the band gaps on the

polariton dispersion were explored and shown to vary in size depending on the

crystal lattice spacing and the excitonic fraction. It was also shown that higher

levels of attenuation from within the gaps could be achieved by increasing the

PhC length. The magnetic response of the band gaps were also explored and a

Zeeman splitting induced in the exciton resonance. It was shown that, by caus-

ing a diamagnetic blue shift in the exciton resonance, the size of the band gap

increased due to a decrease in the excitonic fraction. A Zeeman splitting of 0.5

meV was achieved along with band gaps of varying sizes up to 5.4 meV. Whilst
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these are the basic ingredients required to support topologically protected states,

a Zeeman splitting larger than the band gap must first be achieved.

In Chapter 4 the first observations of Zitterbewegung for highly photonic micro-

cavity polaritons were presented. It was shown that this effect arises due to the

interference between two energy split branches on the LPB using two approaches.

The first approach excited only a single branch using a linearly polarised pump

laser, showing no Zitterbewegung in the trajectory of the highly photonic polari-

tons. Then a circularly polarised pump laser was used to excite both branches

and showed that Zitterbewegung oscillations were now present. The second ap-

proach showed that by varying the degree of overlap between the reciprocal spot

and the two TE-TM modes, Zitterbewegung became clearer the higher the de-

gree of resonance with both branches. This work also showed that the period of

the Zitterbewegung oscillations had an inverse relationship with the magnitude

of the energy splitting. This was shown by exciting at different regions of the

LPB where the energy splitting between the TE-TM modes varied. It also took

in to account the birefringence of the cavity on this energy splitting. A similar

but less clear relationship for the amplitude was also observed. Finally, this work

showed the presence of Zitterbewegung in the trajectory of propagating highly

photonic polaritons with wavevectors close to the Dirac point in an etched mi-

cropillar lattice. It showed that the difference in group velocities between the s

and p bands lead to a different energy splitting at the same wavevectors which

in turn lead to different periods and amplitudes of Zitterbewegung. Using the

honeycomb lattice allowed observations of Zitterbewegung with a smaller period

but a still observable amplitude.

In Chapter 5 the work concerned the direct excitation of compact localized

states in a 2D Lieb etched micropillar lattice. It showed that these states arose

due to the non-dispersive flat band nature of energy states in the Lieb Lattice

dispersion. First a localized state was briefly studied in the linear regime by reso-
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nantly exciting the S flat band with a spot patterned to match the characteristic

real space emission profile of these states. This work then went on to explain

why a similar approach wouldn’t work for the non-linear regime and presented

an effective approach to observe non-linearity in the emission intensity for a sin-

gle micropillar excited resonantly at the P flat band energy. Finally, this work

presented the full resonant excitation of a non-linear compact localized state us-

ing an elliptical spot to excite two C site micropillars. It was shown using power

dependencies that a sharp non-linear increase in the emission could be observed

with a threshold of approximately 20 mW. Finally the lattice spread was quanti-

fied in both the linear and non-linear regimes with a high degree of localisation in

both cases. In the linear regime an IPR value of 0.14 was calculated. In the non-

linear regime an IPR of 0.19 was calculated. In both cases, the IPR calculations

considered 16 lattice sites in total.

6.2 Outlook

6.2.1 Zitterbewegung for polaritons with a larger exci-

tonic fraction

In Chapter 4, the use of highly photonic polaritons offers the benefit of a longer

propagation path, which crucial for observing the large periods present in Zitter-

bewegung, however, the shortfall of this is the loss of the non-linear properties

synonymous with polaritons. The use of a cavities with a reduced energy detun-

ing between the exciton and photon resonance would increase the exciton content

of the polaritons and thus allow studies on the effects of inter-particle interactions

and sensitivity to magnetic fields. The latter has been proposed theoretically by

E. S. Sedov et. al, whereby the Zitterbewegung effect is amplified along with an

ability to control the period and amplitude with relative ease[164].

A proposed system to test this magnetic response involves highly excitonic

polaritons, however, since this would decrease propagation distance of the polari-
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Figure 6.1: (a) The predicted effects of different magnitudes of an

applied magnetic field (0-15T) on the period and amplitude of the

Zitterbewegung oscillation for exciton polaritons. The magnitudes of

the magnetic field are indicated next to each panel. (b) The predicted

effects of high magnitude magnetic fields on the spatial distribution

of the three Stokes vectors for exciton-polaritons with Zitterbewegung

oscillations in their trajectory. The magnitudes of the magnetic field

are indicated next to both panels. Taken from [164].

tons, it may be unviable to observe large period Zitterbewegung oscillations for

the TE-TM splitting values present at lower wavevectors on the dispersion. The

integration of an applied magnetic field could be achieved by placing the sample

in a superconducting magnet bath cryostat, similar to the one used in Chapter

3. The higher angles of excitation required to observe smaller Zitterbewegung

periods could be achieved by adding a tilt to the mounted sample relative to the

incident laser angle. By varying the current applied to the superconducting mag-
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netic, the magnitude of the applied magnetic field could be varied and its effect

on the Zitterbewegung measured. A further expansion of this method could in-

corporate the polarisation textures observed in the trajectory of the propagating

polaritons by resolving the PL emission in various polarisations and calculating

the Stokes vectors. The spatial distribution of these textures should also vary with

the applied magnetic field strength. With the introduction of a magnetic field

along with strong interparticle interactions, a wider class of photonic analogues

of relativistic systems can be studied with particle interactions, time-reversal

symmetry breaking and dissipative effects.

6.2.2 Expansion of Lieb lattice CLS studies and the time

resolved evolution of compact localised states

Whilst the work in Chapter 5 shows the successful direct excitation of linear and

non-linear CLSs in a 2D Lieb lattice, there is still space for improvements in the

method and expansion of the results. One such proposed expansion on this study

includes measurements in the linear regime for large energy detunings above the

top of the S flat band energy. This will highlight how the destructive interfer-

ence at the B sites and the IPR value significantly decreases when less efficient

excitation of the flat band occurs. This work also gives an explanation for dif-

fering polariton population at A and C sites; however this explanation could be

confirmed by repeating the experiments but with a horizontally polarised laser

with an opposite contrast between the A and C sites expected. A circularly po-

larised laser could then be used to show equal occupation of both A and C sites.

Resolving the emission with polarisation optics could also be done to highlight

the previously studied spin textures for non-resonantly pumped CLSs in 2D Lieb

lattice[105].

There has been a recent proposal to study the time resolved dynamics of

CLSs in flat band lattices such as the 2D Lieb lattice used in this thesis[163].
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Such work could involve the use of a streak camera and a pulsed laser to study

the evolution of the localised states at finite time intervals after initial excitation.

These proposals suggest that the evolution of a compact localised state at low

polariton density would exhibit fast Rabi oscillations between the excitonic and

photonic components along with slow beating in the Rabi amplitude. At high

densities it is expected that these oscillations and beatings will be suppressed by

self-interaction effects and distributed losses. It is also suggested that a back-

ground incoherent pump could be used to increase the lifetimes and stability of

the CLS, such an approach could also be applied to the methods described in

Chapter 5 of this thesis for more stable CLS formation.

Figure 6.2: (a-b) Snapshots of the CLS polariton density at two dif-

ferent times, showing the evolution of the state.(c-d) Rabi oscillation

for the photonic component for CLS of low (c) and high (d) density.

Taken from [163].
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