
 

 

Machine learning-powered surrogate models for 

optimising island groundwater management: Striking a 

balance between cost, sustainability, and environmental 

impact 

 

 

 

Weijiang Yu 

 

 

 

 

 

 

A Publication format thesis submitted in partial fulfilment of the requirements for the degree 

of Doctor of Philosophy 

 

 

 

 

Department of Civil and Structural Engineering 

Faculty of Engineering 

The University of Sheffield 

 

 

September 2023 



  



I 
 

Declaration 
 

I, Weijiang Yu, confirm that except where otherwise indicated, this thesis is my original work. 

I am aware of the University’s Guidance on the Use of Unfair Means 

(www.sheffield.ac.uk/ssid/unfair-means), and I claim no conflicts of interest and have ensured 

that the research was conducted fairly and independently. This work has not previously been 

presented for an award at this, or any other, university. 

 

Weijiang Yu 

September 2023 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supervisors at The University of Sheffield: 
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Abstract 

The strategy of coastal pumping optimisation is commonly used to address seawater 

intrusion (SWI), striking a balance between water demand and environmental protection. 

However, applying the popular tools, the simulation-optimisation (SO) method to solve the 

pumping optimisation problem formulated on a three-dimensional (3D) aquifer usually faces a 

computational burden, as 3D simulation models usually comprise numerous cells, causing each 

SWI simulation to be time-consuming. Even assisted by the surrogate-based SO (SSO) system 

where the SWI simulator is replaced by surrogate models during the optimisation, which has 

been validated more efficiently than the SO framework, solving a multi-objective groundwater 

management problem is still time-consuming when it comprises many decision variables. 

Therefore, this PhD research aims to develop a more efficient SSO framework for multi-

objective groundwater management formulated on 3D coastal aquifers.  

To achieve this aim, five objectives have been formed, including: 1) investigating the 

influence of pumping patterns on the SWI extent and groundwater supply cost; 2) exploring 

the efficient algorithm for offline training surrogate models; 3) exploring the efficient algorithm 

for online training surrogate models; 4) identifying the advantages, disadvantages of applying 

offline-trained and online-trained surrogate modes; 5) developing an efficient SSO framework 

for sustainable island groundwater management using a 3D island aquifer model based on the 

findings from the previous objectives. In this study, the SEAWAT model is used to simulate 

SWI under the pumping. The Gaussian Process (GP) modelling technique is adopted in this 

study to construct surrogate models, and the full enumeration method is applied to determine 

optimal solutions because of the inexpensiveness of the GP models. 

Those research objectives have been tackled by conducting analyses through a two-

objective groundwater management problem formulated on a simplified coastal aquifer created 

by hydrogeological conditions observed on San Salvador Island (Bahamas), minimizing 

groundwater supply cost and maximizing the volume of groundwater sent to the network. Key 

research findings indicate: 1) strengthening SWI constraints is prone to placing pumping wells 

closer to the shoreline or/and within deeper aquifers, leading to pumping saltier groundwater 

and thus enhancing the treatment cost; 2) introducing the iterative process can improve the 

efficiency in offline training GP models compared with the traditional offline training strategy, 

and the most appropriate algorithm is to select new points at each iteration by integrating 

information about their distances from known points and the gradients of estimates; 3) 

discretizing the objective space into equal sub-regions based on the obtained Pareto front and 
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then selecting sampling points within these sub-regions can facilitate the convergence of 

online-trained GP models. 4) given limitations on SWI, online-trained GP models can produce 

more reliable optimal pumping schemes with higher efficiency, but offline-trained GP models 

can offer reliable predictions across the entire input space, adaptive to variations in SWI 

constraint conditions. Therefore, this study develops an efficient SSO framework relying on 

the offline-trained GP models to investigate two-objective island groundwater management in 

3D aquifers under various constraint scenarios. Results indicate the proposed SSO framework 

can efficiently provide trustable optimal pumping schemes.



1.1 
 

Chapter 1 

Introduction 

1.1 Background of the research 

1.1.1 Seawater intrusion (SWI) and its mitigation measures 

In coastal aquifers bordering the sea, there exists a freshwater-saltwater interaction region 

where freshwater floats above saltwater due to the density difference (Coulon et al., 2022; 

Pinder and Cooper Jr, 1970; Qahman et al., 2005). This interaction region manifests in two 

structures: the saltwater wedge and the freshwater lens (Morgan and Werner, 2014; 

Vandenbohede et al., 2014). The former is common in regional coastal aquifers, where 

groundwater is recharged by precipitation and subsurface runoff, while the latter is typically 

found in small island aquifers, where precipitation serves as the sole source of freshwater 

recharge. 

Figure 1.1 illustrates two types of subsurface freshwater-saltwater interaction structures. 

In both structures, the water table elevation gradually decreases toward the sea level as it 

approaches the shoreline. Due to the seaward hydraulic gradient, subsurface freshwater is 

driven to flow toward the sea. In natural circumstances, the interaction region formed by 

seaward-discharging freshwater and landward-moving seawater establishes a dynamic 

equilibrium. 

(a)

 

(b) 

 
Figure 1.1. Schematic diagrams for the freshwater-saltwater interaction regions in the 

form of different shapes and their changes to the pumping: (a) saltwater wedge, (b) 

freshwater lens. 

Coastal regions, hosting more than half of the world's population within 100 kilometres of 

a shoreline, are among the most densely populated areas globally (Kazakis et al., 2018; 

Tomaszkiewicz et al., 2014). In these regions, the high demand for water often compels local 

communities to turn to groundwater as a supplement to surface freshwater. However, when the 
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rate of abstraction surpasses the natural freshwater recharge, it leads to a decrease in water table 

elevation. Consequently, the seaward hydraulic gradient diminishes, resulting in a reduction of 

seaward-discharging freshwater and the encroachment of saltwater landward in aquifers, a 

phenomenon known as seawater intrusion (SWI). 

Figure 1.1 visually depict the alterations in the water table and the freshwater-saltwater 

interface resulting from pumping in regional coastal aquifers and small-island aquifers, 

respectively. SWI elevates the salinity level of groundwater, posing a threat to the subsurface 

environmental system and directly jeopardizing access to subsurface freshwater for coastal 

communities (Jasechko et al., 2020; Agoubi, 2021). Notably, SWI presents a severe risk to the 

freshwater resources of islands. On small or very-low-elevation islands, the maximum 

thickness of the freshwater lens is typically only a few meters (Gingerich et al., 2017), so the 

freshwater body within the lens is highly sensitive to pumping activities and susceptible to 

pollution through SWI. 

Additionally, the rise in sea levels due to global climate change, acknowledged by the 

Intergovernmental Panel on Climate Change (IPCC, 2023), further exacerbates SWI in coastal 

aquifers. The sea level increased by 3.7 mm per year between 2006 and 2018, with projections 

indicating an acceleration in the future. This phenomenon contributes to additional reductions 

in the seaward hydraulic gradient, compounding the challenges associated with SWI in coastal 

areas. 

SWI has increasingly become a widespread environmental issue for most global coastal 

areas, and many SWI mitigation measures have been proposed. Popular ones include 

subsurface physical barriers, hydraulic barriers, and optimal management of groundwater 

pumping. Subsurface physical barriers are the impermeable or very-low-permeability walls 

constructed near the shoreline and orthogonally to the groundwater flow direction, retaining 

groundwater and blocking seawater landward movement, such as the semi-pervious full-

section barrier (Sugio et al., 1987), cutoff wall (Luyun Jr et al., 2011), and subsurface dam 

(Luyun Jr et al., 2009). Hydraulic barriers are developed by recharging freshwater or/and 

extracting salt water near the coastlines to increase the seaward hydraulic gradient for repelling 

SWI, such as the recharging hydraulic barrier (Mahesha, 1996), saltwater abstraction barrier 

(Sowe et al., 2019), mixed-use of injection barrier and abstraction barrier (Abd-Elaty et al., 

2020), and the abstraction-desalination-recharge method (Abd-Elhamid and Javadi, 2011). 

Implementing subsurface physical and hydraulic barriers commonly encounters various 

challenges in practice. For example, both the cutoff wall and subsurface dam impose negligible 

impacts on repelling SWI in the coastal deep aquifers (Abd-Elaty and Zelenakova, 2022); both 
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semi-pervious full-section wall and subsurface dam require an impermeable aquifer bottom, 

otherwise, their effectiveness in SWI mitigation remarkably weakens (Zheng et al., 2020); 

subsurface physical barriers need high technically demanding excavation work and expensive 

construction costs (Strack et al., 2016). The efficiency of the recharge hydraulic barriers is 

limited by the initial saltwater wedge toe location (Mahesha, 1996; Luyun Jr et al., 2011); 

operating hydraulic barriers requires continuously injecting water and/or extracting saltwater, 

leading to huge operational and maintenance costs (Strack et al., 2016); recharging hydraulic 

barriers are not appropriate for the arid and hyper-arid coastal regions (Abd-Elaty et al., 2021). 

Optimising coastal groundwater pumping aims to strike an acceptable balance between 

social development and environmental protection by adjusting pumping patterns, usually 

formulated by maximizing groundwater pumping rates with controlling SWI extent in a 

prescribed range. Compared with the subsurface physical and hydraulic barriers, the 

groundwater pumping optimisation strategy is easier to implement, not having as many 

application limitations, so it has increasingly attracted more attention and got widespread 

application in the field of coastal aquifer management (Christelis et al., 2019; Mostafaei-

Avandari and Ketabchi, 2020; Yang et al., 2021). 

1.1.2 Simulation-based optimisation (SO) framework for coastal groundwater 

management 

Implementing a pumping optimization strategy to mitigate SWI logically comprises three 

stages: formulating the management problem; evaluating the aquifer response to various 

pumping patterns; and finally, selecting optimal pumping schemes based on the management 

problem and pumping evaluations. In coastal aquifer management, employing this stand-alone 

simulation approach is computationally infeasible, as there are typically an uncountable 

number of pump candidates, necessitating numerous calls to SWI simulators. 

The SO framework, where SWI simulators are externally linked with an optimisation 

algorithm (OA), plays a pivotal role in efficiently deriving optimal pumping strategies 

(Christelis and Mantoglou, 2016; Kourakos and Mantoglou, 2015; Yang et al., 2018). The 

application of this framework typically involves a four-step process, stated as follow, 

The first step is to formulate the pumping optimisation problem, encompassing the 

definition of management objective functions (OFs), constraint condition functions (CSs), 

decision variables (DVs), and state variables (SVs). Typically, the constrained management 

problem aims to maximize total pumping rates and minimize the economic costs of 

groundwater extraction, while simultaneously ensuring SWI remains within specified limits or 

restricting salt concentration near well sites. DVs are the pumping patterns, including well 
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locations, well-specific pumping rates, and the number of wells, while SVs are the response 

variables dependent on DVs, determined through the simulation model (SM). OFs and CSs are 

functions of DVs and/or SVs.  

Secondly, the OA is employed to solve the optimisation problem, exploring the input 

variable space to identify multiple potentially optimal DVs.  

Thirdly, the potentially optimal DVs searched by the OA are used as inputs for the SM, 

which produces corresponding SVs. These DVs and SVs form pairs of data that feed the OA.  

Subsequently, guided by feedback from the simulation results, the OA decides how to 

adjust the DVs toward better solutions. Upon convergence, the OA returns a set of DVs, 

considered the optimal solutions to the management problem. The times of iterations between 

the SM and OA hinges on the selection and configuration of the OA, being either multiple or 

single. Figure 1.2 presents the flow chart for generally implementing the SO framework. 

 
Figure 1.2. Flow chart for generally implementing the SO framework.  

In coastal groundwater management, popular variable-density groundwater simulation 

models include SEAWAT (Kourakos and Mantoglou, 2013), SUTRA (Ketabchi and Ataie-

Ashtiani, 2015), FEFLOW (Dokou and Karatzas, 2012; Karatzas, 2017) and HydroGeoSphere 

(Christelis et al., 2019). Compared with the approach of using stand-alone simulation, the SO 

method largely reduces the required number of SWI simulations during the optimisation, 

saving computational costs remarkably, and thus it has been successfully applied in many 

works of coastal aquifer management over the past decades, either single-objective (Mostafaei-

Avandari and Ketabchi, 2020) or multi-objective (Yin et al., 2020) coastal groundwater 

management problems.  

However, applying the SO method still possibly faces the computational burden as it 

involves repeated calls of expensive SWI simulations during the optimisation stage. In the 

study of Kourakos and Mantoglou (2015), the computing time required for the SO method to 

obtain optimal pumping patterns can be up to hundreds of hours, and in other cases, the SO 

method even needs to cost millions of hours to solve the management problem, regarded to be 

just theoretically feasible (Han et al., 2021; Yin et al., 2022). Various strategies have been 

implemented to allow the SO framework to be applicable to the study of coastal aquifer 
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management, such as adopting the analytical solution approach to simulate SWI (Ketabchi and 

Ataie-Ashtiani, 2015; Jamal et al., 2022), SWI simulation model developed based on the sharp-

interface assumption (Coulon et al., 2022; Dey and Prakash, 2020), developing SWI simulation 

models with the coarse resolution (Ketabchi and Ataie-Ashtiani, 2015; Yang et al., 2021), using 

a simplified two-dimensional cross-section model rather than a complex three-dimensional 

model (Coulon et al., 2022; Javadi et al., 2015), or conducting the parallel computing strategy 

that uses multiple processors or computers working in parallel to simulate aquifer response 

under the pumping (Mostafaei-Avandari and Ketabchi, 2020; Yin et al., 2020). Overall, the 

effectiveness of these measures in cutting down computational costs can be attributed to 

approximating the physical process of SWI in coastal aquifers, sacrificing the simulation 

accuracy, or employing high-level computing equipment. Doing those either introduces higher 

uncertainties in derived optimal solutions or needs additional financial budgets to install a high-

level computing system. Even taking these measures, the required time for applying the SO 

method is still long in some cases (Christelis et al., 2019; Dey and Prakash, 2020). 

1.1.3 Surrogate-based simulation-optimisation (SSO) framework for coastal groundwater 

management 

The computational burden associated with the SO method arises primarily from the 

repeated calls to expensive SWI simulations. An effective and reliable approach to alleviate 

runtime challenges is to implement data-driven surrogate models, replacing the time-intensive 

SWI simulations in the development of an SSO system. 

Surrogate models are constructed by finite training data generated from the original 

simulators, offering statistically approximated relationships between DVs and SVs. Once the 

surrogate models are trained, they serve as substitutes for SWI simulation models in predicting 

SVs based on given DVs. This predictive capability is then integrated with the OA to determine 

the optimal pumping schemes. By employing surrogate models, the SSO system significantly 

reduces the need for computationally expensive SWI simulations, thus enhancing 

computational efficiency during the optimization process. In the SSO system, surrogate models 

are trained specifically to predict SVs, such as pumped groundwater concentration and 

hydraulic head at the pumping well (Fan et al., 2020; Ranjbar and Mahjouri, 2020). These 

predicted SVs are then utilized for calculating management objectives and constraint values. 

Assisted by the SSO approach, the computational costs required for identifying optimal 

solutions are substantially lower compared to those incurred by the SO method. In certain 

instances, the runtime savings achieved through the SSO method can approach nearly 100% 

(Al-Maktoumi et al., 2021; Fan et al., 2020; Rajabi and Ketabchi, 2017; Ranjbar and Mahjouri, 



1.6 
 

2020; Yin et al., 2022), highlighting its significant advantage in computing efficiency. The 

performance of surrogate models in providing accurate and reliable estimates of SWI extent 

based on the pumping pattern also has been validated through various evaluation indexes (Fan 

et al., 2020; Yin et al., 2022). 

Furthermore, in comparison with publications employing the SO method, where the 

number of DVs is typically less than ten (Kourakos and Mantoglou, 2013; Ketabchi and Ataie-

Ashtiani, 2015), the SSO method involves a larger number of DVs, with some studies 

incorporating dozens of them (Fan et al., 2020; Roy and Datta, 2017; Lal and Datta, 2021). 

This indicates that the SSO method can be effectively applied to higher-dimensional 

groundwater pumping optimization problems, thereby producing more detailed and 

comprehensive management strategies. 

Motivated by its exceptional performance in terms of computing efficiency, accuracy, and 

applicability to high-dimensional management problems, the SSO method has seen increasing 

adoption in coastal groundwater management. This application allows for achieving a balance 

between controlling Saltwater Intrusion (SWI) and meeting local water demand (Al-Maktoumi 

et al., 2021; Han et al., 2021; Lal and Datta, 2021; Yin et al., 2022). 

The typical ways to create surrogate models are either offline or online training. Offline-

trained surrogate models are devoted to ensuring that estimates of surrogate models are 

characterized with global accuracy over the entire input space. They complete the development 

based on simulation data before the optimisation procedure, totally substituting the expensive 

SWI simulators to link with the optimisation approach in the subsequent optimisation stage. 

Online-trained surrogate models aim to quickly identify locally optimal solutions with low 

computational costs (Papadopoulou et al., 2010). Online training surrogate models is an 

iterative process, where surrogate models built by initial training samples immediately link 

with the optimisation approach to search for the optimal solutions and then the obtained 

potentially optimal points are added into the training data set for updating the surrogate models, 

repeating the previous step until there are no further changes in the optimal solutions.  

Figure 1.3 illustrates two flow charts for implementing the SSO framework, respectively 

for applying offline-trained and online-trained surrogate models. In Figure 1.3, both two types 

of surrogate models are trained to predict SVs given DVs. 
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(a)  

(b)  

Figure 1.3. Flow charts for implementing the SSO framework with different types of 

surrogate models, (a) offline-trained surrogate models and (b) online-trained surrogate models. 

SSM represents the surrogate models built by simulation data. 

Traditionally, offline training surrogate models depend on fitting a set of training samples 

at one time, and to ensure the global accuracy of surrogate model estimates, these training 

points cover the entire input space either uniformly or randomly (Fan et al., 2020; Han et al., 

2021). However, since groundwater management objectives and SWI constraints are nonlinear, 

this traditional training approach can prove inefficient due to the potential oversampling of 

low-gradient areas and under-sampling of high-gradient areas. Therefore, to acquire reliable 

model estimates, surrogate models built by traditional offline training tend to consume more 

training samples than necessary, causing a certain proportion of the computational costs to be 

wasted. In the studies of Rajabi and Ketabchi (2017), Ranjbar and Mahjouri (2020) and Al-

Maktoumi et al. (2021), offline-trained surrogate models consumed training samples that are 

hundreds of times the number of DVs, indicating that there is a need to design an efficient 

algorithm for offline training surrogate models in coastal groundwater management. 

For online training, new training point identification at each iteration must indeed affect 

the efficiency and accuracy of the online-trained surrogates. Commonly, identified optimal 

solutions at each iteration serve as the new training points. That is applicable to single-objective 

management problems but not well-suited for multi-objective problems, where the potential 

optimal pumping patterns form a set of points rather than a single solution in single-objective 

problems. In this case, applying the traditional way to build an online-trained surrogate model 

needs to sample multiple points at each iteration and ultimately consumes a larger number of 

training samples than expected. For example, Yu et al. (2021) employed the online-trained SSO 

method to tackle a three-objective pumping optimisation problem in an Australian coastal area. 

Their surrogate models converged after two updates, but each update required the utilization 
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of 1,000 training samples, finally consuming a total of 3,540 training samples for addressing 

this eight-input-variable management problem. This highlights the necessity for proposing an 

efficient algorithm to develop online-trained surrogate models for addressing multi-

dimensional coastal groundwater management problems. 

Both offline and online-trained surrogate models bring about substantial improvements in 

computing efficiency because of utilizing finite training data from full-scale models, but that 

inevitably introduces uncertainty into the surrogate model predictions in turn (Sreekanth and 

Datta, 2010; Yin et al., 2022). The widely accepted way to deal with this challenge in coastal 

groundwater management is to adopt the strategy of using the ensemble of surrogate models. 

In the ensemble approach, final predictions in SWI extent under the pumping are obtained 

by integrating estimates of multiple surrogate models, and the estimates of these surrogate 

models can be harnessed through weighted averaging (Han et al., 2020). The surrogate models 

involved in the ensemble approach can be either the diverse types of surrogate functions 

(Christelis et al., 2019; Yin et al., 2022) or a single surrogate function built multiple times using 

different realizations of training data (Sreekanth and Datta, 2010). Undoubtedly, building an 

ensemble of surrogate models, whether by training a single surrogate model using multiple 

groups of training samples or incorporating different types of surrogate models, inevitably 

increases the computational budget. 

Overall, applying surrogate models in coastal groundwater management is confronted 

with three challenges at present, including 1) how to efficiently build surrogate models by 

offline training, 2) how to efficiently select new training points at each iteration when 

developing online-trained surrogate models to deal with multi-objective management problems, 

3) how to efficiently quantify the uncertainties in derived optimal pumping solutions. To the 

best knowledge of the author, these challenges attract less attention and have not yet been 

resolved in coastal groundwater management. 

1.2 Research aim and objectives 

Given the research gaps mentioned in Section 1.1, this PhD research aims to explore the 

efficient approaches for offline and online training surrogate models to substitute 

computationally expensive SWI simulators in multi-objective island groundwater management. 

In this research, an assumed homogeneous island aquifer is developed based on 

hydrogeological conditions observed on San Salvador Island (Bahamas) (Gulley et al., 2016), 

and the SEAWAT model is applied to simulate the SWI process in the aquifer under the 

pumping, generating training data. Gaussian process (GP) modelling technique is adopted to 
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construct surrogate models for the management objective and constraint functions instead of 

surrogates for SWI simulators to predict SVs based on DVs. In the SSO framework developed 

in this study, GP models predict management objectives and constraint values for any pumping 

pattern, alongside quantifying associated uncertainties, while the full enumeration approach 

serves as the search method, identifying optimal pumping schemes. With this purpose in mind, 

the following research objectives have been formed to support the achievement of the aim of 

this research, 

O1: To formulate a two-objective pumping optimisation problem, striking a balance 

between cost, sustainability, and environmental impact, and develop a preliminary insight into 

the effects of pumping patterns, and choice of SWI constraint conditions on optimal operation 

cost of abstracting groundwater using a 2D model.  

O2: To assess the performance of proposed offline training algorithms relative to 

traditional offline training strategy and identify the most appropriate algorithm for offline 

training GP models in the two-objective coastal groundwater management using a 2D model. 

O3: To assess the performance of proposed online training algorithms and identify the 

most efficient approaches for online training GP models in the two-objective coastal 

groundwater management using a 2D model. 

O4: To evaluate the advantages and disadvantages of employing offline and online-trained 

GP models in the realm of multi-objective coastal groundwater management according to the 

findings from the research objectives O2 and O3. 

 O5: Based on the findings from O4, develop an efficient SSO framework for sustainable 

island groundwater management using a 3D island aquifer model, and analyse the sensitivity 

of optimal pumping schemes to the changes in constraint conditions. 

1.3 Research questions 
In line with the research aim and objectives, the crucial research questions guiding the 

investigation of the SSO framework in multi-objective coastal groundwater management are 

formulated as follows, 

Q1: How do efficiently choose training samples for offline training GP models? 

Q2: How do efficiently identify new training points at each iteration to update online-

trained GP models? 

Q3: How do ensure the GP model predictions align with the realistic, such as not producing 

negative economic cost estimates? 
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Q4: How do efficiently quantify the uncertainties in optimal pumping schemes given by 

the SSO method? 

Q5: How do effectively evaluate the performance of surrogate models built by different 

training algorithms in producing reliable and accurate optimal solutions? 

1.4 Thesis structure 

This study is presented as a thesis in the publication format. Following the Code of 

Practice of The University of Sheffield, this thesis format includes submitted work and 

unpublished work formatted with the intention or possibility of publication. Herein, there are 

three publications presented across the three chapters. The last chapter of the thesis summarizes 

the findings obtained from this PhD research and highlights the overall contribution to 

knowledge. A brief description of each chapter is presented in the following. 

Chapter 1: Introduction.  

This chapter introduces the gaps in knowledge that shaped this research. It states the 

research aim and objectives and outlines how this thesis is organized in the publication format. 

Chapter 2: Investigating the impact of SWI on the operation cost of groundwater supply 

in island aquifers.  

This chapter gives the mathematical expressions for calculating the groundwater supply 

operation cost associated with groundwater pumping and desalination treatment and develops 

an insight into the effects of pumping patterns on the operation cost and SWI extent using a 

simplified 2D aquifer model. This chapter also assesses the interplay between optimal 

management costs and the choice of constraints on SWI. 

Box 1. Details of publication in Chapter 2 

Yu, W., Baù, D., Mayer, A.S., Mancewicz, L. and Geranmehr, M. Investigating the impact 

of seawater intrusion on the operation cost of groundwater supply in island aquifers. 

Status: Accepted by Water Resources Research. 

Acknowledgement of contribution: Weijiang Yu is the first author of this publication, and 

led the model conceptualisation, simulation, data analysis, manuscript writing and editing. 

Baù provided the overall supervision, checked the methodology, and supported manuscript 

proofreading. Mayer, Mancewicz, and Geranmehr provided supervision. 

Chapter 3: Efficient approaches for offline and online training of GP models in multi-

objective island groundwater management. 

This chapter first formulates a two-objective pumping optimisation problem in a 

simplified 2D island aquifer model and then proposes three offline training strategies and four 
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online training strategies for building GP models to solve the optimisation problem, 

respectively. By conducting repeated Monte Carlo simulations using these GP models, it 

becomes possible to ascertain the probability of Pareto-optimality for each pumping scheme. 

Performance assessment of each training strategy involves determining the average probability 

of Pareto-optimality and evaluating the correlation between predictions. Based on the 

evaluation results, this chapter identifies the most efficient approaches for offline and online 

training GP models in multi-objective groundwater management, respectively, and 

demonstrates the advantages and disadvantages of employing offline and online-trained 

surrogate models in the realm of coastal groundwater management. 

Box 2. Details of publication in Chapter 3 

Yu, W., Baù, D., Mayer, A.S. and Geranmehr, M. Efficient approaches for offline and online 

training of GP models in multi-objective island groundwater management. 

Status: Manuscript intended for publication. 

Acknowledgement of contribution: Weijiang Yu is the first author of this publication, and 

led the model conceptualisation, simulation and optimisation, data analysis, manuscript 

writing and editing. Baù provided the overall supervision, checked the methodology, and 

supported manuscript proofreading. Mayer and Geranmehr provided supervision. 

Chapter 4: Applying an efficient surrogate-based multi-objective optimisation framework 

for sustainable island groundwater management. 

This chapter applies the efficient approach for offline training GP models, which is 

identified in Chapter 3, to solve the formulated two-objective island groundwater management 

in the 3D aquifer model. Moreover, this chapter analyses the effects of changing SWI constraint 

conditions on optimal pumping schemes. 

Box 3. Details of publication in Chapter 4 

Yu, W., Baù, D., Mayer, A.S. and Geranmehr, M. Applying an efficient surrogate-based 

multi-objective optimisation framework for sustainable island groundwater management. 

Status: Manuscript intended for publication. 

Acknowledgement of contribution: Weijiang Yu is the first author of this publication, and 

led the model conceptualisation, simulation and optimisation, data analysis, manuscript 

writing and editing. Baù provided the overall supervision, checked the methodology, and 

supported manuscript proofreading. Mayer and Geranmehr provided supervision. 

Chapter 5: Discussion and Conclusion 



1.12 
 

This chapter integrates the research findings and elaborates on the contribution to 

knowledge and significance of the research. This chapter ends with offering suggestions for 

future research. 

Pagination 

Due to the nature of this thesis, a pagination structure has been used and is reflected in the 

table of contents. It consists of the chapter number followed by a period and the page number 

within that chapter. It can be found at the bottom right of each page. For example, page 1.5 

represents the 5th page with the 1st chapter. 
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Chapter 2 

Investigating the impact of SWI on the operation cost of 

groundwater supply in island aquifers 
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Key Points: 

• Effects of pumping patterns (pump depth, rate and well location) on island groundwater 

supply cost and seawater intrusion (SWI) are studied. 

• Shallow pumping near the island centre is cost-effective but causes more severe SWI, 

that is, a conflict between economic cost and SWI control. 

• Controlling SWI by limiting water table drawdown usually leads to selecting more 

expensive groundwater supply strategies. 

Abstract 

Managing fragile island freshwater resources requires identifying pumping strategies that 

trade off the financial cost of groundwater supply against controlling the seawater intrusion 

(SWI) associated with aquifer pumping. In this work, these tradeoffs are investigated through 

a sensitivity analysis conducted in the context of an optimisation formulation of the 

groundwater management problem, which aims at minimizing the groundwater supply 

operation cost associated with groundwater pumping and desalination treatment, subject to 

constraints on SWI control, as quantified by the water table drawdown over the well (∆𝑠), the 

reduction in freshwater volume (∆𝐹𝑉) in the aquifer, or the salt mass increase (∆𝑆𝑀) in the 

aquifer. This study focuses on a simplified two-dimensional model of the San Salvador Island 

aquifer (Bahamas). Pumping strategies are characterized by the distance of the pumping system 

from the shoreline (WL), the abstraction screen depth (D) and the overall pumping rate (Q), 

constituting the decision variables of the optimisation problem. We investigate the impacts of 

pumping strategies on the operation cost, ∆𝑠, ∆𝐹𝑉 and ∆𝑆𝑀. Findings indicate increasing D or 

decreasing WL reduces ∆𝑠, ∆𝐹𝑉 and ∆𝑆𝑀, thus preserving the aquifer hydrogeologic stability, 

but also leads to extracting saltier groundwater, thus increasing the water treatment 

requirements, which have a strong impact on the overall groundwater supply cost. From a 

financial perspective, groundwater abstraction near the island centre and at shallow depths 

seems the most convenient strategy. However, the analysis of the optimisation constraints 

mailto:wyu18@sheffield.ac.uk)
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reveals that strategies where the pumping system approaches the island center tend to cause 

more severe SWI, highlighting the need to trade off groundwater supply cost against SWI 

control. 

1 Introduction 

Coastal regions are the most densely populated areas in the globe, with more than half of 

the world's population residing within 100 kilometres of a shoreline (Kazakis et al., 2018; 

Tomaszkiewicz et al., 2014). In these regions, intense water demand often forces local 

communities to rely on groundwater to supplement surface freshwater. Coastal aquifers are 

normally characterized by a freshwater-seawater contact zone, in which seaward discharging 

freshwater overlies the landward movement of seawater due to its lighter density (Kishi & 

Fukuo, 1977). When the abstraction rate exceeds the natural freshwater recharge, the seaward 

hydraulic gradient drops, causing the landward advancement of saltwater in aquifers, known 

as SWI. SWI increases the salinity level of groundwater, directly endangering access to 

subsurface freshwater for coastal communities (Jasechko et al., 2020; Agoubi, 2021). To 

protect coastal subsurface freshwater from SWI, many solutions have been proposed, including 

subsurface physical barriers (Abdoulhalik et al., 2017), flow barriers (Botero-Acostaa & 

Donado, 2015; Bray & Yeh, 2008) and surface recharge canals (Motallebian et al., 2019). 

Among these measures, optimal design and management of groundwater abstraction has gained 

much attention over the past decades, to address the conflict between groundwater abstraction 

and SWI control.  

Simulation-optimisation (SO) frameworks have been proven to be effective tools for 

identifying optimal groundwater management strategies (Mayer et al., 2002; Baú & Mayer, 

2006; Rajabi & Ketabchi, 2017; Christelis & Mantoglou, 2019; Dey & Prakash, 2020; Roy & 

Datta, 2020). A SO framework is typically characterized by three components: an optimisation 

formulation for the groundwater management problem, a process-based groundwater 

simulation model and an optimisation algorithm. The optimisation formulation requires 

defining the management goals as objective functions and constraints, as well as the decision 

variables (DVs) that identify the management policies, i.e., groundwater pumping schemes. 

Once DVs are selected, the simulation model is used to estimate the state variables (SVs), 

which define the aquifer response to pumping. DVs and SVs are then used to calculate objective 

functions and verify compliance with constraints. The optimisation algorithm is the 

mathematical tool that searches for the optimal set of DVs. 
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Coastal groundwater management has been most often formulated as a single-objective 

problem, aiming to maximize the total pumping rate from production wells subject to constraint 

conditions (Sedki & Ouazar, 2011; Karatzas & Dokou, 2015; Rajabi & Ketabchi, 2017; 

Kopsiaftis et al., 2019; Dey & Prakash, 2020; Coulon et al., 2022). Several authors have 

considered objective functions that relate to either the cost of or the economic revenue of 

groundwater supply. In Yin et al. (2020), the objective function consisted of the energy cost of 

groundwater pumping. Mayer et al. (2002) proposed an objective function that included capital 

and operation costs associated with both pumping and treatment, whereas El-Ghandour and 

Elbeltagi (2020) considered the objective of maximizing the revenue from groundwater supply, 

which accounted also for pumping costs. In Qahman et al. (2005), the objective function 

consisted of the benefit from groundwater supply minus the desalination cost, which accounts 

for potential pumping schemes that produce brackish or salt water. 

When considering management goals that represent either revenue or cost, objectives 

result typically in complex, irregular, and potentially discontinuous functions of DVs and SVs 

(Mayer et al., 2002; Yin et al., 2020). Since these may pose significant challenges to identifying 

optimal solutions, several authors have adopted measures to simplify the objective functions. 

For example, Javadi et al. (2012) and Ketabchi and Ataie-Ashtiani (2015) calculated pumping 

costs based on extraction rates and total dynamic heads, whereas Qahman et al. (2005) 

formulated treatment costs as proportional to the product of abstracted volumes and 

desalination coefficients. Likewise, Park and Shi (2015), El-Ghandour and Elbeltagi (2020), 

and Yang et al. (2021) evaluated the monetary benefits of groundwater usage as linearly 

proportional to the pumping intensity. 

In general, management constraints can be subdivided into three main groups. The first 

group includes limitations on ranges of the variability of DVs, such as pumping rates, well 

locations and screen depths (Javadi et al., 2015), and total groundwater demand (Kourakos & 

Mantoglou, 2011; Fan et al., 2020). A second group considers restrictions to SWI due to aquifer 

pumping, typically formulated about groundwater salinity. Groundwater salinity constraints 

have been expressed in terms of freshwater-saltwater interface location when neglecting solute 

dispersion effects, as at regional aquifer scales, which have allowed to adopt “sharp-interface” 

models (Ferreira da Silva & Haie, 2007; Christelis & Mantoglou, 2016; Kopsiaftis et al., 2019; 

Stratis et al., 2017; Dey & Prakash, 2020). At smaller aquifer scales, where the assumption of 

miscible freshwater and saltwater is needed, salinity constraints have been prescribed as salt 

concentration limits at control points, such as pumping wells or monitoring wells, which have 

required the use of variable density flow models that are more complex and computationally 



2.5 
 

more expensive than sharp-interface models (Christelis & Mantoglou, 2019).  SWI constraints 

have also been applied indirectly to the hydraulic head, by limiting, for example, seaward 

hydraulic gradients or the water table drawdown at given monitoring points (Karatzas & Dokou, 

2015; Pramada et al., 2018; Yang et al., 2018). A third group of SWI constraints involves the 

economic aspects of management. For example, Ranjbar and Mahjouri (2019) addressed 

groundwater management problems, in which water administrators set an expected benefit for 

groundwater supply by capping maximum pumping costs. 

Some scholars have addressed the tradeoffs between achieving competing management 

objectives and complying with constraints by using multiple-objective optimisation approaches, 

in which constraints are transformed into additional objective functions (Park & Shi, 2015; El-

Ghandour & Elbeltagi, 2020; Fan et al., 2020). Compared with the single-objective 

management problem, these approaches have the advantage of providing optimal management 

strategies under varied constraint scenarios. 

In the management of groundwater in coastal aquifers that are vulnerable to SWI, the cost 

of groundwater supply appears to be a strong indicator of optimality as it depends significantly 

on the cost of desalination (McKinney & Lin, 1994; Javadi et al., 2015), which implicitly tends 

to exclude pumping strategies that can cause SWI. It appears, however, that the minimization 

of the SWI extent should be considered as an explicit objective for the stability and 

sustainability of water resources. In this respect, Song et al. (2018) adopted, as a main objective, 

the minimization of total salt mass increase in the aquifer. Zekri et al. (2015) and Triki et al. 

(2017) used the minimization of the mean drawdown near the shoreline, and Rajabi and 

Ketabchi (2017) and Fan et al. (2020) targeted the minimization of concentrations at monitoring 

wells. Roy et al. (2016) adopted a two-objective optimisation problem to manage the utilization 

of coastal groundwater, which maximized farmer benefit while minimizing SWI through a 

sustainability index function expressed by the water table elevation and salinity at specific 

monitoring locations. While this approach enables preventing local salinisation, for example at 

pumping wells, it may not ensure SWI alleviation on the whole aquifer. 

To date, most SO applications to SWI management have considered “classic” coastal 

aquifers, which are typically included in larger and elongated geological formations stretching 

along the coastline of continents, and only a few studies have focused specifically on island 

aquifers (Kourakos & Mantoglou, 2015; Coulon et al., 2022), which are characterized by very 

particular hydrogeological settings. In this type of aquifers, fresh groundwater resources are 

generally lens-shaped and sustained solely by groundwater recharge from local precipitation 

(Figure 1). The freshwater thickness is often of the order of a few meters (Fetter, 1972), which 
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makes these aquifers extremely vulnerable to SWI. Excessive groundwater abstraction may 

thus lead to depletion of freshwater resources, aquifer salinization, and increased costs for 

water desalination. In these situations, curtailed pumping may ultimately result as the only 

viable option for maintaining or re-establishing lens aquifers. 

 
Figure 1. Cross-section diagram of a freshwater lens in an island aquifer. The thickness 

of the lens depends mainly on the aquifer's hydraulic conductivity and the intensity of water 

infiltration from precipitation. 

In this study, we approach the management of groundwater in island aquifers as a single-

objective optimisation problem, with the primary objective being the minimization of operating 

costs associated with groundwater extraction and desalination treatment. Our focus is 

specifically on addressing the cost increase resulting from rising groundwater demand, which 

is directly influenced by population density. While SWI has a direct impact on management 

costs due to its effect on desalination intensity, we also establish explicit constraints to control 

SWI. 

To assess the interplay between management costs and these constraints, we adopt a SO 

analysis approach, considering a cost objective function and three types of SWI constraints, 

both individually and in combination. It is important to note that we do not adopt any specific 

optimisation algorithm to solve the formulated management problems. Instead, we design a 

large set of potential groundwater abstraction strategies (over 200), and by modelling the 

aquifer's responses to these strategies, we can identify the optimal pumping scheme and its 

associated management cost through full enumeration evaluation (e.g., Beheshti et al., 2022) 

within such a set when SWI control constraints are specified. Finally, by varying the variable 

bounds of these constraints, we can then identify various corresponding optimal pumping 

strategies. 

This enables us to conduct, within an optimisation context, a sensitivity analysis of the 

optimal groundwater supply costs while aiming to minimize SWI, providing insights into 

sustainable island groundwater use. Such a sensitivity analysis is conducted on a simplified 

two-dimensional aquifer, based on hydrogeological conditions observed in the island aquifer 
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of San Salvador Island, Bahamas. The management cost takes into of the expenses associated 

with groundwater pumping and the desalination process required to ensure the salt 

concentration in water meets potability standards. 

This paper is organized as follows. The next section presents the simulation model for 

SWI, the optimisation formulation of the management problem, i.e., the objective function and 

its constraints, and the sensitivity scenarios considered for the SWI control indicators. 

Simulation results and their discussion are provided in the following section. The last section 

presents the conclusions drawn from the investigation. 

2 Methodology 

The goal of this study is to investigate the effects of groundwater pumping strategies on 

operation cost and SWI, using the San Salvador Island aquifer as a case study. San Salvador 

Island is located within the Bahamian Archipelago (Figure 2), about 600 km east-southeast of 

Miami, and sits on a small, isolated carbonate platform (Ho et al., 2014; McGee et al., 2010). 

The island is about 20 km long north-to-south and has an average width west-to-east of 

approximately 8 km (Martin & Moore, 2008). The topography is dominated by consolidated 

carbonate dune ridges, with elevations between 10 and 20 meters above sea level (Davis & 

Johnson, 1989). Characterized by a subtropical climate, San Salvador Island has an annual 

temperature ranging between 22 and 28 ℃ (McGee et al., 2010) and annual precipitation and 

potential evaporation of 1000-1250 mm/yr and 1250-1375 mm/yr, respectively (Moore, 2009). 

 

Figure 2. Location map of San Salvador Island (Moore, 2009). The dark grey and the 

light grey areas represent land and surface water, respectively. 

2.1 Numerical simulation of SWI in the San Salvador Island aquifer 

This work applies the SEAWAT model to simulate the SWI process in the island aquifer. 

SEAWAT couples the groundwater flow model MODFLOW and the solute transport model 
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MT3DMS to solve the variable-density flow equations using a finite-difference numerical 

approach (Langevin et al., 2008; Kourakos & Mantoglou, 2013; Yao et al., 2019). Since the 

SEAWAT groundwater model can account for water density variations that depend on salt 

concentration, it is well-suited for simulating flow in aquifers characterized by freshwater-

seawater interactions. 

In the investigation of the island groundwater abstraction management, a simplified two-

dimensional “cross-section” model is adopted. The island cross-section model is constructed 

as a rectangular domain, with a length of 8,000 m, a height of 480 m, and a width of 1 m. The 

aquifer domain is discretized into a finite-difference regular grid with cells of size 8 m × 8 m 

× 1 m. Two additional grid columns are used to represent the boundary conditions at the 

leftmost and rightmost ends of the domain, so that the finite-difference grid is made up of 1,002 

columns and 60 rows, for a total of 60,120 cells. The pumping system is represented by a point 

sink located at a depth D, a distance WL from the shoreline, and a pumping rate Q, which 

represents the volume of groundwater extracted per unit time and per unit aquifer width. 

Figure 3 shows a conceptualization of the aquifer domain along with the numerical model 

grid and its boundary conditions. A no-flow boundary is prescribed at the model bottom. The 

model top is a specified flux boundary, reflecting the aquifer recharge from precipitation, which 

is assumed to be 0.2 m per year (Gulley et al., 2016). At the left and right boundaries, a constant 

head of 0.0 m is prescribed over the water column, which represents the sea level (at the datum). 

At the same boundaries, a constant concentration of 35.0 g/L is imposed, which represents the 

salt content in seawater. 

 
Figure 3. Island aquifer SEAWAT cross-sectional model grid along with the associated 

boundary conditions. The pumping system is simulated as a single cell located at depth D 

from the ground surface and distance WL from the shoreline. 

To model SWI effects from groundwater abstraction at a steady state, the flow and solute 

transport are simulated as transient state processes with a sufficiently large period of constant 

groundwater pumping. A “baseline” scenario is first developed to simulate the island 
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freshwater lens under steady-state conditions of natural groundwater recharge from 

precipitation only. This serves as the initial condition to model the aquifer freshwater 

distribution under various scenarios of groundwater pumping.  For the simulations involving 

groundwater pumping, SEAWAT is run until a steady state is reached, which is typically 

between 2 and 30 years depending on the simulated pumping scheme. Correspondingly, the 

required CPU time for each simulation varies from a minimum of about 15 minutes to a 

maximum of over 1 hour. Table 1 provides a list of the relevant parameters adopted in the 

simulation model introduced above. These parameters are drawn from published works (Gulley 

et al., 2016; Holding & Allen, 2015) that have used San Salvador Island or nearby island 

aquifers as test cases. 

Table 1. Model Parameters Used for SWI Simulation in the San Salvador Island Aquifer 

Model Component Parameters Units Values  

Groundwater Flow 

Aquifer recharge (RCH) m/year 0.2 

Effective porosity \ 0.15 

Specific elastic storage m-1 1.0×10-5 

Specific yield \ 0.15 

Horizontal hydraulic 

conductivity (HK) 
m/day 50.0 

HK transversal anisotropy ratio \ 1.0 

HK vertical anisotropy ratio \ 1.0 

Solute Transport  

Longitudinal dispersivity m 1.0 

Transversal dispersivity m 0.1 

Vertical dispersivity m 0.01 

Molecular diffusion coefficient m2/s 1.0×10-9 

Aquifer recharge concentration g/l 0 

Density 

dependence 

Freshwater density kg/m3 1000 

Seawater density kg/m3 1025 

Density/concentration slopea \ 0.7143 
a The water density 𝜌𝑤  [kg/m3] varies linearly with the salt concentration 𝐶 

[kg/m3] through the equation 𝜌𝑤 = 1000 + 0.7143 ∙ 𝐶. 

2.2 Groundwater management formulation 

The primary objective of the island groundwater management is to identify cost-optimal 

pumping strategies for prescribed groundwater demand levels. Pumping strategies are 

characterized by three DVs, the depth D [L] at which pumping occurs, the distance WL [L] of 

the pumping system from the shoreline, and the intensity of constant pumping Q [L2T-1]. The 

management cost 𝑓OC accounts for two main components: the pumping operation cost 𝑓𝑝, and 

the treatment operation cost 𝑓𝑡, per unit aquifer width and unit time [$L-1T-1]. The former is the 
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cost of energy utilization for lifting groundwater to the ground surface, whereas the latter is the 

cost of desalination by reverse osmosis, which is required when the salt concentration in water 

exceeds 1.0 g/L, in accordance with World Health Organization guidelines for drinking water 

(Yao et al., 2019). 

 The cost objective function is formulated as:  

         𝑓OC = 𝑓𝑝(𝑄, ℎ, 𝐶) + 𝑓𝑡(𝑄, 𝐶)                                  (1) 

where h [L] and C [ML-3] are state variables, which represent the hydraulic head at the well 

screen and the salt concentration in the extracted water, respectively. Both h and C are functions 

of the DVs (𝐷, 𝑊𝐿, 𝑄). 𝑓𝑝 is expressed as (Mayer et al., 2002): 

   𝑓𝑝(𝑄, ℎ, 𝐶) = 𝜌𝑤(𝐶) ∙ g ∙ (𝑧gs − ℎ) ∙ 𝑄 ∙ 𝑐e                          (2) 

where 𝜌𝑤 is the water density, which depends on the salt concentration 𝐶 (Table 1), g denotes 

gravitational acceleration [LT-2], and 𝑧gs represents the ground surface elevation [L], set equal 

to 15.0 m. The coefficient 𝑐e represents the unit energy cost [$M-1L-2T2], assumed equal to 

0.1848 $/kWh. The treatment cost, 𝑓𝑡, is estimated as (Avlonitis et al., 2012): 

𝑓𝑡(𝑄, 𝐶) = 𝜌𝑤(𝐶) ∙ 𝑆𝐸𝐶(𝐶) ∙ 𝑄 ∙ 𝑐e                                    (3) 

where  𝑆𝐸𝐶 [L2T-2] is the specific (per unit mass) energy consumption for water desalination 

(Stillwell & Webber, 2016), which depends on the salt concentration 𝐶. A detailed description 

of 𝑆𝐸𝐶 is presented in the Supporting Information - Appendix A. 

The formulation of the island groundwater management problem is completed by two 

groups of constraints. The first group sets the range of variability of the DVs (𝐷, 𝑊𝐿, 𝑄). The 

pumping depth 𝐷 is subject to the inequality: 

𝐷min ≤ 𝐷 ≤ 𝐷max                                                   (4) 

where 𝐷min and 𝐷max  are the absolute depths below the groundwater surface, equal to 12.6 m 

and 484.6 m, respectively. 

Since the model grid (Figure 3) is symmetric with respect to the island's central axis, the 

distance 𝑊𝐿 cannot exceed half of the island length 𝐿 =8000 m. 𝑊𝐿 is thus constrained as: 

𝑊𝐿min ≤ 𝑊𝐿 ≤ 𝑊𝐿max                                           (5)  

with 𝑊𝐿min equal to 0.05 ∙ 𝐿 and 𝑊𝐿max equal to 0.5 ∙ 𝐿. The pumping rate 𝑄 depends on the 

groundwater demand, which may be estimated based on the population density and the per 

capita water consumption and needs to be constrained in relation to the aquifer recharge rate 

𝑅𝐶𝐻. Here, 𝑄 is assumed to be subject to: 

𝑄min ≤ 𝑄 ≤ 𝑄max                                                    (6)  
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with 𝑄min  equal to 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿  and 𝑄max  equal to 0.2 ∙ 𝑅𝐶𝐻 ∙ 𝐿 . These values have been 

selected to cover a range of variability for 𝑄  large enough to study its effects on SWI and 

groundwater supply cost. 

A second group of constraints is considered to minimize the extent of the SWI, thus 

addressing the environmental sustainability of groundwater abstraction. SWI is quantified by 

three indicators: the hydraulic head drawdown scaled to the water table elevation over the 

pumping system, the reduction in aquifer freshwater volume, and the increase in aquifer salt 

mass.  

The drawdown at the pumping well is subject to the following constraint: 

∆𝑠 ≤ ∆𝑠max                                                    (7) 

where ∆𝑠 is calculated as the percentage of water table drawdown at the well location with 

respect to the original water table level, and ∆𝑠max  is the maximum allowed value for ∆𝑠 , 

which is calculated as:  

∆𝑠 =
𝐻0(𝑊𝐿)−𝐻(𝐷,𝑊𝐿,𝑄)

𝐻0(𝑊𝐿)
∙ 100 ≤ ∆𝑠max      [%]                             (8) 

where 𝐻0(𝑊𝐿) is the water table level over the pumping system prior to pumping (baseline 

scenario), and 𝐻(𝐷, 𝑊𝐿, 𝑄) is the corresponding steady-state water table level during pumping, 

which depends on the DV set. 

The reduction in aquifer freshwater volume is constrained as: 

∆𝐹𝑉 ≤ ∆𝐹𝑉max                                                        (9) 

where ∆𝐹𝑉(𝐷, 𝑊𝐿, 𝑄) is the percentage of the groundwater freshwater volume decrease in the 

aquifer: 

∆𝐹𝑉 =
𝐹𝑉0−𝐹𝑉(𝐷,𝑊𝐿,𝑄)

𝐹𝑉0
∙ 100 ≤ ∆𝐹𝑉max      [%]                          (10) 

where 𝐹𝑉0  is the freshwater volume prior to pumping (baseline scenario), and  𝐹𝑉  is the 

corresponding steady-state volume during pumping. ∆𝐹𝑉max is the maximum allowed value 

for ∆𝐹𝑉. 𝐹𝑉 is calculated by spatial integration of the pore volume in those grid cells where 

the simulated salt concentration is less than 1 g/l. 

The aquifer salt mass increase is subject to the inequality: 

∆𝑆𝑀 ≤ ∆𝑆𝑀max                                                   (11) 

where ∆𝑆𝑀 is the percentage of salt mass increase in the aquifer, given by: 

∆𝑆𝑀 =
𝑆𝑀(𝐷,𝑊𝐿,𝑄)−𝑆𝑀0

𝑆𝑀0
∙ 100 ≤ ∆𝑆𝑀max       [%]                          (12) 
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where 𝑆𝑀0 is the total salt mass in the aquifer prior to pumping and 𝑆𝑀 is the total salt mass 

at steady state during pumping. ∆𝑆𝑀max is the maximum allowed value for ∆𝑆𝑀. 𝑆𝑀 values 

are calculated by integrating the salt concentration multiplied by the pore volume over all 

model grid cells. 

2.3 Optimisation Scenarios 

It is worth noting that, for any given DV set (𝐷, 𝑊𝐿, 𝑄), the calculations of the objective 

function (Equations 1-3) and the management constraints (inequalities 7, 9 and 11) require the 

values of the state variables, ℎ  and 𝐶 , and corresponding SWI metrics ∆𝑠  , ∆𝐹𝑉  and ∆𝑆𝑀 , 

which are here calculated using the SEAWAT model. Rather than relying on the solution of the 

optimisation problem through the application of a particular optimisation algorithm, our 

investigation is based on the analysis of a pre-fixed large set of groundwater abstraction 

strategies (i.e., SEAWAT model runs), expressed as a prescribed ensemble of DV sets, and the 

comparison of their “performance” in terms of management cost (Equation 1) and constraints 

(inequalities 7, 9 and 11). The use of a discrete set of abstraction strategies enables the analysis 

of the impact of both separate and combined SWI constraints, as well as the prescribed SWI 

bounds, on the pumping strategies that lead to the minimum management cost, and the 

magnitude of the cost itself.       

Table 2 provides a description of the ensemble of DV sets (𝐷, 𝑊𝐿, 𝑄) used in this study. 

The pumping system depth 𝐷 varies over 14 discrete values, which meet inequality (4) and are 

mainly concentrated in the shallower portion of the lens aquifer, where most freshwater is found 

prior to pumping. As for 𝑊𝐿, which needs to meet inequality (5), the pumping system may be 

positioned at 4 alternative regularly spaced locations, from the vicinity of the seashore (0.125 ∙

𝐿 ) to the center of the island (0.5 ∙ 𝐿 ).  The pumping rate 𝑄  is assumed to satisfy four 

groundwater demand levels, from a minimum of 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿, to a maximum of 0.2 ∙ 𝑅𝐶𝐻 ∙

𝐿. The combination of these DV values lead to an ensemble of 14 × 4 × 4 = 224 alternative 

groundwater abstraction strategies, and thus as many SEAWAT model runs. An additional 

model run is also needed to simulate the baseline “no-pumping” scenario. 

Table 2. Decision Variable Values Considered for the Candidate Pumping Strategies 

Selected for Island Aquifer Management 

Decision 

Variable 
Discrete Values* 

𝐷 (m) 12.6 28.6 44.6 60.6 76.6 84.6 92.6 100.6 108.6 124.6 132.6 164.6 244.6 484.6 

𝑊𝐿 (m) 0.125 ∙ 𝐿 0.25 ∙ 𝐿 0.375 ∙ 𝐿 0.5 ∙ 𝐿 

𝑄 (m2/d) 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿 0.1 ∙ 𝑅𝐶𝐻 ∙ 𝐿 0.15 ∙ 𝑅𝐶𝐻 ∙ 𝐿 0.2 ∙ 𝑅𝐶𝐻 ∙ 𝐿 

(*) 𝐿=8000 m and 𝑅𝐶𝐻=0.2 m/yr are the hypothesized aquifer length and recharge rate, respectively. 
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Table 3 describes constraint-bound values assigned to evaluate the trade-off between SWI 

restrictions and the management cost of groundwater abstraction. Both ∆𝑠max  and ∆𝐹𝑉max  

(inequalities 7 and 9) are assumed to vary from a stricter lower limit of 5% to a more relaxed 

upper limit of 30%, at 5% increments. ∆𝑆𝑀max (inequality 11) is assumed to increase from a 

minimum of 0.5%, up to a maximum of 5%, representing progressively larger SWI intensities. 

In an initial series of tests, cost-optimal pumping strategies are identified among the 

alternatives presented in Table 2 as if the sole SWI constraint under consideration was 

represented by either of the inequalities (7), (9) or (11).  These tests are designed to provide 

insight into the impact on the minimum-cost pumping scheme of (a) each individual SWI 

constraint type and (b) the selected upper bound for that constraint (Table 3). 

Table 3. Threshold Values Used in the Sensitivity Analysis of Potential SWI Constraints 

on the Optimal Management Cost    

Upper Bound Values 

∆𝑠max 5% 10% 15% 20% 25% 30% 

∆𝐹𝑉max 5% 10% 15% 20% 25% 30% 

∆𝑆𝑀max 0.5% 1% 2% 3% 4% 5% 

Next, cost-optimal pumping strategies are investigated by assuming two concurrent SWI 

constraints. These combined constraint scenarios are presented in Table 4, which shows as 

many as 12 optimisation setups, denoted as Scenarios 1 through 12. The first four scenarios 

assume SWI constraints imposed on ∆𝑠  and ∆𝐹𝑉,  the second four scenarios consider 

constraints on ∆𝑠 and ∆𝑆𝑀, and the remaining scenarios hypothesize constraints on ∆𝐹𝑉 and 

∆𝑆𝑀. These tests allow for investigating the interplay between SWI constraints and their joint 

impact on the groundwater lens management. Lastly, optimal pumping strategies are 

investigated by imposing the SWI constraints (7), (9) or (11) jointly, under various upper bound 

sets, with as many as 8 optimisation setups investigated. These scenarios are denoted as 

Scenario 13 through 20 (see Table 5). 
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Table 4. Sensitivity Scenarios for Two-SWI-constraint Combinations 

Scenario ∆𝑠max ∆𝐹𝑉max ∆𝑆𝑀max 

1 10% 10%     - (*) 

2 10% 30% - 

3 30% 10% - 

4 30% 30% - 

5 10% - 1% 

6 10% - 5% 

7 30% - 1% 

8 30% - 5% 

9 - 10% 1% 

10 - 10% 5% 

11 - 30% 1% 

12 - 30% 5% 
(*) The symbol ‘-’ indicates a constraint condition 

not in use. 

 

Table 5. Sensitivity Scenarios for Three-SWI-constraint Combinations 

Scenario ∆𝑠max ∆𝐹𝑉max ∆𝑆𝑀max 

13 10% 10% 1% 

14 10% 10% 5% 

15 10% 30% 1% 

16 10% 30% 5% 

17 30% 10% 1% 

18 30% 10% 5% 

19 30% 30% 1% 

20 30% 30% 5% 

3 Results and Discussion 

3.1 Impact of the DVs on pumping and desalination costs 

The distribution of groundwater concentration in the baseline scenario, prior to pumping, 

is depicted in Figure 4. It can be observed that the freshwater lens depth varies from zero in 

proximity of the shoreline, to about 110 m at the centre of the island. Correspondingly, the 

depth at which seawater is found varies from about 40 m to approximately 165 m. 
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Figure 4. Distribution of groundwater concentration in the baseline scenario. 

Figure 5 presents the results of an analysis of the impact of the DVs on the management 

cost function (Equations 1-3). The data points used for the plots in Figure 5 correspond to the 

224 DV combinations (𝐷, 𝑊𝐿, 𝑄)  presented in Table 2. Figure 5a shows profiles of the 

hydraulic head h at the well screen with respect to the pumping depth 𝐷, the distance to the 

shoreline 𝑊𝐿 , and the abstraction rate 𝑄 . These profiles reveal that: (i) for any given 

combination of 𝑊𝐿  and 𝑄 , with increasing D, h tends to first slightly increase, then drops 

dramatically at depths around 60 m, and becomes practically constant beyond at depths below 

150 m from the ground surface; (ii) h tends to increase by increasing 𝑊𝐿, that is, by moving 

the well towards the centre of the island;  (iii) h tends to decrease by increasing 𝑄, that is, the 

hydraulic head at the well screen is lower if the pumping rate higher. 

Figure 5b shows profiles of the salt concentration C of the pumped water with respect to 

the DVs 𝐷, 𝑊𝐿, and 𝑄. These profiles reveal that: (i) for 𝐷 values down to 50 m, 𝐶 does not 

exceed 5 g/l, but then increases dramatically reaching the seawater concentration of 35 g/l for 

𝐷 exceeding ~150 m. This is due to the groundwater abstraction being progressively shifted 

across the freshwater-saltwater transition zone. While the location of this transition zone 

depends specifically on the thickness of the freshwater lens and the hypothesized mixing 

conditions, qualitatively similar profiles should be expected for island aquifer settings other 

than those assumed here; (ii) C is seen to increase by decreasing 𝑊𝐿, that is, by pumping closer 

to the shoreline, where the freshwater lens is thinner and higher salinity is found at shallower 

depth; (iii) C increases by increasing 𝑄, that is, the more water is pumped, the higher the salinity, 

due to the upward movement of salt-rich groundwater below the pumping point (Jakovovic et 

al., 2011). 
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Figures 5c and 5d show the profiles of the pumping cost 𝑓𝑝 and the desalination cost 𝑓𝑡, 

respectively, against the pumping depth 𝐷, and for different values of the distance 𝑊𝐿 and the 

abstraction rate 𝑄 . Figure 5c indicates that 𝑓𝑝  increases quite slightly if D increases and 

becomes practically constant for depths exceeding ~150 m.  The cost  𝑓𝑝 is generally larger if 

the pumping rate 𝑄 is increased and does not seem sensitive to variations of 𝑊𝐿. This is an 

apparent effect due to the logarithmic scale adopted in Figure 5c. A closer look (see Appendix 

B) reveals that 𝑓𝑝 actually decreases if  𝑊𝐿 increases, that is, if the pumping system is moved 

closer to the island centre. These trends are explained by observing the behaviour of ℎ in the 

DV space (𝐷, 𝑊𝐿, 𝑄), as shown in Figure 5a, and noting the dependency of 𝑓𝑝 on ℎ and 𝑄 in 

Equation 2. 

(a)   (b)  

(c)  

  

(d)  

  

 
Figure 5. (a) Steady-state water table elevation over the well, h; (b) extracted 

groundwater salt concentration, C; (c) pump cost 𝑓p and (d) treatment cost 𝑓t for the proposed 

224 alternative groundwater abstraction strategies (Table 2). 𝑓t profiles in subpanel (d) falling 
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below 0.01 $/(m∙ year) indicate that no desalination is required (i.e., the treatment cost is 

zero). 

Figure 5d shows that 𝑓𝑡 increases with D and reaches horizontal asymptotes that depend 

mainly on the pumping rate 𝑄. For any given combination of 𝑊𝐿 and 𝑄, the treatment cost 𝑓𝑡 

is relatively low if the pumping system is shallower, that is, for lower 𝐷 , but increases 

dramatically for larger 𝐷, due to the increase in concentration 𝐶, as observed in Figure 5b. 

However, 𝑓𝑡  values become constant at depths larger than 150 m, as 𝐶  is limited by the 

seawater concentration of 35 g/l (Figure 4b). The maximum values of treatment cost are 

observed to be practically proportional to 𝑄, and are generally larger if the pumping system is 

closer to the shoreline, that is, for lower 𝑊𝐿  values, due to the reduced thickness of the 

freshwater lens aquifer (Figure 1). 

A comparison of the profiles in Figures 5c and 5d reveals that the treatment cost 𝑓𝑡 largely 

exceeds the pumping cost 𝑓𝑝 under most circumstances. In certain pumping conditions, 𝑓𝑡 may 

be up to one order of magnitude larger than 𝑓𝑝. On the other hand, the two cost components are 

comparable only for lower abstraction rates 𝑄, and for shallow pumping systems (i.e., lower 𝐷 

values) situated towards the centre of the island (i.e., larger 𝑊𝐿 values). These differences are 

a direct consequence of the remarkably different specific energy consumptions associated with 

groundwater pumping and desalination. 

3.2 Impact of the DVs on operation costs and SWI indicators 

Figure 6a shows that, for larger 𝑊𝐿 and lower 𝑄, 𝑓OC tends to decrease with the pumping 

depth 𝐷 until this remains within 50-100 m. This happens because groundwater abstraction 

occurs within the original freshwater lens, so that little or no desalination is required, and the 

predominant cost component is 𝑓p  (Figure 5c). Instead, for lower 𝑊𝐿  and larger 𝑄 , 𝑓OC 

increases along the depth 𝐷, since the dominant cost component becomes 𝑓t (Figure 5d). In 

general, for D larger than 50-100 m, the total cost 𝑓OC increases sharply due to abstraction of 

groundwater with salt concentration that exceeds the treatment threshold (Figure 5b). The 

profiles in Figure 6a indicate that, for lower 𝑊𝐿  and larger 𝑄 , the cost-optimal pumping 

strategies are those with the smallest 𝐷. For larger 𝑊𝐿 and lower 𝑄, however, the cost-optimal 

pumping strategies are found for intermediate values of 𝐷, between 50 and 100 m. 

Figures 6b-c-d show that the drawdown percentage ∆𝑠, the percentage of the freshwater 

volume decrease ∆𝐹𝑉, and the percentage of salt mass increase ∆𝑆𝑀 share a similar behaviour, 

generally decreasing with 𝐷 and increasing with both 𝑊𝐿 and 𝑄. In Figure 6b, it is interesting 

to observe that if 𝐷  is generally over ~150 m, the drawdown is marginally affected by 
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groundwater abstraction and most of the pumped groundwater is resident seawater. In Figures 

6c-d, the dependency of ∆𝐹𝑉 and ∆𝑆𝑀 on 𝑄 may be explained through simple considerations 

of aquifer mass balance. At steady state, the abstraction rate 𝑄  is provided in part by the 

freshwater recharge, and in part by the seawater inflow from the shoreline boundaries, with an 

overall decrease in the freshwater lens volume. If the pumping depth 𝐷  is increased or the 

distance 𝑊𝐿 is decreased, both ∆𝐹𝑉 and ∆𝑆𝑀 become progressively less significant, and if 𝐷 

is larger than ~150 m, they become negative, which implies an overall increase of the 

freshwater lens volume as pumping removes salt water from underneath, thus promoting the 

downward flow of freshwater from recharge. 

(a)   (b)   

(c)   (d)   

 
Figure 6. Profiles showing (a) the operation cost 𝑓𝑂𝐶 and the SWI indicators (b) ∆𝑠, (c) 

∆𝐹𝑉 and (d) ∆𝑆𝑀 for 224 alternative pumping strategies. Legends for the profiles are 

presented at the figure bottom. 

Altogether, the operating cost function 𝑓OC and the SWI indicators presented in Figure 6 

illustrates the inherent conflicts between the economic cost of groundwater supply and the 
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management SWI. On one hand, for any given demand 𝑄, 𝑓OC is minimized by selecting a 

shallow pumping system situated towards the centre of the island centre. On the other, to limit 

SWI indicators, such as ∆𝑠, ∆𝐹𝑉 and ∆𝑆𝑀, it is necessary to select deeper pumping systems 

and closer to the shoreline, which may massively increase the operation cost due to desalination 

requirements. 

3.3 Groundwater management under single SWI constraint scenarios 

To investigate the impact of the constraints, ∆𝑠 (Equation 8), ∆𝐹𝑉 (Equation 10) and ∆𝑆𝑀 

(Equation 12), each constraint is first imposed separately. The cost-optimal pumping strategies 

determined by these constraints are thus selected and compared for progressively increasing 

(i.e., less stringent) values of the upper bounds ∆𝑠max, ∆𝐹𝑉max and ∆𝑆𝑀max, as indicated in 

Table 3. For each scenario, the identification of the optimal pumping strategy requires first to 

determine the feasible set of pumping schemes that meet the considered SWI constraint among 

the pool of 224 SEAWAT model runs, and then to identify the strategy with the minimum 𝑓𝑂𝐶 

value. The results of this analysis are presented in Figures 7 and 8. 

(a)  (b)  

(c)  (d)  

Figure 7. Trade-off profiles of the operation cost relative to unconstrained conditions vs. the upper 

bounds ∆𝑠max, ∆𝐹𝑉max and ∆𝑆𝑀max, and for pumping rate ratios 𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄  equal to (a) 0.05, (b) 

0.1, (c) 0.15, and (d) 0.2. 
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Figure 7 shows profiles of the minimum operation cost under variable SWI constraints 

and pumping rate normalized by the recharge, that is, 𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄ . In each subpanel, the cost 

is scaled with respect to the cost under unconstrained conditions, that is, optimal-cost values 

calculated by imposing no limitations on SWI indicators. The unconstrained cost values, 𝑓OC,u, 

are 0.50, 1.04, 1.61, and 3.71 $/(m∙year) for pumping rate ratios of 0.05, 0.1, 0.15 and 0.2, 

respectively.  

The profiles in Figure 7 illustrate the trade-offs existing between the management cost and 

the stringency of the SWI constraints adopted. It is worth observing that for low pumping rates 

(Figures 7a-b), the optimal cost may result in the same as in the unconstrained case (i.e., 

𝑓OC/𝑓OC,u = 1)  when the constraint bound is large enough for the constraint to be “non-

binding”. Regardless of the selected pumping rate 𝑄, the increase in cost due to the constraint 

is generally more pronounced in relation to ∆𝑠max, followed by ∆𝑆𝑀max, and then by ∆𝐹𝑉max, 

at least within the intervals of variability considered for these upper bounds (Table 3). Figure 

7 shows that the relative cost  𝑓OC/𝑓OC,u is larger for  𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄  values of 0.1 (subpanel b) 

and 0.15 (subpanel c), than for 0.2 (subpanel d), which reveals that the specific (per unit volume) 

cost of groundwater supply is a nonlinear function of the pumping rate. A detailed analysis of 

these effects is provided in Appendix C of the supporting material. 

Figure 8 provides a representation of the cost-optimal pumping schemes identified in the 

tradeoff profiles in Figure 7 for pumping rate ratios 𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄  equal to 0.1 (subpanels 8a-c-

e) and 0.2 (subpanels 8b-d-f). In all subpanels, the unconstrained solution is also shown, which 

indicates that, with no SWI constraint, the pumping system should be positioned at the island 

center (𝑊𝐿 = 0.5 ∙ 𝐿), and at a depth 𝐷 that decreases with increasing Q.  

Figures 8a-b show that when the SWI constraint (7) is made more stringent, that is, the 

bound for ∆𝑠max is reduced, and the pumping rate 𝑄 is increased, the pumping system optimal 

location tends to shift first to a larger depth and then closer to the shoreline. As seen in Figure 

7, this has a strong impact on the management cost since it strongly increases the need for 

desalination treatment. A quite different “pathway” is observed in Figures 8c-d. For 

𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄  equal to 0.1, where the optimal pumping location shifts from larger depth around 

the centre of the island, to shallower depth closer to the shoreline as the SWI constraint (9) is 

progressively tightened. A similar behaviour is observed for 𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄   equal to 0.2, but 

when the constraint is most stringent, the optimal pumping location is found closer to the 

shoreline and at larger depth. This shows that to limit ∆𝐹𝑉 , it is necessary to abstract 

groundwater at the fringes of the freshwater lens, where the water salinity is higher. Figures 
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8e-f exhibit some analogies with Figures 8c-d. If 𝑄 (𝑅𝐶𝐻 ∙ 𝐿) = 0.2⁄  and ∆𝑆𝑀max is set to 5%, 

or less, all cost-optimal pumping schemes are found nearby the shoreline, and at a depth D that 

increases with the pumping rate 𝑄. In practice, to strongly limit ∆𝑆𝑀, it is convenient to extract 

water in regions of the aquifer where salinity is higher, that is, at the lateral and deeper fringes 

of the freshwater lens. 

(a)  (b)   

(c)  (d)  

(e)  (f)  

Figure 8. Representation of the location of the pumping system under the tradeoff profiles 

shown in Figure 7, for variable constraint scenarios for (a-b) ∆𝑠max , (c-d) ∆𝐹𝑉max  and (e-f) 

∆𝑆𝑀max, and for pumping rate ratios 𝑄 (𝑅𝐶𝐻 ∙ 𝐿)⁄  equal to 0.1, and 0.2. Percentages represent 

the upper bounds of employed constraints while “Unc”. denotes the unconstrained case. 

These results underline that different SWI constraint indicators lead generally to the 

selection of quite different pumping schemes. As observed in the  ∆𝑠, ∆𝐹𝑉 and ∆𝑆𝑀 profiles 

presented in Figures 6 and 7, SWI constraints on ∆𝑠 lead to more cantered and deeper pumping 
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systems, whereas SWI constraints on ∆𝐹𝑉 and/or ∆𝑆𝑀 lead to relatively shallower pumping 

systems positioned towards the shoreline. The former are relatively more expensive than the 

latter, as they tend to produce groundwater with higher salt concentration, which has higher 

desalination requirements. 

3.4 Investigation of optimal pumping strategies under multiple SWI 

constraints 

This section investigates the solutions to the management problem subject to multiple SWI 

constraints. For each constraint indicator, three threshold values of ∆𝑠max , ∆𝐹𝑉max  and 

∆𝑆𝑀max are investigated. For combinations of two SWI constraints 12 scenarios are considered 

(Table 4), and for combinations of three SWI constraints 8 scenarios are considered (Table 5).  

Tables 6 and 7 summarize the cost-optimal management schemes under two and three 

concurrent SWI constraints, respectively. 

In Table 6, Scenarios 1-4 report optimal cost values subject to concurrent constraints on 

∆𝑠 and ∆𝐹𝑉 (inequalities 7 and 9). It is observed that constraints are generally non-binding if 

𝑄 = 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿, and may affect the cost only for larger pumping rates. In these instances, 

for smaller values of ∆𝑠max  (10%), the constraint (7) is “binding”, that is, satisfied with 

equality at the optimal solution (∆𝑠 = ∆𝑠max), whereas constraint (9) has no impact on the 

optimal cost (i.e., ∆𝐹𝑉 < ∆𝐹𝑉max). Indeed, it should be noticed that if the optimal solution is 

driven exclusively by one constraint (e.g., Scenario 1), then any other scenario in which the 

other constraint bound is increased (e.g., Scenario 2) will provide the same optimal solution. 

For larger values of ∆𝑠max (30%), constraint (9) is binding and affects the optimal cost jointly 

with constraint (7) if ∆𝐹𝑉max is set to 10% (Scenario 3) but has otherwise no impact if this is 

relaxed to 30% (Scenario 4). 

Scenarios 5-8 report the optimal 𝑓OC  in the presence of constraints on ∆𝑠  and ∆𝑆𝑀 

(inequalities 7 and 11). For 𝑄 = 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿, the optimal cost is affected only when ∆𝑆𝑀max 

is set to 1% (Scenarios 5 and 7), otherwise, the optimal solution is the unconstrained, that is, 

the constraints result non-binding. For larger values of Q, some of the SWI constraints may 

have an impact on the optimal cost. For example, for smaller values of ∆𝑠max  (10%), the 

constraint (7) results in binding (Scenarios 5 and 6), and for 𝑄 = 0.15 ∙ 𝑅𝐶𝐻 ∙ 𝐿, it affects the 

optimal cost jointly with constraint (11) if ∆𝑆𝑀max=1%. For larger values of  ∆𝑠max (30%), 

constraint (11) has an impact on the cost only if ∆𝑆𝑀max is set to 1% (Scenario 7). If ∆𝑆𝑀max 

equals 5%, the optimal cost depends only on the constraint (7) (Scenario 8). 
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Scenarios 9-12 report optimal 𝑓OC  values subject to joint constraints on ∆𝐹𝑉  and ∆𝑆𝑀 

(inequalities 9 and 11). Although constraints result generally non-binding if Q is equal to 0.05 ∙

𝑅𝐶𝐻 ∙ 𝐿, and affect the management cost only for larger pumping rates, it is observed that the 

constraint (11) results in binding if ∆𝑆𝑀max is set equal to 1% (Scenarios 9 and 11). For lower 

values of ∆𝐹𝑉max  (10%), constraint (9) results in non-binding when ∆𝑆𝑀max  equal to 1% 

(Scenario 9) and binding if ∆𝑆𝑀max equal to 5% (Scenario 10). Finally, for larger values of  

∆𝐹𝑉max (30%), constraint (9) does not affect the cost, which depends only on constraint (11), 

that is, ∆𝑆𝑀max (Scenarios 11-12). 

Table 6. Optimal 𝑓𝑂𝐶  under the Different Combinations of Two Types of Constraint 

Conditions. (Cost values are provided with a superscript that represents the SWI constraints 

that result in binding for the optimal pumping scheme (e.g., “(7)” for constraint (7), “(7-9)” 

for constraints (7) and (9)). The “(U)” superscript denotes conditions in which none of the 

constraints is binding. The symbol “-” indicates an inactive constraint.) 

Scenario 
∆𝑠max 

(7) 

∆𝐹𝑉max 

(9) 

∆𝑆𝑀max 

(11) 

Optimal 𝑓OC ($/(m∙year)) 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.05 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.1 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.15 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.2 

1 10% 10% - 0.50(U) 12.91(7) 26.36(7) 38.17 (7) 

2 10% 30% - 0.50(U) 12.91(7) 26.36(7) 38.17(7) 

3 30% 10% - 0.50(U) 1.06(9) 9.13(7-9) 25.15(7-9) 

4 30% 30% - 0.50(U) 1.04(U) 5.59(7) 22.93(7) 

5 10% - 1% 0.52(11) 12.91(7) 27.54(7-11) 38.17(7) 

6 10% - 5% 0.50(U) 12.91(7) 26.36(7) 38.17(7) 

7 30% - 1% 0.52(11) 8.88(11) 22.56(11) 32.94(11) 

8 30% - 5% 0.50(U) 1.04(U) 5.59(7) 22.93(7) 

9 - 10% 1% 0.52(11) 8.88(11) 22.56(11) 32.94(11) 

10 - 10% 5% 0.50(U) 1.06(9) 2.09(9) 10.83(9) 

11 - 30% 1% 0.52(11) 8.88(11) 22.56(11) 32.94(11) 

12 - 30% 5% 0.50(U) 1.04(U) 1.64(11) 7.02(11) 

Table 6 reveals that, in most scenarios, the optimal 𝑓OC and the corresponding feasible 

pumping scheme under two types of SWI constraints primarily hinge upon one dominant 

constraint, while the other remains ineffective. There exist, however, combinations of SWI 

constraints that result in joint binding of constraints (Scenarios 3 and 5). In these situations, the 

optimal solution needs to be “conservatively” within the intersection of the feasibility sets 

associated with the single constraints, which causes the minimum cost to increase. 

Table 7 reports optimal cost values for the 12 combinations of the upper bounds ∆𝑠max, 

∆𝐹𝑉max and ∆𝑆𝑀max associated with the SWI constraints (7), (9) and (11), respectively. It can 

be noticed that for lower pumping rates, that is, Q = 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿, the constraints have an 

impact on the cost only if  ∆𝑆𝑀max is prescribed to be 1%, otherwise the unconstrained solution 
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holds (Table 6). For pumping rates of 0.1 ∙ 𝑅𝐶𝐻 ∙ 𝐿 , or larger, the optimal cost is consistently 

driven by the constraint (7) if ∆𝑠max is set to 10% (Scenarios 13-16) and may also depend on 

constraint (11) if ∆𝑆𝑀max  is set to 1% (Scenarios 13 and 15). For ∆𝑠max  equal to 30% 

(Scenarios 17-20), the constraint (11) is consistently dominant if ∆𝑆𝑀max  is set to 1% 

(Scenarios 17, 19). Otherwise, if ∆𝐹𝑉max is set to 10%, the constraint (9) is binding (Scenario 

18). In cases where ∆𝐹𝑉max is set to 30% (Scenarios 19-20), the constraint (9) becomes non-

binding, and the optimal cost depends either on constraints (7) or (11). 

Table 7. Optimal 𝑓𝑂𝐶   under the Different Combinations of Three Types of Constraint 

Conditions. (Optimal 𝑓𝑂𝐶  values are provided with a superscript that represents the SWI 

constraints that result in binding for the optimal pumping scheme (e.g., “(7)” for constraint 

(7), “(7-9)” for constraints (7) and (9)). The “(U)” superscript is used for the cost values in 

which none of the constraints is binding.) 

Scenario 
∆𝑠max 

(7) 

∆𝐹𝑉max 

(9) 

∆𝑆𝑀max 

(11) 

Optimal 𝑓OC ($/(m∙year)) 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.05 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.1 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.15 

𝑄

𝑅𝐶𝐻 ∙ 𝐿
= 0.2 

13 10% 10% 1% 0.52(11) 12.91(7) 27.54(7-11) 38.17(7) 

14 10% 10% 5% 0.50(U) 12.91(7) 26.36(7) 38.17(7) 

15 10% 30% 1% 0.52(11) 12.91(7) 27.54(7-11) 38.17(7) 

16 10% 30% 5% 0.50(U) 12.91(7) 26.36(7) 38.17(7) 

17 30% 10% 1% 0.52(11) 8.88(11) 22.56(11) 32.94(11) 

18 30% 10% 5% 0.50(U) 1.06(9) 9.13(7-9) 25.15(7-9) 

19 30% 30% 1% 0.52(11) 8.88(11) 22.56(11) 32.94(11) 

20 30% 30% 5% 0.50(U) 1.04(U) 5.59(7) 22.93(7) 

The comparison of the results in Tables 6 and 7, indicates that the scenarios limited by 

three types of constraint conditions often lead to the same optimal cost 𝑓OC  as those only 

constrained by only two of them. For example, the optimal strategies in Scenarios 13 and 15 

are the same as those in Scenario 5, and Scenario 14 yields the same optimal solution as 

Scenarios 1 and 6. This shows that the optimal 𝑓OC is still driven by a predominant constraint 

or jointly by two constraints, whereas the third constraint has no impact on the optimal pumping 

strategy. This can be generally attributed to the large upper bound for that constraint, which has 

little impact on the set of feasible pumping schemes. In some instances, however, a constraint 

may reduce SWI in a similar mode to another constraint, so that adding it has a limited impact 

on the optimal solution. 

It is finally worth remarking that, based on the profiles in Figures 6b-6d, (a) constraint (7) 

tends to exclude shallow pumping and select pumping wells deeper into the freshwater lens; 

(b) both constraints (9) and (11) tend to exclude pumping near the island centre and favour well 

locations closer to the shoreline. As shown in Figure 8, optimal solutions under the constraint 
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∆𝐹𝑉max =20% are equivalent to those constrained with ∆𝑆𝑀max =5%. Likewise, both cost-

optimal pumping strategies and the feasible pumping schemes are nearly the same with 

constraints ∆𝐹𝑉max =15% and ∆𝑆𝑀max =4%. Therefore, the impact of constraint (9) on SWI 

control is practically equivalent to that of constraint (11). To reduce the complexity of 

management problems, the two constraints should not be adopted together. And if the SWI 

management is conducted with constraints on both ∆𝑠 and ∆𝐹𝑉, the value of ∆𝐹𝑉max needs to 

be small enough to affect the selection of a pumping strategy.  

4 Conclusions 

This study investigated the trade-offs between the operational cost of groundwater supply 

and the sustainability of freshwater resources in island aquifers, considering a hydrogeological 

setting representative of San Salvador Island, Bahamas. Groundwater abstraction strategies 

have been characterized through three decision variables, the distance WL from the shoreline, 

the pumping depth D, and the pumping rate Q. The analysis has relied on the formulation of an 

optimisation problem, aiming to minimize the operation cost, given by the sum of the pumping 

cost and the desalination cost, subject to SWI constraints on aquifer drawdown above the 

pumping system, ∆𝑠, decrease of freshwater volume, ∆𝐹𝑉, and increase in salt mass within the 

aquifer, ∆𝑆𝑀 . The investigation has been based on the analysis of a large set groundwater 

abstraction strategies, which has required as many as 224 steady-state SEAWAT model runs to 

calculate the optimal operation cost and the corresponding constraint variables.  

Our investigation demonstrated that, in general, pumping at larger depth D leads to a 

reduced drawdown ∆𝑠 , but also to an increased salt concentration C in the abstracted 

groundwater. As both the water table elevation and the freshwater lens thickness under natural 

conditions increase towards the island centre, pumping schemes with increasing WL led to an 

increased aquifer drawdown ∆𝑠 and to a reduced salt concentration C. Accordingly, for any 

given Q and D, placing the pumping well system towards the island centre represents the best 

strategy to minimize the operation cost. 

However, the formulated SWI indicators show that pumping in proximity to the island 

centre has a negative impact on the availability of freshwater resources in the aquifer, when 

compared to the effect of “decentralized” pumping strategies. This highlights an inherent 

conflict between SWI control and the economic cost of groundwater supply. When Q is a small 

fraction of the natural groundwater recharge, pumping does not violate limitations on SWI, and 

the optimal pumping strategy is the same as under unconstrained conditions. However, if Q is 

increased or constraints on SWI are tightened, the optimal pumping strategies are characterized 
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by larger pumping depth values and smaller distances from the shoreline to limit SWI, leading 

to higher operation costs.  

In terms of SWI control, the impact of constraints on ∆𝑠  on cost-optimal pumping 

strategies is quite different than that of constraints on ∆𝐹𝑉 and ∆𝑆𝑀. Constraints on ∆𝑠 are 

observed to lead to selecting deeper pumping systems located towards the island centre, 

whereas both the constraints on ∆𝐹𝑉  and ∆𝑆𝑀  favour the choice of shallower pumping 

systems closer to the shoreline. As a result, the pumping strategies under ∆𝑠 constraints result 

generally more expensive than those under ∆𝐹𝑉  and ∆𝑆𝑀  constraints, as they involve 

extraction of groundwater with higher salinity that require more intense desalination treatment. 

When the investigated SWI constraints are imposed concurrently, optimal pumping 

strategies are often driven by the most stringent of them. However, there may exist 

combinations of SWI bounds in which the most cost-effective pumping strategy depends 

jointly on more constraints, in which case the groundwater supply cost is higher than it would 

be if either constraint was selected separately. Our analysis has shown also that constraints on 

∆𝐹𝑉  and ∆𝑆𝑀  exhibit a practical equivalence in terms of SWI control, and to reduce the 

complexity of management problems, they should not be adopted simultaneously in the 

optimisation formulation of the groundwater management problem. 

One needs to be aware of potential limitations in the methods adopted in this study. First, 

the operation cost of groundwater supply is assumed to be driven exclusively by the energy 

required for the pumping and the desalination of groundwater by reverse osmosis but does not 

account for other processes of water resource management, for example, brine disposal, water 

distribution and wastewater treatment. While the economic impact of processes that have been 

overlooked may be significant, the cost of groundwater desalination typically constitutes the 

most important component on which groundwater management depends, and this provides a 

firm basis for the transferability of the results of this study to most common island aquifer 

settings.        

In this paper, we focused on exploring the trade-offs between the operation cost of 

groundwater supply and different formulations of SWI constraints using a simplified 2D 

representation. Although we are aware that a 2D model may not fully capture the complexity 

of real-world 3D systems with multiple pumping wells, we intentionally chose this approach 

to ensure computational viability and feasibility within the scope of our study. We simplified 

the pumping system by conceptualizing it as a horizontal sink, assuming a uniform distribution 

of groundwater abstraction along it. While this approach may underestimate aquifer drawdown 



2.27 
 

in individual wells, it allowed us to consider fewer decision variables and conduct a reasonably 

simplified analysis of management cost and constraint formulation. As a result, our findings 

are intended to be generic to island aquifers, even though they are based on the general 

characteristics of a specific site. As such, this analysis serves as a crucial initial step towards 

developing more sophisticated models that can effectively address the optimisation challenges 

associated with groundwater management in real-world island aquifers, such as the one of San 

Salvador Island. 
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APPENDIX A. Energy consumption for water desalination by reverse-

osmosis. 

As reverse osmosis (RO) is the most popular technique for desalinating brackish water 

and seawater in coastal groundwater management (Abd-Elhamid & Javadi, 2011; Hussain et 

al., 2019) it is the method considered in this work to treat groundwater whose salt concentration 

exceeds accepted potability standards. The specific (per unit mass) energy consumption for 

desalination  𝑆𝐸𝐶 [L2T-2] by RO is estimated as (Stillwell & Webber, 2016): 

𝑆𝐸𝐶(𝐶) =
𝑅∙𝑇𝑠

𝑀𝑤
∙ {

𝑥𝑠F−𝑥𝑠P

𝑥𝑠B−𝑥𝑠F
∙ [𝑥𝑠B ∙ ln (

𝑥𝑠B

𝑥𝑠F
) + 𝑥𝑤B ∙ ln (

𝑥𝑤B

𝑥𝑤F
)] + [𝑥𝑠P ∙ ln (

𝑥𝑠P

𝑥𝑠F
) + 𝑥𝑤P ∙ ln (

𝑥𝑤P

𝑥𝑤F
)]}  

(A1) 

where R is the universal gas constant, 𝑇𝑠 is the saturation absolute temperature [K], and 𝑀𝑤 is 

the water molecular weight [e.g., M/mole]. The symbols x represents mole fractions [/], with 

the subscripts “s” and “w” referring to salt and water, respectively. The subscript F indicates 

the “feed”, that is, the water abstracted that undergoes desalination; the subscript P stands for 

“permeate”, that is, the water distributed to users after desalination; and the subscript B denotes 

“brine”, that is, the by-product high salinity water produced by RO, which is typically disposed.  

The salt mole fraction of the feed, 𝑥𝑠F, can be calculated from the feed water concentration 

𝐶 as (Avlonitis et al., 2012): 

𝑥𝑠F =
𝐶 𝑀𝑠⁄

𝐶 𝑀𝑠+[𝜌𝑤(𝐶)−𝐶] 𝑀𝑤⁄⁄
                                              (A2) 

where 𝑀𝑠 is the salt molecular weight [M/mole]. The water mole fraction of the feed 𝑥𝑤F is:  

𝑥𝑤F = 1 − 𝑥𝑠F                                                               (A3) 

The mole fractions of the permeate, 𝑥𝑠P and 𝑥𝑤P, are obtained using Equations (A2-A3) 

with 𝐶 equal to the target concentration 𝐶𝑑 in the permeate, assumed to be 1.0 g/l. Likewise, 

the mole fractions for the brine, 𝑥𝑠B and 𝑥𝑤B, are calculated using Equations (A2-A3), with 𝐶 

equal to the brine concentration 𝐶𝑏, whose value varies depending on the adopted desalination 

system. If this is designed to provide a fixed recovery ratio 𝑟 between the flow rate 𝑄𝑑 sent to 

water users and the feed flow rate 𝑄 (𝑟 = 𝑄𝑑/𝑄 ), then the brine mole fractions can be derived 

by combining the mass balance equations of water and salt for the treatment plant (Avlonitis et 

al., 2012): 

𝑥sB =
𝑥𝑠F−𝑟𝑥𝑠P

1−𝑟
                                                           (A4) 

 𝑥wB =
1−𝑥𝑠F−𝑟𝑥𝑤P

1−𝑟
                                                       (A5) 

The resulting brine concentration can then be calculated as: 
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𝐶𝑏 =
1

1−𝑟
∙ 𝐶 −

𝑟

1−𝑟
∙ 𝐶𝑑                                                (A6) 

Equation (A6) shows that 𝐶𝑏 may result in excessively large for high recovery ratios (e.g., r > 

0.8) and large feed concentrations 𝐶 , which ultimately leads to cost-ineffective energy 

consumption (Squire, 2000). On the other hand, if the feed concentration 𝐶 is slightly above 

the target 𝐶𝑑, large quantities of brine with relatively low concentration are discarded, which 

may result in cost-ineffective as well. 

If the desalination system is designed to achieve a fixed brine concentration 𝐶𝑏, Equations 

(A2-A3) with 𝐶 =𝐶𝑏  are still valid, but the recovery ratio 𝑟  results in a function of the feed 

concentrations 𝐶, which is obtained from Equation (A6) as:  

𝑟 =
𝐶𝑏−𝐶

𝐶𝑏−𝐶𝑑
                                                               (A7) 

In this work, we adopt the latter approach, and select a fixed brine concentration value  𝐶𝑏 of 

150.0 g/l (Ahunbay, 2019; Azerrad et al., 2019). For  𝐶𝑑 = 1 g/l, and 𝐶 ranging from 1 to 35 

g/l, r values vary between 0.77 and 1 (Equation A7). 

APPENDIX B. Pump costs associated with various pumping intensities. 

To distinguish the effects of DVs on 𝑓p, Figure B1 presents the profiles of 𝑓p for Q values 

equal to 0.05𝑅𝐶𝐻 ∙ 𝐿  (subpanel B1a), 0.1𝑅𝐶𝐻 ∙ 𝐿  (subpanel B1b), 0.15𝑅𝐶𝐻 ∙ 𝐿  (subpanel 

B1c) and 0.2𝑅𝐶𝐻 ∙ 𝐿 (subpanel B1d). In general, the pumping cost 𝑓𝑝 is larger if the pumping 

rate 𝑄 increases, and smaller if 𝑊𝐿 increases. These profiles show that with the pumping depth 

D increasing, 𝑓p  first drops slightly before increasing dramatically and then keeps nearly 

constant. The behaviour of 𝑓p reducing at the lower D, between 12.6 m and ~100 m, becomes 

more obvious with Q increasing (e.g., Figures B1c and B1d). These trends are explained by 

observing the behaviour of ℎ in the DV space (𝐷, 𝑊𝐿, 𝑄), as shown in Figure 5a, and noting 

the dependency of 𝑓𝑝 on ℎ and 𝑄 in Equation 2. 

(a)  (b)  
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(c)  (d)  

 
Figure B1. Profiles of 𝑓p under variable Q for (a) 0.05𝑅𝐶𝐻 ∙ 𝐿, (b) 0.1𝑅𝐶𝐻 ∙ 𝐿, (c) 0.15𝑅𝐶𝐻 ∙ 𝐿 and 

(d) 0.2𝑅𝐶𝐻 ∙ 𝐿. 

APPENDIX C. Cost per unit water under variable constraint scenarios. 

It is worth highlighting that, in Figure 7, since the overall groundwater supply cost 

increases nonlinearly depending on the stringency of the adopted SWI constraints, and since 

the recovery ratio 𝑟 (Equation A7) depends on the solute concentration 𝐶, the cost per unit 

water volume delivered to users, that is, 𝑓O̅C=𝑓OC (𝑟 ∙ 𝑄)⁄  ($/m3), results in a complex nonlinear 

function of constraint bounds ∆𝑠max,  ∆𝐹𝑉max and ∆𝑆𝑀max. 

Figure C1 presents the profiles of  𝑓O̅C  calculated for each selected 𝑄  and for variable 

constraint bounds ∆𝑠max  (subpanel C1a),  ∆𝐹𝑉max  (subpanel C1b) and ∆𝑆𝑀max  (subpanel 

C1c). These profiles show that, for any given 𝑄 , the optimal 𝑓O̅C  generally increases from 

unconstrained conditions to more and more stringent SWI bounds ∆𝑠max ,  ∆𝐹𝑉max  and 

∆𝑆𝑀max. For smaller values of 𝑄, the set constraints result in non-binding and 𝑓O̅C remains the 

same as in the unconstrained case. However, if the SWI bounds are prescribed below a certain 

threshold, then the constraints become binding and the optimal pumping strategy inevitably 

involves the abstraction of groundwater with a salt concentration 𝐶  that requires treatment, 

which has a major impact on 𝑓OC  (Equation 3) and also implies a reduced recovery ratio 𝑟 

(Equation A7), which further increases 𝑓O̅C. Comparison of the profiles in Figures C1a, C1b 

and C1c also confirm that 𝑓O̅C is generally more sensitive to constraints on ∆𝑠, than it is to 

constraints on ∆𝑆𝑀, or ∆𝐹𝑉. 
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(a) 

 

(b) 

 
(c) 

 

Figure C1. Profiles of the cost per unit 

water delivered as a function of 𝑄 under 

variable constraint scenarios for (a) ∆𝑠max, 

(b) ∆𝐹𝑉max and (c) ∆𝑆𝑀max. 
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Abstract 

Coastal groundwater management presents challenges that can be addressed through the 

integration of optimisation algorithms and computationally intensive groundwater flow 

simulators. However, these simulators, although accurate, often demand significant 

computational resources, prompting the exploration of surrogate models. These surrogates, 

which stem from the original simulators using a set of training points, balance the dual 

requirements of accuracy and computational efficiency. The selection of an appropriate 

sampling method is pivotal to this process, ensuring the desired accuracy while ensuring 

computational efficiency. Both offline and online training approaches have been proposed. 

Offline training involves developing surrogates before optimisation, often using training 

datasets that cover the input space either uniformly or randomly, which can prove inefficient 

due to potential oversampling of low-gradient areas and under sampling of high-gradient areas. 

In contrast, online training updates surrogates iteratively during optimisation, which may 

become a challenge in groundwater management scenarios involving multiple objectives that 

involve multiple non-dominated solutions. This study aims to explore efficient strategies for 

training surrogates in the context of coastal groundwater management. To this end, a two-

objective pumping optimisation problem is initially formulated based on hydrogeological 

conditions observed on San Salvador Island, Bahamas. Gaussian Process (GP) techniques are 

employed to construct model surrogates, and three offline training strategies, as well as four 

online training strategies, for building GP models to solve the optimisation problem, are 

respectively proposed. For any given pumping scheme, GP models predict its management 

objectives and constraint values, alongside quantifying associated uncertainties. By conducting 

repeated Monte Carlo simulations using these GP models, it becomes possible to ascertain the 

probability of Pareto-optimality for each pumping scheme. Performance assessment of each 

training strategy involves determining the average probability of Pareto-optimality and 

evaluating the correlation between predictions. The findings of this study highlight the 

effectiveness of both offline and online training strategies in constructing GP models that yield 

reliable Pareto-optimal solutions. Furthermore, the study sheds light on the advantages and 

mailto:wyu18@sheffield.ac.uk
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disadvantages of employing offline and online-trained surrogate models in the realm of coastal 

groundwater management. 

Key words: offline training; online training; Gaussian process models; Pareto-optimal 

pumping schemes; groundwater pumping optimisation. 

1 Introduction 

Seawater intrusion (SWI), a global environmental issue, is a phenomenon of subsurface 

freshwater-seawater interface migrating landward and the subsequent salinization of coastal 

aquifers. It is widely acknowledged that SWI is driven by excessive groundwater extraction 

and climate change, which result in the recession in the hydraulic gradient between seaward-

discharging freshwater and landward-moving seawater (Kishi & Fukuo, 1977). The adverse 

effects of SWI are serious, contaminating coastal aquifer ecosystems and endangering access 

to subsurface freshwater for coastal communities (Jasechko et al., 2020; Agoubi, 2021). To 

strike a trade-off between SWI control and satisfying local water demand, the strategy of 

groundwater pumping optimisation serves as an effective approach, in which all environmental 

and economic concerns are incorporated as objectives or constraints in a non-linear 

groundwater management problem. Optimal pumping schemes can be obtained after solving 

the formulated groundwater management problem, and that calculation usually depends on the 

simulation-optimisation (SO) method (Kourakos & Mantoglou, 2011; Coulon et al., 2022). 

Figure 1 shows the flow chart for generally implementing the SO framework.  

 
Figure 1. Flow chart for generally implementing the SO framework. OFs and CSs are 

respectively the objectives and constraint functions. DVs and SVs represent decision 

variables and state variables, respectively. OA denotes the optimisation algorithm, while SM 

represents the simulation model. 

In the SO framework, the first step is to formulate the pumping optimisation problem, 

encompassing the definition of OFs, CSs, DVs, and SVs. Typically, the constrained 

management problem aims to maximize total pumping rates, minimize the economic costs of 

pumping, while simultaneously ensuring SWI remains within specified limits or restricting salt 

concentration near well sites. DVs are the pumping patterns, while SVs are the response 

variables dependent on DVs, determined through the SM. OFs and CSs are functions of DVs 

and/or SVs. Second, the OA is employed to solve the optimisation problem, exploring the input 

variable space to identify multiple potentially optimal DVs. Next, the potentially optimal DVs 
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searched by the OA are used as inputs for the SM, producing corresponding SVs. These DVs 

and SVs form pairs of data that feed the OA. Subsequently, guided by feedback from the 

simulation results, the OA decides how to adjust the DVs toward better solutions. Upon 

convergence, the OA returns a set of DVs, considered the optimal solutions to the management 

problem.  

In coastal groundwater management, popular variable-density groundwater simulation 

models include SEAWAT (Kourakos & Mantoglou, 2013), SUTRA (Ketabchi & Ataie-Ashtiani, 

2015) and HydroGeoSphere (Christelis et al., 2019). Compared with the full enumeration 

method, the SO method largely reduces the required number of SWI simulations during the 

optimisation, saving computational costs remarkably. Over the past decades, the SO method 

has been successfully applied in many works of coastal aquifer management, either single-

objective (Mantoglou, 2003; Coulon et al., 2022; Dey & Prakash, 2022) or multi-objective 

(Kourakos & Mantoglou, 2011; Javadi et al., 2015; Wang et al., 2022) groundwater pumping 

optimisation problems. However, the fact is that the computational advantage of the SO method 

usually disappears in practical applications, attributed to the characteristic of the SO method, 

requiring repeated calls of SWI simulation models. In cases where the times of calling 

simulation model are numerous or/and each call is time-consuming, employing that to 

determine optimal pumping schemes certainly turns into computationally intractable or just 

theoretically viable (Han et al., 2021; Yin et al., 2022).  

As the computational burden resulting from the SO method is due to the intensive SWI 

simulations, an effective and reliable route for saving runtime is to employ the data-driven 

surrogate models, replacing the time-consuming SWI simulations for developing a surrogate 

simulation-optimisation (SSO) framework. Surrogate models are built by training data 

generated from the original simulators, and then provide statistically approximated 

relationships between input and output variables. In the SSO system, surrogate models can be 

trained to predict SVs (e.g., pumped groundwater concentration, hydraulic head at the pumping 

well), which are then used for calculating management objectives and constraint values. After 

surrogate models are trained, they substitute SWI simulation models to predict aquifer response 

under the pumping and link with the OA to determine the optimal pumping schemes. 

Assisted by the surrogate modelling technique, the required computational costs for 

identifying the optimal solutions of coastal groundwater pumping can be much lower than those 

consumed by the SO method. In some cases, savings in runtime can be nearly up to 100% by 

the SSO method (Al-Maktoumi et al., 2021; Fan et al., 2020; Rajabi & Ketabchi, 2017; Ranjbar 

& Mahjouri, 2020; Yin et al., 2022), exhibiting a noticeable improvement in computing 
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efficiency. Their capabilities in providing accurate and reliable SWI extent estimates given the 

pumping pattern and in deriving trustable optimal pumping solutions are validated in many 

publications (Fan et al., 2020; Yin et al., 2022). Moreover, the SSO method is widely accepted 

to solve high-dimensional management problems where the number of decision variables can 

be up to dozens (Fan et al., 2020; Lal & Datta, 2021), while the SO method is trapped by the 

computational costs, mainly applicable for low-dimensional management problems, where the 

number of design parameters is mostly less than ten (Javadi et al., 2015; Ketabchi & Ataie-

Ashtiani, 2015; Yin et al., 2020; Coulon et al., 2022). Due to these excellent performances, the 

SSO method has increasingly become more popular in coastal groundwater management. To 

date, diverse mathematical functions have served as the surrogates in coastal groundwater 

management, popularly used ones including the GP model (Rajabi & Ketabchi, 2017; Lal & 

Datta, 2021), radial basis functions (Christelis & Mantoglou, 2016) and support vector machine 

regression model (Yin et al., 2022). 

The typical ways to create surrogate models are either offline or online training. Offline-

trained surrogate models are devoted to ensuring that estimates of surrogate models are 

characterized with global accuracy over the entire input space. They complete the development 

based on simulation data before the optimisation procedure, totally substituting the expensive 

SWI simulators to link with the optimisation approach in the subsequent optimisation stage. 

Online-trained surrogate models aim to quickly identify locally optimal solutions with low 

computational costs (Papadopoulou et al., 2010). Online training surrogate models is an 

iterative process, where surrogate models built by initial training samples immediately link 

with the optimisation approach to search for the optimal solutions and then the obtained 

potentially optimal points are added into the training data set for updating the surrogate models, 

repeating the previous step until there are no further changes in the optimal solutions. Figure 2 

shows the flow charts for using these two types of surrogate models in the SSO framework. 

(a) 

 

(b) 

 

Figure 2. Flow charts for implementing the SSO framework with different types of 

surrogate models, (a) offline-trained surrogate models and (b) online-trained surrogate 

models. SOF and SCS are respectively the surrogates of OFs and CSs. OF̂ and CŜ 

respectively denote the predicted values of OFs and CSs given by SOF and SCS. 
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Traditionally, offline training surrogate models depend on fitting a set of training samples 

at one time, and to ensure the global accuracy of surrogate model estimates, these training 

points cover the entire input space either uniformly or randomly (Fan et al., 2020; Han et al., 

2021). However, since groundwater management objectives and SWI constraints are nonlinear, 

this traditional training approach can prove inefficient due to the potential oversampling of 

low-gradient areas and under-sampling of high-gradient areas. Therefore, to acquire reliable 

model estimates, surrogate models built by traditional offline training tend to consume more 

training samples than necessary, causing a certain proportion of the computational costs to be 

wasted. In the studies of Rajabi and Ketabchi (2017), Ranjbar and Mahjouri (2020) and Al-

Maktoumi et al. (2021), offline-trained surrogate models consumed training samples that are 

hundreds of times the number of decision variables, indicating that there is a need to design an 

efficient algorithm for offline training surrogate models in coastal groundwater management. 

The conventional approach for building an online-trained surrogate model involves 

updating it at each iteration by incorporating newly identified optimal pumping patterns into 

the training set (Christelis and Mantoglou, 2016; Song et al., 2018; Yu et al., 2021), enabling 

the derived optimal pumping schemes to gradually converge towards the actual ones. To 

prevent surrogate estimates from being trapped in local optima, Christelis et al. (2018) 

combined the information on objective value and minimum distance from the closest training 

point at each candidate to determine the next sampling point in a single-objective management 

problem. However, in the case of multi-objective management problems, the potential optimal 

pumping patterns obtained at each iteration are a set of points rather than a single solution in 

single-objective problems, which highlight a trade-off between conflict management objectives. 

This set of non-dominated solutions in a multi-objective optimisation problem is termed the 

Pareto front. In this case, applying the traditional way to build an online-trained surrogate 

model needs to sample multiple points at each iteration and ultimately consumes a larger 

number of training samples than expected. Yu et al. (2021) applied the online-trained SSO 

method to solve a three-objective pumping optimisation problem in a coastal region in 

Australia. Their online-trained surrogates converged after two updates, but each update 

required 1,000 training samples, finally consuming a total of 3,540 training samples for 

addressing this eight-decision-variable management problem. This highlights the necessity for 

proposing an efficient algorithm to develop online-trained surrogate models for addressing 

multi-dimensional coastal groundwater management problems. 

It is worth noting that both offline and online-trained surrogate models bring about 

substantial improvements in computing efficiency due to their construction based on finite 
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training data from full-scale models, but that in turn inevitably introduces uncertainty into the 

surrogate model predictions (Sreekanth & Datta, 2011; Yin et al., 2022). The widely accepted 

way to deal with this challenge is to adopt the ensemble of surrogate models. In the ensemble 

approach, final predictions in SWI extent under the pumping are obtained by integrating 

estimates of multiple surrogate models, and the estimates of these surrogate models can be 

harnessed through weighted averaging (Roy & Datta, 2019; Han et al., 2020). The surrogate 

models involved in the ensemble approach can be either the diverse types of surrogate functions 

(Christelis et al., 2019; Yin et al., 2022) or a single surrogate function built multiple times using 

different realizations of training data (Sreekanth & Datta, 2011). Undoubtedly, building an 

ensemble of surrogate models, whether by training a single surrogate model using multiple 

groups of training samples or incorporating different types of surrogate models, inevitably 

increases the computational load. 

Overall, applying surrogate models in coastal groundwater management must face three 

challenges at present, including 1) how to efficiently build surrogate models by offline training, 

2) how to efficiently select new training points at each iteration when developing online-trained 

surrogate models to deal with multi-objective management problems, 3) how to efficiently 

quantify the uncertainties in derived optimal pumping solutions. To the best knowledge of the 

author, these challenges attract less attention and have not yet been resolved in coastal 

groundwater management. Motivated by these challenges, this paper endeavours to investigate 

efficient approaches for offline and online training of surrogate models in multi-objective 

coastal pumping optimisation problems as well as for deriving the optimal Pareto-front 

considering the prediction uncertainty. To reach the target, this study proposes three novel 

algorithms, which select training points based on the iterative search, for offline training 

surrogate models, while for online training, there are four algorithms developed for 

determining sampling points based on the probabilistic Pareto-front. The probabilistic Pareto-

front accounts for the prediction uncertainty, where each non-dominated solution is 

characterized by a probability of Pareto-optimality. In this work, the GP modelling technique 

is adopted to predict management objectives and constraint values given pumping patterns, and 

a full enumeration approach is employed to determine the optimal pumping solutions according 

to surrogate predictions. Compared with other surrogate modelling techniques, GP models can 

simultaneously offer expected values and standard deviations of the unknown points, being 

able to quantify the uncertainty of the estimates. Therefore, a probabilistic Pareto-front can be 

obtained through repeated stochastic (Monte Carlo) running of GP models, which are 

computationally viable and efficient because of the inexpensiveness of the GP models. 
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This study focuses on a simplified two-dimensional coastal aquifer based on 

hydrogeological conditions observed in the island aquifer of San Salvador Island, Bahamas, 

and formulates a one-well bi-objective pumping optimisation problem. The optimisation 

problem aims at minimizing the groundwater supply operation cost associated with the 

groundwater abstraction and desalination treatment and maximizing the amount of qualified 

groundwater delivered to the communities, subject to constraints on SWI control, as quantified 

by the water table drawdown over the well system (∆𝑠) and the salt mass increase in the aquifer 

(∆𝑆𝑀 ). As a result, four GP models are required to be developed, respectively predicting 

objective and constraint values of each pumping pattern, and then an optimal Pareto-front can 

be achieved through the full enumeration evaluation method. The performance of GP models 

built by different training algorithms, at last, is tested to identify the efficient approaches for 

offline and online training GP models in coastal groundwater management. 

This paper is organized as follows. The next section presents the simulation model for 

SWI, the management problem formulation (i.e., objective functions and their constraints), GP 

model development, and offline and online-trained GP model-based optimisation system.  

Results and their discussion are provided in the following section. The last section presents the 

conclusions drawn from the investigation. 

2 Methodology 

The goal of this study is to investigate the efficient approaches for applying offline and 

online-trained surrogate models in coastal groundwater management, using the San Salvador 

Island aquifer as a case study. San Salvador Island is located within the Bahamian Archipelago 

(Figure 3), about 600 km east-southeast of Miami, and sits on a small, isolated carbonate 

platform (Ho et al., 2014; McGee et al., 2010). The island is about 20 km long north-to-south 

and has an average width west-to-east of approximately 8 km (Martin & Moore, 2008). The 

topography is dominated by consolidated carbonate dune ridges, with elevations between 10 

and 20 meters above sea level (Davis & Johnson, 1989). Characterized by a subtropical climate, 

San Salvador Island has an annual temperature ranging between 22 and 28 ℃ (McGee et al., 

2010) and annual precipitation and potential evaporation of 1000-1250 mm/yr and 1250-1375 

mm/yr, respectively (Moore, 2009). 
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Figure 3. Location map of San Salvador Island (Moore, 2009). The dark grey and the 

light grey areas represent land and surface water, respectively. 

2.1 Numerical simulation of SWI in the San Salvador Island aquifer 

This work applies the SEAWAT model to simulate the SWI process in the island aquifer. 

SEAWAT couples the groundwater flow model MODFLOW and the solute transport model 

MT3DMS to solve the variable-density flow equations using a finite-difference numerical 

approach (Langevin et al., 2008; Kourakos & Mantoglou, 2013; Yao et al., 2019). Since the 

SEAWAT groundwater model can account for water density variations that depend on salt 

concentration, it is well-suited for simulating flow in aquifers characterized by freshwater-

seawater interactions. 

In the investigation of the island groundwater abstraction management, a simplified two-

dimensional “cross-section” model is adopted. The island cross-section model is constructed 

as a rectangular domain, with a length of 8,000 m, a height of 480 m, and a width of 1 m. The 

aquifer domain is discretized into a finite-difference regular grid with cells of size 8 m × 8 m 

× 1 m. Two additional grid columns are used to represent the boundary conditions at the 

leftmost and rightmost ends of the domain, so that the finite-difference grid is made up of 1,002 

columns and 60 rows, for a total of 60,120 cells. The pumping system is represented by a point 

sink located at a depth D, a distance WL from the shoreline, and a pumping rate Q, which 

represents the volume of groundwater extracted per unit time and per unit aquifer width. 

Figure 4 shows a conceptualization of the aquifer domain along with the numerical model 

grid and its boundary conditions. A no-flow boundary is prescribed at the model bottom. The 

model top is a specified flux boundary, reflecting the aquifer recharge from precipitation, which 
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is assumed to be 0.2 m per year (Gulley et al., 2016). At the left and right boundaries, a constant 

head of 0.0 m is prescribed over the water column, which represents the sea level (at the datum). 

At the same boundaries, a constant concentration of 35.0 g/L is imposed, which represents the 

salt content in seawater. 

 
Figure 4. Island aquifer SEAWAT cross-sectional model grid along with the associated 

boundary conditions. The pumping system is simulated as a single cell located at depth D 

from the ground surface and distance WL from the shoreline. 

To model SWI effects from groundwater abstraction at a steady state, the flow and solute 

transport are simulated as transient state processes with a sufficiently large period of constant 

groundwater pumping. A “baseline” scenario is first developed to simulate the island 

freshwater lens under steady-state conditions of natural groundwater recharge from 

precipitation only. This serves as the initial condition to model the aquifer freshwater 

distribution under various scenarios of groundwater pumping.  For the simulations involving 

groundwater pumping, SEAWAT is run until a steady state is reached, which is typically 

between 2 and 30 years depending on the simulated pumping scheme. Correspondingly, the 

required CPU time for each simulation varies from a minimum of about 15 minutes to a 

maximum of over 1 hour. Table 1 provides a list of the relevant parameters adopted in the 

simulation model introduced above. These parameters are drawn from published works (Gulley 

et al., 2016; Holding & Allen, 2015) that have used San Salvador Island or nearby island 

aquifers as test cases. 
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Table 1. Model Parameters Used for SWI Simulation in the San Salvador Island Aquifer 

Model Component Parameters Units Values  

Groundwater Flow 

Aquifer recharge (RCH) m/year 0.2 

Effective porosity \ 0.15 

Specific elastic storage m-1 1.0×10-5 

Specific yield \ 0.15 

Horizontal hydraulic 

conductivity (HK) 
m/day 50.0 

HK transversal anisotropy ratio \ 1.0 

HK vertical anisotropy ratio \ 1.0 

Solute Transport  

Longitudinal dispersivity m 1.0 

Transversal dispersivity m 0.1 

Vertical dispersivity m 0.01 

Molecular diffusion coefficient m2/s 1.0×10-9 

Aquifer recharge concentration g/l 0 

Density 

dependence 

Freshwater density kg/m3 1000 

Seawater density kg/m3 1025 

Density/concentration slopea \ 0.7143 
a The water density 𝜌𝑤  [kg/m3] varies linearly with the salt concentration 𝐶 

[kg/m3] through the equation 𝜌𝑤 = 1000 + 0.7143 ∙ 𝐶. 

2.2 Groundwater management formulation 

Managing fragile freshwater resources in the island aquifers is to identify cost-optimal 

pumping strategies, which balance the financial cost of groundwater supply and the volume of 

qualified groundwater supplied to the water network while mitigating SWI resulting from 

aquifer pumping. In this work, these tradeoffs are investigated through the formulation of a 

one-well bi-objective optimisation framework, which aims at minimizing the groundwater 

supply operation cost associated with pumping and desalination and maximizing the amount 

of qualified groundwater delivered to local communities, subject to ∆𝑠 and ∆𝑆𝑀.  

Each pumping pattern is characterized by three DVs, the depth D [L] at which pumping 

occurs, the distance WL [L] of the pumping system from the shoreline, and the intensity of 

constant pumping Q [L2T-1]. The management cost 𝑓OC accounts for two main components: the 

pumping operation cost 𝑓𝑝, and the treatment operation cost 𝑓𝑡, per unit aquifer width and unit 

time [$L-1T-1]. The former is the cost of energy utilization for lifting groundwater to the ground 

surface, whereas the latter is the cost of desalination by reverse osmosis, which is needed when 

the salt concentration in water exceeds 1.0 g/L, in accordance with World Health Organization 

guidelines for drinking water (Yao et al., 2019). The ultimate amount of water from the 

pumping delivered to the local communities 𝑄p [L2T-1] represents the amount of water after 
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the desalination when extracted groundwater concentration is larger than 1.0 g/L. Otherwise, 

𝑄p is identical to the pumping intensity Q. 

The cost objective function is formulated as:  

         𝑓OC = 𝑓𝑝(𝑄, ℎ, 𝐶) + 𝑓𝑡(𝑄, 𝐶)                                  (1) 

where h [L] and C [ML-3] are state variables, which represent the hydraulic head at the well 

screen and the salt concentration in the extracted water, respectively. Both h and C are functions 

of the DVs (𝐷, 𝑊𝐿, 𝑄). 𝑓𝑝 is expressed as (Mayer et al., 2002): 

   𝑓𝑝(𝑄, ℎ, 𝐶) = 𝜌𝑤(𝐶) ∙ g ∙ (𝑧gs − ℎ) ∙ 𝑄 ∙ 𝑐e                          (2) 

where 𝜌𝑤 is the water density, which depends on the salt concentration 𝐶 (Table 1), g denotes 

gravitational acceleration [LT-2], and 𝑧gs represents the ground surface elevation [L], set equal 

to 15.0 m. The coefficient 𝑐e represents the unit energy cost [$M-1L-2T2], assumed equal to 

0.1848 $/kWh. The treatment cost, 𝑓𝑡, is estimated as (Avlonitis et al., 2012): 

𝑓𝑡(𝑄, 𝐶) = 𝜌𝑤(𝐶) ∙ 𝑆𝐸𝐶(𝐶) ∙ 𝑄 ∙ 𝑐e                                    (3) 

where  𝑆𝐸𝐶 [L2T-2] is the specific (per unit mass) energy consumption for water desalination 

(Stillwell & Webber, 2016), which depends on the salt concentration 𝐶. A detailed description 

of 𝑆𝐸𝐶 is presented in the Supporting Information - Appendix A. 

The objective function of the amount of groundwater delivered to the supply network is 

formulated as: 

𝑄p = 𝑟(𝐶, 𝐶𝑏 , 𝐶𝑑) ∙ 𝑄                                                       (4) 

where 𝐶𝑏 and 𝐶𝑑 are respectively the resulting brine concentration and target concentration in 

the permeate, assumed to be 1.0 g/L. 𝑟 is the recovery ratio and it is equal to 1 when 𝐶 is less 

than 1.0 g/L, depending on 𝐶, 𝐶𝑏 and 𝐶𝑑. The relationship between 𝐶, 𝐶𝑏 , 𝐶𝑑 and 𝑟 is elucidated 

in the Supporting Information - Appendix A. 

The formulation of the island groundwater management problem is completed by two 

groups of constraints. The first group sets the range of variability of the DVs (𝐷, 𝑊𝐿, 𝑄). The 

pumping depth 𝐷 is subject to the inequality: 

𝐷min ≤ 𝐷 ≤ 𝐷max                                                   (4) 

where 𝐷min and 𝐷max  are the absolute depths below the groundwater surface, equal to 12.6 m 

and 484.6 m, respectively. 

Since the model grid (Figure 4) is symmetric with respect to the island's central axis, the 

distance 𝑊𝐿 cannot exceed half of the island length 𝐿 =8000 m. 𝑊𝐿 is thus constrained as: 

𝑊𝐿min ≤ 𝑊𝐿 ≤ 𝑊𝐿max                                           (5)  
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with 𝑊𝐿min equal to 0.05 ∙ 𝐿 and 𝑊𝐿max equal to 0.5 ∙ 𝐿. The pumping rate 𝑄 depends on the 

groundwater demand, which may be estimated based on the population density and the per 

capita water consumption and needs to be constrained in relation to the aquifer recharge rate 

𝑅𝐶𝐻. Here, 𝑄 is assumed to be subject to: 

𝑄min ≤ 𝑄 ≤ 𝑄max                                                    (6)  

with 𝑄min  equal to 0.05 ∙ 𝑅𝐶𝐻 ∙ 𝐿  and 𝑄max  equal to 0.2 ∙ 𝑅𝐶𝐻 ∙ 𝐿 . These values have been 

selected to cover a range of variability for 𝑄  large enough to study its effects on SWI and 

groundwater supply cost. 

A second group of constraints is considered to minimize the extent of the SWI, thus 

addressing the environmental sustainability of groundwater abstraction. SWI is quantified by 

two indicators: the hydraulic head drawdown scaled to the water table elevation over the 

pumping system, and the increase in aquifer salt mass.  

The drawdown at the pumping well is subject to the following constraint: 

∆𝑠 ≤ ∆𝑠max                                                    (7) 

where ∆𝑠 is calculated as the percentage of water table drawdown at the well location with 

respect to the original water table level, and ∆𝑠max  is the maximum allowed value for ∆𝑠 , 

which is calculated as:  

∆𝑠 =
𝐻0(𝑊𝐿)−𝐻(𝐷,𝑊𝐿,𝑄)

𝐻0(𝑊𝐿)
∙ 100 ≤ ∆𝑠max      [%]                             (8) 

where 𝐻0(𝑊𝐿) is the water table level over the pumping system prior to pumping (baseline 

scenario), and 𝐻(𝐷, 𝑊𝐿, 𝑄) is the corresponding steady-state water table level during pumping, 

which depends on the DV set. In this study, ∆𝑠max is set as 0.15. 

The aquifer salt mass increase is subject to the inequality: 

∆𝑆𝑀 ≤ ∆𝑆𝑀max                                                    (9) 

where ∆𝑆𝑀 is the percentage of salt mass increase in the aquifer, given by: 

∆𝑆𝑀 =
𝑆𝑀(𝐷,𝑊𝐿,𝑄)−𝑆𝑀0

𝑆𝑀0
∙ 100 ≤ ∆𝑆𝑀max       [%]                          (10) 

where 𝑆𝑀0 is the total salt mass in the aquifer prior to pumping and 𝑆𝑀 is the total salt mass 

at steady state during pumping. ∆𝑆𝑀max is the maximum allowed value for ∆𝑆𝑀. 𝑆𝑀 values 

are calculated by integrating the salt concentration multiplied by the pore volume over all 

model grid cells. In this study, ∆𝑆𝑀max is set as 0.025. 

2.3 GP model development 

GP models are non-parametric models, allowing for the modelling of complex 

relationships without imposing specific functional forms on the data, indicating the GP model 
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is advantageous in treating the nonlinear process with high efficiency (Redouane et al., 2019). 

As a type of Bayesian surrogate, the GP model provides the posterior predictive distributions 

for all points across the input space rather than the potentially best-fit values (Kopsiaftis et al., 

2019), quantifying the epistemic uncertainties incurred by the finite training data. In addition, 

GP models can handle multi-dimensional problems and incorporate prior knowledge about the 

underlying system. Inspired by those advantages, the GP modelling technique is chosen to 

substitute the variable-density SEAWAT model in this study. 

A GP is a collection of random variables, any finite number of which have a joint Gaussian 

distribution (Rasmussen & Williams, 2006). Such a GP is treated as a distribution over a space 

of continuous functions, fully specified by a mean function 𝑚(𝒙) and a covariance function 

𝑘(𝒙, 𝒙′). A sample from Gaussian processes is a function with its values at any location being 

distributed according to a Gaussian distribution (Cui et al., 2021). Let 𝑓(𝒙)  represents an 

output variable of interest, 

𝑓(𝒙) ~ 𝑔𝑝(𝑚(𝒙), 𝑘(𝒙, 𝒙′))                                                (11) 

where x∈ 𝑅𝑑 is a d-dimensional input vector. 𝑚(𝒙), the expected value of the latent function 

at the point, and 𝑘(𝒙, 𝒙′), also known as the kernel function, are the prior beliefs about the 

latent function.  

In a Bayesian framework, the prior beliefs can be updated to a posterior distribution over 

the latent function that represents the output variables of interest by the observed training 

samples. The obtained posterior distribution offer predictions across the defined input space. 

Therefore, to apply a GP model, in general, there are mainly five steps, including 1) define a 

set of input points; 2) run the original simulation model by the specified input points, creating 

the input-output training dataset; 3) select appropriate mean and covariance functions; 4) 

update prior beliefs through training on the input-output dataset; 5) generate predictions for 

any unobserved point over the input space.  

Let 𝑿𝑁 = [𝒙1, 𝒙2, … , 𝒙𝑁]T  and 𝒀𝑁 = [𝒚1, 𝒚2, … , 𝒚𝑁]T  represent the set of training input 

and output data. The training set is denoted as the pair 𝒟 = {𝑿𝑁 , 𝒀𝑁}. The prediction 𝑦∗ for the 

new input vector 𝒙∗ and 𝒀𝑁 have a joint Gaussian distribution, given by: 

[
𝒀𝑁

𝑦∗
] ~𝒩 ([

𝝁𝑁

𝜇∗
] , [

𝑲 + 𝜎𝑛
2𝑰 𝒌(𝒙∗)

𝒌T(𝒙∗) 𝜅(𝒙∗) + 𝜎𝑛
2])                               (12) 

where 𝝁𝑁 = [𝑚(𝒙1), … , 𝑚(𝒙𝑁)]T , 𝜇∗ = 𝑚(𝒙∗) . 𝑲  is a 𝑁 × 𝑁  matrix, where the (i, j)-th 

(𝑖, 𝑗 = 1,2, … , 𝑁) entry of 𝑲 is given by 𝑘(𝒙𝑖, 𝒙𝑗). 𝜎𝑛
2 is the variance of random noise, and 𝑰 is 

a 𝑁 × 𝑁  unit matrix. 𝒌(𝒙∗) = [𝑘(𝒙1, 𝒙∗), 𝑘(𝒙2, 𝒙∗), … , 𝑘(𝒙𝑁 , 𝒙∗)]T  is the 𝑁 × 1  vector of 
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covariances between the 𝑿𝑁  and 𝒙∗ , while 𝜅(𝒙∗) = 𝑘(𝒙∗, 𝒙∗)  is the autocovariance of the 

input data at the prediction point. The posterior distribution of 𝑦∗ conditioned on 𝑿𝑁 and 𝒀𝑁 is 

given by (Rasmussen & Williams, 2006): 

𝑓(𝒙∗)|𝒟 ~ 𝑔𝑝(𝑚𝒟(𝒙∗), 𝑘𝒟(𝒙∗, 𝒙∗
′))                                                (13) 

where  

𝑚𝒟(𝒙∗) = 𝜇∗ + 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1𝒀𝑁                                    (14) 

𝑘𝒟(𝒙∗, 𝒙∗
′) = 𝜅(𝒙∗) − 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛

2𝑰]−1𝒌(𝒙∗)                          (15) 

The term 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1  in Equation 14 can be interpreted as a set of smoothing 

coefficients determining the relative importance of each training point to 𝑦∗ . Equation 15 

demonstrates when the unexplored input point is far away from the training points, the 

correlation between this point and training points is small, lowering 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1𝒌(𝒙∗) 

and thus increasing predicted variance at this point. Once the mean function and kernel function 

are determined, predictions at any unknown point over the input space can be given by the GP 

model. The mean function usually is set as a constant (Kim 2016; Siade et al., 2020), this study 

assumes it is equal to the average of training data. The kernel function in this work employs 

the commonly used squared exponential covariance function, (Kim 2016; Zhang et al., 2016; 

Cui et al., 2021). More details about GP models can be found in Rasmussen & Williams (2006). 

In this work, four GP models need to be built for substituting SEAWAT simulations during 

the optimisation, respectively predicting values of 𝑓OC , 𝑄P , ∆𝑠 and ∆𝑆𝑀  given DVs, 

correspondingly denoted as GPOC, GP𝑄p
, GP∆𝑠 and GP∆𝑆𝑀. To let the predictions align with the 

realistic, there are some requirements for these GP model predictions, including 1) predicted 

𝑓OC larger than 0; 2) predicted 𝑄p larger than 0 and no more than total pumping rate Q; 3) 

predicted ∆𝑠 larger than 0; 4) predicted ∆𝑆𝑀 larger than -1 according to Equation 10, where 

SM is not equal to or fewer than 0. Regarding the limit on predicted 𝑄p, it can be treated that 

𝑄p 𝑄⁄ , namely recovery ratio r, should be within the range of (0,1], indicating that 1-r should 

be within [0,1) and obtaining 
1

1−𝑟
 within (1, +∞). Overall, it requires positive predictions of 

𝑓OC , 
𝑟

1−𝑟
 , ∆𝑠  and ∆𝑆𝑀 +1 given by GP models. This study, to meet those requirements, first 

adopts log transformation technique, developing GP models to predict log-transformed 𝑓OC, 

𝑟

1−𝑟
, ∆𝑠 and ∆𝑆𝑀+1 given DVs. Then, applying the reverse of the log transformation to get 

positive predictions of 𝑓OC, 
𝑟

1−𝑟
, ∆𝑠 and ∆𝑆𝑀+1. Table 2 presents a summary of how to build 

GPOC, GP𝑄p
, GP∆𝑠 and GP∆𝑆𝑀 to produce predictions aligning with the realistic. 

 



3.16 
 

Table 2. Summary of GP Model Development in This Study 

GP 

model 

Requirements for 

GP model 

estimate 

Training of GP models 
Values of objectives and constraints  

given DVs 

Input Output 
Expected 

value 
Confidence interval 

GPOC 𝑓OC > 0 DVs log10𝑓OC 10𝜇OC (10𝜇OC−𝜎OC, 10𝜇OC+𝜎OC) 

GP𝑄p
 

0 < 𝑄P ≤ 𝑄 

(0 < 𝑟 =
𝑄P

𝑄
≤ 1) 

DVs log10

𝑟

1 − 𝑟
 

𝑄

1 + 10−𝜇p
 (

𝑄

1+10−𝜇p+𝜎p
, 

𝑄

1+10−𝜇p−𝜎p
) 

GP∆𝑠 ∆𝑠> 0 DVs log10∆𝑠 10𝜇∆𝑠 (10𝜇∆𝑠−𝜎∆𝑠, 10𝜇∆𝑠+𝜎∆𝑠) 

GP∆𝑆𝑀 ∆𝑆𝑀 > -1 DVs log10(1 + ∆𝑆𝑀) 10𝜇∆𝑆𝑀-1 (10𝜇∆𝑆𝑀−𝜎∆𝑆𝑀-1, 10𝜇∆𝑆𝑀+𝜎∆𝑆𝑀-1) 

In Table 2, 𝜇OC , 𝜇p , 𝜇∆𝑠  and 𝜇∆𝑆𝑀  are respectively the expected values of log10𝑓OC , 

log10
𝑟

1−𝑟
, log10∆𝑠 and log10(1 + ∆𝑆𝑀) under the pumping, while 𝜎OC, 𝜎p, 𝜎∆𝑠 and 𝜎∆𝑆𝑀 are 

the corresponding standard deviations of predictions respectively, all of which are provided by 

the GP models. To eliminate the effects of decision variable units on the GP model predictions, 

a scaling process is applied to all DVs, letting them fall within the range of 0 to 1. 

2.4 GP model-based simulation-optimisation system 

2.4.1 Offline-trained GP model-based simulation-optimisation system 
Desired offline-trained GP models are not only to produce reliable global estimates but 

also to be developed highly efficiently, making the best of each training sample and thus 

consuming less computing time. Within the expectation, predictions given by the offline-

trained GP models are characterized by smaller confidence intervals, and most training samples 

are drawn from the high-gradient regions, only a few being distributed across low-gradient 

regions. To achieve that target, this work introduces the iterative process into the offline-trained 

GP model development and proposes three strategies for identifying the new sampling points 

at each iteration, labelled from F1 to F3 and shown below.  

F1: identify the input point that has the maximum distance from the closest training point 

as the next sampling point, expressed below,  

max{𝑑𝑐𝑖} (𝑖 = 1,2 … , 𝑁U)                                        (16) 

where 𝑑𝑐𝑖  is the distance from the input point i to the closest training point and equal to 

min{𝑑𝑐𝑖𝑗} (𝑖 = 1,2 … , 𝑁U;  𝑗 = 1,2, … , 𝑁T), 𝑑𝑐𝑖𝑗 denotes the distance from the i-th input point 

to the j-th training point; 𝑁U and 𝑁T are respectively the number of unobserved input points 

and training points. If there are multiple points with the same maximum 𝑑𝑐 , the one with 

maximum estimated standard deviation will be chosen as the next sampling point. 
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F2: identify the input point that has the maximum gradient as the next sampling point, 

expressed below,  

max{‖∇𝐺(𝒙𝑖)‖2} (𝑖 = 1,2 … , 𝑁U)                                   (17) 

where ‖∇𝐺(𝒙𝑖)‖2 represents the absolute gradient at the input vector 𝒙𝑖 (𝑖 = 1,2 … , 𝑁U). If 

there are multiple points with the same maximum ∇𝐺, the one with the maximum estimated 

standard deviation will be chosen as the next sampling point. 

 

F3: identify the input point that has the maximum score 𝑅1 as the next sampling point, 

which combines the information of 𝑑𝑐 and ∇𝐺, expressed below, 

max{𝑅1𝑖} (𝑖 = 1,2 … , 𝑁U)                                         (18) 

where 𝑅1𝑖 is the score at the input point i and is calculated by the following equation, 

𝑅1𝑖 = 𝑤𝑎1𝑑𝑐̅̅ ̅
𝑖 + 𝑤𝑎2∇𝐺̅̅ ̅̅

𝑖                                         (19) 

where 𝑤𝑎1 and 𝑤𝑎2 are the weights representing the importance of 𝑑𝑐 and ∇𝐺, respectively, 

satisfying 𝑤𝑎1 + 𝑤𝑎2 =1. In this study, both 𝑤𝑎1  and 𝑤𝑎2  are equal to 0.5. 𝑑𝑐̅̅ ̅
𝑖  and ∇𝐺̅̅ ̅̅

𝑖  are 

respectively the scaled values of 𝑑𝑐 and ∇𝐺 at the input point i for eliminating the effects of 

their units, varying between 0 and 1, equations for calculating them shown below,  

𝑑𝑐̅̅ ̅
𝑖 =

𝑑𝑐𝑖−min{𝑑𝑐𝑘} 
max{𝑑𝑐𝑘}−min{𝑑𝑐𝑘} 

 (𝑖, 𝑘 = 1,2 … , 𝑁U)              (20) 

∇𝐺̅̅ ̅̅
𝑖 =

‖∇𝐺(𝒙𝑖)‖2−min{‖∇𝐺(𝒙𝑘)‖
2

} 

max{‖∇𝐺(𝒙𝑘)‖
2

}−min{‖∇𝐺(𝒙𝑘)‖
2

} 
 (𝑖, 𝑘 = 1,2 … , 𝑁U)        (21) 

To prevent the issue of local trapping during the model development, occurring when new 

sampling points are placed too close to training points, this study introduces two strategies for 

assessing whether, in the subsequent iterations, it is necessary to consider the input spaces 

where a new training point is added. In the d-dimensional input space, when a new training 

point is added, the search space that includes this point can be discretized into up to 2𝑑 sub-

spaces by using the new point as one of the corners of a hypercube. The two strategies are 

respectively based on the domain size of the newly discretized subspace (DSSP), and average 

changes in model estimates over the newly divided subspace between before and after adding 

this new training sample (ACSP). If either the DSSP or ACSP of a newly discretized subspace 

is quite small, it is believed that there is no need to pay attention to this input space in the 

subsequent, eliminating it from the search space. In this study, threshold values of DSSP and 

ACSP are set to 0.001 and 0.05 respectively. 

The performance of strategies F1, F2, and F3 is compared to the conventional offline 

training approach, where GP models are trained using a relatively large batch of samples at 
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once. Typically, these training samples are uniformly drawn from and distributed across the 

entire input space using the LHS method, which is labelled F4 in this study.  

Figure 5 presents the flowchart for offline training GP models by proposed strategies. 

Figure 5 shows that offline training comes to a halt under any one of three conditions: 1) when 

the current search space is empty, 2) when the value of 𝜎avg max|𝑦est|⁄   falls below the 

specified tolerance level, and 3) when the number of SWI simulations exceeds the maximum 

allowed. The indicator 𝜎avg max|𝑦est|⁄   quantifies the relative average standard deviation, 

where 𝜎avg denotes the average standard deviation of GP model estimates and max|𝑦est| is the 

maximum absolute GP model estimate. In this study, the maximum allowed size of SWI 

simulations during the training is defined as seventy-five, twenty-five times the size of the DVs, 

and tolerance level for 𝜎avg max|𝑦est|⁄  is defined as 0.03. 

 

Figure 5. Flow chart for offline training GP models by proposed strategies F1, F2 or F3. 

2.4.2 Online-trained GP model-based simulation-optimisation system 

In the online training framework, developed GP models are used for identifying optimal 

pumping patterns at each iteration, and then determining new sampling points based on the 

optimal solutions updates the training set and thus GP models, repeating the previous step until 
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obtaining stable optimal solutions. For multi-objective management problems, optimal 

solutions, maintaining trade-offs between conflicting objectives, are a series of schemes rather 

than a single individual. These optimal solutions are known as the non-dominated points over 

the management objective space, constituting a Pareto front, each of which corresponds to a 

set of DVs (i.e., a certain pumping pattern in this work). As a result, the central challenge in 

online training of GP models lies in the highly effective selection of sampling points at each 

iteration from the obtained optimal solutions. To tackle this challenge, four strategies are 

proposed for enhancing the efficiency of obtaining stable optimal solutions by the online-

trained GP models, labelled from N1 to N4 and shown in the following. All these four strategies 

take the prediction uncertainty into account, namely considering the pumping patterns with 

associated probabilities to be optimal schemes. 

N1: rank the input points that are potentially Pareto optimal schemes by their probabilistic 

distances from the closest training points from the largest to the smallest, and then choose top 

𝑁𝑛𝑡 points as the new sampling points, expressed below, 

Rank  {𝑃𝑃𝑂𝑖 ∙ 𝑑𝑐̅̅ ̅
𝑖}    (𝑖 = 1,2 … , 𝑁P)                             (22) 

where 𝑃𝑃𝑂𝑖 denotes the probability of the i-th Pareto optimal candidate schemes and 𝑁P is the 

number of potentially optimal pumping schemes.  More details about 𝑃𝑃𝑂𝑖 can be found in the 

next section. 

The strategies N2, N3, and N4 share the same philosophy, distributing the sampled Pareto 

optimal points as extensively as possible across the objective space. The first step of these three 

strategies is to scale each dimension of the Pareto optimal objective space to a range between 

0 and 1, eliminating the effects of different objective units, and then the scaled space is divided 

into 𝑁𝐷  uniformly equal sub-square regions. The difference among N2, N3, and N4 is to 

determine the new sampling points in each sub-region, and details about them are shown below. 

N2: determining the new sampling point in each sub-region by the following equation, 

max{𝑃𝑃𝑂𝑖 ∙ 𝑑𝑐̅̅ ̅
𝑖|(𝑖 = 1,2 … , 𝑁𝑃𝑣) ∈ 𝑆𝑅𝑣} (𝑣 = 1,2, … , 𝑁𝐷)                    (23) 

where 𝑁𝑃𝑣 denotes the number of potentially Pareto optimal solutions in the v-th discretized 

sub-region while 𝑆𝑅𝑣 represents the 𝑣-th discretized sub-region. 

N3: determining the new sampling point in each sub-region by the following equation, 

max{𝑃𝑃𝑂𝑖 ∙ 𝑑𝐼𝑂̅̅ ̅̅
�̅�|(𝑖 = 1,2 … , 𝑁𝑃𝑣) ∈ 𝑆𝑅𝑣} (𝑣 = 1,2, … , 𝑁𝐷)                  (24) 

where 𝑑𝐼𝑂𝑖 is the distance from the i-th Pareto optimal solution to the ideal objective point 

(IO). At IO, 𝑓OC  and 𝑄p  reach their respective optimal values, the location of which in the 
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scaled coordinate system is (0, 1). 𝑑𝐼𝑂̅̅ ̅̅
�̅� is the scaled value of 𝑑𝐼𝑂𝑖, calculated by the following 

equation, 

𝑑𝐼𝑂̅̅ ̅̅
�̅� =

max{𝑑𝐼𝑂𝑘}−𝑑𝐼𝑂𝑖
max{𝑑𝐼𝑂𝑘}−min{𝑑𝐼𝑂𝑘}

 (𝑖, 𝑘 = 1,2 … , 𝑁𝑃𝑣)              (25) 

N4: determining the new sampling point in each sub-region by the following equation, 

max{𝑃𝑃𝑂𝑖 ∙ 𝑑𝐶̅̅̅̅
𝑖|(𝑖 = 1,2 … , 𝑁𝑃𝑣) ∈ 𝑆𝑅𝑣} (𝑣 = 1,2, … , 𝑁𝐷)                   (26) 

where 𝑑𝐶𝑖  ((𝑖 = 1,2 … , 𝑁𝑃𝑣) ∈ 𝑆𝑅𝑣 ) represents the distance from the i-th Pareto optimal 

solution to the centre of the 𝑣-th discretized sub-region in the objective space, and 𝑑𝐶̅̅̅̅
𝑖 is the 

scaled value of 𝑑𝐶𝑖, calculated by, 

𝑑𝐶̅̅̅̅
𝑖 =

max{𝑑𝐶𝑘}−𝑑𝐶𝑖
max{𝑑𝐶𝑘}−min{𝑑𝐶𝑘}

 (𝑖, 𝑘 = 1,2 … , 𝑁𝑃𝑣)             (27) 

In this work, the value of 𝑁𝑛𝑡 in strategy N1 is set to three, while the value of 𝑁𝐷 for 

strategies N2, N3 and N4 is set to four, ensuring the size of sampled points at each iteration 

under different training strategies is approximately same. Figure 6 presents the flowchart for 

solving the multi-objective coastal groundwater management problem using online-trained GP 

models.  

 

Figure 6. Flow chart for solving multi-objective coastal groundwater management 

problem using online-trained GP models. 
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Figure 6 shows that offline training comes to a halt under any one of three conditions: 1) 

when the newly identified sampling points are the already known training points, 2) when the 

number of SWI simulations consumed exceeds the maximum allowed, and 3) average 

probability of optimal Pareto solutions (𝑃𝑃𝑂̅̅ ̅̅ ̅̅ ) reaches the specified tolerance level. In this study, 

the maximum allowed size of SWI simulations during the training is the same as that defined 

in the offline training framework. 

2.5 Performance evaluation metrics  

To assess the performance of GP models built by different training strategies, this study 

depends on the statistics of GP model estimates, developing three performance evaluation 

metrics to evaluate whether developed GP models offer reliable estimates or not, including the 

correlation coefficients (CC) between GP model predictions, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  and percentage of optimal 

solutions achieving specified probability threshold (𝑃𝑒𝑟prob_threshold). 

(1) CC 

Based on the developed GP models, 𝐶𝐶  between 𝑓OC  and 𝑄p  and that between ∆𝑠  and 

∆𝑆𝑀 over the search space can be determined, respectively denoted as 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀. 

In view of Equations 1-4 where both 𝑓OC  and 𝑄p  are functions of 𝑄 , to some extent, there 

should be a positive correlation between predicted 𝑓OC  and 𝑄p . In addition, ∆𝑠  and ∆𝑆𝑀 

exhibit a strong and consistent relationship in reflecting the SWI extent. Large values of ∆𝑠 or 

∆𝑆𝑀 indicate a more severe level of SWI, conversely, it suggests a milder degree of SWI when 

the values of ∆𝑠 or ∆𝑆𝑀 are small. That implies the predicted values of ∆𝑠 and ∆𝑆𝑀 should be 

strongly positively correlated, resulting in a high 𝐶𝐶∆𝑠_∆𝑆𝑀. As a result, if 𝐶𝐶OC_𝑄p
 can show at 

least a mild correlation between 𝑓OC  and 𝑄p  while 𝐶𝐶∆𝑠_∆𝑆𝑀  can demonstrate ∆𝑠  and ∆𝑆𝑀 

have a strong positive correlation, the GP models built by the proposed strategy can produce 

trustable results. Otherwise, the results given by the GP models are believed to be unreliable. 

(2) 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  

Predictions at the unobserved points generated by GP models fluctuate around the 

expected values with certain standard deviations, reflecting the epistemic uncertainties in the 

GP model estimates. Therefore, predicted 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀 at the unknown points in this 

work are uncertain, causing the derived Pareto-optimal solutions may change at a different 

stochastic run and each pumping scheme is characterized by a probability of Pareto-optimality 

(𝑃𝑃𝑂). 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  can be employed to evaluate whether the results given by GP models are stable 

and reliable or not, expression for calculating 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  presented below: 
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𝑃𝑃𝑂̅̅ ̅̅ ̅̅ =
1

𝑁P
∑ 𝑃𝑃𝑂𝑖

𝑁P
𝑖=1                                             (28) 

where 𝑁P  denotes the number of potential Pareto-optimal solutions, and 𝑃𝑃𝑂𝑖  is the 

probability of the i-th pumping candidate as a Pareto-optimal solution. Computing 𝑃𝑃𝑂𝑖 relies 

on the repeated stochastic simulations (Monte Carlo) runs, which is computationally viable 

because of the inexpensiveness of the GP models, calculated by  

𝑃𝑃𝑂𝑖 =
𝒩𝑖

𝒩
                                                              (29) 

where 𝒩 denotes the total number of Monte Carlo runs, set as 1,000 in this work, while 𝒩𝑖 is 

the times of input i serving as a Pareto-optimal solution. A detailed description of how to 

calculate predicted values of 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀 for each Monte Carlo run is presented in 

the Supporting Information – Appendix B. 

(3) 𝑃𝑒𝑟prob_threshold 

𝑃𝑒𝑟prob_threshold =
𝑁Pt
𝑁P

× 100%                                   (30) 

where 𝑁Pt  is the number of derived optimal pumping schemes reaching the specified 

probability level. 

3 Results and Discussion 
3.1 Performance investigations of offline training GP models  

GP models trained for predicting 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀 using strategies F1, F2 or F3, all 

commence with eight initial training samples. These initial samples are drawn by the Latin 

Hypercube sampling (LHS) method, dividing each decision variable dimension into two 

intervals and then sampling the centre point of each cube. The results indicate that for 

convergence, strategies F1, F2 and F3 require a total of 52, 46, and 64 SWI simulations, 

respectively. To compare the performance of GP models constructed by strategies F1, F2 and 

F3 under equal computational costs, even achieving convergence, GP models continue to be 

trained in the cases of using strategies F1 and F2 until they reach the same computational costs 

as that of strategy F3. Meantime, to assess the differences in GP model performance among 

using the strategies F1, F2, F3 and the traditional offline training approach F4, this study 

employs F4 to develop GP models under two distinct computational cost conditions, 

respectively involving 64 and 125 SWI simulations. These 64 and 125 training samples are 

drawn by the LHS method. Table 3 presents CC between log10𝑓OC and log10
𝑟

1−𝑟
 (𝐶𝐶𝑙_OC_𝑟), 

CC between log10∆𝑠  and log10(∆𝑆𝑀 + 1)  (𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀 ), 𝐶𝐶OC_𝑄p
  and 𝐶𝐶∆𝑠_∆𝑆𝑀  derived from 

the training data, as well as the 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 from the GP model predictions over the 
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input space in the various cases of offline training tests, while Figures 7-8 show 𝑃𝑃𝑂̅̅ ̅̅ ̅̅   and 

𝑃𝑒𝑟prob_threshold for all offline training tests, respectively. 

Table 3. For Various Offline Training Tests, the Values of the 𝐶𝐶𝑙_𝑂𝐶_𝑟, 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀, 𝐶𝐶𝑂𝐶_𝑄𝑝
 

and 𝐶𝐶∆𝑠_∆𝑆𝑀 Derived from the Training Data, as well as the 𝐶𝐶𝑂𝐶_𝑄𝑝
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 Obtained 

from the GP Model Predictions Over the Entire Defined Input Space. 

Strategy of offline training F1 F2 F3 F4 

Number of training samples 52 64 46 64 64 64 125 

Training 

data 

𝐶𝐶𝑙_OC_𝑟 -0.75 -0.74 -0.69 -0.73 -0.72 -0.85 -0.84 

𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀 0.60 0.62 0.63 0.62 0.68 0.71 0.63 

𝐶𝐶OC_𝑄p
 0.63 0.60 0.71 0.76 0.55 0.59 0.60 

𝐶𝐶∆𝑠_∆𝑆𝑀 0.88 0.88 0.95 0.95 0.90 0.96 0.95 

GP model 

estimates 

𝐶𝐶OC_𝑄p
 0.49 0.57 0.01 0.08 0.47 0.37 0.46 

𝐶𝐶∆𝑠_∆𝑆𝑀 0.47 0.56 0.02 -0.02 0.74 0.52 0.57 

Observing Table 3, 𝐶𝐶𝑙_OC_𝑟 and 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀 in the training data range from -0.85 to -0.69 

and from 0.60 to 0.71, respectively, indicating that there is a moderate-strong negative 

correlation between log10𝑓OC  and log10
𝑟

1−𝑟
  and a moderate positive correlation between 

log10∆𝑠  and log10(1 + ∆𝑆𝑀)  in the training data. Values of 𝐶𝐶𝑙_OC_𝑟  and 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀  derived 

from the training data are used to generate 𝑧OC , 𝑧p , 𝑧∆𝑠  and 𝑧∆𝑆𝑀  in the Equations B1-B4, 

producing stochastic estimates of 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀. The values of 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 

in the training data vary within the ranges of 0.55 to 0.76 and 0.88 to 0.96, respectively, 

demonstrating that there is a moderate positive correlation between 𝑓OC and 𝑄p while a strong 

positive correlation between ∆𝑠 and ∆𝑆𝑀 in the training data. That is consistent with the prior 

conjecture about the relationship between 𝑓OC  and 𝑄p  and the relationship between ∆𝑠  and 

∆𝑆𝑀 throughout the input space.  

Table 3 shows in the case of using strategy F1, the values of 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 in the 

GP model predictions are respectively 0.49 and 0.47 when employing 52 training samples and 

are respectively 0.57 and 0.56 if the training samples increase to 64. This observation suggests 

over the input space there are moderate positive correlations between estimated 𝑓OC and 𝑄p, 

and between estimated ∆𝑠 and ∆𝑆𝑀, and their correlations tend to strengthen with the size of 

training data increasing. Similarly, GP models developed through strategy F4 exhibit the 

capability to generate moderately correlated 𝑓OC and 𝑄p, as well as moderately correlated ∆𝑠 

and ∆𝑆𝑀, and both sets of correlations intensify as the size of training samples expands from 

64 to 125. Clearly, over the entire input space, predictions from the GP models developed by 

strategy F1 or F4 fail to show a strong positive correlation between ∆𝑠 and ∆𝑆𝑀, suggesting 
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that estimates in ∆𝑠  or/and ∆𝑆𝑀  highly contain some errors. When employing strategy F2, 

both the values of 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 under the conditions of consuming either 46 or 64 

SWI simulations are nearly zero, demonstrating that predicted 𝑓OC and 𝑄p are uncorrelated and 

the same for predicted ∆𝑠 and ∆𝑆𝑀. It suggests that the GP models built by strategy F2 are 

prone to offer unreliable estimates of 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀 across the input space. However, a 

moderate positive correlation between 𝑓OC  and 𝑄p  and an approximately strong positive 

correlation between ∆𝑠  and ∆𝑆𝑀  in the GP model predictions exist in the case of offline 

training using strategy F3 with 64 training samples. Specifically, the values of 𝐶𝐶OC_𝑄p
 and 

𝐶𝐶∆𝑠_∆𝑆𝑀 in the GP model predictions are 0.47 and 0.74, respectively.  

(a)  (b)  

(c)  (d)  

(e)  (f)  
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(g)  

Figure 7. 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  under the various conditions of 

offline training GP models: a) strategy F1, use 

52 SWI simulations; b) strategy F1, use 64 

SWI simulations; c) strategy F2, use 46 SWI 

simulations; d) strategy F2, use 64 SWI 

simulations; e) strategy F3, use 64 SWI 

simulations; f) strategy F4, use 64 SWI 

simulations; g) strategy F4, use 125 SWI 

simulations. 

 

Figures 7a-c-e depict the probabilistic optimal Pareto fronts derived from the converged 

offline training GP models using strategies F1, F2, and F3, respectively. In these three figures, 

Pareto optimal solutions in the region characterized by larger values of 𝑓OC and 𝑄p are usually 

with lower probabilities (i.e., higher uncertainties) compared with those located in the region 

characterized by the lower values of 𝑓OC and 𝑄p. This phenomenon arises due to the utilization 

of the log-transformation technique during GP model development, where the forecasted values 

𝑓OC, 𝑄p, ∆𝑠 or ∆𝑆𝑀 are determined calculated using a base of ten raised to the power of the GP 

model estimates. Therefore, for the points with larger GP model estimates, although standard 

deviations are small, there are higher uncertainties. This explanation is also adaptable to the 

similar phenomenon occurring in Figures 7b-d-f-g.  

Comparing Figures 7a-c-e, the offline-trained GP models based on strategy F1 require a 

total of 52 SWI simulations to converge and produce the lowest 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , equal to 0.1515. Offline 

training GP models built by strategy F2 consume the least computational expense, with only 

46 SWI simulations, and the corresponding 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  is identical to 0.1927, slightly larger than that 

in Figure 7a. It is significantly noticeable that the probabilistic optimal Pareto front in Figure 

7c has a larger range in the dimension of 𝑓OC than those in Figures 7a and 7e. This is because 

strategy F2 determines new sampling points during GP model development only based on the 

gradients rather than covering as much entire search space as possible, leading to most training 

data gathering the higher gradient regions. That results in the situation where GP model 

estimates exhibit a tendency for higher gradients across all unknown points, causing a 

significant range in 𝑓OC as depicted in Figure 7c. Offline training of GP models using strategy 

F3 demands the most extensive training dataset for achieving convergence, involving 64 SWI 

simulations, but these GP models produce the highest value of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , which is up to 0.5005. 

Overall, the outcomes illustrated in Figures 7a-c-e highlight that employing either strategy F1 
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or F2 for GP model training, sampling new points by covering as much entire search space as 

possible or by taking the points with the highest gradients, can achieve the convergence with 

lower computational costs, but yields an optimal Pareto front with a lower 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ . In contrast, 

GP models established through strategy F3, which combines information about the input point 

distribution over the search space and model estimate gradients, incur greater computational 

expense, but produce more reliable optimal Pareto front compared to the ones generated by GP 

models trained using strategies F1 and F2. 

Figures 7b-d-e-f respectively illustrate the probabilistic optimal Pareto front obtained from 

the GP models built by strategies F1, F2, F3, and F4, all with equivalent computational costs. 

With the number of training samples increasing from 52 to 64, GP models trained using strategy 

F1 offer a more dependable optimal Pareto front, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  remarkably increasing from 0.1515 to 

0.4301. In contrast, Figure 7d shows that with the size of training samples growing from 46 to 

64, although GP models built by strategy F2 offer more reliable Pareto optimal solutions at the 

region characterized by lower values of 𝑓OC and 𝑄p compared to what is observed in Figure 7c, 

they generate less reliable optimal Pareto front over whole search space, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  reducing from 

0.1927 to 0.1499. As Figure 7e indicates that 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  in the case of applying strategy F3 and 

consuming 64 SWI simulations is up to 0.5005, this observation leaves no room to dispute that 

under the same computational budget, strategy F3 outperforms strategies F1 and F2 in training 

GP models to yield more trustworthy optimal pumping schemes. Moreover, comparing the 

performance of offline training GP models built by the proposed strategies F1, F2 and F3 with 

that of the GP models created through 64 SWI simulations and employing the traditional offline 

training strategy F4, it is obvious that the latter produces the least reliable optimal Pareto front, 

where 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  is only equal to 0.0589.  

Figure 7g demonstrates that as the volume of training data almost doubles, rising from 64 

to 125 SWI simulations, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  of the probabilistic optimal Pareto front obtained from the GP 

models, which are built through the traditional strategy F4, experiences an approximately 

sixfold increase from 0.0589 to 0.3158 However, this value remains lower than 0.4301 obtained 

from the GP models trained by strategy F1 and 0.5005 derived from the GP models trained by 

strategy F3, both of which involve 64 SWI simulations. It can be inferred that to attain an 

equivalent level of reliability in the resulting optimal Pareto front, training GP models via 

strategy F1 or F3 can save at least 50% computational costs compared to using the traditional 

offline training strategy F4. 

Overall, according to Figure 7, it can conclude that: 
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1) Applying strategies F1 and F2 for offline training GP models can result in quicker 

convergence compared to employing strategy F3.  

2) After convergence, increasing the size of training data can improve the overall 

robustness of the optimal Pareto front given by the GP models built by strategy F1.  

3) After convergence, increasing the size of training data to build GP models by strategy 

F2 fails to enhance 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  and even decrease 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , implying that using strategy F2 develops GP 

models possibly generates unstable optimal Pareto front.  

4) GP models trained via strategy F3 consume more computational costs to converge than 

those using strategy F1 or F2, but they provide a more reliable optimal Pareto front than GP 

models built by strategies F1 and F2. Even if the size of training data for building GP models 

by strategies F1 and F2 is increased to be equal to that for developing GP models using strategy 

F3, applying strategy F3 remains superior in training GP models to generate reliable optimal 

solutions.  

5) To achieve an acceptable level of probabilistic optimal Pareto front, employing the 

traditional strategy F4 for building GP models necessitates a larger number of training samples 

(Figure 7g). Otherwise, the resulting probabilistic optimal Pareto front exhibits notably high 

uncertainties, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  close to 0 (Figure 7f). 

6) To reach a moderate reliable level of the derived optimal Pareto front, such as 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  over 

0.3, applying strategies F1 and F3 to train GP models can cause over 50% reduction in 

computational costs compared to the implementation of traditional strategy F4. 

 
Figure 8. 𝑃𝑒𝑟prob_threshold varying with the specified probability threshold under various 

offline training tests. 

Figure 8 shows that all curves in general, exhibit a monotonically decreasing behaviour, 

values of 𝑃𝑒𝑟prob_threshold dropping with the specified probability threshold enhancing. These 

curves can be roughly divided into two groups. Across the range of specified probability 
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thresholds, one group is situated in the region with a relatively high value of 𝑃𝑒𝑟prob_threshold, 

while the other is overall positioned in the low 𝑃𝑒𝑟prob_threshold region. The former comprises 

three instances: training GP models using strategy F3 with 64 SWI simulations, training GP 

models using strategy F1 with 64 SWI simulations, and training GP models using strategy F4 

with 125 SWI simulations. Clearly, the blue solid curve representing GP models built with 

strategy F3 and 64 SWI simulations is always higher than the black dashed curve representing 

GP models built with strategy F1 and 64 SWI simulations, while the black dashed curve is 

always higher than that green dashed curve representing GP models built with strategy F4 and 

125 SWI simulations. That corresponds to the order of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  under these three cases (Figures 

7b-e-g), demonstrating that given any probability threshold, the value of 𝑃𝑒𝑟prob_threshold 

under the condition with a higher 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  is greater than that under the condition with a lower 

𝑃𝑃𝑂̅̅ ̅̅ ̅̅ .  

In the remaining four cases, the values of 𝑃𝑒𝑟0.1 fall within the range of roughly 15% to 

30%, in other words, the percentages of Pareto-optimal solutions characterized by high 

uncertainties in these cases, probabilities of being Pareto-optimal solutions fewer than 0.1, 

range from 70% to nearly 85%, indicating that derived Pareto-optimal solutions, on the whole, 

are with low probabilities. According to Figure 7, values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  for these four cases are also 

quite low, ranging between 0.0589 and 0.1927. Prior to gaining access to the information 

illustrated in Figure 8, the occurrence of lower 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  in certain cases (e.g., Figures 7a-c-d-f) can 

be attributed to two distinct situations. The first situation is that all derived potentially optimal 

solutions are with lower probabilities, consequently leading to an overall lower 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  . The 

second situation is that despite the moderate or high percentage of high-probable optimal 

solutions, there exists a certain proportion of optimal solutions with exceedingly low 

probabilities, serving as outliers and contributing to an overall lower 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ . Therefore, Figure 8 

eliminates the potential that the case with a low 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  is due to a certain proportion of very-

low-probable optimal solutions, highlighting that a low 𝑃𝑃𝑂̅̅ ̅̅ ̅̅   arises from overall low 

probabilities of derived optimal solutions. 

In summary, according to the analysis of Table 3 and Figures 7-8, offline training GP 

models employing strategy F1 or F3 and consuming 64 SWI simulations are expected to 

guarantee prediction accuracy across the entire input space and generate a more reliable optimal 

Pareto front, compared with other offline training tests. Applying strategy F1 for training GP 

models facilitates rapid convergence, but the reliability of the resulting optimal Pareto front is 

inferior to that using strategy F3, remaining true even when the computational budget is 
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increased to match that used for training GP models with strategy F3. Therefore, strategy F3 is 

believed to be the best algorithm for offline training GP models among all proposed strategies 

in this paper. 

3.2 Performance investigations of online training GP models  

GP models trained for identifying the optimal pumping schemes using strategies N1, N2, 

N3 or N4, all start with the same eight initial training samples that are employed in the offline 

training framework. Online training GP models using strategies N1, N2, N3, and N4 adhere to 

the sequence outlined in the flowchart depicted in Figure 4. Values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  changing with the 

size of training data under different online training tests are presented in Figure 9, showing the 

tendency of convergence. 

 
Figure 9. 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  changing with the size of training data under various online training tests. 

Figure 9 demonstrates that online training GP models via strategy N1 fail to converge 

within the maximum allowed computational budget, while those built by strategies N2, N3 and 

N4 achieve the convergence at the costs of 75, 47, and 45 SWI simulations. In the case of using 

strategy N1, the values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  obtained from online training GP models display a pronounced 

fluctuation ranging from around 0.1 to approximately 0.65 without showing a trend toward 

convergence. This observation implies that elevating the computational budget does not 

promptly facilitate the convergence of online-trained GP models using strategy N1, suggesting 

that the GP models trained through this strategy offer an unstable optimal Pareto front. When 

employing strategy N2, the value of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  exhibits a general upward trend with the increase in 

training data size, despite the presence of fluctuations, and reaches 0.8274 at the cost of 75 

SWI simulations. Strategy N2 shares similarities with strategy N1, both searching for new 

sampling points in each iteration by ranking the probabilistic distance from the unknown point 

to the closest training point, but the former is based on the discretization of the scaled objective 
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space. The performance of strategies N1 and N2 preliminarily indicates that discretizing 

objective space for sampling new points helps online training GP models to converge. Likewise, 

both online training strategies N3 and N4 depend on objective space discretization. Under the 

conditions of employing strategies N3 and N4, the values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  exhibit an overall increasing 

trend along with fluctuations as the number of training samples increases, respectively reaching 

0.9367 with a cost of 47 SWI simulations and 0.9474 with a cost of 45 SWI simulations. That 

again highlights the effectiveness of discretizing objective space for identifying new sampling 

points in enhancing training efficiency, and it also demonstrates strategies N3 and N4 are not 

only more efficient but also lead to a more reliable optimal Pareto front compared to strategy 

N2.  

Moreover, Figure 9 reveals that when the number of training samples ranges from 8 to 

approximately 30, the values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  under all online training tests exhibit fluctuations and 

remain low, below 0.1. Subsequently, beyond 30 training samples, the values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  in all 

cases begin to rise, almost greater than 0.1. This observation suggests that there exists a 

minimum threshold for the number of training samples in online-trained GP models to avoid 

high uncertainties in the resulting optimal Pareto front, which is nearly ten times the number 

of decision variables. 

The accuracy and reliability of derived optimal Pareto front from the GP models developed 

by strategies N1, N2, N3 and N4 are further validated by 𝐶𝐶, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  and 𝑃𝑒𝑟prob_threshold. Table 

4 presents the values of 𝐶𝐶𝑙_OC_𝑟, 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀, 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 derived from the training 

data, as well as the 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 obtained from the GP model predictions over the 

probabilistic optimal Pareto front in the various cases of online training tests, while Figures 10-

11 show 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  and 𝑃𝑒𝑟prob_threshold for all online training tests, respectively. 

Table 4. For Various Online Training Tests, the Values of 𝐶𝐶𝑙_𝑂𝐶_𝑟, 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀, 𝐶𝐶𝑂𝐶_𝑄𝑝
 and 

𝐶𝐶∆𝑠_∆𝑆𝑀 Derived from the Training Data, as well as the 𝐶𝐶𝑂𝐶_𝑄𝑝
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 Obtained 

from the GP Model Predictions over the Probabilistic Optimal Pareto front. 

Strategy of online training N1 N2 N3 N4 

Number of training samples 75 75 47 45 

Training data 

𝐶𝐶𝑙_OC_𝑟 -0.91 -0.90 -0.88 -0.95 

𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀 0.57 0.63 0.61 0.67 

𝐶𝐶OC_𝑄p
 0.57 0.61 0.47 0.44 

𝐶𝐶∆𝑠_∆𝑆𝑀 0.80 0.90 0.79 0.85 

GP model 

predictions 

𝐶𝐶OC_𝑄p
 0.63 0.88 0.84 0.90 

𝐶𝐶∆𝑠_∆𝑆𝑀 0.55 0.73 0.86 0.89 
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Observing Table 4, 𝐶𝐶𝑙_OC_𝑟 and 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀 in the training data range from -0.88 to -0.95 

and from 0.57 to 0.67, respectively, indicating that there is a strong negative correlation 

between log10𝑓OC  and log10
𝑟

1−𝑟
  and a moderate positive correlation between log10∆𝑠  and 

log10(1 + ∆𝑆𝑀)  in the training data. Values of 𝐶𝐶𝑙_OC_𝑟  and 𝐶𝐶𝑙_∆𝑠_∆𝑆𝑀  derived from the 

training data are used to generate 𝑧OC , 𝑧p , 𝑧∆𝑠  and 𝑧∆𝑆𝑀  in the Equations 33-36, producing 

stochastic estimates of 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀. For various online training tests, the values of 

𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 in the training data fall within the ranges of 0.44 to 0.61 and 0.79 to 0.90, 

respectively, demonstrating that there is a moderate positive correlation between 𝑓OC and 𝑄p 

while a strong positive correlation between ∆𝑠  and ∆𝑆𝑀  in the training data. Those almost 

align with the presumptions about the correlation between 𝑓OC  and 𝑄p  and the correlation 

between ∆𝑠 and ∆𝑆𝑀 across the input space.  

Considering the purpose of online training GP models, aiming to quickly determine locally 

optimal solutions with low computational costs, Table 4 offers the values of 𝐶𝐶OC_𝑄p
  and 

𝐶𝐶∆𝑠_∆𝑆𝑀 obtained from the GP model predictions across the probabilistic optimal Pareto front. 

As seen from Table 4, the values of 𝐶𝐶OC_𝑄p
 derived from the GP model predictions vary from 

0.63 to 0.90, signifying a moderate to a strong positive correlation between the predicted 𝑓OC 

and 𝑄p within the attained Pareto-optimal solutions. That is different from what is observed in 

the offline training tests, but it can be understood. As the Pareto front comprises non-dominant 

points usually characterized by low 𝑓OC and high 𝑄p, it suggests that 𝑓OC in most cases does 

not include the component of 𝑓t according to Equations 1-4, which often leads to a higher 𝑓OC.  

Consequently, both 𝑓OC  and 𝑄p  are almost the functions of 𝑄 , resulting in a strong positive 

correlation between them.  In view of that, predicted values of 𝑓OC and 𝑄p within the attained 

Pareto-optimal solutions under the conditions of employing strategies N2, N3 and N4, where 

forecasted 𝑓OC and 𝑄p are strongly positively correlated, are more trustworthy than those using 

strategy N1. Likewise, the values of 𝐶𝐶∆𝑠_∆𝑆𝑀  are expected to reflect a strong correlation 

between predicted ∆𝑠 and ∆𝑆𝑀 in the derived Pareto-optimal solutions. Table 4 shows that the 

values of 𝐶𝐶∆𝑠_∆𝑆𝑀 in the obtained Pareto-optimal solutions in the cases of using strategy N1, 

N2, N3 and N4 are 0.55, 0.73, 0.86 and 0.89, respectively, highlighting that utilizing strategies 

N2, N3 and N4 can generate dependable estimates of ∆𝑠 and ∆𝑆𝑀 in proximity to the potential 

Pareto-optimal solutions. Overall, according to the values of 𝐶𝐶OC_𝑄p
  and 𝐶𝐶∆𝑠_∆𝑆𝑀  within 
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predicted Pareto-optimal solutions, using strategies N2, N3 and N4 are believed to generate 

more dependable Pareto-optimal pumping schemes. 

(a)  (b)  

(c)  (d)  

Figure 10. 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  under various conditions of online training GP models: a) strategy N1, use 75 SWI 

simulations; b) strategy N2, use 75 SWI simulations; c) strategy N3, use 47 SWI simulations; d) 

strategy N4, use 45 SWI simulations. 

Figures 10a-d show the resulting optimal Pareto front under various cases of online 

training GP models. Figures 10a-b depict that there are some Pareto-optimal pumping schemes 

with low probability when 𝑄p is identical to 0. This disobeys common knowledge, in which 

zero 𝑄p should correspond to zero financial cost, suggesting that the beginning point of the 

obtained optimal Pareto front should have both low values of 𝑓OC and 𝑄p, like those in Figures 

10c-d. It indicates that GP models trained by strategy N1 with 75 SWI simulations or strategy 

N2 with 75 SWI simulations possibly generate an undependable optimal Pareto front. On the 

other hand, Figures 10a-d illustrate that for various online training tests, the value range of 𝑄p 

in the optimal Pareto front remains relatively consistent, but that of 𝑓OC exhibits a noticeable 

difference, especially maximum values of 𝑓OC. In Figures 10a-d, maximum values of 𝑓OC in the 

obtained Pareto front are respectively 70.48, 59.70, 1.01 and 0.20 $/(m∙ year), GP models 
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trained by strategy N3 with 47 SWI simulations or strategy N4 with 45 SWI simulations are 

able to produce more cost-effective optimal Pareto front. 

 
Figure 11. 𝑃𝑒𝑟prob_threshold varying with the specified probability threshold under various 

online training tests. 

In Figure 11, values of 𝑃𝑒𝑟prob_threshold under all online training tests generally exhibit a 

monotonically decreasing behaviour with the specified probability threshold enhancing. Under 

the conditions of employing strategies N1, N2, N3 and N4, values of 𝑃𝑒𝑟0.1 are respectively 

around 81%, 89%, 96% and 91%, while values of 𝑃𝑒𝑟1.0  reach 50%, 77%, 75% and 77% 

respectively. This highlights the fact that online training GP models can cause the proportion 

of very-low-probable optimal pumping schemes (i.e., probability fewer than 0.1) within the 

derived Pareto front is low, fewer than 20%, and the proportion of deterministic optimal 

pumping schemes in the resulting Pareto front is high when applying strategy N2, N3 or N4, 

up to around 75%. It is noted that the values of 𝑃𝑒𝑟prob_threshold under the condition of using 

strategy N2 gradually drop with the increase in the probability threshold, while those under the 

conditions of taking strategies N3 and N4 nearly remain unchanged before the probability 

threshold reaching 0.9, revealing that derived Pareto-optimal pumping schemes using strategies 

N3 and N4 are more reliable and stable than those based on strategy N2. Moreover, Figure 11 

explains the reason for low 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  when using strategy N1 is because derived Pareto optimal 

solutions generally possess lower probabilities on the whole compared to those in the cases of 

using the other three strategies. Herein, this explanation eliminates the possibility that an 

overall lower 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  is due to a certain proportion of exceedingly low-probable optimal solutions 

despite the moderate or high percentage of high-probable optimal solutions. 

In summary, according to the analysis of Table 4 and Figures 10-11, online training GP 

models employing strategy N2, N3 or N4 are expected to guarantee prediction accuracy of the 
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derived Pareto-optimal solutions and generate a more reliable optimal Pareto front, compared 

with online training GP models by strategy N1. That highlights the importance of discretizing 

the objective space when identifying new sampling points, ensuring that these new points are 

distributed across a wider expanse of the objective space rather than being concentrated in 

specific regions. However, compared with strategies N3 and N4, applying strategy N2 for 

online training GP models facilitates slow convergence, and the reliability of the resulting 

optimal Pareto front is inferior to those under the conditions of using strategy N3 and N4. 

Therefore, it is inferred that strategies N3 and N4 stand out as the top two algorithms for 

effectively online training GP models in tackling the formulated bi-objective groundwater 

management problem. Especially, strategy N4 exhibits a slight edge over strategy N3 in terms 

of both the computing efficiency and reliability of the resulting optimal Pareto front. 

3.3 Performance comparison of offline and online training GP models 

In section 3.1, this study tests seven offline training scenarios, where each scenario 

involves a combination of adopted strategy and consumed training samples as follows: 1) F1 

with 52 SWI simulations, 2) F1 with 64 SWI simulations, 3) F2 with 46 SWI simulations, 4) 

F2 with 64 SWI simulations, 5) F3 with 64 SWI simulations, 6) F4 with 64 SWI simulations, 

and 7) F4 with 125 SWI simulations. The values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  correspond to these seven offline 

training tests are 0.1515, 0.4301, 0.1927, 0.1499, 0.5005, 0.0589 and 0.3158. The values of 

𝑃𝑒𝑟0.1 correspond to these seven offline training tests are roughly 30%, 62%, 25%, 23%, 67%, 

14% and 47%, while the values of 𝑃𝑒𝑟1.0 in the cases of these seven offline training tests are 

approximately 1%, 28%, 8%, 2%, 34%, 0 and 12%. 

In section 3.2, four online training scenarios are tested, where each scenario involves a 

combination of adopted strategy and consumed training samples as follows: 1) N1 with 75 SWI 

simulations, 2) N2 with 75 SWI simulations, 3) N3 with 47 SWI simulations, 4) N4 with 45 

SWI simulations. The values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  correspond to these four online training tests are 0.6326, 

0.8274, 0.9367 and 0.9474. The values of 𝑃𝑒𝑟0.1 correspond to these seven offline training tests 

are 81%, 89%, 96% and 91%, while the values of 𝑃𝑒𝑟1.0 in the cases of these seven offline 

training tests are 50%, 77%, 75% and 77%. 

When comparing the performance of offline training tests to online training tests, it is 

apparent  that the values of 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , as well as the values of 𝑃𝑒𝑟0.1 and 𝑃𝑒𝑟1.0 associated with 

resulting Pareto-optimal pumping schemes in the cases of adopting offline training GP models, 

are notably lower than those derived from online training GP models. This highlights that given 

the coastal groundwater management problem, online training GP models are more 
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advantageous than offline training GP models in offering dependable Pareto-optimal pumping 

schemes. The values of 𝐶𝐶OC_𝑄p
 and 𝐶𝐶∆𝑠_∆𝑆𝑀 in the resulting optimal Pareto front (Table 4) 

also validate the prediction accuracy of Pareto-optimal pumping schemes given by online 

training GP models. Moreover, as analysed in sections 3.1 and 3.2, to efficiently generate 

reliable Pareto-optimal pumping schemes by GP models, the best approach for offline training 

is employing strategy F3 and correspondingly consuming 64 SWI simulations, while for online 

training, the most appropriate choices are adopting strategies N3 and N4, which respectively 

require 47 and 45 SWI simulations. This reveals that online-trained GP models are more 

computationally efficient than offline-trained GP models in deriving optimal Pareto front. 

Probabilistic optimal Pareto fronts in the cases of using strategy F3 and 64 SWI simulations, 

strategy N3 and 47 SWI simulations, and strategy N4 and 45 SWI simulations are presented in 

Figure 12. Figure 12 shows that optimal Pareto fronts given by online-trained GP models are 

lower than that obtained from offline training GP models, demonstrating that online-trained GP 

models are more capable of generating cost-effective Pareto-optimal pumping schemes. This 

can be understood because potentially Pareto-optimal solutions serve as new sampling points 

at each iteration, promoting the resulting optimal Pareto front to gradually approach the actual 

with the update. 

 
Figure 12. Probabilistic optimal Pareto fronts in the cases of using strategy F3 and 64 

SWI simulations, strategy N3 and 47 SWI simulations, strategy N4 and 45 SWI simulations. 

Even though offline-trained GP models yield less dependable Pareto-optimal solutions, 

the benefits of utilizing these models to identify optimal pumping schemes in coastal 

groundwater management should not be ignored. First, according to the values of 𝐶𝐶OC_𝑄p
 and 

𝐶𝐶∆𝑠_∆𝑆𝑀 in the GP model predictions over the entire defined input space (Table 3), offline 

training GP models by strategies F1, F3 and F4 are believed to be able to produce dependable 
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predictions over the entire input space. Beneficial from this characteristic, apart from its use in 

identifying optimal pumping strategies, GP models created through offline training have the 

potential to tackle other issues that demand multiple pumping outputs throughout the input 

space, such as investigating the impacts of pumping patterns on 𝑓OC, 𝑄p, ∆𝑠 or ∆𝑆𝑀.  

Second, GP models created by offline training complete the development before the 

optimisation stage, and thus they are independent of the changes in SWI constraint conditions. 

In other words, offline-trained GP models can still be in use to identify optimal Pareto front 

when the threshold values of ∆𝑠max (Equation 7) or/and ∆𝑆𝑀max (Equation 9) change, while 

online-trained GP models must be re-trained. Figure 13 presents potential Pareto-optimal 

pumping schemes derived from offline-trained GP models built using strategy F3 and 64 

training samples, under three distinct SWI constraint conditions. Figure 13 reveals that offline-

trained GP models correctly capture the impact of SWI constraint condition changes in the 

resulting optimal Pareto fronts, loosening limitations on SWI control can lowering financial 

costs while maintaining the desired amount of qualified groundwater. This highlights the 

applicability of offline-trained GP models for conducting sensitivity analysis of optimal 

pumping strategies to SWI constraint conditions. 

 
Figure 13. Potentially Pareto-optimal pumping schemes derived from offline-trained GP 

models built using strategy F3 and 64 training samples, under three distinct SWI constraint 

conditions. 

4 Conclusions 
To investigate the efficient approaches for offline and online training of GP models in 

coastal groundwater management, this paper first formulates a one-well bi-objective pumping 

optimisation problem in a simplified two-dimensional island aquifer model based on 
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hydrogeological conditions observed in San Salvador Island, Bahamas. Then it proposes three 

novel strategies for offline training GP models and four strategies for online training GP models, 

all of which are based on the iterative search algorithm to select training points. 

The results demonstrated that compared with traditional offline training, introducing the 

iterative procedure can improve the computing efficiency and reliability of the resulting Pareto 

front. The strategy, integrating information about the gradient of estimate values and the 

distance to the closest training point to determine training points at each iteration, is proved as 

the most appropriate and efficient offline training approach, outperforming strategies 

considering them separately in terms of global prediction accuracy and reliability of derived 

Pareto front. Furthermore, when aiming to attain a Pareto front with moderate reliability, 

applying this strategy can achieve a reduction of over 50% in computational expenses 

compared to the traditional offline training approach. 

Regarding online training strategies, the results indicated that discretizing the objective 

space into equal sub-regions based on the obtained Pareto front and then selecting sampling 

points within these sub-regions can facilitate the convergence of GP models with low 

computational costs, thereby enhancing computational efficiency. Findings demonstrated that 

among the proposed online training strategies for building GP models, the efficient ones for 

identifying new sampling points at each iteration rely on information about either the distance 

between Pareto-optimal solutions and the ideal point within the objective space, or the distance 

between Pareto-optimal solutions and their sub-region centre within the objective space. The 

latter slightly outperforms the former. 

In view of the performance of applying efficient offline and online approaches for training 

GP models in solving bi-objective groundwater management problem, it can be concluded that 

given limitations on SWI control, employing online-trained GP models can produce more 

reliable, cost-effective Pareto front with higher computing efficiency compared to adopting 

offline-trained GP models. However, offline-trained GP models can provide considerably 

trustworthy predictions over the entire input space and are independent of changes in SWI 

constraint conditions. It suggests that offline-trained GP models have a wider range of 

applications than the online-trained GP models, such as investigating the effects of pumping 

patterns on groundwater water supply cost, and SWI extent or conducting sensitivity analysis 

of Pareto front to SWI constraint conditions. Overall, this paper identifies some efficient 

approaches for offline and online training GP models in coastal groundwater management, and 

the findings regarding the performance of these trained GP models in generating Pareto-optimal 
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pumping strategies align with the prevailing understanding of the characteristics associated 

with offline and online training surrogate models.  
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APPENDIX A. Energy consumption for water desalination by reverse-

osmosis. 

As reverse osmosis (RO) is the most popular technique for desalinating brackish water 

and seawater in coastal groundwater management (Abd-Elhamid & Javadi, 2011; Hussain et 

al., 2019) it is the method considered in this work to treat groundwater whose salt concentration 

exceeds accepted potability standards. The specific (per unit mass) energy consumption for 

desalination  𝑆𝐸𝐶 [L2T-2] by RO is estimated as (Stillwell & Webber, 2016): 

𝑆𝐸𝐶(𝐶) =
𝑅∙𝑇𝑠

𝑀𝑤
∙ {

𝑥𝑠F−𝑥𝑠P

𝑥𝑠B−𝑥𝑠F
∙ [𝑥𝑠B ∙ ln (

𝑥𝑠B

𝑥𝑠F
) + 𝑥𝑤B ∙ ln (

𝑥𝑤B

𝑥𝑤F
)] + [𝑥𝑠P ∙ ln (

𝑥𝑠P

𝑥𝑠F
) + 𝑥𝑤P ∙ ln (

𝑥𝑤P

𝑥𝑤F
)]}  

(A1) 

where R is the universal gas constant, 𝑇𝑠 is the saturation absolute temperature [K], and 𝑀𝑤 is 

the water molecular weight [e.g., M/mole]. The symbols x represents mole fractions [/], with 

the subscripts “s” and “w” referring to salt and water, respectively. The subscript F indicates 

the “feed”, that is, the water abstracted that undergoes desalination; the subscript P stands for 

“permeate”, that is, the water distributed to users after desalination; and the subscript B denotes 

“brine”, that is, the by-product high salinity water produced by RO, which is typically disposed.  

The salt mole fraction of the feed, 𝑥𝑠F, can be calculated from the feed water concentration 

𝐶 as (Avlonitis et al., 2012): 

𝑥𝑠F =
𝐶 𝑀𝑠⁄

𝐶 𝑀𝑠+[𝜌𝑤(𝐶)−𝐶] 𝑀𝑤⁄⁄
                                              (A2) 

where 𝑀𝑠 is the salt molecular weight [M/mole]. The water mole fraction of the feed 𝑥𝑤F is:  

𝑥𝑤F = 1 − 𝑥𝑠F                                                               (A3) 

The mole fractions of the permeate, 𝑥𝑠P  and 𝑥𝑤P , are obtained using Equations A2-A3 

with 𝐶 equal to the target concentration 𝐶𝑑 in the permeate, assumed to be 1.0 g/l. Likewise, 

the mole fractions for the brine, 𝑥𝑠B and 𝑥𝑤B, are calculated using Equations A2-A3, with 𝐶 

equal to the brine concentration 𝐶𝑏, whose value varies depending on the adopted desalination 

system. If this is designed to provide a fixed recovery ratio 𝑟 between the flow rate 𝑄𝑑 sent to 

water users and the feed flow rate 𝑄 (𝑟 = 𝑄𝑑/𝑄 ), then the brine mole fractions can be derived 

by combining the mass balance equations of water and salt for the treatment plant (Avlonitis et 

al., 2012): 

𝑥sB =
𝑥𝑠F−𝑟𝑥𝑠P

1−𝑟
                                                           (A4) 

 𝑥wB =
1−𝑥𝑠F−𝑟𝑥𝑤P

1−𝑟
                                                       (A5) 

The resulting brine concentration can then be calculated as: 
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𝐶𝑏 =
1

1−𝑟
∙ 𝐶 −

𝑟

1−𝑟
∙ 𝐶𝑑                                                (A6) 

Equation A6 shows that 𝐶𝑏 may result in excessively large for high recovery ratios (e.g., r > 

0.8) and large feed concentrations 𝐶 , which ultimately leads to cost-ineffective energy 

consumption (Squire, 2000). On the other hand, if the feed concentrations 𝐶 is slightly above 

the target 𝐶𝑑, large quantities of brine with relatively low concentration are discarded, which 

may result in cost-ineffective as well. 

If the desalination system is designed to achieve a fixed brine concentration 𝐶𝑏, Equations 

A2-A3 with 𝐶 =𝐶𝑏  are still valid, but the recovery ratio 𝑟  results in a function of the feed 

concentrations 𝐶, which is obtained from Equation A6 as:  

𝑟 =
𝐶𝑏−𝐶

𝐶𝑏−𝐶𝑑
                                                               (A7) 

In this work, we adopt the latter approach, and select a fixed brine concentration value  𝐶𝑏 of 

150.0 g/l (Ahunbay, 2019; Azerrad et al., 2019). For  𝐶𝑑 = 1 g/l, and 𝐶 ranging from 1 to 35 

g/l, r values vary between 0.77 and 1 (Equation A7). 

APPENDIX B. Predicting management objective and constraint values for 

each Monte Carlo run. 

For each Monte Carlo run, expressions for calculating predicted values of 𝑓OC, 𝑄p, ∆𝑠 and 

∆𝑆𝑀 under the i-th pumping candidate, are given by: 

𝑓OC,𝑖 = 10(𝜇OC,𝑖+𝑧OC∙𝜎OC,𝑖)                                                  (B1) 

�̃�p,𝑖 = 𝑄 (1 + 10−𝜇p,𝑖+𝑧p∙𝜎p,𝑖)⁄                                         (B2) 

∆�̃�𝑖 = 10(𝜇∆𝑠𝑖
+𝑧∆𝑠∙𝜎∆𝑠𝑖

)
                                                (B3) 

∆𝑆�̃�𝑖 = 10(𝜇∆𝑆𝑀𝑖
+𝑧∆𝑆𝑀∙𝜎∆𝑆𝑀𝑖

) − 1                                      (B4) 

𝜇OC,𝑖 , 𝜇p,𝑖 , 𝜇∆𝑠𝑖
  and 𝜇∆𝑆𝑀𝑖

  are respectively the expected values of 𝑓OC , 𝑄p , ∆𝑠  and ∆𝑆𝑀 

under the pumping scheme i, while 𝜎OC,𝑖 , 𝜎p,𝑖 , 𝜎∆𝑠𝑖
  and 𝜎∆𝑆𝑀𝑖

  are respectively the standard 

deviations of predicted 𝑓OC, 𝑄p, ∆𝑠 and ∆𝑆𝑀 at this input vector, all of which are provided by 

the GP models. 𝑧OC, 𝑧p, 𝑧∆𝑠 and 𝑧∆𝑆𝑀 are the random variables following the standard normal 

distribution, interpreted as a measure of uncertainty, quantifying the deviation of the estimate 

from the expected value. As both 𝑓OC and 𝑄p are functions of pumping intensities, while ∆𝑠, 

and ∆𝑆𝑀 are used to quantify the SWI extent, it is believed that 𝑓OC and 𝑄p, ∆𝑠 and ∆𝑆𝑀 have 

certain correlations, indicating the values of 𝑧OC , 𝑧p , 𝑧∆𝑠  and 𝑧∆𝑆𝑀  cannot be determined 

independently at each run and should consider the corresponding correlations. Generating 
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values of 𝑧OC , 𝑧p , 𝑧∆𝑠  and 𝑧∆𝑆𝑀  with considering the correlation can refer to the following 

general equations. 

Given the correlation coefficient between two random variables, X and Y, data on them 

can be obtained by the following equations. 

𝑋 = 𝑍1                                                                       (B5) 

𝑌 = 𝜗𝑍1 + √1 − 𝜗2𝑍2                                              (B6) 

where 𝑍1  and 𝑍2  are two independent random variables, both of which follow the normal 

standard distribution. 𝜗 is the correlation coefficient between X and Y, and 𝜗 ∈ [−1,1]. 

Values of 𝑧OC , 𝑧P , 𝑧∆𝑠  and 𝑧∆𝑆𝑀  in Equations B1-B4 can be determined by the above 

equations, and correlation coefficients between them are calculated by the training data. 
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Abstract 

Computational burden, resulting from intensive executions of simulators during optimisation, 

often hinders the application of the simulation-optimisation (SO) method for deriving optimal 

pumping schemes in coastal groundwater management and impedes conducting sensitivity 

analysis of optimal pumping strategies to management constraints. For quickly identifying 

optimal pumping strategies under various constraints, this study develops an efficient 

framework, where adopting a lower-resolution simulator generates data to build surrogate 

models with a novel offline training algorithm and then applying the full enumeration method 

to determine optimal solutions according to the surrogate predictions. Traditional offline 

training approach involves developing surrogates before optimisation, often using training 

datasets that cover the input space either uniformly or randomly, which can prove inefficient 

due to potential oversampling of low-gradient areas and under-sampling of high-gradient areas. 

This study proposes an iterative search algorithm that efficiently selects training points by first 

scoring each unknown point based on its distance to the closest training point and the gradient 

of the surrogate estimate and then choosing the input candidate with the maximum score as the 

next sampling point. The proposed surrogate-based optimisation framework is applied to solve 

a two-objective groundwater management problem formulated on a three-dimensional island 

aquifer, using hydrogeological conditions observed on San Salvador Island (Bahamas). 

Gaussian Process (GP) techniques are employed to construct model surrogates, predicting 

management objectives and constraint values, alongside quantifying associated uncertainties. 

By conducting repeated Monte Carlo simulations using these GP models, it becomes possible 

to ascertain the probability of Pareto-optimality for each pumping scheme. Derived optimal 

pumping schemes are characterized by the Pareto-optimal probabilities and validated by the 

higher-resolution simulator. Results indicate that the proposed surrogate-based multi-objective 

optimisation framework can efficiently provide trustable optimal pumping schemes and be 

used to analyse the sensitivity of optimal groundwater supply cost to the constraints. 

mailto:wyu18@sheffield.ac.uk
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1 Introduction  
Seawater intrusion (SWI), a global environmental issue, is a phenomenon of subsurface 

freshwater-seawater interface migrating landward and the subsequent salinization of coastal 

aquifers. It is widely acknowledged that SWI is driven by excessive groundwater extraction 

and climate change, which result in the recession in the hydraulic gradient between seaward-

discharging freshwater and landward-moving seawater (Kishi & Fukuo, 1977). The adverse 

effects of SWI are serious, contaminating coastal aquifer ecosystems and endangering access 

to subsurface freshwater for coastal communities (Jasechko et al., 2020; Agoubi, 2021). 

Particularly, SWI poses a serious threat to island subsurface freshwater resources, which are in 

the shape of a freshwater lens floating above seawater due to the density difference (Morgan 

& Werner, 2014; Vandenbohede et al., 2014). For the small-area or very-low-elevation islands, 

the greatest thickness of the freshwater lens is usually only a few meters (Gingerich et al., 2017), 

and thus the freshwater body within the lens is vulnerable to being polluted by SWI. To meet 

local water demand and subsurface environment protection simultaneously, coastal 

groundwater pumping optimisation has increasingly become a widely accepted strategy for 

sustainable groundwater use. Deriving optimal pumping schemes for keeping a balance 

between conflicting objectives usually depends on the SO method.  

Figure 1 shows the flow chart for generally implementing the SO framework to solve 

optimisation problems. In the SO system, OA is responsible for solving the optimisation 

problem, exploring the input space to identify multiple potentially optimal DVs, and these 

searched DVs are used as inputs for the SM to generate corresponding SVs. These DVs and 

SVs form pairs of data that feed the OA. Subsequently, guided by feedback from the simulation 

results, the OA decides how to adjust the DVs toward better solutions. Upon convergence, the 

OA returns a set of DVs, considered the optimal solutions to the management problem. 

 

Figure 1. Flow chart for generally implementing the SO framework to solve 

optimisation problems. OF and CS are respectively the objectives and constraints, functions 

of DVs and SVs. DVs and SVs represent decision variables and state variables, respectively. 

OA denotes the optimisation algorithm, while SM represents the simulation model. 
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In coastal groundwater management, popular variable-density groundwater simulation 

models include SEAWAT (Kourakos & Mantoglou, 2013), HydroGeoSphere (Christelis et al., 

2019) and SUTRA (Ketabchi & Ataie-Ashtiani, 2015a, b). Compared with the full enumeration 

method, the SO method largely reduces the required number of SWI simulations during the 

optimisation, saving computational costs remarkably. Over the past decades, the SO method 

has been successfully applied in multi-objective coastal aquifer management problems 

(Kourakos & Mantoglou, 2011; Javadi et al., 2015; Wang et al., 2022).  

The fact is that the computational advantage of the SO method usually weakens or 

disappears in practical applications, attributed to the characteristic of the SO method, requiring 

repeated calls of SWI simulators. When the times of calling simulation model are numerous 

or/and each call is time-consuming, employing that to determine optimal pumping schemes 

certainly turns into computationally intractable. To mitigate the computational burden arising 

from time-consuming SWI simulations, some strategies are adopted, such as employing the 

analytical solution approach to simulate SWI (Ketabchi & Ataie-Ashtiani, 2015a; Jamal et al., 

2022), SWI simulation model developed based on the sharp-interface assumption (Coulon et 

al., 2022; Dey & Prakash, 2020), developing SWI simulation models with the coarse resolution 

(Ketabchi & Ataie-Ashtiani, 2015b; Yang et al., 2021), or conducting the parallel computing 

strategy that uses multiple processors or computers working in parallel to simulate aquifer 

response under the pumping (Mostafaei-Avandari & Ketabchi, 2020; Yin et al., 2020).  

However, computational challenges persist when applying the SO method to solve 

groundwater pumping optimisation problems formulated in the three-dimensional (3D) coastal 

aquifers, despite those mitigation measures taken. Both Kourakos & Mantoglou (2015) and 

Zekri et al. (2015) adopted the SO method, where SWI simulators are built using the sharp-

interface assumption, to solve coastal groundwater management problems formulated in the 

3D aquifer. In these two studies, 3D simulators respectively composed of 576,925 and 475,404 

grids and management problems respectively with 41 and 48 DVs, the computing time required 

for identifying optimal pumping schemes are respectively 548 hours and 28 days. In the study 

of Song et al. (2018), although they used the coarse resolution to discretize a 3D coastal aquifer 

model, each grid with an area of 0.04 km2, solving a two-objective pumping optimisation 

problem with 18 DVs costed them 332 hours when they employed the SO method. To solve a 

coastal groundwater management problem with 64 DVs, Mostafaei-Avandari & Ketabchi 

(2020) adopted the parallel computing strategy along with a lower-resolution 3D SWI 

simulation model, a large-scale study area with around 700 km2 discretized by 48,400 meshes, 

to implement the SO method, and they spent nearly 461 hours deriving optimal solutions. 
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Likewise, Yin et al. (2020) applied the SO method to solve a three-objective pumping 

optimisation problem with 6 to 10 DVs by employing the parallel computing strategy and 

creating the 3D SWI simulator based on the sharp-interface assumption. They, at last, spent 

around 60 hours obtaining optimal pumping schemes, as the SWI simulator comprises 808,078 

grids, leading to each call of simulation consuming considerable time. Overall, 3D aquifer 

models usually comprise hundreds of thousands of grids, causing much time consumed in 

running SWI simulations and hindering the applications of the SO method. When the 

groundwater management problems formulated on the 3D aquifer are with dozens of DVs, 

applying the SO method to derive optimal pumping schemes is further time-consuming and 

may just be theoretically viable (Han et al., 2021; Yin et al., 2022). 

Currently, a popular strategy to mitigate the computational time required for implementing 

the SO method in coastal groundwater management is to replace computationally expensive 

SWI simulators with data-driven surrogate models. Surrogate models are built by training data 

generated from the original simulators, and then provide statistically approximated 

relationships between input and output variables. Upon completing surrogate model 

development, they can substitute the SWI simulators to link with OA, immediately offering 

values of required state variables or objective and constraint estimates when the pumping 

pattern is given, thereby saving computational costs. This type of surrogate model finishing 

training before the optimisation is usually known as the offline-trained surrogate model 

(Papadopoulou et al., 2010). Figure 2 presents a flow chart for generally implementing the 

surrogate-based simulation-optimisation (SSO) framework to solve optimisation problems, 

where surrogate models are responsible for predicting management objectives and constraint 

values. In some cases, assisted by the surrogate modelling technique, savings in runtime can 

be nearly up to 100% by the SSO method compared to employing the SO method (Al-

Maktoumi et al., 2021; Fan et al., 2020; Rajabi & Ketabchi, 2017; Ranjbar & Mahjouri, 2020; 

Yin et al., 2022), exhibiting a noticeable improvement in computing efficiency. Their 

capabilities in providing accurate and reliable SWI extent estimates given the pumping pattern 

and in deriving trustable optimal pumping solutions are validated in many publications (Fan et 

al., 2020; Yin et al., 2022). 

 
Figure 2. Flow chart for generally applying the SSO framework to solve optimisation 

problems. 
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Traditionally, offline training surrogate models depend on fitting a set of training samples 

at one time, and to ensure the global accuracy of surrogate model estimates, these training 

points cover the entire input space either uniformly or randomly (Fan et al., 2020; Han et al., 

2021). However, since groundwater management objectives and SWI constraints are nonlinear, 

this traditional training approach can prove inefficient due to the potential oversampling of 

low-gradient areas and under-sampling of high-gradient areas. Therefore, to acquire reliable 

model estimates, surrogate models built by traditional offline training tend to consume more 

training samples than necessary, causing a certain proportion of the computational costs to be 

wasted. In the studies of Rajabi & Ketabchi (2017), Ranjbar & Mahjouri (2020) and Al-

Maktoumi et al. (2021), offline-trained surrogate models consumed training samples that are 

hundreds of times the number of decision variables, indicating that there is a need to design an 

efficient algorithm for offline training surrogate models in coastal groundwater management. 

Another challenge of employing surrogate models is the uncertainties in results, as 

surrogate model development only depends on finite training data from full-scale models 

(Sreekanth & Datta, 2011; Yin et al., 2022). The widely accepted way to deal with this 

challenge is to adopt the ensemble of surrogate models. In the ensemble approach, final 

predictions in SWI extent under the pumping are obtained by integrating estimates of multiple 

surrogate models, such as through weighted averaging (Roy & Datta, 2019; Han et al., 2020). 

The surrogate models involved in the ensemble approach can be either the diverse types of 

surrogate functions (Christelis et al., 2019; Yin et al., 2022) or a single surrogate function built 

multiple times using different realizations of training data (Sreekanth & Datta, 2011). 

Undoubtedly, building an ensemble of surrogate models, whether by training a single surrogate 

model using multiple groups of training samples or incorporating different types of surrogate 

models, inevitably increases the computational load. 

Given the numerous cells involved within 3D aquifer models, using the SO method for 

solving pumping optimisation formulated on 3D coastal aquifers often requires huge 

computational costs, despite efforts to reduce SWI simulation runtime. Applying the SSO 

framework is a feasible option, where SWI simulators are replaced by the offline-trained 

surrogate models, but there exist unignorable challenges, including inefficient sampling of 

traditional offline-trained surrogate models and uncertainties in surrogate predictions. In view 

of that, this study develops an efficient SSO framework for groundwater management 

formulated on the 3D island aquifers. This framework adopts lower-resolution variable-density 

SWI simulations to generate training data and introduces a novel iterative search algorithm for 

building offline-trained surrogates, selecting the input candidate with the highest scores at each 
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iteration as a new sampling point. The score of every unknown point is calculated based on its 

distance to the closest training point and the gradient of the surrogate estimate. In this work, 

the GP modelling technique is adopted to construct surrogate models, predicting management 

objectives and constraint values given pumping patterns, and the full enumeration method is 

applied to identify optimal pumping schemes according to GP model predictions. 

Compared with other surrogate modelling techniques, GP models can return both expected 

values and standard deviations at the unknown points, being able to quantify the uncertainties 

in the estimates. The set of non-dominated solutions in a multi-objective optimisation problem 

is usually termed the Pareto front. A probabilistic Pareto front can be obtained through repeated 

stochastic (Monte Carlo) running of GP models, which are computationally viable and efficient 

because of the inexpensiveness of the GP models. The average probability of Pareto-optimality 

is used to determine the optimal training sample size, after which further increases in the 

training data size do not noticeably enhance the average probability of Pareto-optimality. The 

robustness of optimal solutions obtained through the proposed SSO framework is assessed 

using a high-resolution groundwater simulator. After validation, the proposed SSO method is 

employed to analyse the effects of constraint conditions on optimal pumping schemes. 

This study focuses on a simplified 3D island aquifer created by hydrogeological conditions 

observed in San Salvador Island (Bahamas) and formulates a two-objective pumping 

optimisation problem. The optimisation problem aims at minimizing the groundwater supply 

operation cost associated with the pumping and desalination treatment and maximizing the 

amount of qualified groundwater delivered to the communities, subject to constraints on SWI 

control, as quantified by the water table drawdown over the well system (∆𝑠) and the salt mass 

increase in the aquifer (∆𝑆𝑀).  

This paper is organized as follows. The next section presents the simulation model for 

SWI, the management problem formulation, GP model development, proposed offline-trained 

GP model-based optimisation system.  Results and their discussion are provided in the 

following section. The last section summarizes the conclusions drawn from the investigation. 

2 Methodology  
The goal of this study is to investigate the optimal pumping schemes of a two-objective 

island groundwater management through the proposed efficient SSO framework, using the San 

Salvador Island aquifer as a case study. San Salvador Island is located within the Bahamian 

Archipelago (Figure 3), about 600 km east-southeast of Miami, and sits on a small, isolated 

carbonate platform (Ho et al., 2014; McGee et al., 2010). The island is about 20 km long north-



4.8 
 

to-south and has an average width west-to-east of approximately 8 km (Martin & Moore, 2008). 

The topography is dominated by consolidated carbonate dune ridges, with elevations between 

10 and 20 meters above sea level (Davis & Johnson, 1989). Characterized by a subtropical 

climate, San Salvador Island has an annual temperature ranging between 22 and 28 ℃ (McGee 

et al., 2010) and annual precipitation and potential evaporation of 1000-1250 mm/yr and 1250-

1375 mm/yr, respectively (Moore, 2009). 

 
Figure 3. Location map of San Salvador Island (Moore, 2009). The dark grey and the 

light grey areas represent land and surface water, respectively. 

2.1 Numerical simulation of SWI in the San Salvador Island aquifer 
This work applies the SEAWAT model to simulate the SWI process in the island aquifer. 

SEAWAT couples the groundwater flow model MODFLOW and the solute transport model 

MT3DMS to solve the variable-density flow equations using a finite-difference numerical 

approach (Langevin et al., 2008; Kourakos & Mantoglou, 2013; Yao et al., 2019). Since the 

SEAWAT groundwater model can account for water density variations that depend on salt 

concentration, it is well-suited for simulating flow in aquifers characterized by freshwater-

seawater interactions. 

In the investigation of the island groundwater abstraction management, a simplified 3D 

model is adopted. Figure 4 shows a conceptualization of the aquifer domain. This island model 

is constructed as a regular cuboid, with a length of 20,000 m (X-axis), a width of 8,000 m (Y-

axis), and a height of 480 m (Z-axis), as shown in Figure 4a. The elevation of the model top is 

7.5 m while that of the model bottom is -472.5 m. Since island subsurface freshwater resources 

are stored in the upper aquifer and exhibit in the shape of the lens, in the dimension of Z, the 

upper aquifer is discretized with finer resolution than the lower aquifer to ensure simulation 
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efficiency and accuracy. Herein, the thickness of the top twelve layers and bottom three layers 

are 15 m and 100 m, respectively. A coarse resolution (200 m × 200 m) in the horizontal is 

selected to create the variable-density groundwater simulation model. A detailed description of 

the choice of grid resolution in the horizontal is presented in the Supporting Information - 

Appendix A.  

(a)

 

(b)  

 

 

Figure 4. (a) A conceptualization of the whole island aquifer domain. (b) One-quarter of 

the SEAWAT model domain. Shadow areas with blue represent a no-flow boundary. 

A no-flow boundary is prescribed at the model bottom. The model top is a specified flux 

boundary, reflecting the aquifer recharge from precipitation, which is assumed to be 0.2 m per 

year (Gulley et al., 2016). At the surrounding boundaries, a constant head of 0.0 m is prescribed 

over the water column, which represents the sea level (at the datum). At the same boundaries, 

a constant concentration of 35.0 g/L is imposed, which represents the salt content in seawater. 

To model SWI effects from groundwater abstraction at a steady state, the flow and solute 

transport are simulated as transient state processes with a sufficiently large period of constant 

groundwater pumping. A “baseline” scenario is first developed to simulate the island 

freshwater lens under steady-state conditions of natural groundwater recharge from 

precipitation only. This serves as the initial condition to model the aquifer freshwater 

distribution under various scenarios of groundwater pumping.  The pumping system consists 

of five wells, where one well is located at the island centre with pumping rate 𝑄1 while the 

remaining four wells are symmetrically positioned relative to this central well and with the 

same pumping rate 𝑄2(Figure 4a). Each pumping well is represented a point sink located within 

the aquifer. To enhance computational efficiency, pumping simulations are conducted within 

one-quarter of the SEAWAT model domain, capitalizing on the symmetry of both well 

distribution and the model domain (Figure 4b). For the simulations involving groundwater 
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pumping, SEAWAT is run until a steady state is reached, depending on the simulated pumping 

scheme. Correspondingly, the required CPU time for each simulation is around several minutes. 

Table 1 provides a list of the relevant parameters adopted in the simulation model introduced 

above. These parameters are drawn from published works (Gulley et al., 2016; Holding & Allen, 

2015) that have used San Salvador Island or nearby island aquifers as test cases. 

Table 1. Model Parameters Used for SWI Simulation in the San Salvador Island Aquifer 

Model Component Parameters Units Values  

Groundwater Flow 

Aquifer recharge (RCH) m/year 0.2 

Effective porosity \ 0.15 

Specific elastic storage m-1 1.0×10-5 

Specific yield \ 0.15 

Horizontal hydraulic conductivity 

(HK) 
m/day 50.0 

HK transversal anisotropy ratio \ 1.0 

HK vertical anisotropy ratio \ 1.0 

Solute Transport  

Longitudinal dispersivity m 1.0 

Transversal dispersivity m 0.1 

Vertical dispersivity m 0.01 

Molecular diffusion coefficient m2/s 1.0×10-9 

Aquifer recharge concentration g/l 0 

Density 

dependence 

Freshwater density kg/m3 1000 

Seawater density kg/m3 1025 

Density/concentration slopea \ 0.7143 
a The water density 𝜌𝑤 [kg/m3] varies linearly with the salt concentration 𝐶 [kg/m3] 

through the equation 𝜌𝑤 = 1000 + 0.7143 ∙ 𝐶. 

2.2 Formulation of groundwater management problem 
Managing fragile freshwater resources in the island aquifers is to identify cost-optimal 

pumping strategies, keeping a balance between the financial cost of groundwater supply and 

the volume of qualified groundwater supplied to the water network while mitigating SWI 

resulting from aquifer pumping. In this work, those tradeoffs are investigated through the 

formulation of a two-objective optimisation framework, which aims at minimizing the 

groundwater supply operation cost associated with pumping and desalination and maximizing 

the amount of qualified groundwater delivered to local communities, subject to ∆𝑠 and ∆𝑆𝑀.  

As shown in Figure 4b, there are two types of wells placed in the study region to abstract 

groundwater. One well is located at the island centre and the other well is uncertain in location. 
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For the central well, it is characterized by two DVs, using 𝐷1 and 𝑄1 4⁄ . For the second well, 

defined by four DVs, including 𝑋2, 𝑌2, 𝐷2 and 𝑄2. 𝐷1 [L] and 𝑄1 4⁄  [L3T-1] are the depth at 

which pumping occurs and the pumping intensity for the well located at the island centre, 

respectively. 𝑋2  [L] and 𝑌2  [L] are respectively the distances of the unfixed wells from the 

vertical and horizontal shorelines, while 𝐷2 [L] and 𝑄2 [L3T-1] are the depth at which pumping 

occurs and the pumping intensity for this well system, respectively. In total, there are six 

decision variables, denoted as (𝐷1, 𝑄1 4⁄ , 𝑋2, 𝑌2, 𝐷2, 𝑄2). 

The first management objective is to lower the operation cost resulting from pumping 

activities as much as possible, defined as: 

Minimize                𝑓OC = 𝑓𝑝 + 𝑓𝑡                                                           (1) 

where 𝑓OC [$T-1] is the management cost of the pumping scheme. In this study, 𝑓OC accounts 

for two main parts: the pumping operation cost 𝑓p [$T-1], and the treatment operation cost 𝑓t 

[$T-1]. The former is the cost of energy utilization for lifting groundwater to the ground surface, 

whereas the latter is the cost of desalination by reverse osmosis, which is needed when the salt 

concentration in water exceeds 1.0 g/L, in accordance with World Health Organization 

guidelines for drinking water (Yao et al., 2019). 𝑓𝑝 is calculate by the following equation, 

𝑓p = 4 × (𝑓p,1(𝑄1 4⁄ , ℎ1, 𝐶1) + 𝑓p,2(𝑄2, ℎ2, 𝐶2))                     (2) 

where total pump cost 𝑓p [$T-1] is four times the sum of the pump cost at the central well 𝑓p,1 

[$T-1] and the pump cost at the movable well 𝑓p,2 [$T-1]. Pump cost is a function of 𝑄, ℎ and 

𝐶. 𝑄 [L3T-1] is the pumping rate at the well, while ℎ [L] and 𝐶 [ML-3] are state variables at the 

well, which represent the hydraulic head at the well screen and the salt concentration in the 

extracted water, respectively. Both h and C are functions of the DVs. Pump cost 𝑓pc(𝑄, ℎ, 𝐶) is 

expressed as (Mayer et al., 2002): 

   𝑓pc(𝑄, ℎ, 𝐶) = 𝜌𝑤(𝐶) ∙ g ∙ (𝑧gs − ℎ) ∙ 𝑄 ∙ 𝑐e                          (3) 

where 𝜌𝑤 is the water density, which depends on the salt concentration 𝐶 (Table 1), g denotes 

gravitational acceleration [LT-2], and 𝑧gs represents the ground surface elevation [L], set equal 

to 15.0 m. The coefficient 𝑐e represents the unit energy cost [$M-1L-2T2], assumed equal to 

0.1848 $/kWh. Calculating 𝑓p,1  and 𝑓p,2  refers to Equation 3. The treatment cost, 𝑓𝑡 , is 

estimated as (Avlonitis et al., 2012): 

𝑓t(𝑄f, 𝐶f) = 𝜌𝑤(𝐶f) ∙ 𝑆𝐸𝐶(𝐶f) ∙ 𝑄f ∙ 𝑐e                                    (4) 

where 𝑄f [L
3T-1] represents the total volume of groundwater feed to the desalination system, 

equal to (𝑄1 + 4𝑄2), and 𝑆𝐸𝐶 [L2T-2] is the specific (per unit mass) energy consumption for 
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water desalination (Stillwell & Webber, 2016), which depends on the salt concentration of feed 

water 𝐶f. A detailed description of 𝑆𝐸𝐶 is presented in the Supporting Information - Appendix 

B. 𝐶f can be obtained by the following equation,  

𝐶f =
𝑄1∙𝐶1+4𝑄2∙𝐶2

𝑄1+4𝑄2
                                                    (5) 

The second management objective is to maximize the amount of qualified groundwater 

sent to the local communities, formulated as: 

Maximize               𝑄p = 𝑟(𝐶f, 𝐶b, 𝐶d) ∙ 𝑄f                                               (6) 

where 𝑄p represents the ultimate amount of water from the pumping system delivered to the 

water network [L3T-1]. It is the amount of water after the desalination when extracted 

groundwater concentration is larger than 1.0 g/L. Otherwise, 𝑄p  is identical to the total 

pumping intensity (𝑄1 + 4𝑄2). 𝑟 is the recovery ratio and it is equal to 1 when 𝐶 is less than 

1.0 g/L, depending on 𝐶f, 𝐶band 𝐶d. 𝐶b is the resulting brine concentration, and 𝐶d is the target 

concentration in the permeate, assumed to be 1.0 g/L. The relationship between 𝐶f, 𝐶b, 𝐶d and 

𝑟 is elucidated in the Supporting Information - Appendix B. 

The formulation of the island groundwater management problem is completed by two 

groups of constraints. The first group sets the range of variability of the DVs (𝐷1, 𝑄1 4⁄ , 𝑋2, 

𝑌2, 𝐷2, 𝑄2). The pumping depths 𝐷1, 𝐷2, pumping rates 𝑄1, 𝑄2, and the unfixed well location 

𝑋2, 𝑌2 are subject to the following inequalities: 

𝐷min ≤ 𝐷1, 𝐷2 ≤ 𝐷max                                                   (7) 

𝑄min ≤ 𝑄1, 𝑄2 ≤ 𝑄max                                                   (8) 

𝑋min ≤ 𝑋2 ≤ 𝑋max                                                       (9) 

𝑌min ≤ 𝑌2 ≤ 𝑌max                                                      (10) 

where 𝐷min and 𝐷max  are the absolute depths below the groundwater surface, defined as 15 m 

and 120 m, respectively. Pumping rate limits on the well depend on the groundwater demand, 

which may be estimated based on the population density and the per capita water consumption. 

Herein, 𝑄min is set to 0 and 𝑄max is set to 350 m3/day according to Crouch et al. (2021). As the 

well should be situated inside the modelling region (Figure 4b), 𝑋min and 𝑋max are identical to 

0 and 10,000 m, while 𝑌min and 𝑌max are equal to 0 and 4,000 m. Herein, 𝐷1, 𝐷2, 𝑄1, 𝑄2, 𝑋2 

and 𝑌2 have 8, 8, 8, 8, 10 and 4 candidate values, respectively. Therefore, this management 

problem has a total of 163,840 candidate pumping patterns.  

A second group of constraints is considered to minimize the extent of the SWI, thus 

addressing the environmental sustainability of groundwater abstraction. SWI is quantified by 
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two indicators: the hydraulic head drawdown scaled to the water table elevation over the 

pumping system, and the increase in aquifer salt mass.  

The drawdown at the pumping well is subject to the following constraint: 

∆𝑠𝑖 ≤ ∆𝑠max   (𝑖 = 1, 2)                                    (11) 

where ∆𝑠𝑖 is the drawdown at the i-th pumping well, calculated as the percentage of water table 

drawdown at the well location with respect to the original water table level, and ∆𝑠max is the 

maximum allowed value for ∆𝑠𝑖. The equation for calculating ∆𝑠𝑖 given by: 

∆𝑠𝑖 =
𝐻𝑖,0−𝐻𝑖

𝐻𝑖,0
≤ ∆𝑠max                                   (12) 

where 𝐻𝑖,0 is the water table level over the i-th pumping system prior to pumping (baseline 

scenario), and 𝐻𝑖 is the corresponding steady-state water table level during pumping, which 

depends on the DVs set.  

The aquifer salt mass increase is subject to the inequality: 

∆𝑆𝑀 ≤ ∆𝑆𝑀max                                                    (13) 

where ∆𝑆𝑀 is the percentage of salt mass increase in the aquifer, given by: 

∆𝑆𝑀 =
𝑆𝑀−𝑆𝑀0

𝑆𝑀0
 ≤ ∆𝑆𝑀max                                 (14) 

where 𝑆𝑀0 is the total salt mass in the aquifer prior to pumping and 𝑆𝑀 is the total salt mass 

at steady state during pumping. ∆𝑆𝑀max is the maximum allowed value for ∆𝑆𝑀. 𝑆𝑀 values 

are calculated by integrating the salt concentration multiplied by the pore volume over all 

model grid cells.  

2.3 GP model development 
GP models are non-parametric models, allowing for the modelling of complex 

relationships without imposing specific functional forms on the data, indicating the GP model 

is advantageous in treating the nonlinear process with high efficiency (Redouane et al., 2019). 

As a type of Bayesian surrogate, the GP model provides the posterior predictive distributions 

for all points across the input space rather than the potentially best-fit values (Kopsiaftis et al., 

2019), quantifying the epistemic uncertainties incurred by the finite training data. In addition, 

GP models can handle multi-dimensional problems and incorporate prior knowledge about the 

underlying system. Inspired by these advantages, the GP modelling technique is chosen to 

substitute the variable-density SEAWAT model in this study. 

A GP is a collection of random variables, any finite number of which have a joint Gaussian 

distribution (Rasmussen & Williams, 2006). Such a GP is treated as a distribution over a space 

of continuous functions, fully specified by a mean function 𝑚(𝒙) and a covariance function 
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𝑘(𝒙, 𝒙′). A sample from Gaussian processes is a function with its values at any location being 

distributed according to a Gaussian distribution (Cui et al., 2021). Let 𝑓(𝒙)  represents an 

output variable of interest, 

𝑓(𝒙) ~ 𝑔𝑝(𝑚(𝒙), 𝑘(𝒙, 𝒙′))                                                (15) 

where x∈ 𝑅𝑑 is a d-dimensional input vector. 𝑚(𝒙), the expected value of the latent function 

at the point, and 𝑘(𝒙, 𝒙′), also known as the kernel function, are the prior beliefs about the 

latent function.  

In a Bayesian framework, the prior beliefs can be updated to a posterior distribution over 

the latent function that represents the output variables of interest by the observed training 

samples. The obtained posterior distribution offer predictions across the defined input space. 

Therefore, to apply a GP model, in general, there are mainly five steps, including 1) define a 

set of input points; 2) run the original simulation model by the specified input points, creating 

the input-output training dataset; 3) select appropriate mean and covariance functions; 4) 

update prior beliefs through training on the input-output dataset; 5) generate predictions for 

any unobserved point over the input space.  

Let 𝑿𝑁 = [𝒙1, 𝒙2, … , 𝒙𝑁]T  and 𝒀𝑁 = [𝒚1, 𝒚2, … , 𝒚𝑁]T  represent the set of training input 

and output data. The training set is denoted as the pair 𝒟 = {𝑿𝑁 , 𝒀𝑁}. The prediction 𝑦∗ for the 

new input vector 𝒙∗ and 𝒀𝑁 have a joint Gaussian distribution, given by: 

[
𝒀𝑁

𝑦∗
] ~𝒩 ([

𝝁𝑁

𝜇∗
] , [

𝑲 + 𝜎𝑛
2𝑰 𝒌(𝒙∗)

𝒌T(𝒙∗) 𝜅(𝒙∗) + 𝜎𝑛
2])                               (16) 

where 𝝁𝑁 = [𝑚(𝒙1), … , 𝑚(𝒙𝑁)]T , 𝜇∗ = 𝑚(𝒙∗) . 𝑲  is a 𝑁 × 𝑁  matrix, where the (i, j)-th 

(𝑖, 𝑗 = 1,2, … , 𝑁) entry of 𝑲 is given by 𝑘(𝒙𝑖, 𝒙𝑗). 𝜎𝑛
2 is the variance of random noise, and 𝑰 is 

a 𝑁 × 𝑁  unit matrix. 𝒌(𝒙∗) = [𝑘(𝒙1, 𝒙∗), 𝑘(𝒙2, 𝒙∗), … , 𝑘(𝒙𝑁 , 𝒙∗)]T  is the 𝑁 × 1  vector of 

covariances between the 𝑿𝑁  and 𝒙∗ , while 𝜅(𝒙∗) = 𝑘(𝒙∗, 𝒙∗)  is the autocovariance of the 

input data at the prediction point. The posterior distribution of 𝑦∗ conditioned on 𝑿𝑁 and 𝒀𝑁 is 

given by (Rasmussen & Williams, 2006): 

𝑓(𝒙∗)|𝒟 ~ 𝑔𝑝(𝑚𝒟(𝒙∗), 𝑘𝒟(𝒙∗, 𝒙∗
′))                                                (17) 

where  

𝑚𝒟(𝒙∗) = 𝜇∗ + 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1𝒀𝑁                                    (18) 

𝑘𝒟(𝒙∗, 𝒙∗
′) = 𝜅(𝒙∗) − 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛

2𝑰]−1𝒌(𝒙∗)                          (19) 

The term 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1  in Equation 18 can be interpreted as a set of smoothing 

coefficients determining the relative importance of each training point to 𝑦∗ . Equation 19 

demonstrates when the unexplored input point is far away from the training points, the 

correlation between this point and training points is small, lowering 𝒌T(𝒙∗)[𝑲 + 𝜎𝑛
2𝑰]−1𝒌(𝒙∗) 



4.15 
 

and thus increasing predicted variance at this point. Once the mean function and kernel function 

are determined, predictions at any unknown point over the input space can be given by the GP 

model. The mean function usually is set as a constant (Kim 2016; Siade et al., 2020), this study 

assumes it is equal to the average of training data. The kernel function in this work employs 

the commonly used squared exponential covariance function, (Kim 2016; Zhang et al., 2016; 

Cui et al., 2021). More details about GP models can be found in Rasmussen & Williams (2006). 

In this work, five GP models need to be built for substituting SEAWAT simulations during 

the optimisation, respectively predicting values of 𝑓OC , 𝑄P , ∆𝑠1 , ∆𝑠2  and ∆𝑆𝑀  given DVs, 

correspondingly denoted as GPOC, GP𝑄p
, GP∆𝑠1

, GP∆𝑠2
 and GP∆𝑆𝑀. To let the predictions align 

with the realistic, there are some requirements for these GP model predictions, including 1) 

predicted 𝑓OC larger than 0; 2) predicted 𝑄p larger than 0 and no more than total pumping rate 

Q (equal to 𝑄1 + 4𝑄2); 3) predicted ∆𝑠1 and ∆𝑠2 larger than 0; 4) predicted ∆𝑆𝑀 larger than -

1 according to Equation 14, where SM is not equal to or fewer than 0. Regarding the limit on 

predicted 𝑄p, it can be treated that 𝑄p 𝑄⁄ , namely recovery ratio r, should be within the range 

of (0,1], indicating that 1-r should be within [0,1) and obtaining 
1

1−𝑟
 within (1, +∞). Overall, it 

requires positive predictions of 𝑓OC, 
𝑟

1−𝑟
, ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀+1 given by GP models. This study, 

to meet those requirements, first adopts log transformation technique, developing GP models 

to predict log-transformed 𝑓OC , 
𝑟

1−𝑟
 , ∆𝑠1 , ∆𝑠2  and ∆𝑆𝑀 +1 given DVs. Then, applying the 

reverse of the log transformation to get positive predictions of 𝑓OC, 
𝑟

1−𝑟
, ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀+1. 

Table 2 presents a summary of how to build GPOC, GP𝑄p
, GP∆𝑠1

, GP∆𝑠2
 and GP∆𝑆𝑀 to produce 

predictions aligning with the realistic. 

Table 2. Summary of GP Model Development in This Study 

GP 

model 

Requirements for 

GP model 

estimate 

Training of GP models 
Values of objectives and constraints  

given DVs 

Input Output 
Expected 

value 
Confidence interval 

GPOC 𝑓OC > 0 DVs log10𝑓OC 10𝜇OC (10𝜇OC−𝜎OC, 10𝜇OC+𝜎OC) 

GP𝑄p
 

0 < 𝑄P ≤ 𝑄 

(0 < 𝑟 =
𝑄P

𝑄
≤ 1) 

DVs log10

𝑟

1 − 𝑟
 

𝑄

1 + 10−𝜇p
 (

𝑄

1+10−𝜇p+𝜎p
, 

𝑄

1+10−𝜇p−𝜎p
) 

GP∆𝑠1
 ∆𝑠1> 0 DVs log10∆𝑠1 10𝜇∆𝑠1  (10𝜇∆𝑠1−𝜎∆𝑠1 , 10𝜇∆𝑠1+𝜎∆𝑠1) 

GP∆𝑠2
 ∆𝑠2> 0 DVs log10∆𝑠2 10𝜇∆𝑠2  (10𝜇∆𝑠2−𝜎∆𝑠2 , 10𝜇∆𝑠2+𝜎∆𝑠2) 

GP∆𝑆𝑀 ∆𝑆𝑀 > -1 DVs log10(1 + ∆𝑆𝑀) 10𝜇∆𝑆𝑀-1 
(10𝜇∆𝑆𝑀−𝜎∆𝑆𝑀-1, 

10𝜇∆𝑆𝑀+𝜎∆𝑆𝑀-1) 
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In Table 2, 𝜇OC, 𝜇p, 𝜇∆𝑠1
, 𝜇∆𝑠2

 and 𝜇∆𝑆𝑀 are respectively the expected values of log10𝑓OC, 

log10
𝑟

1−𝑟
 , log10∆𝑠1 , log10∆𝑠2  and log10(1 + ∆𝑆𝑀)  under the pumping, while 𝜎OC , 𝜎p , 𝜎∆𝑠1

 , 

𝜎∆𝑠2
  and 𝜎∆𝑆𝑀  are the corresponding standard deviations of predictions respectively, all of 

which are provided by the GP models. To eliminate the effects of decision variable units on the 

GP model predictions, a scaling process is applied to all DVs, letting them fall within the range 

of 0 to 1. 

2.4 Offline-trained GP model-based simulation-optimisation system 
Desired offline-trained GP models are not only to produce reliable global estimates but 

also to be developed highly efficiently, making the best of each training sample and thus 

consuming less computing time. Specifically, within the expectation, predictions given by the 

offline-trained GP models are characterized by smaller confidence intervals, and most training 

samples are drawn from the high-gradient regions, only a few being distributed across low-

gradient regions. To achieve that target, this work proposes a novel offline training algorithm 

by introducing the iterative process into the offline-trained GP model development. It identifies 

the input point that has the maximum score 𝑅1 as the new sampling point, which integrates the 

information of the distance to the closest training point in the input space (𝑑𝑐) and the gradient 

of estimate (∇𝐺), expressed below, 

max{𝑅1𝑖} (𝑖 = 1,2 … , 𝑁U)                                         (20) 

where 𝑅1𝑖 is the score at the input point i and 𝑁U is the number of unobserved input points. 

𝑅1𝑖 is calculated by the following equation, 

𝑅1𝑖 = 𝑤𝑎1𝑑𝑐̅̅ ̅
𝑖 + 𝑤𝑎2∇𝐺̅̅ ̅̅

𝑖                                         (21) 

where 𝑤𝑎1 and 𝑤𝑎2 are the weights representing the importance of 𝑑𝑐 and ∇𝐺, respectively, 

satisfying 𝑤𝑎1 + 𝑤𝑎2 =1. In this study, both 𝑤𝑎1  and 𝑤𝑎2  are equal to 0.5. 𝑑𝑐̅̅ ̅
𝑖  and ∇𝐺̅̅ ̅̅

𝑖  are 

respectively the scaled values of 𝑑𝑐 and ∇𝐺 at the input point i for eliminating the effects of 

their units, varying between 0 and 1, equations for calculating them shown below,  

𝑑𝑐̅̅ ̅
𝑖 =

𝑑𝑐𝑖−min{𝑑𝑐𝑘} 
max{𝑑𝑐𝑘}−min{𝑑𝑐𝑘} 

 (𝑖, 𝑘 = 1,2 … , 𝑁U)              (22) 

∇𝐺̅̅ ̅̅
𝑖 =

‖∇𝐺(𝒙𝑖)‖2−min{‖∇𝐺(𝒙𝑘)‖
2

} 

max{‖∇𝐺(𝒙𝑘)‖
2

}−max{‖∇𝐺(𝒙𝑘)‖
2

} 
 (𝑖, 𝑘 = 1,2 … , 𝑁U)        (23) 

where 𝑑𝑐𝑖  is the distance from the input point i to the closest training point and equal to 

min{𝑑𝑐𝑖𝑗} (𝑖 = 1,2 … , 𝑁U;  𝑗 = 1,2, … , 𝑁T), 𝑑𝑐𝑖𝑗 denotes the distance from the i-th input point 

to the j-th training point; 𝑁T  is the number of training points. ‖∇𝐺(𝒙𝑖)‖2  represents the 
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absolute gradient at the input vector 𝒙𝑖 (𝑖 = 1,2 … , 𝑁U). Figure 5 presents the flow chart for 

offline training GP models by the proposed strategy. 

 

Figure 5. Flow chart for offline training GP models by the proposed strategy. 

Figure 5 shows that offline training comes to a halt under any one of two conditions: 1) 

when the value of 𝜎avg max|𝑦est|⁄  falls below the specified tolerance level, and 2) when the 

number of SWI simulations exceeds the maximum allowed. The indicator 𝜎avg max|𝑦est|⁄  

quantifies the relative average standard deviation, where 𝜎avg  denotes the average standard 

deviation of GP model estimates and max|𝑦est| is the maximum absolute GP model estimate. 

In this study, the tolerance level for 𝜎avg max|𝑦est|⁄  is defined a small value, 0.005. 

2.5 Performance evaluation metrics  
Before applying the proposed SSO framework to investigate optimal pumping schemes 

under various constraint conditions, the necessary step is to evaluate its performance in 

producing optimal solutions, as GP model estimates are approximations of the underlying 

functions. Three statistical indices are used to evaluate the performance of the developed SSO 

framework in deriving optimal pumping schemes, including average probability of optimal 

Pareto solutions (𝑃𝑃𝑂̅̅ ̅̅ ̅̅ ), normalized root mean square error (NRMSE), Pearson’s correlation 

coefficient (CCE). 

(1) 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  
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Predictions at the unobserved points generated by GP models fluctuate around the 

expected values with certain standard deviations, reflecting the epistemic uncertainties in the 

GP model estimates. Therefore, predicted 𝑓OC, 𝑄p, ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀 at the unknown points in 

this work are uncertain, causing the derived Pareto-optimal solutions may change at a different 

stochastic run and each pumping scheme is characterized by a probability of Pareto-optimality 

(𝑃𝑃𝑂). 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  can be employed to evaluate whether the results given by GP models are stable 

and reliable or not, expression for calculating 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  presented below: 

𝑃𝑃𝑂̅̅ ̅̅ ̅̅ =
1

𝑁P
∑ 𝑃𝑃𝑂𝑖

𝑁P
𝑖=1                                             (24) 

where 𝑁P  denotes the number of potential Pareto-optimal solutions, and 𝑃𝑃𝑂𝑖  is the 

probability of the i-th pumping candidate as a Pareto-optimal solution. Computing 𝑃𝑃𝑂𝑖 relies 

on the repeated stochastic simulations (Monte Carlo) runs, which is computationally viable 

because of the inexpensiveness of the GP models, calculated by  

𝑃𝑃𝑂𝑖 =
𝒩𝑖

𝒩
                                                              (25) 

where 𝒩 denotes the total number of Monte Carlo runs, set as 1,000 in this work, while 𝒩𝑖 is 

the times of input i serving as a Pareto-optimal solution. A detailed description of how to 

calculate predicted values of 𝑓OC, 𝑄p, ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀 for each Monte Carlo run is presented 

in the Supporting Information – Appendix C. To avoid the effect of outliers (i.e., very-low-

probable optimal patterns, occurring a few times in 1,000) on results, this work defines a 

probability threshold (PT). The Pareto-optimal possibilities of pumping patterns that do not 

reach the PT are kicked out and not in use for calculating 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ . 

 

(2) NRMSE 

NRMSE = √
1

𝑁V
∑ (𝑦𝑖 − 𝑦𝑖

∗)2𝑁V

𝑖=1
(max{𝑦𝑖} − min{𝑦𝑖})⁄              (26) 

(3) CCE 

CCE = 
∑ (𝑦𝑖−�̅�)

𝑁V
𝑖=1 (𝑦𝑖

∗−𝑦∗̅̅̅̅ )

√∑ (𝑦𝑖−�̅�)2𝑁V
𝑖=1

∑ (𝑦𝑖
∗−𝑦∗̅̅̅̅ )

2𝑁V
𝑖=1

 (𝑖 = 1, … , 𝑁V)                            (27) 

In Equations 26-27, 𝑁V  denotes the number of Pareto-optimal solutions used to check the 

performance of the proposed SSO framework. 𝑦𝑖 and 𝑦𝑖
∗ are respectively the i-th output values 

from the high-resolution SEAWAT model and GP models. �̅�  and 𝑦∗̅̅ ̅  are the mean of exact 

values and GP model predictions, respectively. Let NRMSE(𝑓OC), NRMSE(𝑄P), NRMSE(∆𝑠1), 

NRMSE(∆𝑠2) and NRMSE(∆𝑆𝑀) represent NRMSE between GP model predictions and exact 
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values in 𝑓OC, 𝑄P, ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀, while CCE(𝑓OC), CCE(𝑄P), CCE(∆𝑠1), CCE(∆𝑠2) and 

CCE(∆𝑆𝑀) represent CCE between GP model predictions and exact values in 𝑓OC, 𝑄P, ∆𝑠1, 

∆𝑠2 and ∆𝑆𝑀. 

Applying the Monte Carlo method generates a probabilistic Pareto-optimal front, which 

inherently encompasses numerous optimal pumping patterns with different-level probabilities. 

This study selects the top 20 optimal pumping schemes with the highest possibilities to 

calculate NRMSE and CCE in each case, namely 𝑁V equal to 20 in this work. According to the 

analysis in Appendix A and considering the rations of model resolution, this study adopts the 

fine resolution 100 m ×100 m in the horizontal (i.e., ∆𝑥 × ∆𝑦 of Figure 4) to build SEAWAT 

model to run the optimal pumping schemes given by GP models. The expected outcome is to 

achieve higher 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , lower NRMSE and larger CCE, which would demonstrate the reliability 

and trustworthiness of the proposed SSO framework in providing optimal pumping schemes. 

2.6 Morris method for global sensitivity analysis 
To aid decision-makers in better understanding the relationship between defined constraint 

conditions and optimal pumping schemes, it is necessary to conduct a global sensitivity 

analysis. Herein, ∆𝑠max  and ∆𝑆𝑀max  serve as two input variables, while Pareto-optimal 𝑓OC 

and 𝑄p are treated as the output variables. The information obtained through the sensitivity 

analysis allows the groundwater managers to assess the impacts of changing SWI limitations 

on Pareto-optimal solutions, to identify the key constraint condition, and to evaluate the 

interplay between ∆𝑠max and ∆𝑆𝑀max in deriving optimal pumping schemes. By applying the 

SSO framework, global sensitivity analysis is computationally viable. 

The Morris method is employed in this work to implement a sensitivity analysis. This 

method is made up of an individually randomized ‘one-step-at-a-time’ experiment, where only 

one input variable gets perturbation and computes a corresponding output value in each run 

(Morris, 1991; Xu et al., 2018). For all input parameters, their ranges are evenly divided by p 

levels, and then global sensitivity analysis of these parameters depends on evaluating the 

differences in function values at these p points by altering one parameter at a time, which is 

called an elementary effect (EE) (Xu et al., 2018). Let 𝒢 be a function with l independent input 

variables and let {𝑥1, 𝑥2 … , 𝑥𝑙} be a group of values assigned to l input variables. If only the i-

th input value 𝑥𝑖 gets a change by ∆, 𝐸𝐸𝑖 can be expressed as below: 

𝐸𝐸𝑖 =
𝒢(𝑥1,…𝑥𝑖−1,𝑥𝑖+∆,𝑥𝑖+1,𝑥𝑙)−𝒢(𝑥1,…𝑥𝑖−1,𝑥𝑖,𝑥𝑖+1,𝑥𝑙)

∆
                            (28) 

The above definition is based on the one-at-a-time design, and to evaluate the global 

sensitivity of the function value to the i-th input, that needs to repeat p times using different 
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values of inputs. More details about how to calculate 𝐸𝐸𝑖 can be found in Morris (1991), King 

& Perera (2013) and Ge & Menendez (2017). 

Two sensitivity measurement indicators are developed by the 𝐸𝐸𝑖 , including 1) the 

absolute mean 𝜇𝑖
∗evaluates the overall impact of the i-th input on the output; 2) the standard 

deviation 𝜎𝑖
∗ assesses the nonlinear effect between input and output and/or the input variable 

interactions (Saltelli et al., 2004; Herman et al., 2013). 𝜇𝑖
∗ and 𝜎𝑖

∗ are given as below, 

𝜇𝑖
∗ =

1

𝑝
∑ |𝐸𝐸𝑖,𝑗|𝑝

𝑗=1                                                             (29) 

𝜎𝑖
∗ = √

1

𝑝
∑ (𝐸𝐸𝑖,𝑗 − 𝜇𝑖)

2𝑝
𝑗=1     (𝜇𝑖 =

1

𝑝
∑ 𝐸𝐸𝑖,𝑗

𝑝
𝑗=1 )          (30)  

where 𝐸𝐸𝑖,𝑗 represents the j-th EE of the i-th input parameter. 

According to the values of 𝜇𝑖
∗ and 𝜎𝑖

∗, the i-th input variable can be treated as: 1) a non-

influential input when 𝜇𝑖
∗ approaches zero; 2) an influential input with negligible interactions 

with other inputs if 𝜇𝑖
∗ is high but 𝜎𝑖

∗ is low; 3) an influential input with strong interactions with 

other inputs when both 𝜇𝑖
∗ and 𝜎𝑖

∗ are high (Morris, 1991; Campolongo et al., 2007). 

3 Results and Discussion 

3.1 Validation of the proposed SSO framework 
Five GP models are required to substitute SEAWAT simulations to offer management 

objective and constraint values during the optimisation, and they are developed by the proposed 

offline training strategies (Figure 5). Initial samples for training these five GP models are the 

same and drawn by the Latin Hypercube sampling method (), size of which is equal to 64. 

This section evaluates the performance of the proposed SSO framework in deriving 

Pareto-optimal pumping schemes with considering the GP model prediction uncertainty and 

identifies an appropriate sample size for training GP models. Figures 6a-c depict the 

performance of the proposed SSO framework varying with the maximum allowed training 

sample size in the case of ∆𝑠max  equal to 0.1 and ∆𝑆𝑀max  equal to 0.001, respectively 

evaluated by the indicators: (a) 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ ; (b) NRMSE; (c) CCE.  
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(a) 

 

(b) 

 

(c) 

 

Figure 6. When ∆𝑠max=0.1 and 

∆𝑆𝑀max=0.001, the performance of the proposed 

SSO framework varying with the maximum allowed 

training sample size, evaluated by the indicators: (a) 

𝑃𝑃𝑂̅̅ ̅̅ ̅̅ ; (b) NRMSRE; (c) CCE.  

 

Figure 6a illustrates that 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  values under different conditions of PT grow noticeably 

with the maximum allowed training samples increasing from 64 to around 210, and after that, 

𝑃𝑃𝑂̅̅ ̅̅ ̅̅  values exhibit a gradually subtle-growing tendency accompanied by minor fluctuations. 

That demonstrates that in terms of improving 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , the cost-effective training sample size is 

around 210. When GP models built by consuming 210 training points, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  values in the cases 

of PT equal to 0.1 and 0.05 are between 0.4 and 0.5, highlighting the obtained Pareto-optimal 

pumping solutions are characterized by a certain degree of reliability. Moreover, 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  values 

in the case of PT equal to 0 are much lower than those under other case of PT, indicating that 

using the Monte Carlo method is prone to produce some extreme-low-probable Pareto-optimal 

solutions and calculating 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  without removing them underestimates the results' reliability. 

Observing Figure 6b, when the maximum allowed computational budget is fewer than 450 

training samples, curves showing NRMSE of 𝑓OC , ∆𝑠1 , ∆𝑠2  and ∆𝑆𝑀  fluctuate without any 
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tendency to fall, but they show a gradually decreasing behaviour when the allowed sample size 

overpasses 450. That demonstrates the sample size fewer than 450 generates unstable 

predictions about management objective and constraint values, failing to produce trustable 

predictions with lower NRMSE.  

Similarly, Figure 6c depicts that CCE(𝑓OC) and CCE(∆𝑠1) fluctuate significantly when the 

maximum allowed sample size is between 64 and 450. CCE(∆𝑠2) experiences a general growth 

with the allowed training sample size increasing, but it exhibits stable fluctuation between high 

CCE values of 0.8 and 1.0 until the maximum allowed training samples approximately reach 

450. That is true for all curves, stably fluctuating in the range of high CCE values or nearly 

keeping unchanged at the high CCE values, when the allowed computational budget is larger 

than 450 samples. This again highlights that to ensure accurate predictions of 𝑓OC, 𝑄P, ∆𝑠1, ∆𝑠2 

and ∆𝑆𝑀, GP models trained by the proposed strategy (Figure 5) require at least 450 samples. 

Through the observations in Figures 6a-c, it can conclude that the optimal computational 

budget for applying the proposed SSO framework to solve the formulated groundwater 

management problem is to consume 450 training samples. 

3.2 Groundwater management under single SWI constraint condition  
After validating the proposed SSO framework's performance in determining optimal 

pumping schemes and identifying the suitable training sample size, this section explores 

sustainable groundwater management under the single SWI constraint condition, assisted by 

the proposed SSO framework. To be specific, it investigates the effects of constraint threshold 

values (values of ∆𝑠max and ∆𝑆𝑀max) on optimal pumping solutions. According to the findings 

from the previous section, GP models trained by consuming 450 samples are employed to 

produce Pareto front of the management problem limited by only one SWI constraint condition, 

Equation 11 or 13. Figures 7a-b present the Pareto front derived under different conditions of 

∆𝑠max and ∆𝑆𝑀max, respectively. 
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(a) 

 

(b) 

 

Figure 7. GP models generating Pareto fronts of the groundwater management problem 

in the different cases of constraint bounds, (a) for ∆𝑠max; (b) for ∆𝑆𝑀max. 𝑓OC profiles in 

subpanel (a) and (b) falling below 0.001 $/year indicate that no is required when 𝑄P is zero. 

Figure 7a illustrates that the curve in the scenario of ∆𝑠max equal to 0.03 is overlapped 

with that in the unconstrained case (i.e., without considering any limitations on SWI), and the 

curves in the cases of ∆𝑠max  equal to 0.02 and 0.01 are only higher than that under the 

unconstrained case when 𝑄p  is greater than 1400 m3. It demonstrates that when the 

management problem is only constrained by ∆𝑠, ∆𝑠max should be at least smaller than 0.02 to 

let the constraint work.  

Figure 7b compares the Pareto fronts across four ∆𝑆𝑀max  scenarios along with the 

unconstrained case. The Pareto front under the scenario of ∆𝑆𝑀max equal to 0.005 is the same 

as that in the unconstrained case, while the Pareto fronts in the cases of ∆𝑆𝑀max equal to 0.001, 

0.0005 and 0.0001 are gradually higher than that under the unconstrained condition with 𝑄p 

increasing. That indicates if the formulated management problem is only constrained by ∆𝑆𝑀, 

∆𝑆𝑀max should be defined by around 0.001 or smaller to ensure the constraint works. 

Moreover, Figures 7a-b depict that Pareto fronts remain consistent across different 

scenarios in the low-𝑄p region, but subsequently, with the demand for 𝑄p gradually rising, the 

Pareto fronts under stringent constraint conditions are gradually higher than the Pareto front in 

the unconstrained case. This demonstrates that the low-intensity groundwater pumping imposes 

negligible impacts on exacerbating SWI, and there exists the 𝑄p -related threshold for the 

constraint coming into effects, which is dependent on the specified constraint setting and goes 

larger with loosening constraints. 
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To gain a visual understanding of how constraint conditions impact optimal pumping 

patterns, Figure 8 presents the optimal pumping patterns under four scenarios of constraint 

setting and 𝑄p. In each subpanel, red columns represent the pumping well, the lengths of which 

denote the pumping depth, and bule boundaries represent the shoreline. The meanings of X and 

Y are the same as those in Figure 4a. 

(a)  (b)  

(c)  (d)  

Figure 8. Optimal pumping patterns under various scenarios of constraint setting and 

𝑄p, (a) unconstrained case, 𝑄p ≈1750 m3/day; (b) ∆𝑠max = 0.01, 𝑄p ≈1750 m3/day; (c) 

unconstrained case, 𝑄p ≈1700 m3/day; (d) ∆𝑆𝑀max = 0.0001, 𝑄p ≈1700 m3/day. 

Figures 8a-b illustrate that for reaching 𝑄p approximately equal to 1750 m3/day, in the 

unconstrained case and ∆𝑠max  equal to 0.01, both the central well and four movable wells 

exploit groundwater with the intensity of 350 m3/day. However, compared to the unconstrained 

case (Figure 8a), when ∆𝑠max is set to 0.01, four movable wells are distributed far away from 

the island centre and closer to the shoreline, and they pump groundwater from the deeper 

aquifer. 

Figure 8c-d depict that for reaching 𝑄p  approximately equal to 1700 m3/day, pumping 

intensities of all wells keep unchanged in the cases of both ∆𝑆𝑀max  equal to 0.0001 and 

unconstrained condition. Unlike four movable wells located near the island centre under 
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unconstrained conditions, applying a condition where ∆𝑆𝑀max equal to 0.0001 results in four 

movable wells being positioned farther from the island centre and nearer to the shoreline, and 

leads to the deeper groundwater extraction. 

Overall, Figures 8a-d indicate that when the limitations on SWI become stricter, to obtain 

the same volume of 𝑄p, most of the groundwater extracted through the pumping system is from 

the regions, which are farther from the island centre, closer to the coastline and in the deeper 

aquifer. This aligns with the findings in Chapter 2, where it was found that with the SWI 

constraint conditions going stricter, optimal locations of the pumping well gradually move 

towards the shoreline or/and to the deeper aquifer. 

3.3 Groundwater management under two SWI constraint conditions 
This section explores the impact of incorporating two SWI constraints on Pareto-optimal 

pumping solutions and analyses the global sensitivity of optimal 𝑓OC to different constraints. 

Figure 9 illustrates three Pareto fronts, each corresponding to the management problem being 

constrained by the single constraint ∆𝑠max  equal to 0.01, ∆𝑆𝑀max  equal to 0.001 and 

combinations of these two constraints. All these Pareto fronts are produced by GP models that 

consume 450 training samples. 

 

Figure 9. Pareto fronts under three different constraint scenarios, 1) ∆𝑠max=0.01; 2) 

∆𝑆𝑀max=0.001; 3) ∆𝑠max=0.01 and ∆𝑆𝑀max=0.001. 

Observing Figure 9, it can be found that when the management problem is separately 

constrained by ∆𝑠max =0.01 and ∆𝑆𝑀max =0.001, the derived Pareto fronts are nearly 

overlapped across the range of 𝑄p . However, employing these two constraint scenarios 

simultaneously generates a higher Pareto front, obviously when 𝑄p ranging from around 1300 
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to 1600 m3/day. It indicates that in that range of 𝑄p, the most cost-effective pumping strategies 

depend jointly on these two constraint scenarios, resulting in higher optimal 𝑓OC , and 

demonstrates that constraint ∆𝑠 and ∆𝑆𝑀do not exhibit a practical equivalence in terms of SWI 

control. This is also confirmed in Chapter 2. 

To investigate the global sensitivity of optimal 𝑓OC  to the SWI constraints given in 

Equations 11 and 13, the first step is to define the range of ∆𝑠max and ∆𝑆𝑀max. It defines ∆𝑠max 

varying between 0.001 and 0.01 while ∆𝑆𝑀max  ranging from 0.0001 to 0.001. This study 

selects three values of 𝑄p, including 300, 800 and 1,400 m3/day, which almost distribute across 

the range of allowed 𝑄p. By employing the developed GP models to generate Pareto-optimal 

pumping solutions, values of 𝜇∗, 𝜎∗of the elementary effects of ∆𝑠, ∆𝑆𝑀 in different cases of 

𝑄p with respect to optimal 𝑓OC in the global sensitivity analysis can be calculated according to 

Equations 28-30, which are shown in Figure 10. The value of P in Equations 29-30 is set to 10. 

 

Figure 10. Values of 𝜇∗, 𝜎∗ of the elementary effects of ∆𝑠, ∆𝑆𝑀 in three cases of 𝑄p 

with respect to optimal 𝑓OC in the global sensitivity analysis.  

Figure 10 illustrates that 1) in the case of 𝑄p equal to 300 m3/day, both the values of 𝜇∗and 

𝜎∗ of variable ∆𝑠 and ∆𝑆𝑀 are nearly equal to zero. It indicates that when required 𝑄p is low, 

corresponding to low-intensity pumping, both the constraints ∆𝑠 and ∆𝑆𝑀 are non-influential 

factors to Pareto-optimal pumping solutions. 2) when required 𝑄p is set to 800 m3/day, the 

values of 𝜇∗of constraint ∆𝑠 and ∆𝑆𝑀 become greater, suggesting that the constraint ∆𝑠, ∆𝑆𝑀 

are influential factors to derive optimal 𝑓OC , but the constraint ∆𝑠  has greater 𝜇∗  than ∆𝑆𝑀 , 

exhibiting higher importance than the constraint ∆𝑆𝑀  in determining optimal solutions. 3) 
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when required 𝑄p reaches 1,400 m3/day, the values of 𝜇∗of constraint ∆𝑠 and ∆𝑆𝑀 continue to 

rise, suggesting the influence of the constraints ∆𝑠 and ∆𝑆𝑀 on optimal solutions strengthens. 

In this case, ∆𝑆𝑀 is with a larger 𝜇∗ and it plays a predominant role in determining optimal 

solutions. The values of 𝜎∗ of constraint ∆𝑠 and ∆𝑆𝑀 are also high when 𝑄p reaches 800 and 

1,400 m3/day, suggesting that the constraints ∆𝑠  and ∆𝑆𝑀  have strong interactions, jointly 

determining optimal pumping solutions in these two conditions. 

It should be noted that the importance of the constraints ∆𝑠  and ∆𝑆𝑀  in determining 

optimal solutions depends on the defined range of ∆𝑠max and ∆𝑆𝑀max. That means if give a 

larger range of ∆𝑆𝑀max, such as varying between 0.005 and 0.01, the constraint ∆𝑆𝑀 makes 

no difference to optimal solutions (according to Figure 7b) regardless of the changes in required 

𝑄p. This main purpose at here is to investigate the efficiency of our proposed SSO framework 

in analysing the sensitivity of optimal 𝑓OC to the different constraint when 𝑄p is specified. 

4 Conclusions 
This study proposed an efficient SSO framework for a sustainable coastal groundwater 

management problem, which focuses on a simplified 3D island aquifer created by 

hydrogeological conditions observed in San Salvador Island (Bahamas) and involves two 

conflicting objectives, minimizing 𝑓OC and maximizing 𝑄p. It is subject to constraints on SWI 

control, as quantified by ∆𝑠 and ∆𝑆𝑀. This management problem considers five pumping wells, 

one located at the island centre and the others movable and symmetric with each other relative 

to the island centre. The two groups of wells are respectively characterized by two and four 

DVs, resulting in a total of six DVs and producing 163,840 potential pumping patterns.  

To efficiently obtain the optimal solutions by the SSO method, this study proposed a novel 

offline training algorithm to construct surrogate models, where an iterative process is 

introduced and sampling new points is based on the information of distance to the known points 

and gradients of estimates, along with adopted the coarse model resolution to develop SEAWAT 

models, generating training data. This work employed the GP modelling technique to construct 

surrogate models, and a total of five GP models are required to be built for respectively offering 

management objective and constraint values during the optimisation. Considering the 

inexpensiveness of the GP models, this study adopted the full enumeration method to derive 

the optimal solutions. 

Before applying the developed SSO framework for island groundwater management, this 

study first evaluated its performance in producing optimal pumping solutions by the indicators, 

𝑃𝑃𝑂̅̅ ̅̅ ̅̅ , NRMSE and CCE. Calculating the values of NRMSE and CCE are based on the simulated 
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values from high-resolution SEAWAT models. Investigations indicated that when the allowed 

maximum training sample size for the surrogate models reaches 450, developed GP models can 

provide reliable and trustable optimal pumping schemes. 

After validation, GP models built by consuming 450 training samples were used to 

investigate the optimal pumping schemes under various scenarios of single SWI constraint 

conditions. Results showed that when the management problem is separately constrained by 

∆𝑠 or ∆𝑆𝑀, to ensure them work, ∆𝑠max should be at least smaller than 0.02 while ∆𝑆𝑀max 

should be defined by around 0.001 or smaller. It also found that when the constraints of ∆𝑠 or 

∆𝑆𝑀 strengthens, optimal pumping strategies are prone to extract most of the groundwater 

from the regions, which are farther from the island centre, closer to the coastline and in the 

deeper aquifer, which aligns with the findings in Chapter 2. 

Then, it explored the impact of incorporating two SWI constraints on Pareto-optimal 

pumping solutions. Results showed that although the management problem separately 

constrained by ∆𝑠max equal to 0.01 and ∆𝑆𝑀max equal to 0.001 leads to the quite similar Pareto 

fronts, the Pareto front in the case of considering these two constraint scenarios is higher. It 

demonstrates that employing these two constraints together caused more expensive optimal 

pumping schemes, suggesting the constraints ∆𝑠  and ∆𝑆𝑀 do not exhibit a practical 

equivalence in terms of SWI control, which has been confirmed in Chapter 2. 

The authors also applied the developed GP models to analyse the global sensitivity of 

optimal 𝑓OC to the constraint ∆𝑠 and ∆𝑆𝑀 in three cases of 𝑄p. It defines the range of ∆𝑠max 

and ∆𝑆𝑀max  are between 0.001 and 0.01, and between 0.0001 and 0.001, respectively. 

Investigations found that when required 𝑄p is low, both the constraints ∆𝑠 and ∆𝑆𝑀 are non-

influential factors to Pareto-optimal pumping solutions. If required 𝑄p reaches high, such as 

800 and 1,400 m3/day, ∆𝑠 and ∆𝑆𝑀  impose important effects on optimal pumping schemes. 

The constraint ∆𝑠 is more important than ∆𝑆𝑀 in determining optimal pumping solutions in 

the case of 𝑄p equal to 800 m3/day while the importance of ∆𝑆𝑀 is greater than ∆𝑠 under the 

condition of 𝑄p equal to 1,400 m3/day. The results also highlighted that under the given range 

of ∆𝑠max  and ∆𝑆𝑀max , the constraints ∆𝑠  and ∆𝑆𝑀  jointly impose the influence on optimal 

pumping schemes. 

Overall, investigations demonstrated the proposed efficient SSO framework can 

efficiently provide reliable and trustable optimal pumping schemes regardless of the changes 

in constraint conditions and be used to conduct sensitivity analysis of optimal groundwater 

supply costs to constraint conditions.  



4.29 
 

APPENDIX A. Investigating the effects of model resolution on SWI extent 

simulation in the island aquifer.  

Prior to simulating SWI in the three-dimensional island aquifer, selecting an appropriate 

model resolution becomes essential to strike a balance between computational expenses and 

simulation precision. The modelling domain of San Salvador Island has dimensions of 20,000 

m in length (X-axis), 8,000 m in width (Y-axis), and 480 m in thickness (Z-axis). According to 

the distribution of freshwater lens, the model domain is vertically discretized into fifteen layers, 

with the top twelve layers being 15 m thick, and the bottom three layers being 100 m thick 

where there is all saltwater. The elevation of the model top is set as 7.5 m, and thus bottom 

elevation is -472.5 m. Figure 4 illustrates the 3D model domain and the discretization scheme 

applied in the vertical direction. 

For the horizontal plane discretization, this study assumes ∆𝑥 and ∆𝑦 are the same. Table 

A1 presents five model resolution schemes, the total number of grids varying from 375,000 to 

60,000. 

Table A1. A Summary of Five Model Resolution Scenarios 

Resolution 

scenario 
∆𝑥 (m) ∆𝑦 (m) ∆𝑧 (m) 

Number 

of rows 

Number of 

columns 

Number 

of layers 

Number 

of grids 

1 80 80 15 (top twelve 

layers), 

 

100 (bottom 

three layers)  

100 250 15 375,000 

2 100 100 80 200 15 240,000 

3 125 125 64 160 15 153,600 

4 160 160 50 125 15 93,750 

5 200 200 40 100 15 60,000 

To comprehend the impact of model resolution on simulation results, this study first 

explores the subsurface freshwater volume (FV), aquifer salt mass (SM), and water table 

elevation at the island centre (𝐻c) at the initial state where no pumping occurs, under various 

resolution scenarios. Next, simulation results (e.g., FV, SM, 𝐻c, 𝑓OC and 𝑄p) and the computing 

time required to achieve a steady state when pumping is taken into account are investigated. 

The pumping case considered here is groundwater extraction at the island centre, with an 

intensity of 0.005𝑅𝐶𝐻 ∙ 𝑆  and a depth of 75 m, where 𝑆  denotes the surface area of the 

modelling domain. In the following, Tables A2 and A3 present the simulation results for various 

resolution scenarios in the initial state and in the case of pumping at the island centre, 

respectively, all of which are relative to the corresponding ones obtained from the model with 

the finest resolution. 
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Table A2. Simulation Results at the Initial State for Various Resolution Scenarios, Relative to 

Those Obtained in the Case of the Finest Resolution. 

Resolution 

scenario 
FV SM 𝐻c 

1 1.000 1.000 1.000 

2 1.004 1.003 0.998 

3 0.992 1.007 0.996 

4 0.976 1.013 0.993 

5 0.960 1.019 0.991 

Table A3. Simulation Results in the Pumping Case for Various Resolution Scenarios, Relative 

to Those Obtained in the Case of the Finest Resolution. 

Resolution 

scenario 
FV SM 𝐻c C  𝑓OC 𝑄p 

Computing time 

for reaching the 

steady state 

1 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

2 0.995 1.001 0.992 0.984 0.980 1.001 0.543 

3 0.984 1.002 0.989 0.954 0.949 1.003 0.315 

4 0.967 1.003 0.993 0.908 0.904 1.006 0.236 

5 0.955 1.004 1.002 0.858 0.855 1.009 0.173 

Table A2 shows that with the resolution going coarser, both FV and 𝐻c at the initial state 

in general, decrease gradually, while SM has a gradual growth. The observed changes in FV, 

𝐻c and SM exhibit consistency, wherein a lower 𝐻c can exacerbate SWI, leading to smaller FV 

and higher SM. Results indicate that the model with coarser resolution tends to slightly 

overestimate SWI extent in the initial state. However, it is important to highlight that these 

discrepancies across different model resolutions are relatively minor, suggesting that reducing 

the model resolution has an insignificant impact on the simulation results in the initial state. 

Observing Table A3, it becomes apparent that as the model resolution decreases, ∆𝑥 × ∆𝑦 

changing from 80 m ×80 m to 200 m ×200 m, there is a slight decrease in the FV and a slight 

increase in the SM. This trend aligns with the observations made in Table A2, indicating that 

the model with coarser resolution tends to slightly overestimate the SWI extent in response to 

pumping activities. The values of 𝐻c for various model resolutions are found to be close to 

each other in the case of pumping. The changes in 𝑄p for various model resolution scenarios can 

also be ignored, but the difference in concentration of pumped groundwater (C) is noticeable, 

up to nearly fourteen percent between the resolution scheme 80 m ×80 m and 200 m ×200 m, 

consequently causing a similar distinction among 𝑓OC across the different resolution scenarios. 

Another significant variation is observed in the required time for reaching the steady state, 

which can differ by approximately eighty-three percent from the model resolution scenario 1 

to 5. This considerable difference in convergence times indicates that the computational effort 

to achieve a steady state varies significantly depending on the model resolution used. 
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In summary, the analysis reveals that reducing the model resolution tends to lead to a slight 

overestimation of aquifer salinity distribution in both non-pumping and pumping cases, but 

that affects C and the required time for reaching the steady state when considering the pumping. 

Overall, the differences caused by using different model resolutions in FV, SM,  

𝐻c, C, 𝑓OC and 𝑄p are within the acceptable level. Therefore, attracted by the computing efficiency, 

this work adopts resolution scenario 5 to develop a 3D SWI simulation. 

APPENDIX B. Energy consumption for water desalination by reverse-

osmosis. 

As reverse osmosis (RO) is the most popular technique for desalinating brackish water 

and seawater in coastal groundwater management (Abd-Elhamid & Javadi, 2011; Hussain et 

al., 2019) it is the method considered in this work to treat groundwater whose salt concentration 

exceeds accepted potability standards. The specific (per unit mass) energy consumption for 

desalination  𝑆𝐸𝐶 [L2T-2] by RO is estimated as (Stillwell & Webber, 2016): 

𝑆𝐸𝐶(𝐶) =
𝑅∙𝑇𝑠

𝑀𝑤
∙ {

𝑥𝑠F−𝑥𝑠P

𝑥𝑠B−𝑥𝑠F
∙ [𝑥𝑠B ∙ ln (

𝑥𝑠B

𝑥𝑠F
) + 𝑥𝑤B ∙ ln (

𝑥𝑤B

𝑥𝑤F
)] + [𝑥𝑠P ∙ ln (

𝑥𝑠P

𝑥𝑠F
) + 𝑥𝑤P ∙ ln (

𝑥𝑤P

𝑥𝑤F
)]}  

(B1) 

where R is the universal gas constant, 𝑇𝑠 is the saturation absolute temperature [K], and 𝑀𝑤 is 

the water molecular weight [e.g., M/mole]. The symbols x represents mole fractions [/], with 

the subscripts “s” and “w” referring to salt and water, respectively. The subscript F indicates 

the “feed”, that is, the water abstracted that undergoes desalination; the subscript P stands for 

“permeate”, that is, the water distributed to users after desalination; and the subscript B denotes 

“brine”, that is, the by-product high salinity water produced by RO, which is typically disposed.  

The salt mole fraction of the feed, 𝑥𝑠F, can be calculated from the feed water concentration 

𝐶 as (Avlonitis et al., 2012): 

𝑥𝑠F =
𝐶 𝑀𝑠⁄

𝐶 𝑀𝑠+[𝜌𝑤(𝐶)−𝐶] 𝑀𝑤⁄⁄
                                              (B2) 

where 𝑀𝑠 is the salt molecular weight [M/mole]. The water mole fraction of the feed 𝑥𝑤F is:  

𝑥𝑤F = 1 − 𝑥𝑠F                                                               (B3) 

The mole fractions of the permeate, 𝑥𝑠P  and 𝑥𝑤P , are obtained using Equations B2-B3 

with 𝐶 equal to the target concentration 𝐶𝑑 in the permeate, assumed to be 1.0 g/l. Likewise, 

the mole fractions for the brine, 𝑥𝑠B and 𝑥𝑤B, are calculated using Equations B2-B3, with 𝐶 

equal to the brine concentration 𝐶𝑏, whose value varies depending on the adopted desalination 

system. If this is designed to provide a fixed recovery ratio 𝑟 between the flow rate 𝑄𝑑 sent to 

water users and the feed flow rate 𝑄 (𝑟 = 𝑄𝑑/𝑄 ), then the brine mole fractions can be derived 
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by combining the mass balance equations of water and salt for the treatment plant (Avlonitis et 

al., 2012): 

𝑥sB =
𝑥𝑠F−𝑟𝑥𝑠P

1−𝑟
                                                           (B4) 

 𝑥wB =
1−𝑥𝑠F−𝑟𝑥𝑤P

1−𝑟
                                                       (B5) 

The resulting brine concentration can then be calculated as: 

𝐶𝑏 =
1

1−𝑟
∙ 𝐶 −

𝑟

1−𝑟
∙ 𝐶𝑑                                                (B6) 

Equation B6 shows that 𝐶𝑏 may result in excessively large for high recovery ratios (e.g., r > 

0.8) and large feed concentrations 𝐶 , which ultimately leads to cost-ineffective energy 

consumption (Squire, 2000). On the other hand, if the feed concentrations 𝐶 is slightly above 

the target 𝐶𝑑, large quantities of brine with relatively low concentration are discarded, which 

may result in cost-ineffective as well. 

If the desalination system is designed to achieve a fixed brine concentration 𝐶𝑏, Equations 

B2-B3 with 𝐶 =𝐶𝑏  are still valid, but the recovery ratio 𝑟  results  in a function of the feed 

concentrations 𝐶, which is obtained from Equation B6 as:  

𝑟 =
𝐶𝑏−𝐶

𝐶𝑏−𝐶𝑑
                                                               (B7) 

In this work, we adopt the latter approach, and select a fixed brine concentration value  𝐶𝑏 of 

150.0 g/l (Ahunbay, 2019; Azerrad et al., 2019). For  𝐶𝑑 = 1 g/l, and 𝐶 ranging from 1 to 35 

g/l, r values vary between 0.77 and 1 (Equation B7). 

APPENDIX C. Predicting management objective and constraint values for 

each Monte Carlo run. 

For each Monte Carlo run, expressions for calculating predicted values of 𝑓OC, 𝑄p, ∆𝑠1, 

∆𝑠2 and ∆𝑆𝑀 under the i-th pumping candidate, are given by: 

𝑓OC,𝑖 = 10(𝜇OC,𝑖+𝑧OC∙𝜎OC,𝑖)                                                  (C1) 

�̃�p,𝑖 = 𝑄 (1 + 10−𝜇p,𝑖+𝑧p∙𝜎p,𝑖)⁄                                         (C2) 

∆�̃�1,𝑖 = 10
(𝜇∆𝑠1,𝑖

+𝑧∆𝑠1∙𝜎∆𝑠1,𝑖
)
                                                (C3) 

∆�̃�2,𝑖 = 10
(𝜇∆𝑠2,𝑖

+𝑧∆𝑠2∙𝜎∆𝑠2,𝑖
)
                                                (C4) 

∆𝑆�̃�𝑖 = 10(𝜇∆𝑆𝑀𝑖
+𝑧∆𝑆𝑀∙𝜎∆𝑆𝑀𝑖

) − 1                                      (C5) 

𝜇OC,𝑖, 𝜇p,𝑖, 𝜇∆𝑠1,𝑖
, 𝜇∆𝑠2,𝑖

and 𝜇∆𝑆𝑀𝑖
 are respectively the expected values of 𝑓OC, 𝑄p, ∆𝑠1, ∆𝑠2 

and ∆𝑆𝑀 under the pumping scheme i, while 𝜎OC,𝑖, 𝜎p,𝑖, 𝜎∆𝑠1,𝑖
, 𝜎∆𝑠2,𝑖

 and 𝜎∆𝑆𝑀𝑖
 are respectively 

the standard deviations of predicted 𝑓OC , 𝑄p , ∆𝑠1 , ∆𝑠2  and ∆𝑆𝑀  at this input vector, all of 
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which are provided by the GP models. 𝑧OC, 𝑧p, 𝑧∆𝑠1
, 𝑧∆𝑠2

 and 𝑧∆𝑆𝑀 are the random variables 

following the standard normal distribution, interpreted as a measure of uncertainty, quantifying 

the deviation of the estimate from the expected value. As both 𝑓OC  and 𝑄p  are functions of 

pumping intensities, while ∆𝑠1, ∆𝑠2 and ∆𝑆𝑀 are used to quantify the SWI extent, it is believed 

that 𝑓OC  and 𝑄p , ∆𝑠1  and ∆𝑆𝑀 , ∆𝑠2  and ∆𝑆𝑀  have certain correlations, indicating the values 

of 𝑧OC , 𝑧p , 𝑧∆𝑠1
 , 𝑧∆𝑠2

  and 𝑧∆𝑆𝑀  cannot be determined independently at each run and should 

consider the corresponding correlations. Generating values of 𝑧OC, 𝑧p, 𝑧∆𝑠1
, 𝑧∆𝑠2

 and 𝑧∆𝑆𝑀 with 

considering the correlation can refer to the following general equations. 

Given the correlation coefficient between two random variables, X and Y, data on them 

can be obtained by the following equations. 

𝑋 = 𝑍1                                                                       (C6) 

𝑌 = 𝜗𝑍1 + √1 − 𝜗2𝑍2                                              (C7) 

where 𝑍1  and 𝑍2  are two independent random variables, both of which follow the normal 

standard distribution. 𝜗 is the correlation coefficient between X and Y, and 𝜗 ∈ [−1,1]. 

Values of 𝑧OC, 𝑧P, 𝑧∆𝑠1
, 𝑧∆𝑠2

 and 𝑧∆𝑆𝑀 in Equations C1-C5 can be determined by the above 

equations, and correlation coefficients between them are calculated by the training data. 
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Chapter 5 

Summary and Conclusions 

5.1 Summary of the thesis 
The research background of this study was elucidated in Chapter 1, in which the strategy 

of coastal groundwater management is commonly used to strike a balance between cost, 

sustainability, and environmental impact and the SO method serves as a popular alternative to 

derive optimal pumping schemes. However, the SO method involves repeated calls of SWI 

simulators during the optimisation, and it would be computationally intractable when the 

number of SWI simulations is substantial and/or each SWI simulation is time-consuming. A 

feasible option to address that computational issue is to replace the SWI simulator with the 

surrogate models during the optimisation, constituting an SSO framework where surrogate 

models offer aquifer response under the pumping in the optimisation stage.  

Two typical types of surrogate models are used in the SSO framework, including the 

offline and online-trained surrogate models. The former completes development before the 

optimisation, while the latter continuously adapts and improves with new data added during 

the optimisation. In coastal groundwater management, the traditional training ways to build 

offline and online-trained surrogate models for solving multi-objective management problems 

are inefficient. Moreover, despite the support of the SSO framework, solving multi-objective 

management problems remains a time-consuming task, particularly when they comprise many 

DVs and are formulated within a 3D aquifer that is discretized by numerous cells in the 

simulation model, causing substantial computational expenses for each simulation run.  

In view of these challenges, this PhD research aimed to explore the efficient approaches 

for offline and online training surrogate models, and to develop an efficient SSO framework 

for multi-objective groundwater management within the 3D coastal aquifer. According to the 

research aim, five objectives were formed.  

The first objective was to develop a preliminary insight into the effects of pumping 

patterns on the SWI extent and optimal operation cost of abstracting groundwater, along with 

the effects of choice of SWI constraint conditions on optimal pumping schemes. It was 

addressed and discussed in Chapter 2. In this chapter, a one-well management problem was 

formulated within a simplified 2D aquifer created by the hydrogeological conditions observed 

on the San Salvador Island aquifer (Bahamas), aiming at minimizing 𝑓OC, subject to constraints 

on SWI control, as quantified by ∆𝑠, ∆𝐹𝑉, or ∆𝑆𝑀 in the aquifer. Each pumping pattern was 
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characterized by three DVs, including WL, D and Q. A total of 224 pumping patterns were 

designed to distribute across the decision variable space, and the SEAWAT model was 

employed to generate the aquifer response under these pumping schemes. According to the 

simulation results, the effects of WL, D and Q on ∆𝑠 , ∆𝐹𝑉 , and ∆𝑆𝑀  were studied and the 

interplay between management costs and these three types of constraints, both individually and 

in combination was analysed. 

The second objective was to assess the performance of proposed offline training 

algorithms relative to traditional offline training strategy and to identify the most appropriate 

algorithm for offline training GP models in multi-objective groundwater management problems. 

It was addressed and studied in Chapter 3. In this chapter, a two-objective pumping 

optimisation problem, aiming at minimizing 𝑓OC and maximizing 𝑄p, was formulated within a 

simplified 2D aquifer created by the hydrogeological conditions observed on San Salvador 

Island (Bahamas). It was still a one-well problem and includes three DVs, including WL, D and 

Q. This study introduced the iterative process to the development of offline-trained GP models 

and proposed a total of three offline training algorithms. Their performance was evaluated and 

analysed by CC and  𝑃𝑃𝑂̅̅ ̅̅ ̅̅ . 

The third objective was to assess the performance of proposed online training algorithms 

and to identify the most efficient approaches for online training GP models in multi-objective 

coastal groundwater management problems. It was addressed and discussed in Chapter 3. This 

study proposed a total of four online training algorithms to solve the same two-objective 

management problems described in the second objective. Their performance in deriving 

optimal pumping solutions was evaluated and analysed by CC and 𝑃𝑃𝑂̅̅ ̅̅ ̅̅ . 

The fourth objective was to investigate the advantages and disadvantages of respectively 

employing offline and online-trained surrogate models in the realm of coastal groundwater 

management. It was addressed and discussed in Chapter 3 based on the findings from the 

second and third research objectives by comparing the performance of identified the most 

appropriate offline and online training algorithms in obtaining optimal pumping solutions. 

The fifth objective was to develop an efficient SSO framework based on the findings from 

the previous objectives for sustainable groundwater management within a 3D island aquifer 

model. It was addressed and discussed in Chapter 4. As offline-trained surrogate models are 

independent of the changes in the constraint conditions, this chapter developed an efficient 

SSO framework, which adopted a coarse model resolution to create SEAWAT models to 

generate training data and employed the most appropriate offline training algorithm to build 
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GP models, for solving a two-objective management problem. This management problem had 

the same objectives and constraints as in the second objective, but it had more DVs, up to six, 

which generated 163,840 pumping candidates. The proposed SSO framework was first 

validated by 𝑃𝑃𝑂̅̅ ̅̅ ̅̅  , NRMSE and CCE, and then applied to investigate the optimal pumping 

solutions under various single-constraint and two-constraint scenarios. 

5.2 Key research findings 
The achievement of the research objectives discussed earlier unfolds the following key 

findings of the research. 

The achievement of the first objective revealed that, 

(1) Pumping with the shallow aquifer or/and near the island centre is prone to extract 

freshwater without a desalination process, leading to a lower 𝑓OC. However, the formulated 

SWI indicators show that pumping in proximity of the island centre has a negative impact on 

the availability of freshwater resources in the aquifer, when compared to the effect of 

“decentralized” pumping strategies. This highlights an inherent conflict between SWI control 

and the economic cost of groundwater supply. 

(2) The impact of the constraint on ∆𝑠 on cost-optimal pumping strategies is quite different 

than that of constraints on ∆𝐹𝑉 and ∆𝑆𝑀. Constraints on ∆𝑠 are observed to lead to selecting 

deeper pumping systems located towards the island centre, whereas both the constraints on 

∆𝐹𝑉  and ∆𝑆𝑀  favour the choice of shallower pumping systems closer to the shoreline. 

Therefore, the pumping strategies under ∆𝑠 constraints result generally more expensive than 

those under ∆𝐹𝑉 and ∆𝑆𝑀 constraints, as they involve extraction of groundwater with higher 

salinity that require more intense desalination treatment. 

(3) Our analysis has shown also that constraints on ∆𝐹𝑉  and ∆𝑆𝑀  exhibit a practical 

equivalence in terms of SWI control, and to reduce the complexity of management problems, 

they should not be adopted simultaneously in the optimisation formulation of the groundwater 

management problem. 

The achievement of the second objective revealed that, 

(4) Compared with traditional offline training, introducing the iterative procedure can 

improve the computing efficiency and reliability of the resulting Pareto front. 

(5) The strategy, integrating information about the gradient of estimate values and the 

distance to the closest training point to determine training points at each iteration, is proved as 

the most appropriate and efficient offline training approach. It outperforms the strategies 

considering them separately in terms of global prediction accuracy and reliability of derived 
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Pareto front. Furthermore, when aiming to attain a Pareto front with moderate reliability, 

applying this strategy can achieve a reduction of over 50% in computational expenses 

compared to the traditional offline training approach. 

The achievement of the third objective revealed that, 

(6) Discretizing the objective space into equal sub-regions based on the obtained Pareto 

front and then selecting sampling points within these sub-regions can facilitate the convergence 

of GP models with low computational costs. 

(7) Findings demonstrated that among the proposed online training strategies for building 

GP models, the efficient ones for identifying new sampling points at each iteration rely on 

information about either the distance between Pareto-optimal solutions and the ideal point 

within the objective space, or the distance between Pareto-optimal solutions and their sub-

region centre within the objective space. The latter slightly outperforms the former. 

The achievement of the fourth objective revealed that, 

(8) In view of the performance of applying efficient offline and online approaches for 

training GP models in solving bi-objective groundwater management problem, it can be 

concluded that given limitations on SWI control, employing online-trained GP models can 

produce more reliable, cost-effective Pareto front with higher computing efficiency compared 

to adopting offline-trained GP models. However, offline-trained GP models can provide 

considerably trustworthy predictions over the entire input space and are independent of changes 

in SWI constraint conditions.  

The achievement of the fifth objective revealed that, 

(9) When the proposed efficient SSO framework consumes 450 training samples, it can 

provide reliable and trustable optimal pumping solutions to the formulated management 

problem. Applying this SSO system investigates the optimal pumping solutions under various 

single-constraint and two-constraint scenarios, and it obtains findings that are consistent with 

those achieved in the first objective. It demonstrates that the proposed SSO framework exhibits 

substantial efficiency and reliability in solving multi-objective coastal pumping optimisation 

problems within the 3D aquifer. 

5.3 Significance of research findings 
The significance of research findings in this PhD research mainly has three aspects: 

(1) Help researchers understand the influence of pumping patterns on the SWI extent and 

operation cost of pumping groundwater, and to know the impact of different constraint 

indicators on cost-optimal pumping strategies. 
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(2) The novel offline and online training algorithms that have been confirmed efficient and 

reliable in this study can make up the research gap with respect to efficiently employing offline 

and online-trained surrogate models in multi-objective coastal groundwater management. 

(3) The proposed efficient SSO framework, which has been validated as reliable and 

trustable to solve multi-objective management problems within a 3D aquifer, can be promoted 

to address many computationally intractable issues in coastal groundwater management. For 

example, it can be utilized for performing sensitivity and uncertainty analyses on optimal 

pumping solutions concerning the constraint conditions involved in the management problem 

or the parameters related to the aquifer (e.g., recharge intensity). 

5.4 Limitations and recommendations for future research 
Limitations of this PhD research include two main aspects,  

(1) All the SWI models created in this thesis are assumed homogeneous and isotropic, not 

aligning with the realistic case. 

(2) Coastal groundwater management problems involved in this thesis include few DVs, 

three or six, far away from the practical applications. 

Based on the research limitations stated above and motivated by the performance of the 

proposed SSO framework in multi-objective groundwater management, the following 

recommendations and plans for future research can be made: 

(1) Investigate the effects of pumping patterns on the SWI extent by considering the 

aquifer heterogeneity. This investigation involves numerous SWI simulations under the various 

conditions of hydrogeological parameters and thus huge computational costs. To mitigate this 

computational burden, machine learning proves to be an effective tool. Therefore, the findings 

about training surrogate models in this study can be employed to study the influence of aquifer 

heterogeneity on the SWI extent during pumping activities. 

(2) Promote the application of the proposed efficient SSO method in Chapter 4 to high-

dimensional coastal groundwater management problems, where the number of DVs is more 

than six. To be specific, the proposed SSO method is applied to solve the more complex 

pumping optimisation problems where the number of pumping wells, the well locations, the 

pump depth of each well, the pumping rate of each well and the pumping duration of each well 

are all unknown, or/and where precipitation changes and sea-level rise are considered and 

treated as DVs. In these cases, the number of pumping candidates would be significantly 

numerous, and there is a need to choose an optimisation algorithm to incorporate into the SSO 
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framework rather than simply depending on the surrogate estimates of objectives and 

constraints to efficiently identify optimal pumping schemes. 

(3) Apply the proposed SSO framework to efficiently identify optimal pumping strategies 

for comprehensively addressing various coastal environmental concerns related to groundwater 

abstraction, such as SWI, land subsidence, and aquifer depletion. These hydrogeological issues 

can be treated as either management objectives or constraint conditions, and all of them are 

predicted by the surrogate models. Assisted by the proposed SSO method, it is possible to 

realize the sustainable utilization of coastal groundwater, striking a balance between economic 

costs, sustainability, and environmental impact. 

(4) Continue to improve the offline and online training algorithms, recognised as the most 

efficient in this study, to achieve optimal solutions for multi-objective coastal groundwater 

management problems. For example, it can investigate the effects of initial training samples 

(e.g., their size and distribution across the input space), and the choice of kernel functions in 

the GP modelling technique on the optimal solutions generated by the SSO method. According 

to the findings, combining the identified offline, and online training algorithms with a suitable 

initial training sample design and kernel function in the GP modelling technique efficiently 

produces more reliable and accurate optimal pumping solutions. 

(5) Investigate the effects of the behaviour of the objective and constraint functions on the 

choice of efficient offline and online training algorithms. The objective and constraint functions 

across the input space can take on linear, convex, concave or other highly non-linear forms. 

Developing insight into that is helpful for researchers to adopt appropriate training algorithms, 

achieving trustworthy results given by the SSO method. 

(6) Assess and compare the performance of offline and online-trained surrogate models in 

addressing pumping optimisation problems with various-scale pumping candidates and 

develop a general guide for selecting the surrogate models when the number of pumping 

candidates is known. 

 


