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Abstract

Due to the unique fault behaviours of renewable energy sources (RESs), the grow-

ing integration of RESs poses new challenges to the effectiveness of conventional

protection systems. Additionally, protection schemes must contend with typical is-

sues such as hardware failures, deficiencies in logic, and measurement errors. One

significant benefit of PMUs is their ability to facilitate wide-area backup protection

(WABP) to address the shortcomings of local protection schemes. Ensuring the re-

liability of protection systems in the presence of RESs requires a comprehensive

understanding of the unique fault behaviour of RESs as per their various control

strategies. This, however, has not been well addressed in the WABP methods in

the literature. In this work, this understanding is combined with taking advantage

of PMUs for the design of effective WABP methods. This work proposes robust

WABP methods for transmission systems with high penetration of RESs. The

methods are aimed at addressing practical challenges such as temporary loss of

the time-synchronisation signal (LTSS), sparse PMU coverage, and communica-

tion failures and latencies without placing any rigid constraints on PMU locations.

Novel formulations with low computational burden are proposed to identify

the faulted line in near real-time based on the superimposed-circuit methodology

and the weighted least-squares method. The main contributions of the present

thesis can be summarised as follows: (i) A technique is proposed for reducing the

computational complexity of WABP methods that are based on the superimposed-

circuit methodology; (ii) A rigorous derivation of the equation weights is proposed

based on the statistical distributions of the superimposed errors to be used in the

weighted least-squares method; (iii) Non-linear fault behaviours of RESs are cap-

tured while maintaining the linearity of the WABP formulation and accounting

for any penetration level, locations, and control strategies for RESs; (iv) A new

methodology is proposed that can work well with unsynchronised and delayed

measurements without imposing a significant computational burden.

Simulation studies conducted on the IEEE 39-bus test system verify the su-

periority of the proposed methods over existing methods and the robustness of the

proposed methods against influential factors such as measurement and parameter

errors and other practical challenges, e.g., LTSS, sparse PMU coverage, and com-

munication failures and latencies.
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1. Introduction

1.1 Overview

The reliability of protection schemes is an essential factor to consider for ensuring the secure

operation of power systems in the presence of various contingencies. Dependability and secur-

ity are key aspects characterising the reliability of a well-designed protection scheme [1]. Local

protection refers to the use of protective devices within the substation to detect and respond to

faults or abnormal conditions in order to prevent damage to equipment and ensure the safety

of personnel. Local protection schemes are not ideal and their reliability may occasionally be

compromised for different reasons [2]. Besides the typical deficiencies of local protections,

they are now dealing with new practical issues. The integration of renewable energy sources

(RESs) into the electricity grid is typically achieved through power-electronic inverters. These

are also known as inverter-based resources (IBRs). IBRs behave differently during faults com-

pared to synchronous generators, which makes conventional protection systems less reliable

[3].

The advent of phasor measurement units (PMUs) has opened a promising avenue to wide-

area monitoring, protection, and control in power systems [4]. Such applications present great

potential for overcoming the growing complexity of power systems by complementing local

protection/control practices and covering for their insufficiencies. The proliferation of PMUs

has paved the way for wide-area backup protection (WABP) as a complementary means for

addressing shortcomings of local protections [4]. In this context, WABP is defined as the

processing of phasors provided by PMUs and other intelligent electronic devices to identify

the faulted line and generate appropriate protection commands accounting for local protection

failures. The integration of WABP with local protections offers several advantages. WABP can

identify faults that may occur in areas where local protection devices have failed to operate or

are unable to detect the fault accurately. These faults, if undetected, could propagate and cause

widespread power system disruptions.

1.2 Research Motivations and Problem Statement

Timely and accurate fault location is beneficial to power system stability and operation. One of

the main causes of failures in protection systems lies with the measurement errors of voltage

and current phasors during short-circuit faults. Erroneous measurements during a fault incident
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are originally caused by the transient behaviour of voltage and current transformers which are

installed close to the fault location [2, 5]. As the measurement points for local protection

systems could be quite close to the fault location, they are prone to erroneous measurements,

which could result in misoperation or maloperation. In case of a failure in the main protection

system, backup protection is an indispensable element of protection systems that conduct the

last protective actions trying to remove the faulted parts and sustain the operation of the healthy

sections of the power system. Therefore, in terms of dependability, backup protection is of

critical importance as its failure might cause cascading events and even major blackouts [5, 6].

Moreover, the security of backup protection is also crucial. As power systems are spread

over extensive geographical areas with lots of interconnected grids of transmission lines, pro-

tection systems are always prone to misoperating over a healthy section of the power system.

For example, backup distance relays might make unwanted actions when transmission lines

are utilised close to their operational limits [6]. Specifically speaking, undesired operation of

the third zone of backup distance relays, has been known as an imposing cause of cascading

outages, which potentially can culminate in blackouts [2, 7].

In addition to the typical deficiencies of local primary/backup protections due to hardware

failures, incorrect settings, logic deficiency, and measurement errors [2, 8], local protections

have recently faced new practical issues. Renewables are usually connected to the rest of the

electricity grid through power-electronic inverters as interface. This enables IBRs to offer

distinguished controllability characteristics [3]. IBRs exhibit distinctive fault behaviours com-

pared to synchronous generators, thereby making the design logic of conventional protection

systems less reliable or even invalid. IBRs are causing pressing protection challenges as evid-

enced by increasing misoperation and malfunction cases of distance, unbalanced current, and

directional protection functions [9, 10].

In response to the above challenges, traditional power system protection practices have

received remarkable attention and witnessed some improvements in recent years. It might be

conceivable to propose some local protection schemes, i.e., with adaptive features, to overcome

any challenges in all situations. However, it is neither economical nor practical to replace

or modify all existing local protective relays concerning the ongoing RES installation in the

system [11]. Thus, there is a growing need for new wide-area protection schemes to address

the inherent concerns of protection systems and overcome challenges in the presence of RESs.
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The proliferation of advanced metering devices such as PMUs along with communication

systems readiness has opened new horizons for centralised protection of transmission systems.

Voltage and current signals taken slightly farther away from the fault location might be more

accurate than those taken from the faulted line terminals. This is because the transient response

of an instrument transformer will be smaller and less disturbing when the sudden change it

undergoes is smaller [2, 4]. In this context, PMU-based protection is one of the numerous

applications of PMU data. However, it can hardly be employed for primary protection due to

corresponding communication latencies.

A WABP method would be advantageous to the system operators if it can make swift yet

reliable decisions and offers the following characteristics [4, 6]:

• Accounting for high penetration of renewable energy sources: High penetration of

RESs is introducing huge changes into well-established operational and control paradigms

of power systems. This is because IBRs demonstrate distinguished dynamic behaviours

that significantly differ from those of synchronous generators. Appropriate adjustments

to almost all existing WABP methods or the development of new ones are deemed ne-

cessary if we are to accommodate the presence of RESs in the system [12].

• Independence from the operation statuses of circuit breakers and protective relays:

As backup protection, WABP should not rely on the data coming from local protective

and control relays. This is necessary as otherwise, the WABP method will not function

properly in cases of circuit breaker failures and relay malfunction/misoperation [13].

• Ability to detect the fault type and faulted phases: This is to enable single-pole trip-

ping of circuit breakers (CBs) following single-phase-to-ground faults [11].

• Remaining valid after non-simultaneous single- or three-pole tripping of CBs: The

openings of the CBs at the two line ends rarely occur simultaneously. Instead, one- or

three-pole of the CB at one end of the faulted line might be opened shortly after the fault

inception. Therefore, the WAFL formulations are to remain reliable after fast single-end,

one- or three-pole disconnection of lines [14].

• Low sensitivity to fault resistance: Fault resistance is of a random magnitude and

4



1. Introduction

highly nonlinear by nature. To ensure the security and dependability of WABP, the un-

derlying WAFL is to be robust against the magnitude of fault resistance [15].

In addition, a WABP method should be able to tackle the following system-wide practical

challenges to stand a chance to be implemented in practice.

• Sparse PMU coverage: PMU installation at every substation cannot be guaranteed due

to infrastructure and budget limitations. To guarantee reliable continuous service, there-

fore, full network observability should not be a prerequisite of any WABP methods [4].

• PMU malfunction and communication failures: Power systems are subject to the mis-

operation of metering devices and failures in the communication infrastructure. WABP

methods should be robust against these unpredictable and unavoidable challenges [16].

• Unacceptably long communication latencies: Even if the power system were fully

observable, it could not be assumed that all measurements are received on time. Loss of

data and communication latencies occur quite often in power system operations [15].

• Loss of the time-synchronisation signal (LTSS): The phasors estimated by a PMU are

synchronised to its local time reference. If a PMU temporarily stops receiving the time-

synchronisation signal, its phasors might start drifting away from phasors calculated by

other time-synchronised PMUs [13, 17].

• Measurement errors and bad data: Measurement errors attached to meter accuracy,

misconfiguration, and noise. Larger errors can be attributed to biased or wrongly con-

nected meters and cyberattacks that might lead operators to bad decision-making [12].

This research is focused on developing reliable and computationally efficient WABP meth-

ods that are able to capture the behaviour of IBRs, offer the required practical characteristics,

and cope with system-wide challenges.

1.3 Literature Review

Transmission lines are usually protected by local main and backup protection systems. Various

schemes for main and backup protection are implemented in protective relays such as distance,
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differential, and over-current protection. As shown in Figure 1.1, traditional backup protection

systems, or simply backup protective relays, can be categorised into two types. The first type

which is usually known as local backup relays, are locally installed in parallel with the main

protective relays. For example, in Figure 1.1, relays R1-2 and R2-2 act as backup relays for

Line 1 and Line 2, respectively. They usually have distinct circuits and protection philosophy

from those of the main relays to avoid mutual failure causes. The second type which is typically

known as remote relays, are located at adjacent substations and need to be coordinated with

the local relays. For instance, in Figure 1.1, relays R1-1 or R1-2 at line 1 can be considered

remote backup relays for Line 2. Typical schemes usually used in traditional remote backup

protection are phase overcurrent, earth fault overcurrent, and overreaching zones of distance

relays [2, 5]. Since the measurement points for local main and backup protection systems are

almost the same, they experience equal short circuit current and voltage dip following a fault

incident. As a result, erroneous measurements could result in the maloperation of both the local

main and backup protective relays.

WABP methods would be highly advantageous to implement in order to overcome or at

least alleviate emerging protection challenges [11, 12]. There has been a growing interest

in WABP over recent years to complement local protection schemes. PMU-based protection

systems have also been receiving more attention for implementation in practice in recent years,

e.g., in Ecuador and India [18]. Due to the inherent limitations of WABP, e.g., originating from

communication latencies, WABP is not supposed to replace the local main/backup protection

but complement it [4].

Operation philosophies of conventional protection schemes have mainly been developed

for power systems dominated by synchronous machines. On the other hand, renewable en-

ergy sources demonstrate exclusive fault characteristics that significantly differ from those of

synchronous generators. Thus, the high penetration of renewables is making some underlying

Figure 1.1: Example of local main and backup protection.
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assumptions of conventional protection schemes increasingly invalid. This can adversely affect

the performance of protection systems, which is demonstrated by more cases of maloperation

and malfunction of protective relays [9, 19, 20]. For instance, the distinctive negative-sequence

fault current contribution of renewables can easily mislead the negative-sequence overcurrent

and communication-assisted protections following asymmetrical faults [21]. In addition, high

penetration of RESs can cause instability in voltage and frequency levels, which can impact

the performance of local protective relays. Furthermore, the intermittent nature of renewable

energy sources can make fault detection and clearance more challenging [9].

Many wide-area fault location (WAFL) methods are only suited to offline purposes [17, 22–

25] as they suffer from technical difficulties introduced by iterative solving processes and non-

linear formulations. These methods are computationally demanding and not flexible enough

to deal with practical challenges. As they are essentially designed for offline calculations, the

inherent attributes of these methods make them unsuitable for WABP.

Great efforts have also been made in the literature to develop WABP methods to account for

deficiencies of local backup protection. In [26, 27], the operation statuses of CBs and protective

relays are used to identify the faulted line. However, the performance of these methods may be

impaired in the case of CB failures and relay malfunctions. In [28], an effective WABP method

is presented using the residual vector of a synchrophasor state estimator. However, subject to

the PMU placement, this method might not be able to infer the presence or absence of a fault

on some lines.

The WABP methods presented in [29–42] require the availability of PMUs at certain loca-

tions and suffer from one or more of the challenges pointed out in the previous section. Nev-

ertheless, PMUs are normally installed considering financial constraints and the availability of

communication infrastructure rather than the necessities of a specific functionality [43]. As

these methods need PMU data from certain locations, they cannot tolerate PMU losses. It is

worth mentioning that methods presented in [33, 40–42, 44, 45] can only identify the faulted

line, and do not provide the exact location of the fault on the faulted line.

The method in [11] is a pioneer superimposed-circuit-based WABP method based on voltage

measurements. The work is further developed in [15] by incorporating both voltage and current

measurements. Similar to many other WABP methods, these two methods are sensitive to the

temporary loss of the time synchronisation signal (LTSS). In response, research works such
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as [13] tackle the possibility of unsynchronised input phasors with the cost of the noticeably

higher computational burden.

RESs are characterised by their controllability features, which are barely accounted for by

the existing WAPB methods. IBRs can rapidly regulate the amplitude and phase angle of their

terminal voltage and current to meet their control targets in the steady-state, fault, and post-

fault conditions within a few milliseconds [46]. None of the methods mentioned above can

account for RESs assuming all generating units are synchronous machines. In these methods,

synchronous generators are modelled as an impedance behind an ideal voltage source, which

means they are modelled by a constant impedance in the superimposed circuit. However, this

modelling technique, cannot be employed for RESs because of their time-variant nature and

distinguished fault behaviour, which calls for innovative solutions. To utilise the methods in

[11, 13, 15, 17, 34, 38, 39, 47–49], one needs to disregard the presence of RESs in the power

system. However, simulations show that this approach might easily lead to misoperation or

malfunction of the WABP method.

Table 1.1 summarises some important features of the most effective WAFL/WABP meth-

ods in the literature. As can be seen, the linear method of [13] outperforms most of the other

methods as they are all sensitive to the loss of the time synchronisation signal. The nonlinear

method presented in [17] is another method that can function with unsynchronised measure-

ments but at the expense of an iterative solving process. The method is thus computation-

ally demanding and prone to the multiplicity of solutions. The WABP methods proposed in

[29, 30, 32–34, 37, 38, 50, 51] place certain constraints on PMU numbers and locations to be

operative.

As will be explained in Section 2.3 single- or three-pole disconnection of the faulted line

from one end will not affect the validity of the superimposed-circuit-based WABP. In addition,

other WABP methods normally cannot tolerate PMU losses or long communication latencies

as they require a specific set of PMU data [34, 39, 54].

The majority of WABP methods proposed thus far have non-linear formulations and have

been designed for conventional power systems. These methods do not take renewable genera-

tions into account, which makes them less attractive to system operators given the increasing

penetration of RESs in power systems. Improving the reliability of local protection schemes

in the presence of renewable energy sources has received remarkable attention in recent years
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Table 1.1: Performance Comparison Between Different WAFL/WABP Methods
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[55–58]. To overcome the protection challenges introduced by renewables, more sophisticated

local/wide-area methods with adaptive features are needed.

The presence of renewable energy sources in the transmission system has been accounted

for by a few WABP methods over the previous years [42, 59–63]. The authors in [59] present

a method that complements distance protection by WABP. Faulted line identification is accom-

plished by monitoring the absolute impedance angles of certain lines in the positive-sequence

circuit. One major shortcoming of this method is its reliance on specific PMU placements. A

communication-free active protection strategy for inverter-dominated power systems is presen-

ted in [63], which is only applicable to islanded microgrids. As will be demonstrated in Chapter

4, the superimposed-circuit methodology has proved to be flexible enough to account for the

presence of RESs in the power system [12].

1.4 Research Objectives

The primary objective of this research is to propose and develop reliable and computationally

efficient WABP methods that can effectively identify the faulted line in modern power systems

with high penetration of renewable energy sources. The proposed methods are aimed to be ap-

plicable in real-time scenarios, be capable of providing essential prerequisites of power system

protection, and cope with practical system-wide challenges related to the available wide-area

data and measurements. In order to achieve these goals, the following objectives have been

defined:

1. To critically analyse the existing WABP/WAFL methods in the literature. The aim is to

assess their potential for improving the protection of transmission lines in modern and

complex power systems and addressing practical challenges of wide-area applications.

2. To identify and describe the necessary prerequisites for WABP methods as protective

elements against short circuit faults in the power systems for their successful implement-

ation in real-world scenarios.

3. To propose a technique that reduces the computational complexity of WABP methods

that are based on the superimposed-circuit methodology.

10
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4. To improve the accuracy of the superimposed-circuit-based WABP methods that utilise

the weighted least-squares method through a rigorous formulation for determining the

weights of the equations.

5. To incorporate the non-linear fault characteristics exhibited by RESs within power sys-

tems in superimposed-circuit-based WABP methods by addressing high levels of RES

penetration with any geographic locations and various control strategies.

6. To propose a novel methodology that effectively handles unsynchronised and delayed

measurements without imposing a significant computational burden.

Given the aforementioned objectives, the subsequent subsection presents a comprehensive

overview of the specific contributions made by the thesis.

1.5 Performance Evaluation Methodology in the Thesis

The performance of the proposed methods will be evaluated through plenty of Electro-Magnetic

Transients (EMT) simulations with an integration step size of 0.1 milliseconds on the New Eng-

land 39-bus system. DIgSILENT power factory software will be used as the simulator to model

the test system and simulate different types of faults on various points of the system. In this pro-

ject, different control strategies of IBRs in both positive and negative sequence circuits will be

modelled by DSL tools in the DIgSILENT power factory software. The extensive simulations

are automatised via DPL tools in the DIgSILENT power factory.

Using MATLAB software, simulated time-domain voltage and current waveforms are put

through an anti-aliasing Butterworth filter and sampled with a practical sampling frequency,

e.g. 2 kHz. The Discrete Fourier Transform (DFT) and a real PMU model [64] are used to es-

timate phasors of recorded time-domain waveforms. For conducting sensitivity analysis against

input errors, the measurement and parameter errors are applied to the vector of measurements

and system parameters in MATLAB. The communications failure/latencies and loss of time

synchronisation signal are also applied to the vector of measurements in MATLAB.
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1.6 Thesis Contributions and Related Publications

The main contributions of the present thesis are:

(i) The WABP/WAFL methods in the literature are critically examined for their potential

to enhance the protection of transmission lines in modern and complex power systems.

Specifically, the superimposed-circuit methodology is elucidated and endorsed as a ro-

bust approach capable of mitigating system-wide challenges, including communication

latencies, communication failures, sparse PMU coverage, measurement inaccuracies,

bad data, and the loss of time synchronisation signals. Additionally, this study iden-

tifies and describes certain imperative prerequisites of WABP methods to ensure their

feasibility and implementation in real-world scenarios.

Regarding this contribution, the materials presented in Chapters 2 and 3 of this thesis are

supported by the following publications [12, 65]:

M. R. Jegarluei, J. S. Cortes, S. Azizi and V. Terzija, “Wide-Area Event Identification

in Power Systems: A Review of the State-of-the-Art,” 2022 International Conference

on Smart Grid Synchronized Measurements and Analytics (SGSMA), Split, Croatia, May

2022, pp. 1-7.

S. Azizi, M. Rezaei Jegarluei, J. Sanchez Cortes, V. Terzija, “State of the art, challenges

and prospects of wide-area event identification on transmission systems,” International

Journal of Electrical Power and Energy Systems, Volume 148, 2023, 108937.

(ii) A technique is proposed for reducing the computational complexity of superimposed-

circuit-based WABP methods. A proposition is presented and proved to justify that the

system of equations pertaining to every candidate line can be directly obtained from the

bus impedance matrix of the pre-fault power system. This is in contrast with existing

WABP methods requiring the establishment of as many distinct bus impedance matrices

as the number of candidate lines in the power system [11, 13, 15, 34]. The proposed tech-

nique limits the foregoing requirement to merely calculating the bus impedance matrix

of the pre-fault system.

Regarding this contribution, the materials presented in Chapter 3 of this thesis are sup-
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ported by the following publication [66]:

M. R. Jegarluei, A. S. Dobakhshari, and S. Azizi, “Reducing the Computational Com-

plexity of Wide-Area Backup Protection in Power Systems,” IEEE Transactions on

Power Delivery, vol. 37, no. 3, pp. 2421-2424, June 2022.

(iii) To apply the weighted least-squares method for WAFL/WABP, it is necessary to calcu-

late the mean and variance of superimposed errors. This has not been considered in the

existing superimposed-circuit-based methods [11, 13, 15, 17, 23, 34, 48, 67, 68]. In this

thesis, these errors are determined using statistical distributions based on the errors of

pre- and post-fault synchrophasors. By incorporating a carefully derived weight mat-

rix into the formulation and considering both voltage and current synchrophasors, the

proposed method significantly improves the accuracy of the results compared to similar

WAFL/WABP methods. Furthermore, the linear nature of the formulation and the rig-

orous derivation of superimposed errors facilitate the application of established bad data

detection methods.

Regarding this contribution, the materials presented in Chapter 3 of this thesis are sup-

ported by the following publication [69]:

M. R. Jegarluei, T. E. H. El-Gorashi, J. M. H. Elmirghani and S. Azizi, “A Generalised

Closed-From Solution for Wide-Area Fault Location by Characterizing the Distributions

of Superimposed Errors,” IEEE Transactions on Power Delivery, vol. 37, no. 6, pp.

5484-5487, Dec. 2022.

(iv) In order to employ the methods presented in [11, 13, 15, 17, 34, 38, 39, 47–49] in mod-

ern power systems, it is imperative to overlook the existence of RESs within the system.

Nevertheless, simulations indicate that adopting this approach may result in erroneous

operation or failure of the WABP method. In this research work, a robust WABP method

against asymmetrical faults is proposed for transmission systems with high penetration

of renewables. The method, which is based on the negative-sequence circuit, exploits

the full potential of available synchrophasors without placing any rigid constraints on

PMU locations. To this end, the faulted line and a few appropriately selected RESs are

replaced by equivalent current sources using the Substitution Theorem. The remaining

13
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RESs are substituted by their equivalent impedances accounting for their response to a

fault, considering the control strategies and overcurrent limits of these RESs. This res-

ults in a linear system of equations whose solution readily indicates the faulted line on

account of the weighted sum of squared residuals concept.

Regarding this contribution, the materials presented in Chapter 4 of this thesis are sup-

ported by the following publication [70]:

M. Rezaei Jegarluei, P. Aristidou, S. Azizi, “Wide-Area backup protection against asym-

metrical faults in the presence of renewable energy sources,” International Journal of

Electrical Power and Energy Systems, Volume 144, 2023, 108528, ISSN 0142-0615.

(v) A WABP method against all types of faults is proposed for transmission systems with

high penetrations of RESs. The method, which is based on the positive-sequence circuit,

relies neither on the system’s full observability nor the availability of a predetermined set

of PMU data. This is made possible by replacing RESs and the candidate line (i.e., a line

that is assumed to be faulted) with appropriate nodal current sources in the superimposed

circuit. Then, the currents of RESs without PMU measurements are calculated with re-

spect to their power references and low-voltage ride-through (LVRT) characteristics. To

find the actual faulted line amongst the set of candidate lines, a residual-based index is

proposed based on the notion of superimposed circuits and the weighted least-squares

method. A core achievement of the method is accounting for the non-linear fault beha-

viours of RESs while maintaining the linearity of the formulation. The method performs

well with any penetration level, locations, and LVRT characteristics for RESs.

Regarding this contribution, the materials presented in Chapter 4 of this thesis are sup-

ported by the following publication [71]: .

M. Rezaei Jegarluei, A. S. Dobakhshari, M. Popov, V. Terzija, and S. Azizi, “PMU-based

backup protection in the presence of inverter-based resources,” International Conference

on Energy Technologies for Future Grids (ETFG), Wollongong, Australia, 2023.

A full version of this paper will also be submitted to IEEE Transactions on Industry

Applications.
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(vi) A WABP method is proposed for transmission systems using sparse synchronised/ un-

synchronised PMU measurements. The method is aimed at addressing practical chal-

lenges such as temporary loss of the time-synchronisation signal (LTSS), sparse PMU

coverage, and communication failures and latencies. A linear and computationally effi-

cient formulation is proposed to identify the faulted line in near real-time based on the

superimposed-circuit concept. An index is proposed that quantifies the mismatch de-

grees between the expected and observed superimposed phasors without requiring full

network observability. Only a few methods in the literature account for the unsynchron-

ised measurements caused by LTSS. The most effective method in the literature [13] is

highly sensitive to inaccuracies in the superimposed measurements. Additionally, solv-

ing the presented system of equations in [13] necessitates inverting and multiplying large

matrices, which hampers its efficiency for real-time applications. The proposed method

in this thesis can work well with unsynchronised measurements without imposing a sig-

nificant computational burden. Since no matrix inversion is involved, sparse PMU meas-

urements do not result in singularity, and thus, the unsolvability of the equations. A

technique is proposed to assess the feasibility of faulted-line identification by a given set

of PMUs. Being robust against measurement and parameter errors, the method performs

well with PMUs of different reporting rates regardless of the fault distance, type, and

resistance.

Regarding this contribution, the materials presented in Chapter 5 of this thesis are sup-

ported by the following publication [16]:

M. Rezaei Jegarluei, P. Aristidou, W. Fernandes and S. Azizi, “Wide-Area Backup Pro-

tection Using Sparse Synchronized/Unsynchronized PMU Measurements,” IEEE Trans-

actions on Power Delivery, vol. 38, no. 4, pp. 2630-2640, Aug. 2023.
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1.7 Thesis Outline

The rest of this thesis is structured as below

• Chapter 2 provides a detailed explanation and endorsement of the superimposed cir-

cuit methodology for WABP. This methodology is characterised as a robust and effective

approach for addressing a wide range of practical challenges encountered in real-world

scenarios, including communication latencies and failures, partial network observability,

sparse PMUs coverage, measurement errors, bad data, and the loss of time synchronisa-

tion signals. Then, the essential criteria for the successful implementation and practical-

ity of WABP techniques are identified and explained.

• Chapter 3 presents a technique for reducing the computational complexity of superim-

posed circuit-based WABP methods. A proposition is introduced and proved, showing

that the system of equations relating to each potential faulted line can be directly derived

from the bus impedance matrix of the power system before the fault occurs. The chapter

demonstrates the existence of a one-to-one equivalence between the responses of the su-

perimposed circuit with and without the faulted line. Moreover, a system of linear equa-

tions is formulated for the WAFL/WABP, which incorporates both voltage and current

synchrophasors. This formulation enables the development of a generalised closed-form

solution for identifying the faulted line and calculating the fault distance. The weighted

least-squares method is employed to rigorously determine the equation weights, with

the statistical distributions of the superimposed errors, i.e., the differences between the

errors of the corresponding pre- and post-fault synchrophasors, serving as the basis for

weight determination. The method’s effectiveness, robustness against different factors,

and superiority over existing methods are demonstrated by extensive simulations and

comparison studies conducted on the IEEE 39-bus test system.

• Chapter 4 presents a comprehensive analysis of the integration of RESs in the superim-

posed circuit-based WABP methods. The chapter starts by describing the configuration

of IBRs, along with their relevant power control strategies and Grid Code requirements.

Then, a novel WABP method is proposed for transmission systems with a high pen-

etration of renewables, utilizing the negative-sequence circuit to address asymmetrical
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faults. The proposed method is then modified to accommodate a large number of RESs,

and the details of these modifications are provided. The performance of the method

is evaluated through extensive simulations conducted on the IEEE 39-bus test system,

demonstrating its effectiveness regardless of the number and location of RESs and their

control strategies. Additionally, a novel WABP method is introduced, which is capable

of addressing all types of faults by utilizing the positive-sequence circuit. The modifica-

tions made to the WABP formulation to handle the challenges posed by high penetration

of RESs are then presented. Finally, simulation studies validate the superiority of this

method compared to existing approaches and demonstrate its robustness against influen-

tial factors such as input inaccuracies.

• Chapter 5 introduces a new method for WABP that aims to solve practical problems

such as temporary loss of the time-synchronisation signal, sparse PMU coverage, and

communication failures and latencies. The chapter first suggests an index that measures

the discrepancy between expected and observed superimposed phasors. It then proposes

a technique to determine if a given set of PMUs can accurately identify any faulted

line. The chapter also discusses modifications made to overcome practical challenges.

Finally, the results of extensive simulations conducted on the IEEE 39-bus test system

are presented and analysed, confirming the effectiveness of the proposed method.

• Chapter 6 summarises the contribution of this thesis and puts forward several sugges-

tions for future works.
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CHAPTER 2

Principals of Superimposed-Circuit Methodology

and Its Application for WABP
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2. Principals of Superimposed-Circuit Methodology and Its Application for WABP

2.1 Overview

The superimposed-circuit methodology is a technique used in electrical engineering to analyse

complex circuits. It involves breaking down a circuit into simpler circuits and analyzing each

one individually. The responses of each circuit are then combined to determine the overall be-

haviour of the complex circuit. This methodology is especially useful in circuits with multiple

sources, as it allows engineers to understand how each source affects the circuit independently.

By analyzing each source separately, one can more easily determine interactions and their im-

pact on the overall circuit behaviour. It provides a systematic approach to circuit analysis,

simplifying the process of understanding and troubleshooting complex circuits.

2.2 Superimposed-Circuit Methodology

Based upon the Substitution Theorem [72], any element can be replaced by proper nodal current

sources. It is possible to do this such that the pre-disturbance and post-disturbance bus imped-

ance matrices remain the same [13]. This will result in a system of linear equations (KVL and

KCL equations) relating the superimposed voltage and current phasors to unknown nodal cur-

rent sources that replaced the disturbed element. Applying the weighted least-squares method

to the developed system of equations would enable the identification of the disturbed element.

The disturbance of interest in this thesis is defined as sudden changes in nodal current injec-

tions in the circuit. Figures 2.1(a) and 2.1(b) show the corresponding pre- and post-disturbance

circuits with the same topology but with nodal current sources of different values. Having

the same topology and elements, the circuits of Figures 2.1(a) and 2.1(b) have the same bus

impedance matrix denoted by Z.

The circuit nodes are indexed 1 to N . Let V pre and V post represent the vector of node

voltages before and after the disturbance, respectively. Then, the nodal equations for the two

circuits satisfy the following equations [15]:

V pre = ZIpre (2.1)

V post = ZIpost (2.2)

where, Ipre and Ipost represent the vectors of nodal currents before and after the disturbance,
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2. Principals of Superimposed-Circuit Methodology and Its Application for WABP

Figure 2.1: (a) Pre-disturbance circuit, (b) Post-disturbance circuit, and (c) Superimposed cir-
cuit for a disturbance [65].

respectively. Also, Z denotes the bus impedance matrix of the system. It should be noted

that any non-linear elements of the system such as RESs, should be replaced by nodal current

sources to be able to easily establish the bus impedance matrix of the system.

By subtracting (2.1) from (2.2), the following equation can be derived:

∆V = Z∆I (2.3)

Equation (2.3) can be attributed to a hypothetical superimposed circuit, as shown in Figure

2.1(c), in which all quantities are indicated by the ∆ symbol. The letters I and J are used for

nodal current injections and branch currents, respectively, to distinguish between them. If ∆Ij

refers to the superimposed nodal injection at a node j, the superimposed voltage at any node i

can be obtained from:

∆Vi =
N∑

j=1
Zi,j∆Ij (2.4)

where Zij denotes the element in the i-th row and j-th column of the bus impedance matrix

of the superimposed circuit with N nodes. Let ∆Ju,v denote the superimposed current of the

sending-end of a healthy line u − v, which satisfies the following equation:

∆Juv =
N∑

q=1
Cuv,q∆Iq (2.5)
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2. Principals of Superimposed-Circuit Methodology and Its Application for WABP

where the coefficient Cuv,q for a nodal current source at bus q can be obtained as follows [15]:

Cuv,q = Zu,q

Zc
u,v tanh(θu,v) − Zv,q

Zc
u,v sinh(θu,v) (2.6)

where a line is connected between buses u and v, and Zc
u,v is the characteristic impedance of

line u − v. Let θu,v = γu,v × lu,v, where γu,v is its propagation constant, and lu,v is the length

of the line. By writing equations of types (2.4) and (2.5) associated with the measured voltage

and current synchrophasors, a system of linear equations can be obtained as below:

m = Hx + ε (2.7)

where m, H and ε are the measurement vector, coefficient matrix, and error vector, respect-

ively. Further, x is the vector of unknown nodal current injections. It should be noted that for

the superimposed nodal currents that are directly measured by PMUs, the associated coeffi-

cient in H will be 1 or -1, depending on the convention assumed for the direction of the nodal

current injection. The system of linear equations (2.7) can be readily solved using the weighted

least-squares method as follows

x̂ =
(
H∗R−1H

)−1
H∗R−1m (2.8)

where the asterisk on H refers to the conjugate transpose of that matrix. The vector x̂ contains

the estimates of unknowns, obtained by applying the weighted least-squares method to (2.10).

These estimates might not be precisely equal to their corresponding true values because of

measurement errors incurred in practice. The weighted sum of squared residuals (WSSR) is the

objective function minimised for solving (2.7) and can be obtained from:

WSSR = [m − Hx̂]∗R−1[m − Hx̂] (2.9)

where R denotes the covariance matrix of measurement errors, which is an Np-by-Np diagonal

matrix whose i-th diagonal entry is the variance of the i-th measurement. Np is the number of

measurements. Equation (2.9) can also be represented as below:

WSSR = m∗S∗R−1Sm (2.10)
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The matrix S is called the residual sensitivity matrix and can be obtained from [73]:

S = I − H
(
H∗R−1H

)−1
H∗R−1 (2.11)

where I denotes the identity matrix of appropriate size. The WSSR of the actual disturbed ele-

ment is theoretically zero and non-zero for healthy elements. Accordingly, (2.10) is evaluated

for every suspected element to identify the smallest WSSR, thus the disturbed element. The es-

timated unknowns by (2.8) can be used to further investigate the identified disturbed element.

For example, it can be used to calculate the fault distance on the faulted line.

2.2.1 Conceptual Diagram of the Superimposed-Circuit Methodology

Figure 2.2 provides a conceptual representation of superimposed-circuit-based wide-area ap-

plications. In these approaches, the bus impedance matrix of the power system is calculated

based on the network topology and the impedance model of the network components, e.g.,

transmission lines, transformers, loads, generators, and the like. The power system is a dy-

namic system with varying topology and load flow. Thus, the system’s bus impedance matrix

will be time-variant. Nevertheless, the most updated data about the load flow and operating to-

pology of the system reported via SCADA can be utilised to calculate the most recently updated

bus impedance matrix.

It is assumed that in the short time between fault inception and clearance, the bus imped-

ance matrix of the system (excluding the faulted line and those elements that are replaced by

nodal current sources) does not noticeably change, which is quite an acceptable assumption

[74]. In superimposed-circuit-based wide-area applications, voltage and current phasor meas-

urements are widely gathered across the power system and the phasors measured by each PMU

are time-tagged with GPS signals to establish a synchronised measurement system.

A flowchart of the superimposed-circuit methodology for WABP is shown in Figure 2.3.

The product S∗R−1S can be calculated and saved in memory a-priory based on the bus im-

pedance matrix of the system. Therefore, the real-time calculations are mainly limited to cal-

culating WSSRs by (2.10).
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Figure 2.2: Conceptual representation of superimposed-circuit-based wide-area applications.
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2. Principals of Superimposed-Circuit Methodology and Its Application for WABP

Figure 2.3: Flowchart of a superimposed-circuit-based method [65].

2.3 Superimposed-Circuit Methodology for WABP

Based on the Substitution Theorem, an element or a set of elements in a system could be

replaced with a properly adjusted current source that injects the same amount of current. This

substitution will not change the phasors of currents flowing in lines of the remaining network as

well as its node voltages. According to the Substitution Theorem, voltage and current phasors

in the remaining network of the original network, in which no element is substituted, and those

of equivalent network model would be analogous as shown in Figure 2.4(a) and 2.4(b).

In order to form the nodal equivalent circuit, every voltage source in series with an imped-

ance needs to be replaced by a proper current source in parallel with the same impedance [75].

Accordingly, the following equation stands for the original network in Figure 2.4(a).

V pre = ZIpre (2.12)

The vector Ipre is a vector of nodal currents, the k-th element of which, Ik, is the sum of

all source current phasors entering bus k, as follows:

Ipre =
[
Ipre

1 , ..., Ipre
k , ..., Ipre

N

]T (2.13)

For the equivalent network in Figure 2.4(b), the relation between bus voltage phasors and
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Figure 2.4: (a) Original, and (b) equivalent models under normal operating conditions.

Figure 2.5: (a) Original, and (b) equivalent models under fault conditions.

nodal current phasors is as follows:

V pre = ZIpre (2.14)

In which, Z is the bus impedance matrix of the remaining network with the line i − j

removed. The vector Ipre would be as follows:

Ipre =
[
Ipre

1 , ..., Ipre
i − Jpre

i,j , ..., Ipre
j − Jpre

j,i , ..., Ipre
N

]T
(2.15)

As shown in Figure 2.5(a), let us assume that a fault has occurred at line i − j. According

to the Substitution Theorem, the faulted line can be substituted with two equivalent current

sources as shown in Figure 2.5(b). For the voltage and current phasors of the equivalent circuit

2.5(b), a matrix equation can be made similar to equation (2.12) as follows:

V post = ZIpost (2.16)

In which

Ipost =
[
Ipost

1 , ..., Ipost
i − Jpost

i,j , ..., Ipost
j − Jpost

j,i , ..., Ipost
N

]T
(2.17)
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Figure 2.6: The concept of the superimposed circuit.

Regardless of the fault distance at the faulted line, the remaining network would be similar

to the pre-fault network if the substituted line i − j is actually the faulted line. As a result, the

matrix Z(i,j), which is constructed by the pre-fault topology of the remaining network, will

be valid during the fault condition. In this way, the non-linear impedance matrix, which is a

function of the exact fault distance on the faulted line is avoided.

The differences between the voltage and current phasors following the fault can be attrib-

uted to the corresponding voltages and currents in the superimposed circuit, as shown in Figure

2.6. The nodal equations for the superimposed form of the remaining network considering a

fault at line i − j are obtained by subtracting equation (2.14) from (2.16) as follows:

∆V = Z∆I −


Z1,i Z1,j

...
...

ZN,i ZN,j


∆Ji,j

∆Jj,i

 (2.18)

in which, ∆V is the vector of superimposed bus voltages, ∆I is the vector of superimposed

nodal current injections, and ∆Ji,j and ∆Jj,i are superimposed terminal currents of the faulted

line. The negative sign in equation (2.18) is because the reference directions of substituted

current sources exit the connected buses.

The detailed system of equations used for WABP is presented here. Let Nv, Nc, and Nb

denote the number of PMU-measured bus voltages, PMU-measured nodal current injections,

and PMU-measured branch currents whose associated measurement errors are respectively de-

noted by eV , eI , and eJ . In addition, let Nu stand for the number of unknown nodal current

sources in the power system. The overdetermined system of linear equations (2.7) can be

formed using (2.5) and (2.18) as follows, where coefficients C can be obtained by (2.6).
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m︷ ︸︸ ︷

∆V1
...

∆VNv

∆I1
...

∆INc

∆J1
...

∆JNb

∆Ji,j

∆Jj,i



=

H︷ ︸︸ ︷


Z1,i Z1,j

...
...

ZNv,i ZNv,j




Z1,1 · · · Z1,Nu

...
. . .

...

ZNv,i · · · ZNv,Nu



[0](Nc×2) − [I](Nc×Nu)


C1,i C1,j

...
...

CNb,i CNb,j




C1,1 · · · C1,Nu

...
. . .

...

CNb,i · · · CNb,Nu



− [I](2×2) [0](2×Nu)



×

x︷ ︸︸ ︷

∆Ji,j

∆Jj,i

∆I1

...

∆INu



+

ε︷ ︸︸ ︷

eV1
...

eVNv

eI1
...

eINc

eJ1
...

eJNb

eJi,j

eJj,i



(2.19)

It is worth noting that in this modeling, only linear elements such as transmission lines

and synchronous generators are included in the bus impedance matrix. As a result, non-linear

elements such as RESs shall be excluded from the bus impedance matrix and be modelled as an

unknown nodal current source in the superimposed circuit. This point will be further clarified

in Chapter 4.

2.3.1 Individual Analysis of the Sequence Circuits

Some events, such as asymmetrical faults and single-pole opening of CBs make the three-phase

power system unbalanced. The method of symmetrical components replaces the solution of an

unbalanced three-phase circuit with the solution of three balanced circuits connected to each

other in a particular way satisfying the event constraints [5]. Based on the sequence theorem,

in the superimposed circuit methodology, each sequence circuit can be analysed independ-

ently regardless of the event type. This is possible if other sequence circuits are replaced by
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proper current or voltage sources imitating the omitted circuits’ behaviour following the event

[11, 13, 15, 47]. Hence, all known and unknown variables and parameters in (2.1) to (2.11)

can be addressed with the superscripts “+”, “−”, and “z” representing them in the positive,

negative, and zero sequence circuit, respectively. For instance, ∆V +
i , ∆J+

j , C+
h,q, and Z+ can

be obtained for the positive-sequence circuit.

During asymmetrical faults to the ground, the sum of three-phase currents of transmission

lines runs into the ground mainly via overhead line shield wires and towers grounds or directly

to the ground at the fault point and returns mostly at transformers star points [75]. Regarding

such current flowing paths, the impedances of the tower grounds, shield wires, and ground res-

istance at the fault point are included in the zero-sequence impedances of transmission lines.

Moreover, the zero-sequence current may flow into different routes with various impedances.

For instance, in case of a short circuit fault ensuing from a lightning flash, fault current passes

through the shield wires and a bunch of tower ground in parallel. Conversely, during a direct

ground fault, the fault current goes into the ground at the fault point. The zero-sequence imped-

ance of the line is also affected by the soil resistivity, which is irregularly non-uniform along

the whole line route. It is also influenced by the soil humidity and weather conditions. Ac-

cordingly, the zero-sequence impedance of transmission lines cannot be calculated precisely.

Thus, the zero-sequence bus impedance matrix will contain noticeable inaccuracies [76, 77]

and is better to be excluded from fault location equations. This is easily achievable by the

superimposed circuit methodology as each sequence circuit can be analysed independently.

2.3.2 Fault Location Feasibility Analysis

The equation (2.7) for wide-area application is usually formed as an overdetermined system of

equations. So, there might be no solution, one unique solution, or indefinite solutions for the

unknown vector x. The fault location feasibility analysis pertains to the evaluation of whether

the superimposed currents and voltage at the faulted line terminals can be uniquely calculated

from equation (2.10) from available measurements.

Providing that the coefficient matrix H is full rank, the vector of unknowns x composed of

substituted superimposed currents of the faulted line and all other superimposed nodal current

measurements, can be uniquely obtained. The feasibility analysis is to assess the solvability of

the fault location problem when H is rank deficient. It might happen if the system of equations
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(2.7) does not involve enough independent equations. The situation gets worse if some of the

measurements are also excluded as bad data. For example, assume that a fault occurs on a

line by which the network is separated into two distinct sub-networks. If there is no PMU at

one of these sub-networks, matrix (2.7) would be rank deficient because there is no dependant

equation for calculating superimposed voltage and current of a line terminal which is a part of

PMU-lacking sub-network [15].

An overdetermined system of equations might not have a unique solution for all of its

unknowns. Recall from matrix algebra, the first element with a value of 1 in each non-zero

row of the reduced row echelon form of a matrix is called a pivot, which is a helpful tool for

feasibility assessment. In the reduced echelon form of matrix H , the corresponding variable

to each pivot has a unique solution if and only if all other entries in the same row are zero

[73]. This might not be the case for all pivots but some of them. Accordingly, it is possible to

obtain unique solutions for the corresponding unknowns of those pivots while there is no unique

solution for the whole system. As per the substitution theorem, any element can be replaced

by a nodal current source and its superimposed values can be considered as an unknown in

the formulation. However, from the viewpoint of superimposed fault location equations and

regardless of the rank of H , as long as superimposed currents at the faulted line terminals from

equation (2.7) are uniquely obtained, the fault distance can be easily computed [15], as detailed

in the next section.

2.3.3 Fault Location Calculation

Once the faulted line is identified, in each sequence circuit, superimposed currents calculated

from equation (2.8) can be put into (2.4) to obtain the superimposed voltages at the faulted line

terminals. Let us assume that line i − j is the faulted line. Having obtained ∆Vi, ∆Vj , ∆Ji,j ,

and ∆Jj,i and using the equivalent π model derived from the distributed model of the faulted

line, the fault distance αi,j at line i − j can be readily calculated. The closed-form equation for

the fault distance αi,j is obtained as follows [78]:

αi,j = 1
θi,j

× tanh−1
(

cosh(θi,j)∆Vj − Zc
i,j sinh(θi,j)∆Jj,i − ∆Vi

sinh(θi,j)∆Vj − Zc
i,j cosh(θi,j)∆Jj,i − Zc

i,j∆Ji,j

)
(2.20)

As will be further explained, the fault distance is calculated to ensure that it lies within the
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acceptable range [0,1], thereby reinforcing the security of the method. In addition, accurate

fault location can help to minimize the costs associated with fault repair. It allows for targeted

repair efforts, reducing the need for extensive troubleshooting and unnecessary equipment re-

placement.

2.3.4 PMU Coverage and Data Loss

PMUs are normally placed in power systems with respect to the availability of infrastructure

and budget restrictions rather than the requirements of particular functionality [43]. Wide-area

methods that need synchrophasor measurements from specific locations are essentially vulner-

able to losses of PMU data and long communication latencies. This is while the superimposed-

circuit-based methods do not impose rigid limitations on the number and locations of PMUs.

The reason is that in the superimposed-circuit-based methods, a highly over-determined sys-

tem of equations is established. An important implication of the foregoing feature is that the

loss of PMU data or long communication latencies will not render superimposed circuit-based

methods unfeasible, as long as the coefficient matrix is not rank deficient. Indeed, the system

of (2.7) is normally overdetermined to a great extent, thanks to the multitude of measurements

provided by PMUs. It follows that the solvability of (2.7) is not dependent on the availability

of any specific equations. Therefore, excluding the equations corresponding to a few PMUs

whose data have not been received in the control centre for any reason would not compromise

the functionality of the proposed WABP method. It is an easy offline task to determine the

simultaneous losses of which measurements can make (2.7) unsolvable [15] by checking the

rank of the coefficient matrix. This is because the coefficient matrix for any sets of received

PMU data can be easily calculated prior to a fault onset.

2.3.5 Considerations for Loss of Time-Synchronising Signal

Synchrophasors reported by a PMU will be all time-stamped with respect to the time reference

of that device. The time drift of locally measured phasors can be confined in the order of

1 µs over one second [79]. Therefore, the phase angles of phasors measured by a PMU at

the same substation can be considered highly accurate with respect to each other [15]. To

model the impact of the loss of time synchronisation signal, phasors provided by PMU1 to

PMUNpmu may be multiplied by unknown phase angle operators, ejθ1 , . . . , ejθNpmu . These
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multiplications make the formulation nonlinear in terms of the new unknowns. Rearranging

the equations of (2.7) as a linear combination of nodal current sources and angle drifts can

help maintain the system’s linearity [13]. In doing so, the unknown angle drift operators can

be moved from the measurement vectors to the vector x, while their coefficient will be added

to the H matrix with the cost of a noticeable higher computational burden. Another method

to deal with unsynchronised measurements is presented in Chapter 5, in which the impact of

angle drifts is totally disregarded in the formulations with a minor computation burden.

2.3.6 Bad Data Detection and Identification

Due to the inclusion of bad data in the measurement set, the event identification results might

become unreliable from time to time. This will be the case unless bad data is spotted and elim-

inated from the measurement set. As presented in Chapter 3, the superimposed errors, i.e., the

differences between the errors of the corresponding pre- and post-fault synchrophasors errors,

can be characterised based on the statistical distributions of the errors of pre- and post-fault

synchrophasors. The linearity of the formulation, along with the derivations of superimposed

errors, allows for the application of well-established bad data detection and identification meth-

ods. The largest normalised residual test (LNRT) [80, 81] is a common technique that can be

used to deal with erroneous measurements, e.g., current measurements of saturated CTs during

close-in faults. Finally, thanks to the overdetermined nature of the system of equations (2.7),

the detected bad data can be excluded from the vector of measurements.

2.3.7 Accounting for Non-Simultaneous One- or Three-Pole Tripping of CBs

Following a fault on a line, CBs at the line ends will be tripped by protective relays. However,

the opening of CBs at the two line-ends may not be simultaneous [12]. It is vital for WABP

formulations to remain valid after single-end line disconnection. In other words, WABP for-

mulations should not be affected by the status of CBs at the faulted line end. One end of the

faulted line might be rapidly tripped in less than a couple of power frequency cycles following

the fault. Phasors estimated within that time will not be accurate due to the transient response of

phasor estimation algorithms. Hence, the WABP method might fail by using inexact phasors.

A faulted line i−j is represented by two equivalent current sources in each sequence circuit.

Upon any new event on this line, the measurement vector and the values of the unknown current
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Table 2.1: Criteria for Fault Type Identification

Comparison Result I+
f = I−

f I+
f = −I−

f

∣∣∣I+
f

∣∣∣ ̸=
∣∣∣I−

f

∣∣∣ I−
f = 0

Fault Type 1-ph-g 2-ph 2-ph-g 3-ph

sources replaced for the line change while the bus impedance matrix remains unchanged. Thus,

(2.10) holds at any moment, e.g., from a fault onset to the disconnection of one and finally both

ends of the line. Indeed, every event on the line can be entirely translated into an equivalent

modification in the vector of unknowns. The system of linear equations (2.10) can also be

formed for the negative- and zero-sequence circuits, if the event is asymmetrical and involves

these circuits, i.e., one-pole tripping of faulted line’s CBs. Therefore, non-simultaneous single-

or three-pole disconnection of the faulted line from one end will not affect the validity of the

superimposed-based WABP formulations [15].

2.3.8 Fault Type and Faulted Phases Identification

As explained, in the superimposed circuit methodology, each sequence circuit can be analysed

independently regardless of the event type. As detailed in Table 2.1, all types of faults can be

identified by comparing positive- and negative-sequence fault currents [13]. It is worth noting

that the fault type is merely identified based on the estimated fault current. The types and

locations of fault current sources (including synchronous machines and RESs) do not impact

this judgment as long as they are correctly modelled in the superimposed circuit.

2.3.9 Low Sensitivity to Fault Resistance

In the superimposed circuit methodology, the faulted line is replaced by two appropriate nodal

current sources based on the Substitution Theorem. Therefore, the faulted line and fault res-

istance are not included in the bus impedance matrix, while their effects are reflected in the

current sources. In other words, the superimposed-circuit-based WABP infers the currents

and voltages at both terminals of the faulted line [11, 13, 15]. This simplifies the problem of

wide-area fault location to a two-terminal fault location. One of the inherent advantages of the

two-terminal fault location methods is their low sensitivity to fault resistance [78].
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2.4 Summary

In this chapter, the superimposed-circuit methodology and its application for WABP were de-

tailed and promoted as a powerful methodology with great potential for addressing real-world

challenges such as communication latencies/failures, temporarily incomplete network observ-

ability, sparse PMU coverage, measurement errors, bad data, and the loss of the time synchron-

isation signal. Furthermore, this chapter highlighted the essential prerequisites for ensuring the

viability of WABP methods for implementation in practice.
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CHAPTER 3

Improvement to the Superimposed-Circuit

Methodology for WABP
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3. Improvement to the Superimposed-Circuit Methodology for WABP

3.1 Overview

This chapter proposes a technique for reducing the computational complexity of superimposed-

circuit-based WABP methods. This chapter demonstrates the existence of a one-to-one equi-

valence between the responses of the superimposed circuit with and without the faulted line. A

proposition is presented and proved to justify that the system of equations pertaining to every

candidate line can be directly obtained from the bus impedance matrix of the pre-fault power

system without removing the faulted line from the bus impedance matrix. This is in contrast

with existing WABP methods requiring the establishment of as many distinct bus impedance

matrices as the number of candidate lines in the power system.

Furthermore, a system of linear equations is formulated for WAFL/WABP, taking advant-

age of both voltage and current synchrophasors. This results in a generalised closed-form

solution for the fault distance calculation using the weighted least-squares method. In doing

so, the equation weights related to superimposed measurements are rigorously derived based on

the statistical distributions of the superimposed errors, i.e., the differences between the errors

of the corresponding pre- and post-fault synchrophasors.

3.2 Reducing the Computational Complexity of WABP

A prerequisite for applying superimposed methodology for WABP is that the pre-fault and post-

fault circuits have the same bus impedance matrix. This can easily be realised by removing

the faulted line from the circuit and replacing it by suitable current sources before and after

the fault onset. To identify the faulted line, the replacement procedure is carried out for all

candidate lines. A system of equations is derived for each case relating the measurements to

the candidate line under study. The weighted sum of squared residuals (WSSR) is calculated

for the developed system of equations. The candidate line with the least WSSR is identified as

the faulted line [11, 13, 15].

If l denotes the number of lines in a power system, WABP methods introduced in [11, 13,

15] require the calculation of l distinct bus impedance matrices upon any changes in the power

system’s topology/operating point. Given the dynamic nature of power systems, this translates

to a continuous need for calculating and updating l coefficient matrices, which can be highly

demanding for large-scale power systems.
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Figure 3.1: (a) Pre-fault circuit. (b) Post-fault circuit. (c) Superimposed circuit with line i-j
removed. (d) Superimposed circuit with line i-j connected [66].

In this section it will be asserted that the coefficient matrix corresponding to every candidate

line can be directly calculated from the bus impedance matrix of the pre-fault power system,

irrespective of the faulted line, fault type, and fault location. A proposition is presented with

analytical proof justifying the validity of the proposed technique. This removes the need for

numerous modifications of the bus impedance matrix with respect to the candidate lines under

study. Extensive simulations are conducted to confirm that the proposed technique reduces the

computational burden without impacting the success rate of WABP.

3.2.1 WABP Based on the Superimposed-Circuit Methodology

Let us assume line i-j in a power system is faulted. Figures 3.1(a) and 3.1(b) show the pre-fault

and post-fault circuits of this power system with N buses. The differences between the voltage

and current phasors following the fault can be attributed to the corresponding voltages and

currents in the superimposed circuit shown in Figure 3.1(c). The topology of the superimposed

circuit is independent of the fault location on the line, yet different from that of the pre-fault

circuit as line i-j is excluded from the former. Let ∆Ii and ∆Ij refer to the superimposed

nodal injections at buses i and j, respectively. As synchronous generators can be modelled

as constant impedances in the superimposed circuit [11], ∆Ii and ∆Ij are the only non-zero

injections in the superimposed circuit of Figure 3.1(c). Thus, the superimposed voltage at an

arbitrary bus q can be obtained from
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∆Vq = Zqi∆Ii + Zqj∆Ij (3.1)

where Zqi is the entry in the q-th row and i-th column of the bus impedance matrix. Let ∆Juv

denote the sending-end superimposed current of line u-w. It can be easily shown that

∆Juv = Cuv,i∆Ii + Cuv,j∆Ij (3.2)

where the derivation of Cuv,k is obtained by (2.6). Every voltage and current measurement

provided by PMUs can be substituted in (3.1) and (3.2), respectively, to form an equation in

∆Ii and ∆Ij . These equations together form an overdetermined system of equations as below

m = H

 ∆Ii

∆Ij

+ ε (3.3)

where m and H are the measurement vector and the coefficient matrix. The vector ε also

stands for measurement errors. The residuals of a system of equations are defined as the dis-

crepancy between the measured quantities and their corresponding estimations [80]. The WSSR

for (3.3) can be calculated from the closed-form solution of (2.10).

As explained, to form (3.3), it is assumed that line i-j is the faulted line; a hypothesis

whose truth is unknown upon receiving PMU data. Nonetheless, if this hypothesis is true, the

WSSR corresponding to (3.3) will be quite negligible (ideally zero if measurements were error-

free). This feature has been employed in several research works to identify the faulted line

[11, 13, 15]. In doing so, (3.3) is built for every candidate line, and a WSSR is calculated for

each. The line corresponding to the smallest WSSR is identified as the faulted line.

It is worth noting that (3.3) remains functional even if the faulted line is a double-circuit

line. The reason is that the whole faulted line can still be modelled by proper current sources

from the viewpoint of the remainder of the power system. As a result, the WSSR index can still

pinpoint the faulted line regardless of whether it is single- or double-circuit. However, a PMU

at one of the faulted line terminals is necessary if we are to determine which of the two circuits

is faulted [25].
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3.2.2 Proposed Technique to Reduce the Computational Complexity

To determine which candidate line is faulted, (3.3) is built for every line to obtain the associ-

ated WSSR [15]. This requires the removal of the candidate line from the pre-fault circuit to

calculate the entities of the corresponding coefficient matrix H . If there are l candidate lines

in the system, H must be obtained for l different circuits that differ from one another in the

presence/absence of the candidate line. This section asserts that H can be directly built from

the pre-fault circuit for all candidate lines, with no modifications with respect to the candidate

line under study. The argument follows from the proposition below:

Proposition: Consider the response of the circuit of Figure 3.1(c) for given nodal injections

∆Ii and ∆Ij at buses i and j, respectively. There are unique injections ∆I ′
i and ∆I ′

j that

produce the same response in the circuit of Figure 3.1(d) if applied respectively at buses i and

j of that circuit.

The converse of the above proposition is also true. For any response in the circuit of Figure

3.1(d) resulting from non-zero injections ∆I ′
i and ∆I ′

j , there are unique ∆Ii and ∆Ij that will

produce the same response in the circuit of Figure 3.1(c).

It can be concluded from the above proposition and its converse that any response that can

be achieved for either of the two circuits is achievable for the other one. A conditional statement

that follows from this is that if the WSSR for the circuit of Figure 3.1(c) is zero, the WSSR for

the circuit of Figure 3.1(d) will be zero, as well. The converse of this conditional statement

is also true. The reason is that the WSSR being zero means the observed measurements could

be the response of the superimposed circuit for which (3.3) has been built [13]. Therefore, we

assert that building H based upon the pre-fault circuit can reduce the computational complexity

while maintaining the capability of indicating the faulted line.

3.2.3 Mathematical Proof of the Proposition

Let us assume that the two non-zero nodal injections ∆Ii and ∆Ij result in superimposed

voltages ∆V1, ∆V2, . . . , ∆VN in the circuit of Figure 3.1(c). Now, let us reorder buses as

i, j, 1, . . ., N . The admittance matrix of the circuit of Figure 3.1(c) after this reordering is

denoted by Y . By partitioning Y , the nodal equations for this circuit can be written as follows
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

∆Ii

∆Ij

−

0
...

0


=

Y︷ ︸︸ ︷
A2×2 B2×(N−2)

− − − − − − − − − −

C(N−2)×2 D(N−2)×(N−2)





∆Vi

∆Vj

−

∆V1
...

∆VN


(3.4)

In virtue of the invertibility of the nodal admittance matrix [82], the superimposed voltages

∆Vi and ∆Vj can be uniquely calculated from (3.1) as follows

 ∆Vi

∆Vj

 =

 Zii Zij

Zij Zjj

 ∆Ii

∆Ij

 (3.5)

Let zl and yl denote the series impedance and shunt admittance of line i-j, which can be

accurately calculated from the distributed parameter model of line i-j. Now let us define nodal

injections ∆I ′
i and ∆I ′

j as below

 ∆I ′
i

∆I ′
j

 =

 1
zl

+ yl
2

−1
zl

−1
zl

1
zl

+ yl
2

 Zii Zij

Zij Zjj

 ∆Ii

∆Ij

+

 ∆Ii

∆Ij

 (3.6)

One can conclude from (3.4), (3.5), and (3.6) that

 ∆I ′
i

∆I ′
j

 =

A′︷ ︸︸ ︷ 1
zl

+ yl
2

−1
zl

−1
zl

1
zl

+ yl
2

+ A

 ∆Vi

∆Vj

+ B


∆V1

...

∆VN

 (3.7)

Combining (3.7) with the lower part of (3.4) gives



∆I ′
i

∆I ′
j

0
...

0


=

Y ′︷ ︸︸ ︷ A′
2×2 B2×(N−2)

C(N−2)×2 D(N−2)×(N−2)





∆Vi

∆Vj

∆V1
...

∆VN


(3.8)
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The only difference between the circuits of Figures 3.1(c) and 3.1(d) is that line i-j does

not exist in the former but in the latter. It can be confirmed that the matrix Y ′ is the admittance

matrix of the circuit of Figure 3.1(d) in which the buses are reordered as i, j, 1, . . . , N . Since

the shunt/series elements of line i-j are only connected to buses i and j, the submatrices B, C,

and D in Y and Y ′ are identical. Accounting for these elements, A needs to be replaced by

A′ to form the admittance matrix of the circuit of Figure 3.1(d). Therefore, (3.8) implies that

injecting ∆I ′
i and ∆I ′

i in the circuit of Figure 3.1(d), results in the same superimposed voltages

as those in the circuit of Figure 3.1(c).

The voltage response equivalence between the two circuits guarantees that the superim-

posed branch currents in both circuits are identical. This is because identical lines will carry

the same currents if subjected to the same terminal voltages. This ends the proof. The converse

of the Propostion can be proved in a similar way, as well. It is worth noting that (3.3) is formed

for conventional power systems, in which generators are all synchronous and can be modelled

by constant impedances in the superimposed circuit. For modern power systems, as will be

explained in Chapter 4, renewables can be modelled by nodal current sources in the superim-

posed circuit. With the same approach, it can be shown that the Propostion is still valid in the

presence of other nodal current sources.

3.2.4 Analysis of the Computation Time

The computation time of WABP using the proposed technique for every candidate line includes

the time needed to build the matrix H related to the candidate lines and the calculation time for

the WSSR of the line. Let Np denote the number of measurements. The big O notation of the

computation time of the method represents the asymptotic curve that refers to the computation

complexity with a very large Np [83]. As detailed in [15], three multiplications are needed to

calculate every entry of H . Therefore, TH can be presented as O (6Np) for all 2Np entries

in H . Big O notation for multiplication of a n × p matrix to a p × q matrix is O(npq) [83].

Accordingly, Table 3.1 shows the big O notation of WSSR calculations in detailed steps. The

terms O
(
N2

p

)
dominate the O (Np) ones, and thus, the total computation time can be presented

as O
(
5Np

2) for every candidate line. The constant scalar 5 can be dropped in big O notation

for a very large Np. It should be noted that Table 3.1 only represents the total computation

burden of the proposed method and does not compare it with that of the existing method.
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Table 3.1: Bio O Notation Representation for WSSR Calculation

Operation Big O notation

Y 12×Np = H2×Np
∗R−1

Np×Np
O
(
2N2

p

)
Y 22×2 =

(
Y 12×NpHNp×2

)−1
O (4Np)

Y 3Np×2 = HNp×2Y 22×2 O (4Np)
SNp×Np = I − Y 3Np×2Y 12×Np O

(
2N2

p

)
y4Np×1 = SNp×NpmNp×1 O

(
N2

p

)
WSSR = y41×Np

∗y4Np×1 O (Np)

3.2.5 Performance Evaluation

The performance of the proposed technique is evaluated by conducting extensive simulations

on the IEEE 39-bus test system. Buses 3, 5, 8, 11, 14, 16, 19, 23, 25, 27, 29 and 39 are equipped

with PMUs [84]. The real PMU model of [64] is used to extract the phasors of generated time-

domain waveforms in PowerFactory following a wide variety of short-circuit faults.

To validate the capability of the proposed technique in identifying the faulted line, an ar-

bitrary 1-ph-g fault at 95% of line 17-18 is investigated for up to 300 ms following the fault

onset. The fault distance is also estimated using the closed-form solution proposed in [13] by

obtaining the superimposed currents and voltages of the faulted line from (3.3), (3.5), and (3.6).

Figure 3.2 shows the WSSRs calculated for the faulted line, and the fault distance estimation

using the proposed technique and the method proposed in [13]. As expected, the WSSRs calcu-

lated by both methods are quite similar with a difference in the order of 10−6, which correctly

identify the faulted line. The estimated fault distance on the line is practically the same.

Now, the general performance of the proposed technique is examined and compared with

that of other methods for various fault types and locations on every line. To compare the sensit-

ivity of WABP methods to measurement and parameter errors, these quantities are assumed to

have errors with normal distribution with mean zero. Measurement errors account for different

sources of errors such as instrument transformers error, phasor estimation, and measurement

noises [85]. The error ranges are reported based on the three-sigma criterion [13]. Table 3.2

summarises the results obtained from 20,000 simulated cases, in terms of faulted-line iden-

41



3. Improvement to the Superimposed-Circuit Methodology for WABP

Figure 3.2: WSSR and estimated fault distance using different methods [66].

Table 3.2: Comparison Between Different WABP Methods

Error Type Measurement Error Line Parameter Error

Error Range (%) ± 0 ± 4 ± 8 ± 0 ± 4 ± 8

FLISR
(%)

Proposed 99.88 99.03 98.49 99.88 97.29 94.22
[15] 99.93 99.15 98.47 99.93 97.59 93.75
[13] 99.43 99.26 98.83 99.43 97.73 92.92

AFLE
(%)

Proposed 0.63 0.96 1.21 0.63 1.41 2.11
[15] 0.65 1.00 1.11 0.65 1.11 2.01
[13] 0.67 1.01 1.48 0.67 1.02 3.23

tification success rate (FLISR) and average fault location error (AFLE). Table 3.3 shows the

method’s performance for different fault resistances. The minor difference in WSSRs and es-

timated nodal currents in the presence of parameter/measurement error and different fault res-

istances do not noticeably affect WABP’s success rate nor the accuracy of fault location.

The computational burden of WABP by the methods investigated can be divided into two

parts, namely building H and (3.3) for different candidate lines and calculating the WSSRs

for the developed systems of equations. On average, the first part takes around 25 ms by the

methods in [13, 15], which is reduced to 12 ms using the proposed technique. The second

part is identical in all methods and takes around 5 ms for the IEEE 39-bus system. Thus, the

proposed and existing method takes 17 ms and 30 ms in total, respectively. This demonstrates

about 40% reduction in the whole computational burden.
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Table 3.3: Sensitivity of the Proposed Method to Fault Resistance

Fault Resistance 0Ω 5Ω 10Ω 15Ω 25Ω

FLISR (%) 99.88 99.82 99.63 99.47 99.34

AFLE (%) 0.63 0.65 0.67 0.71 0.74

3.3 Characterising the Distributions of Superimposed Errors

Accurate fault location reduces the outage time and enhances power system reliability. The

WAFL methods proposed in [11, 67] can only utilise voltage synchrophasors. Nevertheless,

voltage transformers located far from the fault location are likely to experience small voltage

variations following a fault. Hence, the resulting superimposed synchrophasors could be of the

order of noise and phasor estimation error. Thus, the relative errors of voltage-related equations

might be exceedingly high, making them counterproductive. In contrast, the amounts of cur-

rents flowing through transmission lines greatly increase in fault conditions [15]. It follows that

the relative errors of superimposed current synchrophasors are, in general, smaller than those

of voltage synchrophasors. On the other hand, one can derive only a single equation for the

voltage synchrophasor at a substation, while several equations can typically be formed based

on current synchrophasors (for the multiplicity of the lines connected to each substation). The

inclusion of current measurements has great potential to significantly improve the fault location

accuracy by adding a greater number of equations in the equation set [80].

In the proposed method described in this section, both voltage and current synchrophasors

are incorporated into the WAFL formulation while maintaining its linearity. The weighted

least-squares (WLS) method is used to solve the system of linear equations to provide a closed-

form solution for the fault distance. The derivations of the mean and variance of superimposed

errors enable a rigorous establishment of the weight matrix required for the WLS estimation.

To achieve this, the statistical distributions of the magnitude and phase-angle errors of pre- and

post-fault synchrophasors are taken into account.

In principle, CTs located farther from the fault location experience smaller current vari-

ations upon a fault. Hence, the accuracy of current measurements taken farther away from

the fault location would be hardly affected by saturation [86]. The linearity of the formulation,
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Figure 3.3: (a) Superimposed positive-sequence circuit of the faulted power system with one
current source, and (b) its equivalent circuit with two current sources.

along with the derivations of superimposed errors, allows for the application of well-established

bad data detection and identification methods to deal with erroneous measurements, e.g., cur-

rent measurements of saturated CTs during close-in faults. Extensive simulations confirm that

the fault location accuracy is considerably improved by incorporating current synchrophasors

into the formulation and taking account of the distributions of superimposed errors.

3.3.1 Generalised Expression for Fault Location

Figure 3.3(a) shows the superimposed positive-sequence circuit of a network with a fault on

line i-j at the distance α from bus i. A nodal current injection is used to represent the fault

current in this superimposed circuit. As shown in Figure 3.3(b), the current source If can be

resolved into two nodal current injections placed at the faulted line terminals, i.e., If,i and If,j ,

where [67]

If,i = sinh (lijγij(1 − α))
sinh (lijγijα) If,j (3.9)

in which lij and γij are the length and propagation constant of the faulted line, respectively. As

per the circuit of Figure 3.3(b), the superimposed voltage at an arbitrary bus u is obtained from

∆Vu = ZuiIf,i + ZujIf,j (3.10)

where Zui is the (u, i) th entry of the bus impedance matrix. To take advantage of the inform-

ation provided by current measurements, they are also incorporated into the formulation. Let

∆Juv denote the sending-end superimposed current of line u-v, which satisfies the following

equation:
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∆Juv = Cuv,iIf,i + Cuv,jIf,j (3.11)

where the derivation of Cuv,q is obtained by (2.6). Writing (3.10) and (3.11) for the synchro-

phasors provided by PMUs, one can form the following system of equations:

m =
[

∆J1 · · · ∆JL ∆V1 · · · ∆VN

]T
= H

[
If,i If,j

]T
+ ε (3.12)

where indices 1 to L and 1 to N refer to the PMU-measured superimposed currents and

voltages, respectively. Moreover, m, H , and ε are the measurement vector, coefficient mat-

rix, and vector of measurement errors, respectively. The unknowns can be estimated using the

WLS method as [
Îf,i, Îf,j

]T
= (H∗W H)−1 H∗W m (3.13)

where the asterisk refers to the conjugate transpose of the matrix and W is the weight matrix.

Let β denote the ratio between Îf,i and Îf,j obtained from (3.13). With proper mathematical

manipulations, a generalised closed-form solution for the fault distance can be derived from

(3.9) as below [67]

α = 1
2lijγij

ln
[

elijγij+β

e−lijγij+β

]
(3.14)

3.3.2 Faulted Line Identification

Fault location is carried out offline, and the faulted line may or may not be known to the process

[67, 87]. If not, one can easily use the superimposed-circuit technique to indicate the faulted

line from available PMU data. In this technique, the system of equations (3.12) is derived and

solved for every faulted line candidate using (3.13). Let x̂ denote the vector of estimated nodal

current injections at the fault line terminals obtained by (3.13), i.e., x̂ =
[
Îf,i, Îf,j

]T
. The

vector of residuals can be calculated as r = m − Hx̂. Finally, the weighted sum of squared

residuals can be easily obtained using the closed-from expression below

WSSR = r∗W r (3.15)

The WSSR of the faulted line would be ideally zero as all measurements hold true in equations

of types (3.10) and (3.11). In contrast, the WSSRs of non-faulted lines take non-eligible values
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because these lines have a set of incorrect equations with no meaningful connections to the

measurements taken [11, 15]. For a set of incorrect equations, the equation residuals, and thus

the corresponding WSSR, will be non-zero [73]. To identify the faulted line, thus, it is only

needed to evaluate the WSSRs for all candidate lines as the smallest one refers to the faulted

line.

3.3.3 Weight Matrix and Superimposed Errors

Due to measurement errors, there may be more confidence in some synchrophasors than oth-

ers. WLS is a generalisation of ordinary least-squares (OLS) in which measurement errors are

incorporated into the estimation to achieve the best linear unbiased prediction of unknowns

[80]. If the measurements are independent, the weight of each measurement will be set equal

to the reciprocal of its variance [80]. In the context of the proposed formulation, the term su-

perimposed error refers to the error of a superimposed synchrophasor, which is the difference

between the random errors of the corresponding post- and pre-fault synchrophasors. Thus, the

superimposed error is a function of the error of the corresponding pre- and post-fault synchro-

phasors. A salient contribution of this research is formulating the mean and variance of the

superimposed error with respect to the statistical distributions of the errors of pre- and post-

fault synchrophasors.

As verified in [67, 88], synchrophasors have independent distributions of errors in mag-

nitude and phase-angle. Pre- and post-fault synchrophasors, in general, can have different

distributions of errors. Let y = rejθ and y′ = r′ejθ′
denote random variables (RVs) repres-

enting the pre- and post-fault fundamental-frequency synchrophasors of a variable. Similar to

many other studies, errors are assumed to have normal distributions [67]. Measurement errors

account for different sources of errors, such as instrument transformer errors and measurement

noises [85]. The errors in the magnitudes and phase-angles of y and y′ can be defined by

four real-valued independent Gaussian random variables as εr′ ∼ N
(
0, σ2

r′
)

, εθ′ ∼ N
(
0, σ2

θ′
)
,

εr ∼ N
(
0, σ2

r

)
, and εθ ∼ N

(
0, σ2

θ

)
, where σ denotes the standard deviation of errors. Let

ym = rmejθm and y′
m = r′

mejθ′
m denote the measured samples of these RVs. Let us denote

the expected value of the error of the superimposed synchrophasor ∆ym = y′
m − ym, i.e., the

mean of superimposed error, by µϵm . As will be justified in the following subsection, this can
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be obtained from

µϵm = y′
m

(
e−σ2

θ′ − e−σ2
θ′ /2

)
− ym

(
e−σ2

θ − e−σ2
θ/2
)

(3.16)

It follows from (3.16) that although the mean of εr′ , εθ′ , εr, and εθ are zero, the mean

of the superimposed error can be nonzero. This means WLS estimation using superimposed

synchrophasors will be biased [80, 89]. To counteract this, the means should be subtracted

from the corresponding superimposed synchrophasors in [86]. As will be demonstrated in the

following, the variance of superimposed errors will be

σ2
∆ym

= σ2
ϵm

=r′2
m

(
1 − e−σ2

θ′
)

+ σ2
r′

(
2 − e−σ2

θ′
)

+ r2
m

(
1 − e−σ2

θ

)
+ σ2

r

(
2 − e−σ2

θ

)
(3.17)

The weight associated with each equation in [88] is equal to the reciprocal of the variance

of its superimposed error. The knowledge of the variance of superimposed errors, given in

(3.17), is also a prerequisite for effective bad data detection [80].

3.3.4 Mathematical Proof for the Equations Derived

Let µr, µθ, µr′ , and µθ′ denote the true values of the magnitudes and phase-angles of the pre-

and post-fault synchrophasors. The RV for the corresponding superimposed synchrophasor can

be expressed as

∆y = (µr′ + εr′) ej(µθ′ +εθ′ ) − (µr + εr) ej(µθ+εθ) (3.18)

Equation (3.18) can be rewritten as

∆y = µr′ejµθ′ − µrejµθ + ϵ (3.19)

where µr′ejµθ′ − µrejµθ is the true value of ∆y, and

ϵ =µr′ejµθ′
(
ejεθ′ − 1

)
+ εr′ej(µθ′ +εθ′ ) − µrejµθ

(
ejεθ − 1

)
− εrej(µθ+εθ) (3.20)

It is well known that for two independent RVs, any function of one RV is independent of

any function of the other RV. Since εr and εθ are independent,
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E (f (εr) · g (εθ)) = E (f (εr))E (g (εθ)) (3.21)

As E (εr) = 0, the expected value of the multiplication of εr by any function of εθ is

zero. Accordingly, the expected values of the second and the fourth terms in (3.20) are zero.

Moreover, for a Gaussian random variable, e.g., εθ, we have [89]

E
(
ejεθ

)
= E

(
e−jεθ

)
= e−σ2

θ/2 (3.22)

Using (3.21) and (3.22), the expected value of ϵ is obtained as

µϵ = µr′ejµθ′
(
e−σ2

θ′ /2 − 1
)

− µrejµθ

(
e−σ2

θ/2 − 1
)

(3.23)

The variance of ϵ can be obtained by (3.20) and (3.23) as [89]

σ2
ϵ = E

(
|ϵ − µϵ|2

)
= E ([ϵ − µϵ] [ϵ − µϵ]∗) (3.24)

Using (3.21) to (3.24) and some mathematical manipulations, one can obtain the variance of ϵ

as below

σ2
ϵ = µ2

r′

(
1 − e−σ2

θ′
)

+ σ2
r′ + µ2

r

(
1 − e−σ2

θ

)
+ σ2

r (3.25)

Since the values of µr′ , µθ′ , µr, and µθ are not available in practice, (3.23) and (3.25) cannot

be directly utilised to calculate the mean and variance of the error of a superimposed phasor

measurement. Therefore, the expected values of µϵ and σ2
ϵ should be obtained conditioned

on the measured values, i.e., ym = rmejθm and y′
m = r′

mejθ′
m . We have µr′ = r′

m − εr′ ,

µθ′ = θ′
m − εθ′ , µr = rm − εA, and µθ = θm − εθ. These equations are replaced in (3.23)

and (3.25) to calculate the expected values of the resulting expressions. Using (3.21) and (3.22)

and after some mathematical manipulations, the mean and the variance of the superimposed

error associated with the superimposed synchrophasor ∆ym = y′
m − ym, conditioned on the

measured values, are obtained as (3.16) and (3.17), respectively. It is worth noting that these

formulations are derived based on having a normal distribution for the RVs. Otherwise, the

formulations should be accordingly adjusted to the considered distributions of RVs.
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Figure 3.4: Distribution of the fault location error using different methods [69].

3.3.5 Performance Evaluation

Extensive simulations are conducted on the IEEE 39-bus test system to evaluate the perform-

ance of the proposed method. The phasors of the time-domain waveforms generated in Power-

Factory are estimated using a real PMU model [64]. PMUs are typically placed in power

systems to provide network observability [84]. Thus, using the method of [84], 12 PMUs are

placed at buses 3, 5, 8, 11, 14, 16, 19, 23, 25, 27, 29, and 39 to make the network fully observ-

able. However, the method does not require full network observability. The performance with

partial network observability and different numbers of PMUs will also be studied.

The errors of magnitudes and phase angles of synchrophasors are assumed to have a vari-

ation range of ±1% with normal distribution. The variation ranges of errors are reported based

on the three-sigma criterion [89]. In other words, the variation range of a normally distributed

error with standard deviation σ is [−3σ, +3σ]. In principle, one phasor reported before and

one after the fault onset would be sufficient to obtain the superimposed phasors [67]. In the

simulations conducted, these are calculated at 60 ms following the fault onset.

First, the method’s performance is studied for an arbitrary 1-ph-g fault at 20% of line 3-

18. To obtain solid results, the fault case is repeated 50,000 times. Figure 3.4 shows the

distribution of the fault location error by different methods, i.e., that of [67] (which ignores

current measurements), the proposed method with uniform weights (OLS), and the proposed

method with rigorous weights (WLS). It can be seen that the standard deviation of fault location

errors by OLS is smaller than that by the method of [67]. This demonstrates that the inclusion
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Table 3.4: Fault Location Error (%) by Different Methods

Fault Location Method
Fault Distance

97.5% 95% 90% 80%
Conventional [78] 9.88 9.53 8.75 7.92

Proposed 0.43 0.41 0.39 0.38

Table 3.5: WAFL Results with Different Numbers of PMUs

Number of PMUs 12 9 6 12 9 6
Fault Case Fault Location Error (%) Proposed Method Method of [67]

2-ph-g at 25% Mean 0.04 0.06 0.09 0.07 0.08 0.12
Line 26-28 Standard Deviation 0.22 0.21 0.25 1.38 1.77 2.35

3-ph-g at 95% Mean 0.38 0.44 0.64 1.04 1.56 2.45
Line 10-13 Standard Deviation 0.36 0.75 0.97 2.56 3.96 5.45

of current synchrophasors, even without the knowledge of variances of superimposed errors,

enhances the accuracy of FL. As expected, the fault location accuracy is significantly improved

when the WLS is minimised using the rigorous weights obtained in the previous section.

To demonstrate the method’s capability in dealing with CT saturation and close-in faults,

all 12 PMUs are connected to magnetic-core CTs/VTs with an accuracy class of 0.5. A solid

1-ph-g fault at different locations of line 7-8 is considered. For faults near bus 8, the CT

feeding the PMU at this bus becomes saturated, resulting in an erroneous current measurement.

Accordingly, the largest normalised residual test is used for bad data detection and elimination

[80]. Table 3.4 compares the fault location error by the proposed method and the well-known

two-terminal method of [78]. As seen, the presence of extra data (redundant equations) in the

proposed method enables it to reduce the impact of erroneous measurements to a great extent.

Now, the impact of the number of PMUs on the fault location error is investigated. To

this end, 20 random PMU placements leading to a solvable system of equations are considered

for each certain number of PMUs. The simulation is repeated 10,000 times for each PMU

placement. Table 3.5 reports the mean and standard deviation of the fault location errors for

faults on two arbitrary lines using various methods. As can be seen, the proposed method

outperforms the method of [67], especially with fewer PMUs.
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Figure 3.5: Mean and standard deviation of the fault location error by different methods [69].

Table 3.6: Sensitivity to the Presence of PMU at the Faulted Line Terminals

Faulted Line Terminals with PMUs Neither One Both

Mean of Fault Location Errors (%) 0.10 0.09 0.06

Standard Deviation of Fault Location Errors (%) 0.56 0.53 0.45

Here, a total of 2,000 fault cases of different types are simulated at different locations in

the system. For each fault case, the fault resistance is varied between 0 Ω to 50 Ω in 10 Ω steps.

Measurement errors are set to have normal distributions, and each fault case is repeated 10,000

times. The voltage and current phasors from the 12 PMUs [84] are contaminated with up to 8%

errors before calculating the fault distance from (3.14). Figure 3.5 shows the results obtained

by the proposed method using uniform weights and the rigorous weights derived. As seen,

the mean and standard deviation of the fault location (FL) errors are noticeably smaller using

the rigorously established weight matrix. This confirms that accounting for the distributions of

superimposed errors can considerably improve WAFL accuracy.

Two independent equations are sufficient to solve (3.12) by (3.13). The method does not

require any specific set of PMU data, such as PMUs at either or both terminals of the faulted

line. To demonstrate this, simulations are repeated for the lines with no PMUs at either terminal

by adding PMUs at their terminals. In this study, the variation range of the errors is considered

to be ±1%. The results are tabulated in Table 3.6, showing that the proposed WAFL method

can provide accurate results with and without PMUs at the faulted line terminals.
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3.4 Summary

This chapter focused on the improvement of the superimposed circuit methodology for WAFL

and WABP. A technique was proposed to reduce the computational complexity of WAFL/WABP

methods that are based on the superimposed circuit methodology. A proposition was put for-

ward and proved to demonstrate that there is a one-to-one equivalence between the responses

of the superimposed circuit with and without the faulted line. This removes the need for cal-

culating as many bus impedance matrices as the number of candidate lines in the system to

identify the faulted line. The proposed technique limits the foregoing requirement to merely

calculating the bus impedance matrix of the pre-fault power system. Extensive simulations

conducted confirm that the proposed technique can reduce the computational burden without

impacting the success rate of WABP.

Furthermore, to enhance the application of the weighted least-squares method for WAFL

and WABP, the mean and variance of superimposed errors were rigorously calculated based

on the statistical distributions of the errors of pre- and post-fault synchrophasors. In doing

so, a generalised closed-form solution for WAFL/WABP using sparse PMU measurements was

presented. Incorporating the established weight matrix into the formulation, and taking advant-

age of both voltage and current synchrophasors make the results considerably more accurate

than that of similar WAFL methods. The linearity of the formulation and the rigorous deriv-

ations of superimposed errors facilitate the application of well-established bad data detection

methods. Extensive simulations conducted confirm the effectiveness of the proposed method

and its robustness against different factors such as fault type and resistance.

52



CHAPTER 4

WABP in the Presence of Renewable Energy

Sources
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4.1 Overview

Renewable energy sources possess distinctive controllability features that are not adequately

accounted for in WAPB methods found in the literature. The inverter-based resources (IBRs)

are capable of swiftly adjusting the amplitude and phase angle of their terminal voltage and

current in order to fulfil their control objectives during steady-state, fault, and post-fault condi-

tions in a matter of milliseconds [46]. To develop a dependable WABP method, it is crucial to

accurately capture the behaviour of IBRs while simultaneously minimising the computational

burden. This chapter aims to address these challenges without imposing any restrictions on the

number or locations of IBRs, as well as their control strategies. It is worth noting that the tech-

niques proposed in Chapter 3 for improving the speed and accuracy of superimposed-circuit

methodology can also be applied to the proposed method in this Chapter.

4.2 IBR Configuration and Power Control Strategy

Various types of IBRs are being used in power systems, including full converter wind tur-

bines, photovoltaic generators, and doubly-fed induction generators. Two things are common

between them, an internal DC link and a DC-to-AC converter. The internal DC link functions

as a bridge to deliver active power from an AC-to-DC converter or directly from the renew-

able power source to the DC-to-AC converter connected to the grid. The fault behaviour of

IBRs differs from that of synchronous machines. IBRs can rapidly modify the phasors of their

current/voltage based on some control strategies for steady-state, fault conditions, and post-

fault conditions quite faster than conventional generators. The speed of response and available

control strategies are mainly related to the technology used in the converters.

This section presents the IBR’s configuration studied and the power control strategies scru-

tinised in the following sections. It is assumed that a standard three-phase voltage source

converter (VSC) is connected to the point of common coupling (PCC) and the grid through an

LCL filter, as shown in Figure 4.1. Such IBRs are typically controlled by a three-level control

structure, including the outer control loops, inner current control loop, and the PWM controller

[46]. The outer control loops determine current references for the inner current control loop,

which translates these to voltage references for the PWM controller.

It is worth noting that the type of renewable energy source, e.g., solar, and wind, is not

54



4. WABP in the Presence of Renewable Energy Sources

Figure 4.1: IBR’s configuration and power control scheme.

of interest in this study since it does not have any influence on the subject of this research.

Indeed, the DC voltage source stands for the active power generated by the IBR. In this study,

the behaviour of IBRs during fault conditions for the power system protection concerns is of

interest. Accordingly, the internal control mechanism of switching devices is not of interest as

their response time is much shorter than that of concerned by WABP methods [3, 15].

Fully controllable VSCs allow handling active and reactive power independently in all four-

quadrant control areas. The decoupled control algorithm enables us to adjust active and reactive

terminal currents during both steady-state and transient conditions. In the steady state, the

active current control loop is responsible for adjusting the active power delivered by the energy

source. In other words, the active current controller is in charge of regulating the voltage of

the DC link. Moreover, the reactive current control loop regulates the voltage at the PCC, i.e.,

reactive power delivered to the grid. During fault conditions, a control system is responsible

for tuning active and reactive currents according to the grid code requirements. It should be

noted that in order to avert undesirable damage to the equipment, the terminal current must be

limited within the operational range [3].

Without loss of generality, in this thesis, the dual reference frame scheme presented in [90]

is used for the outer control loops of IBRs. In this approach, the positive rotating synchronous

frame is utilised to control the positive-sequence components. The negative rotating synchron-

ous frame is also used to control the negative-sequence components. In doing so, the converter

voltages and currents in the stationary abc frame are first expressed in terms of the stationary

55



4. WABP in the Presence of Renewable Energy Sources

αβ reference frame [46, 90]. Then, the positive- and negative-sequence quantities in the αβ

frame are obtained. For example, voltage quantities are calculated as shown below

 v+
α

v+
β

 = 1
2

 1 −i

i 1

 vα

vβ


 v−

α

v−
β

 = 1
2

 1 i

−i 1

 vα

vβ


(4.1)

where the operator i represents a 90◦ phase shift in the time domain, and the superscripts

+ and − refer to positive- and negative- sequence components, respectively. Finally, the αβ

stationary frame quantities are transformed into their respective sequence rotating dq-frames,

i.e., v+
d , v+

q , v−
d , and v−

q [46]. The dq-frame transformation is further detailed in Appendix A.

Within the three-level control structure, the outer control loops have the duty of adjusting

the average active and reactive power of the IBR in normal operating conditions [46]. However,

some extra control loops can be appended to the outer control loop to appropriately respond to

fault conditions in the positive- and negative-sequence circuits.

4.2.1 Control Strategies in the Negative-Sequence Circuit

While the Grid Code typically dictates positive-sequence control references, negative-sequence

quantities may be controlled as appropriate with no strict requirements in place. Popular con-

trol objectives for the negative-sequence circuit are suppressing the negative-sequence current,

eliminating the active power ripple, eliminating the reactive power ripple, or imitating an im-

pedance in the negative-sequence circuit [61, 91]. These control strategies aimed at unbalanced

voltage conditions are detailed below.

A. Suppressing Negative-Sequence Current

If the negative-sequence voltage at the VSC terminal is not controlled, it remains zero in all

operating conditions. This can result in a large damaging negative-sequence current passing

through the VSC upon an asymmetrical fault. A reasonable preventative strategy is to eliminate

the negative-sequence current passing through the VSC. To this end, the negative-sequence

references are set to zero, while the positive-sequence current references are regulated by the
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Grid Code. A key feature of this strategy is the retention of the maximum current capacity of

the IBR for control purposes in the positive-sequence circuit [61].

B. Eliminating the Active or Reactive Power Ripple

The power ripple refers to the oscillating components of active or reactive power during faults.

It is possible to remove the power ripple using appropriate negative-sequence control strategies.

To this end, the reference currents are calculated as below [61]:
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where Pref and Qref are the reference values for the active and reactive power, and the coeffi-

cients D and E are calculated based on the IBR control strategy and quantities in the rotating

dq-frames as below
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The coefficient K in the forgoing formulas is set to -1 when the control strategy is eliminat-

ing the active power ripple. This coefficient is set to 1 when the control strategy is eliminating

the reactive power ripple.

C. Imitating an Impedance in the Negative-Sequence Circuit

The most recent German Grid Code [92] requires the negative-sequence current to be injected

in proportion to the negative-sequence voltage. This would help directional protection elements

operate reliably by providing sufficient negative-sequence current and a noticeable phase angle

difference between negative-sequence voltage and current [93]. If the negative-sequence cur-

rent is maintained proportional to negative-sequence voltage, the IBR demonstrates a constant

negative-sequence impedance, i.e., |z−|∠θ−. To achieve this, the reference currents are ob-

tained from
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Figure 4.2: Time-voltage profile requirements for wind turbines.

Figure 4.3: Reactive current injection requirements for wind turbines.
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4.2.2 Control Strategies in the Positive-Sequence Circuit

In the IBR’s control strategy shown in Figure 4.1, the outer controller is responsible for adjust-

ing the power references in normal and fault conditions [3]. The operating strategy of IBRs

during fault conditions is standardised by Grid Codes under low-voltage ride-through (LVRT)

requirements [94–96]. These requirements are set to ensure that IBRs remain connected to

the grid during transient voltage deviations based on a time-voltage profile. To this end, these
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sources inject additional positive-sequence reactive current to provide voltage support. Various

LVRT requirements are defined in Grid Codes. For example, Figures 4.2 and 4.3 show the

time-voltage profile and the reactive current injection of a wind turbine, respectively, as man-

dated by [95]. As can be seen, wind turbines are needed to provide positive-sequence reactive

current proportional to the voltage drop during faults. In this regard, they should inject at least

1 pu of reactive current for up to 150 ms during extremely low voltage conditions.

4.3 The Proposed Superimposed Circuit Technique

In this subsection, the superimposed circuit technique presented in [15] is extended to derive

a linear system of equations for WABP concerning the fault incident. Synchronous generators

can be modelled as constant impedances in the superimposed circuit within the time frame of

interest [11, 34]. However, this is not valid for renewables due to their time-variant nature

induced by their control strategies. Therefore, IBRs are replaced by proper current sources in

this study. As a result, the superimposed circuit will include two nodal current injections rep-

resenting the faulted line and a nodal current injection for each IBR to represent its behaviour

with reference to the fault. Then, WSSR is used to pinpoint the faulted line.

4.3.1 Individual Analysis of the Sequence Circuits

The interconnection of sequence circuits is dictated by the fault type [2]. Nonetheless, as ex-

plained in Chapter 2, each sequence circuit can also be studied independently regardless of the

fault resistance, type, and location. This is possible so long as the other sequence circuits and

fault resistance are replaced by a proper current source based on the Substitution Theorem [15].

Asymmetrical faults are the most frequent type of short-circuit faults on transmission systems

[2]. The focus of this section is WABP against asymmetrical faults by taking advantage of

the unique characteristics of the negative-sequence circuit [13]. The negative-sequence circuit

is the most suitable circuit for fault location analysis under asymmetrical faults. This is due

to the absence of negative-sequence components in the pre-fault condition, the time-invariant

behaviour of synchronous machines in the negative-sequence circuit, and its higher accuracy

compared to that of the zero-sequence circuit [13]. As will be described, the positive-sequence

circuit will only be employed for identifying the operating modes of IBRs.
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Figure 4.4: Superimposed sequence circuit “s” for a fault at line i-j.

4.3.2 Systems of Equations Representing the Fault

As shown in Figure 4.4, let us assume that line i-j is the faulted line and Zs denotes the bus

impedance matrix of the sequence circuit “s” excluding line i-j and all IBRs. The superscript

s refers to the corresponding sequence circuit and takes a value of “+” or “−” for the positive-

and negative-sequence circuits, respectively. Let ∆Is
r , ∆Js

i,j , and ∆Js
j,i represent the superim-

posed current of an IBR at bus r and those of the sending- and receiving-end of the faulted line

i-j in sequence circuit “s”, respectively. The superimposed voltage measured by a PMU at an

arbitrary bus k satisfies the following equation

∆V s,m
k =

Nr∑
r=1

Zs
k,r∆Is

r − Zs
k,i∆Js

i,j − Zs
k,j∆Js

j,i + eV (k) (4.5)

where the superscript “m” refers to measured quantities, 1 to Nr are the indices of buses

connected to an IBR, and eV (k) represents the associated measurement error.

Let ∆Js
u,v denote the PMU-measured superimposed current of the sending-end of a non-

faulted line u-v. This current can be expressed as a function of the nodal current sources as

below

∆Js,m
uv =

Nr∑
r=1

Cs
uv,r∆Is

r − Cs
uv,i∆Js

i,j − Cs
uv,j∆Js

j,i + eJ(uv) (4.6)

where eJ(uv) stands for the corresponding measurement error, and the derivation of Cs
uv is
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obtained by (2.6). if ∆Is
r , ∆Js

i,j , and ∆Js
j,i are directly mby PMUs, the equations below can

also be established 
∆Is,m

r = ∆Is
r + eI(r)

∆Js,m
i,j = −∆Js

i,j + eJ(ij)

∆Js,m
j,i = −∆Js

j,i + eJ(ji)

(4.7)

where the negative signs on the right-hand side of the equations result from the convention

assumed for the direction of nodal injections and transmission line currents. It should be noted

that Figure 4.4 is only an exemplary representation of the superimposed circuit. Equations

(4.5) to (4.7) remain valid even when either or both of buses i and j is connected to an IBR.

Let us assume PMUs provide Np voltage and current measurements from across the grid.

By writing equations (4.5) to (4.7) based on available PMU measurements, a system of linear

equations can be obtained as below

mNp×1 = HNp×(2+Nr)x(2+Nr)×1 + εNp×1 (4.8)

where m, H , and ε are the measurement vector, coefficient matrix, and error vector, respect-

ively. Further, x is the vector of current sources replaced for the faulted line and IBRs, as

below

x =
[

∆Js
i,j ∆Js

i,j ∆Is
1 . . . ∆Is

Nr

]T
(4.9)

The linear system of equations (4.8) can be readily solved using the weighted least-squares

method. In this regard, the unknowns can be estimated by (2.8). As explained, these estimates

might not be precisely equal to their corresponding true values because of measurement errors

incurred in practice.

4.3.3 Identifying the Faulted Line

The system of equations (4.8) is derived assuming that the line i − j is the faulted line. The

(WSSR) is the objective function minimised for solving (4.8) by the least-squares method and

can be obtained by (2.9) and (2.10). The WSSR of the faulted line would be ideally zero as all

measurements hold true in equations (4.5) to (4.7). However, due to measurement/parameter

imperfections, the WSSR of the faulted line might not be exactly zero but very small [15]. Ac-

cordingly, (4.8) should be solved for different suspected lines to identify the smallest WSSR,
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thus the faulted line. Once unknowns in x are estimated, the superimposed voltages at any

buses, including the faulted line terminals, can be obtained by (4.5). Having calculated the

superimposed voltage and current phasors at the faulted line terminals, the closed-form ex-

pression introduced in [78] can be used to obtain the fault distance on the faulted line. The

calculated fault distance is checked to ensure it lies within the acceptable range to enhance the

security of the proposed method.

4.4 WABP in the Presence of IBRs Using the Negative Seq. Circuit

In this section, using the negative-sequence circuit, a novel WABP method is proposed against

asymmetrical faults on transmission systems with high penetration of IBRs. The proposed

method leverages the full potential of available synchrophasors without placing any strict con-

straints on PMU locations. The method performs well under a wide variety of control strategies

employed by IBRs in the negative-sequence circuit. To enable this, IBRs are appropriately

modelled to capture their fault behaviour, thus formulating their impact on the WABP.

4.4.1 Accounting for the High Penetration of RESs

As explained, every IBR circuit can be modelled as an unknown current source in each super-

imposed sequence. As suggested by [15], this current can be directly measured by a PMU.

However, it may not be practical to install a PMU at every bus with an IBR. Even if there is

a PMU at all IBR buses, WABP must not be contingent on the availability of a specific set of

PMU measurements. As discussed in IEEE standard C37.118.2 [97], communication latency

is unavoidably unpredictable and may vary from a few milliseconds to even seconds due to

factors such as error checking, forwarding, and routing. Therefore, some PMU measurements

might not be received within the action time necessary for successful WABP. On the other hand,

having a large number of non-measured unknown currents representing IBRs in the vector x̂

might lead to an unsolvable system of equations, thus, no WSSRs to act upon [15, 73].

It is fair to assume that the control strategies of IBRs and their corresponding settings are

available to the control centre. The knowledge of these may be used to overcome the foregoing

unsolvability challenge. The goal is to reduce the number of unknowns to the extent that (4.8)

becomes solvable with a unique solution. To this end, a sufficient number of unmonitored IBRs
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(IBRs without PMUs) can be replaced by their equivalent superimposed impedances in the

negative-sequence circuit. In doing so, the operating modes of IBRs are first determined using

the superimposed technique and SCADA data. Next, the equivalent superimposed impedances

of the selected IBRs are calculated and incorporated into the superimposed circuit. Since IBRs

exhibit different equivalent impedances after reaching their overcurrent limits, their estimated

output currents are to be checked, as well. As will be described, appropriate modifications will

then be applied in order to update their equivalent superimposed impedances.

A. IBR’s Operating Mode Following a Fault

Following a short-circuit fault, IBRs may work in either steady-state or fault mode. In the

steady-state mode, they inject active and reactive power equal to pre-set references. In the fault

mode, the operating references are adjusted based on the Grid Code requirements to support

the grid in fault conditions. The amount of positive-sequence voltage dip at an IBR terminal

determines the IBR’s operating mode. For instance, if the balanced voltage dip is larger than

10%, the IBR should operate in the fault mode (as instructed by the GB and Tennet Grid Codes).

As detailed in [61], the equivalent positive-sequence impedance of an IBR in the superimposed

circuit depends on the pre-fault voltage and current phasors. Hence, IBRs with no PMUs at

their terminals cannot be easily modelled in the superimposed positive-sequence circuit.

To determine IBRs’ operating modes, the following steps are taken in the proposed method

to estimate positive-sequence voltage dips whilst maintaining the computational burden low:

(i) IBRs whose currents are not directly measured by PMUs are firstly disregarded in the su-

perimposed circuit. This is to approximately estimate positive-sequence superimposed voltages

using the described superimposed circuit technique.

(ii) Approximate post-fault bus voltages are calculated in this step. Based on the Superpos-

ition Theorem, post-fault bus voltages can be obtained from the pre-fault and superimposed

bus voltages, i.e., V +
post = V +

pre + ∆V +. Superimposed bus voltages are estimated in step

(i). Pre-fault bus voltages are assumed to be known in the control centre. This can be easily

achieved by effective state estimation methods employing existing synchronised/ unsynchron-

ised measurements [68].

(iii) Ignoring IBR contributions to the fault current introduces some errors in the estimated
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post-fault voltage quantities. The contributions of IBRs operating in the fault mode are more

significant to the inaccuracy introduced than that of IBRs operating in the steady-state mode.

This is because IBRs operating in steady-state mode continue to inject the same active and re-

active power even after the fault inception. Accordingly, the IBRs are arranged in descending

order with respect to voltage dips at their terminals. The IBRs on top of the list can be replaced

by unknown current sources and included in the vector x to increase accuracy. This will be

applied to as many IBRs as possible as long as the matrix H remains of full rank, which is a

sufficient condition for the solvability of (4.8) [73]. This helps to obtain more accurate approx-

imations for post-fault bus voltages.

(iv) Let us assume that for voltage dips larger than α%, the IBR is set to operate in the fault

mode by injecting extra reactive power. The value of α is dictated by the Grid Code require-

ments. The estimated post-fault voltages in step (iii) might not be quite accurate because some

IBRs have not been replaced by a current source.

(v) All IBRs experiencing voltage dips close to α are considered to have an uncertain operating

mode. Special care should be taken to determine the upper and lower bounds of the uncertain

voltage range. As demonstrated in [98], however, the impact of control strategies of an IBR

connected to the grid barely exceeds 5% of its terminal voltage. This means that we are almost

certain that IBRs with estimated voltage dips less than (α − 5)% will continue to operate in the

steady-state mode. On the other hand, those with estimated voltage dips greater than (α + 5)%

can be assumed to be operating in the fault mode. Next, an additional step is needed to con-

firm the operating mode of IBRs with estimated voltage dips between the thresholds mentioned

above.

The fault behaviour of the IBR (from the power system point of view) is dependent on

the converter control strategies and settings and feasible bounds rather than the type of energy

source [46]. Various types of renewables might demonstrate slightly different transient beha-

viour for a few milliseconds following the fault inception. Regardless of the type of renewable

sources, however, they will be able to regulate the amplitude and phase angle of their terminal

voltage and current to meet their control targets in the steady-state, fault, and post-fault condi-

tions within a few milliseconds [46]. Therefore, the proposed formulation is not impacted by

the type of renewable sources. On the other hand, the proposed method is expected to come into
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effect in case the primary protection has failed to operate. Thus, a few hundred milliseconds is

available for WABP to account for the time that IBRs need to completely switch to their final

operating modes before making a trip decision [1, 2].

B. Incorporating IBRs Models

If an IBR operates in the steady-state mode, e.g. an IBR electrically far enough from the fault

location, it does not generate a post-fault negative-sequence current. Due to the absence of the

pre-fault negative-sequence components, the superimposed negative-sequence current of that

IBR will be zero and can be removed from (4.9). Accordingly, the corresponding column in

the matrix H is removed. The negative-sequence behaviour of an IBR operating in the fault

mode depends on its control strategy. If there is no information about the control strategies of

an IBR at the control centre, it will be modelled as an unknown nodal current source in the

WABP formulations (4.8). Otherwise, it is incorporated in the superimposed circuit based on

its control strategy, as described below.

1) Suppressing negative-sequence current

As described in Section 4.2, an IBR with this control strategy eliminates the negative-sequence

current during an asymmetrical fault. Similar to the IBR operating in the steady-state mode,

the IBR can be omitted from the circuit, i.e., modelled by an open circuit.

2) Eliminating the active or reactive power ripple

IBRs operating in the fault mode can be modelled as an impedance in the superimposed circuit.

As detailed in [61], the magnitude and phase angle of the per-unit equivalent negative-sequence

impedance of an IBR, i.e., |z−| and θ−, with these control strategies, can be calculated as:

∣∣z−∣∣ = 1√(
Pref

(V +)2−K(V −)2

)2
+
(

Qref

(V +)2+K(V −)2

)2
(4.10)

θ− = arctan
(

Qref

Pref
·
(
V +)2 − K (V −)2

(V +)2 + K (V −)2

)
− (K + 1) × 90◦ (4.11)

where V − and V + are the positive- and negative-sequence terminal voltages of the IBR.

The inclusion of the equivalent impedances of IBRs with this control strategy is not straight-
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forward because their equivalent impedance is not always known a priori. As (4.10) and (4.11)

demonstrate, the equivalent negative-sequence impedance of an IBR is determined by its con-

trol strategy, active and reactive power reference values, and the voltage dip it undergoes due

to the fault. That is why we need to resort to an iterative method here. An approximate value

for V + can be calculated as described in part A of this section. It is assumed that the control

strategy and reference values are received from SCADA. According to (4.10) and (4.11), z−

is represented as a function of ∆V −, i.e., f1 (∆V −). Based on (4.5), the value of ∆V − is

affected by z− itself. Thus, it is represented as a function of z−, i.e., f2 (z−). Herein, a numer-

ical iterative method is utilised to estimate the values of Z− and ∆V − as follows:

(i) The IBR is first removed from the superimposed circuit. Then, the initial value of ∆V − is

estimated using the described superimposed circuit technique.

(ii) The amount of z− is calculated using (4.10) and (4.11).

(iii) The IBR is replaced with impedance z− in the superimposed circuit. Then, the value of

∆V − is updated.

(iv) The previous two steps are repeated until the new value of z− lies within 1% proximity of

its previous value.

3) Imitating an impedance in the negative-sequence circuit

The IBR operating in this mode represents a constant impedance, say z− = |z−|∠θ−, in

the negative-sequence circuit during an asymmetrical fault. Due to the absence of pre-fault

negative-sequence components, the post-fault negative-sequence circuit is equivalent to its su-

perimposed circuit. Therefore, the IBR can be substituted by the preset impedance z− in the

superimposed circuit.

4.4.2 Considering Overcurrent Limits of IBRs

Once an IBR reaches its overcurrent limit in the negative-sequence circuit, the reference cur-

rents calculated in (4.2) and (4.4) will no longer be valid. This results in an equivalent imped-

ance differing from what it was before reaching the overcurrent limit. Therefore, it is necessary

to check if the overcurrent limit of an IBR is reached during a fault. If this is the case, proper

modification to the obtained equivalent impedance will be applied.
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Reference-current saturation is a common current limiting logic [61], which is considered

for limiting the negative-sequence current of IBRs in this section. If the negative-sequence

current exceeds a threshold, i−
max, the corresponding reference currents are tunned as



i−,new
d−ref = i−

max√(
i−
d−ref

)2
+
(

i−
q−ref

)2
× i−

d−ref

i−,new
q−ref = i−

max√(
i−
d−ref

)2
+
(

i−
q−ref

)2
× i−

q−ref

(4.12)

As a result, if an IBR reaches its negative-sequence current limit, the magnitude of its equival-

ent negative-sequence impedance can be obtained as follows

∣∣z−∣∣
min = |∆V −|

i−
max

(4.13)

The values of ∆V − is itself a function of z− as in (4.5). Thus, an algorithm is needed to

incorporate the overcurrent limit of IBRs operating in the fault mode. The detailed procedure

used in the proposed WABP methods is as follows

(i) The amplitude of the current of the IBR is obtained via I−
IBR = |∆V −| / |z−|. If I−

IBR

exceeds i−
max, the magnitude of the z− representing the IBR is replaced by |z−|min.

(ii) The new value of ∆V − is estimated.

(iii) Equation (4.13) is employed to update |z−|min.

(iv) The previous two steps are repeated until the new value of |z−|min lies within 1% proximity

of its previous value.

4.4.3 Checking IBRs with Uncertain Mode

From IBRs experiencing voltage dips within the uncertain range (α ± 5)%, those with voltage

dips closer to α% at their terminals are replaced by nodal current sources. This means they

are incorporated into the vector x as extra unknown variables and are removed from the bus

impedance matrix. This will be applied to as many IBRs as possible to the extent that the

matrix H still remains of full rank. Next, the remaining IBRs with uncertain operating modes

are scrutinised to determine their true operating modes.
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Figure 4.5: Conceptual diagram of the proposed WABP method [70].

As explained in [15], the more accurate the H matrix, the smaller the minimum WSSR

obtained. Therefore, the targeted IBR is temporarily assumed to be operating in the opposite

(fault or steady-state) mode. Accordingly, the required amendments are applied to the H

matrix. Then, the new value of the minimum WSSR is calculated. If the minimum WSSR is

reduced, it follows that the IBR under consideration is truly operating in the opposite mode.

Otherwise, it is operating in the predefined mode found in Section 4.2.

4.4.4 Conceptual Diagram

Figure 4.5 shows a conceptual diagram of the proposed WABP method for transmission sys-

tems. The IBR Incorporation Unit module is in charge of dealing with uncertainties in the

bus-impedance matrix due to the operating status of IBRs and regulating H matrix based on

their different control strategies. A flowchart of the functions of the IBR Incorporation Unit

is shown in Figure 4.6, which has already been detailed in parts A to D. Once the operating

modes of all IBRs in the power system are determined, the WSSR is updated for the candidate

line. Finally, the transmission line corresponding to the minimum WSSR is identified as the

faulted line. To enhance the security of the proposed method, the calculated fault distance on

the pinpointed line is checked to ensure it is real and lies within the acceptable range [0,1].

4.4.5 Performance Evaluation

The performance of the proposed WABP method is evaluated by conducting more than 80,000

simulations on the IEEE 39-bus test system with different penetration levels of IBRs. For each
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Figure 4.6: Flowchart of the functions of the IBR Incorporation Unit [70].

set of IBRs added to the system, their total active power is proportionally deducted from the

active power produced by the existing synchronous generators so that the total active power

generation (around 6200 MW) is maintained constant. A general performance evaluation for

different asymmetrical fault types at various locations with an arbitrary set of IBRs is presen-

ted first. Next, the sensitivity of the proposed method to measurement errors, line/generator

parameters errors, and pre-fault negative-sequence components is examined. The impact of

different numbers and locations of PMUs is also scrutinised. Finally, the performance of the

proposed method is tested for various penetration levels and locations of IBRs with different

control strategies and settings. For the IBR control loops, a second-order generalised integrator

[98] is used to apply i representing a 90◦ phase shift in the time domain in (4.1).

Using DIgSILENT PowerFactory, time-domain voltage and current waveforms are cap-

tured and filtered by an anti-aliasing Butterworth filter with a cut-off frequency of 400 Hz. The

current measurements for generation transformers are taken from their high-voltage sides, e.g.,

the delta winding side of the step-up transformer of IBRs. Accordingly, the angle displace-

ments caused by the transformers are incorporated in equations (4.5) to (4.7). Time-domain

measurements are then sampled with a frequency of 2 kHz. The DFT is used to estimate the

phasors of the recorded time-domain waveforms. Any other effective phasor estimation meth-

ods, such as the real PMU model in [64], could be used to provide more accuracy if needed.
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Table 4.1: Control Strategies/Settings and Locations of IBRs

Location
(Bus No.)

Control Strategy Control Setting

1,17 Suppressing Negative i−
max = 0, Sn = 100MVA

Sequence Current Pref = 0.8pu, Qref = 0.2pu
2, 6, 9, 13, Mitigating Active i−

max = 0.3, Sn = 150MVA
14, 18, 22 Power Ripple Pref = 0.9pu, Qref = 0.1pu
3, 7, 10, Mitigating Reactive i−

max = 0.4, Sn = 150MVA
15, 19, 28 Power Ripple Pref = 0.9pu, Qref = 0.1pu
4, 5, 8, 12, Imitating an i−

max = 0.4, Sn = 150MVA
20, 21, 24 Impedance Pref = 0.9pu, Qref = 0.1pu, z− = 0.3∠90◦

Table 4.2: Model and Parameters of IBRs

Plant Category Renewable Generation
Technology Three phase

Number of Parallel Units 30
Proportional Gain of PLL 10
Integration Gain of PLL 30

Proportional Gain of Current Controller (d- and q-axis) 1
Time Constant of Current Controller (d- and q-axis) 4 ms

Impedance of the Series Reactor 0.1 pu

Positive-Sequence Control Strategy
Based on

the GB Grid Code
Positive-Sequence Maximum Current 1 pu

A. General Evaluation of the Proposed Method

An arbitrary set of 22 IBRs with different control strategies and settings are added to the 39-bus

system, as detailed in Table 4.1. This set of IBRs is also applied for parts B, C, D, and E in

this subsection. Buses 3, 5, 8, 11, 14, 16, 19, 23, 25, 27, 29, and 39 are equipped with PMUs

[84], which are also valid for parts B, C, D, and F. IBRs are modelled as static generators

in DIgSILENT PowerFactory. The parameters of simulated IBRs and the applied controllers,

other than those in Table 4.1, are listed in Table 4.2.
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Figure 4.7: Actual and initial estimation of post-fault voltage at IBRs’ terminals [70].

Table 4.3: Performance of the Proposed Method for a Solid 1-ph-g Fault at 95% of Line 3-4

Detected
Operating Mode

Incorporation
Method

IBR
Bus No.

TVE
(Ave., Max.)

Steady-State
Mode

N/A
1, 2, 3, 9, 10, 15,

17, 18, 19, 20,

21, 22, 24, 28
N/A

Fault Mode
Replace by a

current source
5, 8, 13, 14 1.82%, 2.74%

Replace by an
impedance

4, 6, 7, 12 4.08%, 7.75%

The method estimates the voltage dips at IBRs to determine their operating modes and the

way they are incorporated, i.e., by a current source or an equivalent impedance. To demonstrate

the capability of the proposed method for doing so, a solid 1-ph-g fault at 95% of line 3-4 is

explored. As per the GB Grid Code, IBRs undergoing voltage dips of more than 10% are set

to operate in the fault mode. Figure 4.7 shows the initial estimation of the post-fault voltage

profile and the actual voltage profile at 80 ms following the fault inception. Accordingly, Table

4.3 reports the identified operating modes of IBRs and the way that each one is incorporated

in the WABP formulation. As can be seen from Figure 4.7, the estimated voltage dips of some

IBRs are within the uncertain range. However, the operating modes of all IBRs are finally

identified correctly.
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Figure 4.8: WSSRs of different candidate lines calculated over time following a solid 1-ph-g
fault at 95% of line 3-4 [70].

The amplitude and angle errors between the real and the estimated negative-sequence cur-

rent or impedance of IBRs are combined into a single error quantity referred to as total vector

error (TVE) [97], and listed in the last column of Table 4.3. Figure 4.8 depicts the WSSRs of

all lines for up to 300 milliseconds after the fault inception. As can be seen, the smallest WSSR

correctly indicates the true faulted line with sufficient distinction from other candidate lines.

The fault location result for this case has only 0.19% error from its actual value.

Due to indefinite wide-area communication latencies, the proposed method cannot be em-

ployed for primary protection but for backup protection. As mentioned, a few hundred milli-

seconds is available for WABP before making a trip decision [1, 2]. Nonetheless, WABP should

be fast enough and be able to make a reliable decision once enough PMU data are received at

the control centre. A limited number of multiplication and addition operations is needed to

calculate the required IBR equivalent impedances and the scalar index WSSR for each candid-

ate line. According to extensive simulations conducted, less than three iterations are required

for every iterative step on average. The average computation time of the whole procedure is

about 50 ms, on a 2.8 GHz processor with 8 GB of RAM, which is less of a concern than com-

munication latencies in the context of decision time available for WABP. It should be noted

that for bigger power systems, the proposed WABP can be efficiently limited to the disturbed

area whose boundaries are observed by PMUs. This approach has already been presented and

successfully tested in [15]. Besides, the related process can also be effectively parallelised on

software/hardware levels. Further progress in communication technology to reduce latencies
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Table 4.4: Comparison between the Main Characteristics of Different WABP Methods

Comparison aspect [34, 38] [11, 39] [17] [15] Proposed

Tolerate PMU losses? No Yes Yes Yes Yes

Need specific PMU placement? Yes No No No No

Computation burden Low Low High Low Low

Need statuses of local relays? No No No No No

Sensitivity to fault resistance Low Low Low Low Low

Address the presence of IBRs? No No No No Yes

can allow the implementation of the proposed method for the main protection in the future.

Table 4.4 summarises the main characteristics of the most effective WABP methods in the

literature that are insensitive to fault resistance and independent of local protective relays. As

can be seen, the proposed method can account for the presence of IBRs while outperforming

other methods in many aspects, such as tolerance against PMU losses, low computational bur-

den, and independence of specific PMU placement. According to Table 4.4, since the method

presented in [15] has better characteristics than other methods listed, the performance of the

proposed method is only compared with that of [15].

The method does not operate for symmetrical faults as no significant negative-sequence

quantity is present under such conditions. To show the effectiveness of the proposed method,

various types of asymmetrical faults are applied at different locations in the system with fault

resistances of 0 Ω, 20 Ω, and 100 Ω. In each case, the calculated fault location is averaged

over 80-300 ms following the fault inception. The performance of the method is compared to

that of the method presented in [15]. Simulations show that the presence of IBRs has a more

significant influence on the success rate of faulted-line identification for faults closer to substa-

tions. Thus, only results for faults on the first and last 20% of line lengths are reported. Table

4.5 summarises obtained results in terms of faulted-line identification success rate (FLISR) and

average fault location error (AFLE). As explained, the operating modes of the IBR are auto-

matically identified by the method. Accordingly, another index reported in Table 4.5 is IBR

operating mode identification success rate (POMISR). It can be seen that the proposed method

successfully pinpoints the faulted line irrespective of the fault resistance with a success rate of
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Table 4.5: General Performance of the Proposed WABP Method

Fault Type Results
Proposed Method

Method in [15]
Ignoring IBRs

0Ω 20Ω 100Ω 0Ω 20Ω 100Ω

Single
Phase to
Ground

FLISR (%) 99.64 99.78 100 85.22 91.25 95.3
AFLE (%) 0.56 0.61 0.74 6.89 4.23 2.74

POMISR (%) 99.63 99.83 99.86 N/A N/A N/A

Phase to
Phase

FLISR (%) 100 100 100 87.43 90.85 94.92
AFLE (%) 0.44 0.48 0.56 6.58 4.63 3.04

POMISR (%) 99.08 99.45 99.58 N/A N/A N/A

Two Phase
to Ground

FLISR (%) 98.53 99.07 99.32 85.96 90.56 94.81
AFLE (%) 0.54 0.61 0.69 7.11 5.84 3.21

POMSR (%) 99.08 99.57 99.66 N/A N/A N/A

Table 4.6: WABP Sensitivity to Measurement Errors

Results
Variation Range of Errors (%)

±1 ±2 ±3 ±4 ±5

FLISR (%) 99.42 99.36 99.21 99.14 98.81

AFLE (%) 0.57 0.60 0.64 0.72 0.83

more than 99% on average. As expected, the method presented in [15] demonstrates a notice-

ably lower accuracy and success rate for not considering the presence of IBRs. This clearly

demonstrates the superiority of the proposed method over the existing method in the presence

of IBRs, given the reliability requirements for protection applications [1, 2].

B. Sensitivity to Measurement Errors

To simplify the compliance specification of PMUs, amplitude, and angle error bounds are

combined into TVE quantities. Here, TVE is a measure of the difference between the phasor

reported by the PMU and the true phasor. The performance of the proposed method with input

phasors having different ranges of TVEs is studied in this subsection. To this end, 100 arbitrary
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Table 4.7: WABP Sensitivity to Line Parameter Errors

Results
Variation Range of Errors (%)

± 1 ± 2 ± 3 ± 4 ± 5

FLISR (%) 99.21 98.82 98.35 97.77 97.33

AFLE (%) 0.72 1.15 1.76 2.32 3.07

Table 4.8: WABP Sensitivity to Generator Parameter Errors

Results
Variation Range of Errors (%)

± 1 ± 2 ± 3 ± 4 ± 5

FLISR (%) 99.42 99.34 99.13 98.92 98.73

AFLE (%) 0.54 0.62 0.78 0.96 1.09

asymmetrical faults are applied at different locations throughout the transmission system. The

fault resistance is set to have a random value between 0 Ω to 50 Ω. Measurement errors are

assumed to have a normal distribution around the true value of corresponding phasors. Each

simulated case is repeated 100 times for reporting FLISR and AFLE. The obtained results are

tabulated in Table 4.6, where the three-sigma criterion is used for reporting the error range [15].

As expected, larger measurement errors result in less success rate for the proposed method.

The proposed method proves to have sufficient robustness against measurement errors as it

functions correctly for more than 98.81% of the cases with up to 5% measurement errors.

C. Sensitivity to Parameter Errors

The impact of transmission line and generator parameter errors on the success rate of the WABP

method is scrutinised here. Tables 4.7 and 4.8 summarise obtained results when lines and

generators are considered to have random parameter errors within different ranges. The same

faults as those in the previous subsection are examined in this study. Each simulated case is

repeated 100 times for reporting FLISR and AFLE. As expected, the success rate of the method

decreases as the variation range of parameter errors increases. Practically speaking, the success

rate still remains in an acceptable range, even for errors of up to 5%.
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Table 4.9: WABP Sensitivity to Pre-Fault Negative-Sequence Components

Results
Up to 1.5% Pre-Fault

Voltage Unbalance
No Pre-Fault Voltage

0Ω 20Ω 100Ω 0Ω 20Ω 100Ω

FLISR (%) 99.06 98.83 99.74 99.39 99.62 99.77

AFLE (%) 0.73 0.84 0.91 0.51 0.57 0.67

D. Sensitivity to Pre-Fault Negative-Sequence Components

Grid Codes dictate the maximum negative-sequence voltage caused by voltage unbalance to be

maintained below certain small values [99]. For instance, the maximum permissible voltage

unbalance allowed by the GB Grid Code is 1.5% in the transmission grid. This requirement

is to be strictly followed by system operators to avoid the damaging impact of the negative-

sequence components on rotating machines. To scrutinise the impact of the pre-fault negative-

sequence components, up to 1.5% negative-sequence voltages are induced at different buses in

the pre-fault condition by making load and line parameters slightly unbalanced. The success

rate of the proposed algorithm in this condition with fault resistances of 0 Ω, 20 Ω, and 100 Ω

is reported in Table 4.9. As can be seen, permissible pre-fault negative-sequence components

do not noticeably impair the performance of the proposed method.

E. Observability and PMU Coverage

Full network observability is not a prerequisite for the proposed method to function properly.

However, the variance of the estimated unknowns can be obtained by
(
H∗R−1H

)−1
[100],

which means a greater number of PMUs provides higher accuracy.

Further simulations show that installing a PMU in poorly PMU-covered areas increases

the success rate of faulted line identification. To demonstrate this, the performance of the

proposed method is studied with different numbers of PMUs. For each specific number of

PMUs, 50 randomly created placements leading to a solvable system of equations with a unique

solution have been considered. The FLISR and AFLE indices obtained for the foregoing set of

asymmetrical faults are summarised in Table 4.10. As can be seen, larger numbers of PMUs

result in more accurate and reliable results. It can be concluded that the more intensely PMUs
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Table 4.10: WABP Sensitivity to the Number of PMUs

Results
Number of PMUs

12 11 10 9 8

FLISR (%) 98.92 98.02 97.60 96.84 96.01

AFLE (%) 1.10 1.26 1.47 1.76 1.82

cover the fault area, the bigger the WSSRs of other candidate locations. This also shows that

missing data from a few PMUs would not adversely affect the method’s performance.

F. Impact of IBRs’ Locations and Control Strategies

This subsection studies the impact of the number, location, and control strategies of IBRs

on the method’s performance. The total active power generated in the system is maintained

constant to obtain different penetration levels of IBRs. For each number of IBRs, 50 randomly

created placements have been considered. To examine the impact of IBR control strategies,

five different scenarios are defined for each IBR placement. For the first to fourth scenarios,

one of the control strategies described in Section 4.2 is selected and applied to all IBRs. In

the fifth scenario, the control strategy of each IBR is randomly selected. The control settings

of each IBR, i.e., Sn, Pref , Qref , i−
max, |z−|, and θ− are randomly selected within [100,150]

MVA, [0.85,0.95] pu, [0.1,0.3] pu, [0.2,0.4] pu, [0.2,0.6] pu, and [60◦, 90◦], respectively.

The FLISR and AFLE indices obtained for a set of 100 asymmetrical short-circuit faults

are summarised in Table 4.11. In the proposed method, all IBRs are accurately modelled by

an impedance or replaced by a current source. As a result, the number, location, and control

strategies/settings of IBRs do not have a noticeable adverse effect on the performance of the

method. The scenarios numbered in Table 4.11 are described below

1) All IBRs are set to suppress neg. seq. current.

2) All IBRs are set to mitigate active power ripple.

3) All IBRs are set to mitigate reactive power ripple.

4) All IBRs are set to imitate an impedance.

5) Every IBR is randomly set to one of the foregoing control strategies.
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Table 4.11: WABP Sensitivity to Control Strategy/Settings, Number, and Locations of IBRs

Scenario
No.

Results
Number of IBRs

28 24 20 16 12

1
FLISR (%) 99.46 99.50 99.68 99.68 99.72
AFLE (%) 0.66 0.64 0.52 0.50 0.50

POMISR (%) 99.51 99.56 99.69 99.68 99.71

2
FLISR (%) 99.36 99.40 99.46 99.56 99.56
AFLE (%) 0.63 0.61 0.59 0.59 0.58

POMISR (%) 99.62 99.31 99.39 99.42 99.42

3
FLISR (%) 99.38 99.46 99.48 99.54 99.54
AFLE (%) 0.56 0.55 0.55 0.53 0.52

POMISR (%) 99.54 99.33 99.36 99.43 99.45

4
FLISR (%) 99.32 99.36 99.38 99.42 99.50
AFLE (%) 0.67 0.62 0.58 0.57 0.55

POMISR (%) 99.77 99.76 99.78 99.79 99.78

5
FLISR (%) 99.34 99.36 99.44 99.47 99.50
AFLE (%) 0.62 0.60 0.59 0.58 0.56

POMISR (%) 99.71 99.71 99.73 99.74 99.76

4.5 WABP in the Presence of IBRs Using the Positive Seq. Circuit

As described in the previous section, the utilisation of the negative-sequence circuit for WABP

has many merits. However, it is not applicable to symmetrical faults, and it can only handle

certain negative-sequence control strategies, which IBRs may or may not employ in practice.

This section proposes an innovative yet straightforward PMU-based method for backup pro-

tection of transmission lines using the positive-sequence circuit. The original contribution of

the proposed method is the accommodation of any LVRT characteristics for IBRs into the

superimposed-circuit-based WABP, irrespective of the IBRs’ number, locations, and pre-fault

injections.

In the proposed method, the monitored IBRs (those whose terminals are monitored by

PMUs) are substituted by known current sources based on the Substitution Theorem [15]. The

unmonitored IBRs (those with no PMU measurements at their terminals) are modelled by cur-
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rent sources with respect to their pre-fault operating points and control settings satisfying the

requirements of pertinent Grid Codes [94–96]. The candidate faulted line is also represented

by two unknown nodal current sources. A closed-form residual-based index is developed to

indicate the actual faulted line from the set of candidate lines.

4.5.1 Accounting for the High Penetration of RESs

In Chapter 2, a system of equations was formulated for every candidate line for nodal analysis

of the system. Based on the superimposed methodology [15], the candidate faulted line can be

represented by two appropriate nodal current sources. Within WABP’s action time, synchron-

ous generators may also be replaced by their sub-transient impedances in the superimposed

circuit [13, 15, 23, 34]. Modelling IBRs as an impedance in the positive-sequence superim-

posed circuit is neither advantageous nor straightforward because their equivalent impedances

depend on their pre- and post-fault currents and terminal voltages [61]. To overcome this prob-

lem, IBRs are to be substituted by unknown current sources. This helps to find the faulted

line using the notion of the WSSR, as will be explained. It is shown that replacing all IBRs

with unknown current sources might unnecessarily increase unknown variables in the system

of equations. To minimise the possibility of rank deficiency and ensure the uniqueness of the

solution [73], an effective method is proposed for reducing the number of unknowns.

In the formulation put forward in Section 4.3, every IBR is modelled by its equivalent

current source in the superimposed circuit. The current sources representing the IBRs whose

terminals are monitored by PMUs appear in both vectors m and x in (4.8). From linear al-

gebra, including such variables in x does not compromise the uniqueness of the solution as

its corresponding row in the matrix H has only one non-zero entry [73]. This nonzero entry

represents a pivot in the matrix H in its row-echelon form. Therefore, the inclusion of such a

row in the matrix H will not make it rank deficient [73]. However, assuming a PMU at every

IBR terminal may not be practical. Even if PMUs measure the terminal voltages of all IBRs,

it is not guaranteed that all these PMU data will be received within the desired action time of

WABP due to communication latency and missing data possibilities, as discussed in [15].
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Rearranging the System of Equations

In this study, IBRs are classified as either monitored or unmonitored depending on whether

their terminal voltages and current injections are measured by PMUs. An IBR is called mon-

itored if a PMU at its terminal measures its current and voltage phasors. An unmonitored IBR

refers to an IBR whose current/voltage synchrophasors are not taken by PMUs. If the meas-

urements of an IBR are not received in the control centre (e.g., for communication latencies or

PMU failures), that IBR is still classified as unmonitored. The current sources replacing the

faulted line and unmonitored IBRs are the only unknowns in (4.8) to be estimated by (4.9).

This, however, will not be feasible when the number of unknowns in x exceeds the rank of

H , as it makes (4.8) not uniquely solvable and thus ineffective [15]. The knowledge of the

LVRT characteristics of IBRs (explained in Section 4.2) can be exploited to overcome the pre-

ceding solvability issue by reducing the number of unknowns. Let Nm and Nn denote the

number of monitored and unmonitored IBRs, respectively. The system of equations (4.8) can

be rearranged as follows:

mmod
Np×1 = Hmon

Np×(2+Nm)x
mon
(2+Nm)×1 + εNp×1 (4.14)

where

mmod
Np×1 = mNp×1 − Hunm

Np×Nnxunm
Nn×1 (4.15)

where xmon contains the nodal current sources representing the monitored IBRs plus those

current sources representing the candidate line, and Np is the number of measurements. The

matrix Hmon contains the coefficients corresponding to the variables in xmon. The vector

mmod is the modified measurement vector from which the contributions of unmonitored IBRs

are excluded. Moreover, the vector xunm only includes the superimposed currents of unmon-

itored IBRs, whose related coefficients are arranged in the matrix Hunm.

In the proposed method, the superimposed currents of unmonitored IBRs are initially dis-

regarded, which means mmod is set equal to m in the first step. This enables us to obtain

an initial estimate for the superimposed currents representing the candidate line by solving

(4.14). Then, an initial estimate for the superimposed terminal voltages of unmonitored IBRs

is obtained from (4.5). As will be detailed, the superimposed currents of unmonitored IBRs

in xunm can be approximated using their terminal voltage and LVRT characteristics. Then,
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mmod is updated by (4.15). Next, the vector xmon is also updated by solving (4.14). This

process is repeated until the changes in the vector xunm caused by an iteration become insig-

nificant. Finally, the WSSR for every line is obtained to indicate the actual faulted line. The

whole algorithm is further described in Subsection 4.5.2.

Modelling Unmonitored IBRs

The modified system of equations (4.14) only includes the superimposed currents of the mon-

itored IBRs and those representing the candidate line. The solution of (4.14) gives the WSSR

indices. This is irrespective of the number of unmonitored IBRs, whose contributions will be

estimated separately based on their LVRT characteristics and incorporated in the formulation

by (4.15). As a result, only two actual unknowns remain in (4.14) that represent the candid-

ate line in the superimposed circuit. This is because other variables in xmon are also present

in the measurement vector. This approach eliminates the solvability issues introduced by the

presence of unmonitored IBRs in the power system.

In normal conditions, an IBR injects active and reactive power as per its pre-defined ref-

erences. The control references of IBRs during a fault are adjusted based on their terminal

voltages and LVRT characteristics. In this regard, the LVRT characteristics of IBRs should

meet the Grid Code requirements [94–96]. As can be seen in Figures 4.2 and 4.3, the amount

of voltage drop at an IBR terminal determines the duration in which it should stay connected

to the grid and the required modification the IBR should apply to its reactive current injections.

The knowledge of the LVRT characteristics of unmonitored IBRs and their pre-fault power

references in the control centre enables the approximation of their superimposed currents fol-

lowing a fault. It is reasonable to assume that these data are available in the control centre

with no technical difficulties. If this is not the case for an IBR, its superimposed current should

be moved into the unknown vector in (4.14) and will be estimated using the WLS method.

Otherwise, as will be described below, this can be approximated and then used to form (4.15).

The positive-sequence superimposed current of an IBR connected to bus r is derived by

subtracting the IBR’s pre-fault current, denoted by I+,pre
r , from its post-fault current, denoted

by I+,post
r . These currents can be obtained from:
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I+,pre
r =

(
P pre

ref − jQpre
ref

)
(
V +pre

r

)∗ (4.16)

I+,post
r =

(
P post

ref − jQpost
ref

)
(
V +post

r

)∗ (4.17)

where V +,pre
r , P pre

ref , and Qpre
ref represent the pre-fault positive-sequence voltage at bus r, and

the IBR’s active and reactive power references, respectively. The superscript “pre” and “post”

refer to the pre- and post-fault values, respectively. The pre-fault bus voltages are typically

available in the control centre as the output of state estimation methods [68]. The control

centre is assumed to know the pre-fault power references. Therefore, I+,pre
r can be readily

obtained from (4.16).

Obtaining I+,post
r from (4.17), however, is trickier as the postfault voltage and power ref-

erences are to be calculated. The post-fault positive-sequence voltage at bus r can be cal-

culated using the pre-fault and the estimated positive-sequence superimposed voltage, i.e.,

V +,post
r = V +,pre

r + ∆V +
r . If V +,post

r lies within the dead band shown in Figure 4.3, the post-

fault power references
(
P post

ref and Qpost
ref

)
will be the same as their pre-faults values

(
P pre

ref

and Qpre
ref

)
. Otherwise, the post-fault power references should be calculated using the IBR’s

LVRT characteristics as follows.

Let us assume the phase-locked loops align the grid voltage to the d-axis. Thus, except

for a short transient period following a fault, the positive-sequence q-axis voltage, v+
q , will be

zero in the pre- and post-fault conditions [3]. Hence, the d-axis positive-sequence pre- and

post-fault voltage can be calculated as:

 v+,pre
d =

∣∣V +,pre
r

∣∣
v+,post

d =
∣∣V +,post

r

∣∣ (4.18)

where the operator |.| returns the amplitude of a phasor. The IBR’s pre-fault reactive current,

i.e., i+,pre
q , can be obtained as:

i+,pre
q =

−Qpre
ref∣∣∣V +,pre

r

∣∣∣ (4.19)

Let f t(V ) denote the time-voltage profile of an IBR’s LVRT characteristic. As shown
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in Figure 4.2, f t(V ) represents the time that the IBR remains connected to the grid during

different terminal voltage drops. Moreover, let f I(V ) denote the voltage support characteristic,

which represents the change in the IBR’s positive-sequence reactive current during faults, as

shown in Figure 4.3. Different IBRs might have different f t(V ) and f I(V ) characteristics. For

example, the slope of the f I(V ) characteristic could be between 2 and 6 for different types of

IBRs [96]. It is assumed in this thesis that these characteristics are known and available in the

control centre. Using f t(V ), f I(V ), ∆V +,post
r , and i+,pre

q obtained by (4.19), the post-fault

reactive currents of the IBR at the instant t following the fault onset can be obtained as:

i+,post
q (t) = S(t) · Min

{
i+,pre
q +

∆i+
q︷ ︸︸ ︷

f I
(
∆V +,post

r

)
, i+

max

}
(4.20)

where i+
maxis the IBR’s largest permissible current in the positive-sequence circuit, and S(t)

represents the connectivity status of the IBR and can be obtained as follows:

S(t) =

 1, if t < f t
(
V +,post

r

)
0, otherwise

(4.21)

The remaining current capacity of the IBR is used for generating active power. Due to the

IBR’s overcurrent limits, the active power generation of the IBR may have to be decreased to

be able to inject the reactive current imposed by Grid Code requirements [94–96]. Accordingly,

the post-fault active current of the IBR at instant t can be obtained as:

i+,post
d (t) = S(t) · Min

 P pre
ref∣∣∣V +,post

r

∣∣∣ ,
√

i+
max2 − i+,post2

q

 (4.22)

The first term in the braces ensures that P post
ref does not exceed P pre

ref , whereas the second

term ensures that the overcurrent limit of the IBR is not violated. Using (4.18), the post-fault

active and reactive power references of the IBR can be calculated as:

 P post
ref = i+,post

d

∣∣V +,post
r

∣∣
Qpost

ref = −i+,post
q

∣∣V +,post
r

∣∣ (4.23)
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The post-fault positive-sequence current of the IBR is obtained by replacing P post
ref and Qpost

ref

in (4.17). Finally, the superimposed current of the IBR is calculated as I+,post
r − I+,pre

r .

The LVRT characteristics of IBRs depend on their control system and operational limits.

Over the first few milliseconds following the fault onset, the transient behaviour of different

types of IBRs might be slightly different. However, they can quickly fulfil their control targets

in normal and fault conditions [3]. As a backup protection, a few hundred milliseconds after

the fault onset are available for the method before making a trip decision. This is sufficiently

long to let the IBR completely settle at its new quasi-steady-state operating modes as per its

LVRT characteristics [2], [8]. The proposed method performs well with any LVRT character-

istics of IBRs. The reason is that the method does not make any assumptions about the IBRs’

LVRT characteristics but is directly fed by the functions f t(V ) and f I(V ) describing these

characteristics. This will be verified by simulations in Subsection 4.5.4.

4.5.2 Fault Detection and Real-Time Implementation

A block diagram illustrating the real-time implementation of the method proposed for WABP

with an integrated fault detection logic is shown in Figure 4.9. The inputs to the method are:

- The bus impedance matrix for forming Hmon and Hunm,

- The power references and LVRT characteristics of unmonitored IBRs, and

- PMU data and time signal for establishing m and mmod.

The superimposed value for a phasor, let us say phasor U , at the current time t is calculated

as U(t) − U (tpre). In normal conditions, tpre is set to t − τ . In this study, the parameter τ

is assigned a value of 20 ms, accounting for the size of the data window employed for phasor

estimation. Once a fault is detected, tpre is held at the fault inception time.

As shown in Figure 4.9, the value of tpre is the Output of an S&H block, whose function

is described here. In the absence of the Hold signal, the S&H block directly delivers the Input

signal, i.e., t − τ , to the Output, i.e., tpre. The S&H block samples and holds the Input signal

at the rising edge of the Hold signal. It presents the held value of the Input signal as the Output

signal as long as the Hold signal remains activated. The calculated WSSRs are used for gener-

ating the Hold signal. When there is no fault in the power system, the superimposed quantities

and, consequently, all WSSRs for the candidate lines take negligible values. Following a fault,
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Figure 4.9: Block diagram of the proposed WABP method.

WSSRs for non-faulted lines drift away from zero, whilst the faulted line’s WSSR remains quite

negligible. This criterion is used to generate the Hold signal. In the proposed method, the Hold

signal is generated once the maximum WSSR calculated is bigger than 1 and at least 5 times

bigger than the minimum WSSR.

4.5.3 Conceptual Diagram

Figure 4.10 shows the flowchart of the proposed method. The steps that are to be taken to

indicate the faulted line are as below:

(i) Unmonitored IBRs are initially disregarded in the superimposed circuit. As a result, the

modified measurement vector mmod becomes equal to m in the first step.

(ii) The vector xmon is estimated by solving (4.14) using mmod and Hmon in (2.8). The vector

mmod includes the current sources representing the candidate line, i.e., ∆J+
c,1and ∆J+

c,2.

(iii) The positive-sequence superimposed terminal voltages of unmonitored IBRs are obtained

from (4.5).

(iv) The superimposed currents of unmonitored IBRs are calculated using (4.16) to (4.23) and

arranged in the vector xunm.
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Figure 4.10: Flowchart of the proposed WABP method.

(v) The vector mmod is updated by xunm using (4.15).

(vi) The algorithm goes back to the first step to update the estimation of ∆J+
c,1, ∆J+

c,2, and

the superimposed currents of unmonitored IBRs. To terminate the iteration, whose number

is indicated by “i”, the most recent estimation of the superimposed currents of unmonitored

IBRs, i.e., xunm
i , are compared to that of the previous iteration, i.e., xunm

i−1 . The iteration is

terminated if the norm of
(
xunm

i − xunm
i−1

)
is smaller than the specified tolerance, ε = 10−6.

(vii) The WSSR of the candidate line is obtained using the mmod and Hmon in (2.9).
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Steps (i) to (vii) are conducted for every candidate line.

(viii) Finally, the line with the smallest WSSR is indicated as the faulted line. The fault distance

on this line is also calculated to ensure that it lies within the acceptable range [0,1], thereby

reinforcing the security of the method.

4.5.4 Performance Evaluation

Numerous fault cases are simulated on the IEEE 39-bus test system via the electromagnetic

transient simulation tool in DIgSILENT PowerFactory. To examine the method’s performance

in the presence of renewables, IBRs with different numbers, locations, and penetration levels

are added to the system. The profile shown in Figure 4.2 is considered for the time-voltage

profile of all IBRs’ LVRT characteristics. The locations of PMUs are usually determined to

establish network observability [84]. Hence, the method of [84] is used to place 12 PMUs at

buses 3, 5, 8, 11, 14, 16, 19, 23, 25, 27, 29, and 39. Part D of this subsection scrutinises the

impact of PMU coverage and the system’s full observability on the method’s performance.

The method’s general performance is studied for various fault types across the system with

different fault resistance. Then, the method’s accuracy for estimating the post-fault voltages

and the superimposed currents of unmonitored IBRs is studied. The impact of sequential trip-

ping of the faulted line’s CBs and the computation time of the method are also discussed and

evaluated. The method’s performance is compared with two existing methods. Next, the im-

pact of input errors on the method’s performance is scrutinised. The method is then tested for

partial network observability. The impact of various numbers, locations, and penetration levels

of IBRs with different LVRT characteristics is also investigated.

To filter high-frequency components, a Butterworth filter is applied to the captured time-

domain waveforms. The phasors of these waveforms are estimated after sampling them with

a frequency of 2 kHz. Although very accurate phasor extraction methods, such as [64], can

be utilised, simulations show that the method provides promising accuracy even using ordin-

ary DFT. As defined in [68], the maximum acceptable TVE is 1% for phasor measurements.

Therefore, the phasors are contaminated with errors to have TVEs with random phase angles

between 0 and π, and random amplitudes evenly distributed between 0% and 1%. The method’s

performance with higher measurement errors is investigated in part C of this subsection.
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Table 4.12: Locations, Size, and Settings of IBRs

Location
(Bus No.)

Nominal
Power

Voltage
Support Slope

Operating
References

1, 5, 7, 9, 12,

14, 15, 17, 24, 26
150MVA 2

Pref = 0.95pu
Qref = 0.05pu

3, 4, 8, 11, 13,

16, 18, 21, 27, 28
200MVA 4

Pref = 0.9pu
Qref = 0.1pu

Figure 4.11: True values and estimates of post-fault voltages at non-monitored IBRs after a
solid SLG fault at 5% of line 15-16.

A. General Evaluation of the Proposed Method

Table 4.12 tabulates the locations, rated power, and control references/settings of the set of

20 IBRs considered. The unmonitored IBRs are taken into account by estimating their super-

imposed currents and modifying the measurement vector using (4.15). To achieve this, the

post-fault terminal voltages of these IBRs are used to obtain their post-fault active and reactive

power references by (4.19) to (4.23). Figure 4.11 shows the actual values, the initial estim-

ated values ignoring unmonitored IBRs, and the final estimated values of the post-fault IBRs’

terminal voltages at 80 ms following a solid single phase to ground (SLG) fault at 5% of line

15-16. As can be observed, the final estimations are very close to the true values. The TVEs

between the estimated and true superimposed currents of the unmonitored IBRs are illustrated

in Figure 4.12. The maximum TVE obtained is less than 5%, which shows the method’s ef-

fectiveness for calculating the superimposed currents of unmonitored IBRs.
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Figure 4.12: TVE (%) of the estimated superimposed current of IBRs following different faults
at 5% of line 15-16.

Figure 4.13: Initial and the final WSSR obtained for the faulted line over time after a solid SLG
fault at 5% of line 15-16.

As explained, the fault current contributions of unmonitored IBRs are initially disregarded

by the method. This initially introduces inaccuracies in the calculations and results in a larger

value for the WSSR of the faulted line. In each iteration, the superimposed currents of unmon-

itored IBRs are estimated, updated, and used as the starting point of the next iteration. This

iterative procedure aims to improve accuracy, as evidenced by smaller WSSR for the faulted

line. If unmonitored IBRs are disregarded, the fault distance for the fault at 5% of the line

length is calculated at 0.87%. However, this is obtained at 4.73% after applying the method.

Figure 4.13 shows the initial, after one iteration, and the final values obtained for the faul-

ted line’s WSSR over time. It can be seen that the faulted line’s WSSR is noticeably reduced

after incorporating the estimated superimposed currents of the unmonitored IBRs. This is very
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Figure 4.14: WSSRs obtained for all lines over time after a solid SLG fault at 5% of line 15-16.

Figure 4.15: WSSRs obtained for all lines over time after a solid three-phase fault at 90% of
line 8-9 with fast fault clearance from one side.

important as superimposed-circuit-based methods are all based upon WSSR indices to identify

the faulted line. Figure 4.14 shows the WSSRs of all lines over time following the fault onset,

in which the faulted line’s WSSR is distinctly smaller than those of non-faulted lines.

Due to the operation of the local protections, the faulted line will get disconnected from

one or both ends (single-pole or three-pole) shortly after the fault onset. In the proposed for-

mulation, however, the faulted line is entirely substituted by two current sources. As a result,

the proposed system of equations remains valid irrespective of the status of terminal CBs. To

demonstrate this, the CB at bus 9 is opened 60 ms after the occurrence of a solid three-phase

fault at 90% of line 8-9. Figure 4.15 shows the WSSRs obtained over time with this scenario. As

can be observed, the WSSR of the faulted line is significantly lower than those of other lines be-
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Table 4.13: Summary of Method’s Performance for Different Faults

Fault Type Index
Prop. Method Method of [11] Method of [15]
0Ω 25Ω 0Ω 25Ω 0Ω 25Ω

LLL*
LIFR (%) 0.39 0.81 23.46 11.71 17.79 8.82
AFDE (%) 0.46 0.71 14.54 9.25 11.12 6.23

SLG*
LIFR (%) 0.47 0.65 21.83 10.42 16.11 9.49
AFDE (%) 0.45 1.01 17.16 12.78 16.13 5.41

LL*
LIFR (%) 0.45 0.78 19.01 11.35 14.98 9.66
AFDE (%) 0.52 0.83 16.82 10.36 15.16 4.68

DLG*
LIFR (%) 0.37 0.97 19.89 10.71 15.81 8.14
AFDE (%) 0.56 0.75 15.87 9.87 14.68 3.41

LLL: Three phase, SLG: Single phase to ground, LL: Phase to phase,
DLG: Double phase to ground.

fore and after the one-sided disconnection of the line. Therefore, the faulted line identification

remains valid irrespective of the non-simultaneous CB opening.

Methods of [11] and [15] are applicable against all fault types and have better features

compared to existing methods in the literature, as per the comprehensive review of the exist-

ing WABP methods in [12]. Thus, a performance comparison is presented for the proposed

method and those of [11] and [15]. In this regard, various fault types are studied at 40 evenly

distributed distances on every line with 0 Ω and 25 Ω of fault resistance. The WSSR index and

the calculated fault distance are the criteria employed for the identification of the faulted line.

Simulations show that the precision of faulted-line identification is more affected by the

fault current of IBRs following faults closer to substations. Hence, the results are only re-

ported for faults within 0% to 20% and 80% to 100% of line lengths. Table 4.13 shows the

obtained results in terms of average fault distance error (AFDE) and line identification failure

rate (LIFR). The average fault distance obtained between 80 ms and 120 ms following the fault

onset is used to calculate AFDE. The method’s success rate in identifying the faulted line is

more than 99% providing higher accuracy in the fault distance calculation. Disregarding the

presence of IBRs results in a larger WSSR for the faulted line and introduces excessive errors

in the fault distance calculations. These are the reasons that the existing methods lead to a

noticeably lower success rate and accuracy as compared with the proposed method.
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B. Method’s Computation Time

Once a sufficient number of PMU data is delivered to the control centre, WABP should promptly

pinpoint the faulted line. Because of the linearity of the formulation, the WSSR indices can be

calculated using a limited number of arithmetical operations. The product S∗R−1S in (2.10)

can be computed and saved in memory offline. Accordingly, the real-time calculation of the

WSSR for every line in each iteration entails Np(Np+1) multiplication and (Np+1)(Np−1)

addition operations, where Np is the size of the measurement vector. Moreover, as per the ex-

tensive simulations conducted, the average number of iterations required for estimating the

superimposed currents of unmonitored IBRs is 4. Using a PC with a processor of 2.8 GHz

and RAM of 8 GB, the whole process for all lines, including the calculation of superimposed

currents of unmonitored IBRs, takes less than 5 ms on average, which is eligible compared to

communication latencies [97]. The technique introduced in [66] can be leveraged to further

reduce the computation time. Reference [70] presents one of the most recent WABP meth-

ods for transmission systems. Contrary to the proposed, the method of [70] can only address

asymmetrical faults on systems incorporating IBRs with certain basic LVRT characteristics.

Running that method on the same test system takes around 50 ms using the same PC. This is

ten times greater than the computation time required by the proposed method.

C. Method’s Sensitivity to Input Errors

The method’s sensitivity to input errors is evaluated by simulating 200 arbitrary faults across

the transmission grid with fault resistances between 0 Ω to 20 Ω. Phasors and parameters

are contaminated with normally distributed errors of mean zero. The three-sigma criterion

is used to report the error ranges. The procedure is repeated 500 times for each fault case

with random input errors, and the obtained results are tabulated in Table 4.14. As can be

seen, with up to 4% errors in the measurements, the method’s failure rate remains less than

1%. The method’s effectiveness in handling measurement errors is because the WLS method

exploits the redundancy of the equations to minimise the overall effect of errors. Table 4.14 also

summarises the results obtained with errors in the parameters of generators and transmission

lines. As can be seen, the method’s accuracy slightly decreases with larger parameter errors.
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Table 4.14: Method’s Sensitivity to Input Errors

Error Source Index
Error Range (%)

± 1 ± 2 ± 3 ± 4

Measured LIFR (%) 0.73 0.61 0.85 0.99
Phasors AFDE (%) 0.49 0.54 0.66 0.78

Generator LIFR (%) 0.59 0.64 0.74 0.92
Parameters AFDE (%) 0.61 0.68 0.72 0.87

Line LIFR (%) 0.79 0.97 1.44 1.96
Parameters AFDE (%) 0.69 0.94 1.54 2.12

D. Method’s Sensitivity to PMU Coverage

The proposed method is not reliant on the full observability of the system. It should be noted

that the solvability of the system of equations derived for any candidate faulted line can be

verified offline for any set of PMU measurements given [65]. This means the method does

not rely upon specific PMU data. As explained, the modified system of equations (4.14) only

includes two actual unknowns representing the faulted line. Theoretically, two PMU data with

independent equations make (4.14) solvable. Thus, as per the multiplicity of PMU measure-

ments in practice, missing a couple of PMU data is not likely to compromise the solvability of

(4.14). However, the availability of a larger number of PMU data is considered an advantage,

as it improves the method’s accuracy and robustness against measurement errors [12].

The method’s accuracy is evaluated for different numbers and locations of PMUs, while

phasor measurements are contaminated with up to 1% errors [97]. A total of 100 random PMU

placements resulting in a unique solution for (4.14) are studied for a range of different numbers

of PMUs. Figure 4.16 shows the LIFR and AFDE indices obtained for the same arbitrary 200

fault cases selected in the previous subsection. As can be observed, the method’s reliability and

accuracy are enhanced with larger numbers of PMUs. The results also confirm that the loss of

a few PMU data does not have a noticeable adverse impact on the method’s performance.
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Figure 4.16: Method’s sensitivity to the PMU coverage.

Table 4.15: Method’s Sensitivity to IBR Penetration Levels and Distributions

IBRs Penetration
Index

No. of IBRs
24 20 16 12

50%
LIFR (%) 0.59 0.49 0.46 0.51
AFDE (%) 0.56 0.51 0.53 0.59

65%
LIFR (%) 0.64 0.55 0.51 0.58
AFDE (%) 0.59 0.61 0.63 0.67

80%
LIFR (%) 0.81 0.90 0.84 0.98
AFDE (%) 0.65 0.67 0.62 0.72

E. Impacts of IBRs

The proposed method performs well, irrespective of the number, location, and LVRT charac-

teristics of IBRs. To demonstrate this, three different penetration levels are studied. The slope

of the voltage support characteristic of IBRs, i.e., f I(V ), is randomly selected between 2 and

6. A total of 100 random placements of IBRs are considered for each penetration level and

number of IBRs. The nominal powers of IBRs are modified based on their number and desired

penetration level. Table 4.15 reports the LIFR and AFDE indices obtained for the same 200

fault cases in part C of this subsection. It can be concluded that the method’s performance is

not noticeably affected by the penetration level, control settings, and location of IBRs.
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4.6 Summary

A WABP method for transmission systems with high penetration of renewable energy sources

was put forward in this chapter. An efficient technique was proposed to capture the behaviour

of non-synchronous generations during faults based on their control strategies. The formula-

tions were focused on well-established strategies of inverter-based resources in the Grid Codes

and literature. The superimposed circuit technique was used for deriving an overdetermined

system of linear equations with reference to the short-circuit fault in question. This results in

robust fault location based upon the weighted sum of squared residuals concept. It was demon-

strated that modelling all IBRs as unknown current sources may render the system of equations

unsolvable.

The potential solvability issues in the negative-sequence circuit were minimised by model-

ling a limited number of IBRs as current sources. The rest of the IBRs in the negative-sequence

circuit were modelled by an equivalent impedance according to their control strategies/settings

and overcurrent limits. On the other hand, in the positive-sequence circuit, the solvability is-

sues were avoided by excluding the currents of unmonitored IBRs (those without PMUs) from

the set of unknowns. It was demonstrated that the presence of these IBRs can easily be taken

into account using the Substitution Theorem and the IBRs’ low-voltage ride-through (LVRT)

characteristics.

The faulted line was readily identified by comparing the weighted sum of squared residuals

calculated for candidate lines. The method requires neither full network observability nor any

certain set of PMU data to function properly. These features make the proposed method flex-

ible in the face of PMU data loss caused by communication latencies and PMU failures. The

method can readily take into account different control strategies and LVRT characteristics im-

posed upon IBRs by the Grid Code. Extensive simulations conducted show that the proposed

method is highly robust against factors such as measurement and parameter errors. The pro-

posed method outperforms existing WABP methods in a wide variety of conditions examined.

This is the case irrespective of the fault type, IBR penetration level, locations, control strategies,

and LVRT characteristics.
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5.1 Overview

To be practical, WABP must be able to make reliable decisions in near real-time. It must also

be robust against the insufficiency of PMU data, various reporting rates of PMUs, communica-

tion failure, and latencies, and the loss of the time-synchronisation signal (LTSS). The WABP

methods that require the availability of PMUs at certain locations can not be implemented in

practice. Even if all buses are equipped with PMUs, these methods might fail in the case of a

PMU malfunction or partial communication failure. Existing WAFL methods are not suitable

for WABP due to technical difficulties attached to their nonlinear formulations and, thus, iter-

ative solutions. These methods are computationally demanding and not flexible enough to deal

with practical challenges. As they are essentially designed for offline calculations, the inherent

attributes of these methods make them unsuitable for WABP.

Communication latency is a practical challenge faced by all real-time wide-area applica-

tions. Indeed, data associated with the same time instant from different PMUs are unlikely to

be received simultaneously in the control centre [97]. This calls for defining a maximum wait

time to make a decision based on the data received without having to wait for all data to arrive.

Another technical difficulty, which is not addressed by the existing methods, is the possibility

of having PMUs with different reporting rates. The proposed method accommodates sparse

PMU coverage, PMU malfunction, and communication latencies/failures. This is because the

method requires neither full network observability nor a fixed set of PMU data, which means a

few delayed or missing PMU data can be tolerated.

A novel superimposed-circuit method is proposed in [11, 15, 66, 69] to address practical

challenges associated with WABP. However, these methods are vulnerable to temporary LTSS.

Building upon the previous methods, [13] reformulates the system of equations as a linear com-

bination of current sources and angle drifts caused by LTSS. In this formulation, the coefficient

matrix relies on the measurements, and the outcome can be highly affected by erroneous meas-

urements. Moreover, the solution of this system requires inversions and multiplications of large

matrices, which make the formulation computationally inefficient for real-time applications.
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This chapter proposes a computationally efficient superimposed-circuit-based WABP method.

An index is proposed to identify the faulted line by quantifying the mismatch degree between

the observed and expected superimposed phasors. The proposed method works with measure-

ments having different reporting rates and unsynchronised measurements without imposing a

significant computational burden. It is robust against measurement and parameter errors and

can identify the faulted line through a noniterative formulation regardless of the fault distance,

type, and resistance. A simple yet effective technique is proposed to reduce the number of

suspected lines as more PMU data is received in the control centre. This is continued until only

one line remains, i.e., the faulted line, or the wait time is reached.

5.2 Proposed WABP Method

In this section, a coefficient vector relating the voltage and current measurements to the fault

current is derived using transfer impedances between measurements and the FL [28]. The

transfer impedances are a nonlinear function of the FL, which is not known a priori. Solving

this system of equations leads to the exact FL on the faulted line, which is time-consuming.

This research focuses on identifying the faulted line rather than unnecessarily spending so much

time to find the exact FL on the faulted line. This highly expedites the decision-making process

and is similar to what local protection techniques, such as directional overcurrent, differential,

and distance protection do to protect transmission lines [2, 7, 8]. To achieve this, the coefficient

vectors at two fixed locations on each line are calculated offline. To identify the faulted line,

an index is calculated for these locations. This whole process is ultra-fast yet quite reliable, as

will be demonstrated in the simulation section.

5.2.1 System of Equations for WABP

Let us assume a fault has occurred at distance α on line i − j from bus i, as shown in Figure

5.1(a). The fault type determines the interconnection of sequence circuits [2]. Nonetheless,

each sequence circuit can be independently analysed regardless of the fault type and resistance

[15]. The superimposed circuit in sequence “s” is shown in Figure 5.1(b). This circuit only in-

cludes one nodal current injection at FL, i.e., Is
f , representing the fault current in that sequence

circuit. This is because synchronous generators can be modelled as constant impedances in the
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Figure 5.1: (a) Whole faulted circuit. (b) Superimposed circuit representation [16].

superimposed circuit over the time frame of interest [2, 11]. Regardless of the fault type, the

fault current path is entirely replaced by the nodal current source Is
f in each sequence circuit.

Thus, the fault resistance is not included in the bus impedance matrix. In this method, the

distributed parameter model of the line is used for modelling transmission lines.

Let Zs denote the pre-fault bus impedance matrix of the sequence circuit “s” and bus f

represent a virtual bus at the FL. The transfer impedance between a real bus, let us say bus u,

and bus f can be obtained as follows using entries of Zs, α, and the distributed parameters of

line i − j [23]

ZT,s
u,f =

Zs
i,u

sinh(γij lijα) + Zs
j,u

sinh(γij lij(1−α))
1

sinh(γij lijα) + 1
sinh(γij lij(1−α)) + tanh

(
γij lij

2 α
)

+ tanh
(

γij lij

2 (1 − α)
) (5.1)

where lij and γij denote the length and the propagation constant of the line, respectively. Based

on the superimposed circuit representation during a fault on line i − j in Figure 5.1(b), the

superimposed voltage at an arbitrary bus u satisfies the following equation

∆V s
u = ZT,s

u,f Is
f (5.2)

where ZT,s
u,f is the transfer impedance between bus u and f in the sequence circuit “s”, where

“T ” is used to emphasise that ZT,s
u,f is different from the entries in the bus impedance matrix.

The sending-end superimposed current of line u - v, denoted by ∆Juv, can be obtained from

∆Js
uv = Cuv,f Is

f (5.3)

where the derivation of Cuv is obtained by (2.6). Regarding available PMU measurements, all
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equations of types (5.2) and (5.3) together form an overdetermined system of equations as

mexp,s = hs
f Is

f (5.4)

where mexp,s represents the expected superimposed measurement vector induced by the fault

current Is
f , and hs

f denotes the coefficient vector between PMU locations and bus f in the

sequence circuit “s”. Due to the time-invariant behaviour of synchronous machines in the

negative-sequence circuit and its higher accuracy than the zero-sequence circuit, the negative-

sequence circuit is used for asymmetrical faults, while the positive-sequence circuit is utilised

for symmetrical faults. The amounts of negative-sequence components are used to detect asym-

metrical faults, as detailed in [13]. For simplicity, the superscript “s” is dropped in the rest of

the chapter.

5.2.2 Optimisation Problem for Identifying the Faulted Line

In the proposed method, the nonlinearity regarding the exact fault distance on the faulted line

is avoided using the coefficient vectors for a limited number of fixed fault location candidates

(FLCs). An index is calculated for every coefficient vector using the observed measurement

vector. The index quantifies the mismatch degree (MD) between the expected and observed

measurements, irrespective of the unknown fault current. Using this index, an optimisation

problem is formulated to identify the faulted line by finding the FLC whose coefficient vector

has the smallest MD.

The following optimisation problem can be solved to find the location of an event at which

the expected measurement vector best matches the observed one.

event location = arg min
E∈E

(∥∥∥m − mexp ,E
∥∥∥) (5.5)

where m represents the observed measurement vector, and ε denotes the set of possible events

at different locations. Further, mexp,E is the expected measurement vector for event E at a

location. However, when ε is restricted to a set of short circuit faults, (5.5) can be written as

below by using (5.4) [101].
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FLC∗ = arg min
∀FLC

(
min

If

∥m − hFLCIf ∥
)

(5.6)

where FLC∗ represents the identified FLC which is the closest one to the actual FL. This

optimisation problem can be readily solved using dot products. Let us consider two vectors

a and b with elements of complex numbers. From linear algebra, it is well-known that the

projection of a onto b, i.e., projb a, is the vector that minimises ∥a − bk∥, where k is a

complex scalar [102]. The projection of a onto b can be obtained from

projb a = arg min
k

∥a − bk∥ =
(

a · b

b, b

)∗
(5.7)

where (·)∗ represents the conjugate operator. Using (5.7), the actual value of If in (5.6) can

be disregarded. This is achieved by replacing If with a complex scalar obtained by (5.7) that

results in the best match between the observed and expected measurements for every FLC. In

other words, the complex scalar minimises the objective function (5.6). This is advantageous

because the fault current is an unknown variable in fault location formulations. Accordingly,

the following index, which quantifies the minimum mismatch degree between the expected and

observed phasors, is calculated regarding the coefficient vector of an FLC, i.e., hF LC .

MDm,hFLC =
∥∥∥∥m − hFLC

(
m · hFLC

hFLC · hFLC

)∗∥∥∥∥ (5.8)

Using these indices, the problem (5.6) can be written as

FLC∗ = arg min
∀FLC

(MDm,hFLC) (5.9)

Finally, the line associated with FLC∗ is identified as the faulted line. It is worth noting that

the MD calculated for an FLC that is exactly located at the true FL, i.e., virtual bus f , would

be ideally zero if measurements were error-free.
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Figure 5.2: Location of FLCs on transmission lines [16].

5.2.3 Optimal Number and Locations of FLCs

The closer the FLC is to the true FL, the closer lies the vector hF LC to hf . If an FLC does

not exactly locate at the FL, its corresponding coefficient vector, i.e., hF LC , deviates from the

actual fault coefficient vector hf . This means that if an FLC is not exactly at the true FL, its

corresponding MD will be larger. As the faulted line and the fault distance are not known in

advance, a trivial approach is to consider many FLCs on every line in the set of candidates in

(5.9) so that one of the FLCs is placed very close to the actual FL. This approach, however,

would not be computationally efficient for protection applications, especially in large-scale

power systems. More importantly, the proposed WABP method aims to identify the faulted

line rather than the exact FL on it. As will be explained later, two FLCs at proper locations on

every line would be sufficient, providing that the MD calculated for at least one of the FLCs on

the faulted line is smaller than those for all other FLCs, irrespective of the fault distance.

The proposed approach for locating the FLCs on every line is presented here. As shown in

Figure 5.2, consider a fault, e.g., F1, between FLC1 and FLC2 on line i − j. This fault will be

closer to either FLC1 or FLC2 than other FLCs at adjacent lines, regardless of their locations.

As a result, the MD for FLC1 or FLC2 will be smaller than those for FLCs on the adjacent

lines. Special considerations should be taken for a fault occurring within the end sections, i.e.,

between the FLC2 and bus j. The FLCs around a common bus must be located so that their

MDs for a fault at the common bus are equal. For example, the FLCs around bus j should be

located so that

MDmj ,hFLC2
= MDmj ,hFLC3

= MDmj ,hFLC4
(5.10)

where mj is the measurement vector induced by an arbitrary fault at bus j. In doing so, a fault

on an end section, e.g., F2 in Figure 5.2, will be closer to the FLC on the faulted line, i.e.,

FLC2. Thus, its corresponding MD will be smaller than MDs for FLCs on the adjacent lines,

i.e., FLC3 and FLC4. Using (5.4), mj can be written as hjIj , in which Ij represents the fault
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current at bus j, and hj is the coefficient vector at this bus. According to (5.8), it can be easily

shown that

MDmj ,hFLCk
= |Ij | · MDhj ,hFLCk

(5.11)

where |Ij | denotes the magnitude of the fault current at bus j.

Regardless of |Ij |, (5.10) can be written as (5.12) using (5.11).

MDhj ,hFLC2
= MDhj ,hFLC3

= MDhj ,hFLC4
(5.12)

To locate the FLCs around bus j, first, the MDs between hj and the coefficient vectors at

distance β from bus j are calculated for all lines connected to this bus. The location corres-

ponding to the coefficient vector giving the smallest MD is taken as the first FLC. Without loss

of generality, let us assume that FLC2 is determined in this step. Then, FLC3 and FLC4 are

located so that (5.12) holds true. This procedure should be done for all buses. As a result, an

FLC is located at each opposite end of every line. Figure 5.3 shows the flowchart of the process

for locating FLCs across the system. This process will be further clarified using an example in

part B of Subsection 5.3.5.

While the method does not place rigid limits on the value of β, it should be selected between

0 and 0.5 to ensure that one end section of any line does not overlap with its other end section.

However, very small values for β result in locating the FLCs very close to the common buses,

thereby having almost similar coefficient vectors. This might impact the method’s performance

in correctly identifying the faulted line because of possible measurement and parameter errors.

The impact of β on the method’s success rate on the IEEE 39-bus test system is scrutinised in

part A of Subsection 5.3.5.

According to (5.12), all procedures for locating FLCs and calculating their coefficient vec-

tors are conducted offline, thereby incurring no during-fault computational burden. Hence,

the MD indices for every FLC using (5.8) can be quickly computed in near real-time. The

proposed method proves to be faster than existing methods. A detailed analysis of the com-

putational burden of the proposed method and the most recent existing method is presented in

part D of Subsection 5.3.5.
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Figure 5.3: Flowchart of the procedure for locating FLCs on all lines.

5.3 Considerations for Practical Challenges

Wide-area methods are subject to bad data caused by device failures or cyber-attacks. The ro-

bustness against cyber-attacks can be enhanced using reliable encryption protocols. Moreover,

the proposed indices are calculated based on the well-known least-squares method [102]. This

allows for bad data detection approaches, e.g., the largest normalised residual test [80]. As the

calculation of MDs is not dependent on any specific measurements, removing the equations

associated with bad data will not render the formulation unsolvable.

The WABP formulation put forward in the previous section assumes that PMU data are

all available. However, this assumption may not hold true in practice for different reasons,

such as LTSS, sparse PMU coverage, communication failure, communication latencies, and

having PMUs with different reporting rates. This section embeds effective solutions in the
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method to ensure the success of WABP in the face of the challenges mentioned. In addition, the

fault detection criteria and the interaction logic between the proposed method and the primary

protection systems are detailed.

5.3.1 Loss of the Time-Synchronisation Signal

Unpredictable factors such as GPS antenna failure, atmospheric disturbances, electromagnetic

interference, and cyberattacks may occasionally cause LTSS [22]. However, (5.8) can be util-

ised to calculate MDs with synchronised measurements only. Following an LTSS, the phase-

angles of observed phasors will become unreliable. Nevertheless, unsynchronised measure-

ments can still be incorporated into the WABP formulations by only considering their mag-

nitudes. In doing so, the following index will be formed based only on the magnitudes of

measurements as MD of magnitudes.

MDmag
m,hFLC

=
∥∥∥∥|m| − |hFLC| · |m| · |hFLC|

|hFLC| · |hFLC|

∥∥∥∥ (5.13)

where the operator | · | extracts the magnitudes of the elements in a vector. Although the phase

angles are not accurate with respect to each other following an LTSS, those provided by PMUs

at a substation always remain aligned with respect to the same local time reference [79]. This

means there is still useful information in the measurements that can be exploited.

At each bus, a GPS server receives GPS signals as a source to generate the time synchron-

isation signal. In the event of the loss of the GPS signal, the GPS server continues distributing

time signals for the PMUs at that bus using an internal clock [79]. This could introduce a

time drift from the accurate time signal of the GPS, which can become unacceptably large if

the GPS signal is not restored. However, with or without the GPS signal, the time references

for measurements associated with a bus remain the same [30, 79]. Accordingly, to model the

impact of LTSS, phase-angles reported by PMUs at buses 1 to N are added by unknown angle

drifts, θLTSS
1 , . . . , θLTSS

N , respectively. In other words, if the observed measurement vector is

sorted as m = [m1, . . . , mp, . . . , mN ], in which mp includes measurements associated with

bus p, we have

∠mp = ∠mexp
p + −→1 · θLTSS

p , 1 ≤ p ≤ Np (5.14)

where the operator ∠ extracts the phase-angle of the elements in a vector. The vector m
exp
p
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stands for the expected PMU measurements at bus p, and
−→1 denotes a vector of ones. The

vector hf can also be sorted as hf = [hf,1, . . . , hf,p, . . . , hf,N ], where the vector hf,p includes

the elements of hf that are associated with phasors reported by PMUs at bus p. As per (5.4),

∠m
exp
p = ∠hf,p + −→1 · ∠If . Thus, (5.14) can be written as

∠mp − ∠hf,p = −→1 ·
(
∠If + θLTSS

p

)
, 1 ≤ p ≤ Np (5.15)

The right side of (5.15) is a vector with identical elements for phasors associated with the

same bus. Variance is a measure of the dispersion of samples in a data set from their mean. It

is defined as the average of the squared deviations from the mean. It can be easily confirmed

that the vector on the right side of (5.15) has a zero variance, ideally. Based on this property,

the following index can be calculated as MD of angles for every FLCs regardless of the phase

angle of the fault current, ∠If , and LTSS angle drifts.

MDang
m,hFLC

=
Np∑
p=1

Var (∠mp − ∠hFLC,p) (5.16)

Finally, the total mismatch degree is obtained using the normalised MDs of magnitudes

and angles, i.e., MDmag
m,hFLC

and MDang
m,hFLC

. To normalise MDs at any time instant, these are

divided by the maximum of the MDs calculated for that time instant. The share of MDmag
m,hFLC

and MDang
m,hFLC

in the total MD can be set by two coefficients, W1 and W2, as follows

MDm,hFLC = W1 · MDmag
m,hFLC

+ W2 · MDang
m,hFLC

(5.17)

Since the faulted line is identified with the minimum MD, dividing all MDs by the same

scalar does not affect the results for the faulted-line identification. Thus, (5.18) can be refor-

mulated as below by dividing both sides by W2.

MDm,hFLC = W · MDmag
m,hFLC

+ MDang
m,hFLC

(5.18)

To investigate the impact of W on the success rate of the method, a sensitivity analysis is

presented in part A of Subsection 5.3.5.
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5.3.2 Sparse PMU Coverage

Full network observability is not a prerequisite for the proposed method. Theoretically, the

method could identify the faulted line using two PMU data at different locations, providing

that the coefficient vectors for the FLCs on the faulted line are linearly independent of those

on other lines. This is because the fault current can take any value that results in the least

mismatch degree between the observed and expected measurements, as in (5.6) and (5.7). From

linear algebra [102], the normalised dot product of two linearly dependent vectors is 1 . Based

upon this fact, an index quantifying the mutual dependence degree (DD) between different

coefficient vectors, namely hFLCu and hFLCw , can be obtained as

DDFLCu,FLCw =
∣∣∣∣ hFLCu

∥hFLCu∥
· hFLCW

∥hFLCW ∥

∣∣∣∣ (5.19)

To account for rounding and parameter errors, it is better to define a security threshold for

DD, e.g., 0.99, to confirm mutual dependency. Following a fault, the coefficient vectors with a

DD of 1 will have the same MD with respect to the observed measurement vector. Therefore,

if their MD is smaller than all other candidates, it would not be possible to distinguish the

true faulted line between them. However, according to (5.8) and (5.9), the faulted line can be

distinctly identified, provided that the coefficient vectors of the faulted line and those of other

lines are not mutually dependent.

Unlike existing residual-based methods [11, 13, 15], sparse PMU measurements would

never cause unsolvability and singularity issues. This is because there is no matrix inversion

in the proposed formulation. Furthermore, all coefficient vectors and their mutual MDs can be

readily computed offline using the bus impedance matrix and the selected locations for FLCs.

Hence, prior to the fault onset in a power system with sparse PMU measurements, we know

which lines can be uniquely identified if faulted. The lines corresponding to coefficient vectors

with mutual MDs of 1 will all be identified as suspected lines if a fault occurs on any of them.

5.3.3 Communication Latency

As stated in [97], communication latencies may vary from a few milliseconds to even seconds

for many reasons, e.g., routing, forwarding, error checking, equipment malfunctions, commu-

nication infrastructure limits, and cyber-attacks [103]. The unpredictable behaviour of com-

107



5. WABP Using Sparse/Delayed Synchronised/Unsynchronised PMU Measurements

munication latencies makes it a major challenge to wide-area applications [22]. Hence, WABP

should not be dependent on the availability of a fixed set of PMUs as their data might get lost

or not received in the action time of WABP. This is not a problem with the proposed method,

as it does not place rigid limits on the number and locations of PMUs. Indeed, removing the

equations associated with missing/delayed PMU data will not render the WABP formulation

unsolvable unless the remaining data are linearly dependent, which is rarely the case. Never-

theless, this might lead to having mutually dependent coefficient vectors, as the dimension of

coefficient vectors is determined by the number of PMU data received.

The maximum number of PMU data lost that can be tolerated by the method to distinctly

identify the faulted line depends on the faulted line and the locations of PMUs whose data has

been successfully collected. For any combinations of received PMU data, however, all MDs

between different coefficient vectors can be computed offline by (5.19). Thus, for any scenario

of loss of PMU data, the system operator would know which lines can be distinctly identified

and which lines have the same MD if a fault occurs on any of them.

In the desired action time for WABP, the superimposed circuit in Figure 5.1 remains valid.

One phasor reported before and one after the fault onset would be enough to obtain the su-

perimposed quantities employed in the system of equations (5.4) [13]. Thus, the method can

run properly with PMUs having different reporting rates. The method can function correctly

irrespective of the exact time instant at which the phasors have been measured and time-tagged

as long as they are within the timeframe of interest for the WABP.

Figure 5.4 illustrates the performance of the proposed method in the presence of commu-

nication latencies, which will be further verified by simulations in part E of Subsection 5.3.5.

Timelines of time tags and reception time instants of four data, denoted by D1 to D4, with dif-

ferent reporting rates, are shown in Figure 5.4(a). The solid timeline represents the sampling

time instant at which the corresponding data are time-tagged by a PMU, while the dashed one

shows the time instant at which the data are received at the control centre. Each measured

sample and its corresponding received data are numbered by a superscript from 0 onwards.

Figure 5.4(b) shows the assumed mutual MDs between coefficient vectors for FLC1, FLC2,

and FLC3 on lines L1, L2, and L3, respectively, over time. Assuming that a fault occurs at

t = tf , the first post-fault sample D11 is received at t = tl. However, as per (5.19), coefficient

vectors with merely one element are always linearly dependent, which means they will have a
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Figure 5.4: (a) Timelines of time-tags and receiving time instant. (b) Mutual DDs between
coefficient vectors. (c). Calculated DDs following a fault on line L1. (d) Calculated DDs
following a fault on line L3 [16].

DD of 1 until t = t2, at which the sample D21 is received. As explained, all previous samples

of other data received in the action time can be utilised together with new samples.

Having received D21, the dimensions of coefficient vectors become two. In this condition,

the coefficient vectors of FLC2 and FLC3 are assumed to be linearly dependent, whereas FLCI

is assumed independent of the formers. That is why DDFLC2,FLC3 is 1 , and DDFLC1,FLC2 and

DDFLC1,FLC3 are less than 1 after t = t2 until the reception of new data at t = t4. Next, the data

sample D1 is received at t = t4. Consequently, the dimension of coefficient vectors becomes

three. Now, they all are assumed to be mutually independent, which is why all mutual DDs

become less than 1 from t = t4 onwards. In this example, data D4 is not received during the

desired action time because of communication failure, so it is not used in the formulation. It

is worth noting that at t = t3 and t = t5, the values of D1 and D2 are updated by D12 and

D22, respectively. This, however, does not affect the dimension of the coefficient vectors and

the values of DDs, but it helps to update MDs regarding minor variations of post-fault phasors.

For the scenario described for mutual DDs between coefficient vectors, the resulting MDs
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for a fault on lines L1 and L3 will be as shown in Figures 5.4(c) and 5.4(d), respectively. Until

t = t2 in both cases, the MDs are the same and remain the minimum because all coefficient

vectors are mutually dependent. As can be seen in Figure 5.4(c), for a fault on line L1, the MDs

of L2 and L3 increase and depart from that of L1 after t = t2. Hence, the faulted line can be

discriminately identified from other candidates following t = t2 using only data D1 and D2.

As shown in Figure 5.4(d), for a fault on lines L3 (or L2) between time t = t2 and t = t4,

line L1 is excluded from the suspected lines, thus having both L2 and L3 suspected. Although

the faulted line is not distinctly identified, the shortage of input data between t = t2 and

t = t4 will not render the WABP formulations unsolvable. Instead, valuable information can be

derived from the received data to limit the number of suspected lines. Subsequently, more lines

can be excluded from the suspected lines by receiving new data. This approach is continued in

the action time until only one line remains in the set of suspected lines, e.g., time t4 following

the fault onset on L3 in this example. Hence, the faulted line can be correctly identified before

the reception of all data, e.g., data D4.

5.3.4 Fault Detection and Interaction with Primary Protection

As detailed in part D of Subsection 5.3.5, the computation time of the method is in the order of a

few milliseconds. Therefore, the method can continuously run in the control centre to calculate

mismatch degrees of magnitudes (MDmag ) of all lines using (5.13). In normal conditions,

the superimposed quantities and, thus, all MDmag are negligible. After a short circuit fault,

mismatch degrees of non-faulted lines move away from zero, while that of the faulted line

remains negligible. A fault is detected once both criteria below are met:

• The maximum MDmag is bigger than a threshold.

• The ratio between the maximum and the minimum MDmag exceeds another threshold.

In the proposed method, these thresholds are 1 and 5, respectively. One should not use

mismatch degrees of phase-angles (MDang) for fault detection because angles of the negligible

superimposed quantities during normal conditions are unreliable.

Due to indefinite communication latencies [97], wide-area protection is not typically aimed

at providing primary protection but backup protection. However, owing to the low computation

burden, the proposed method can be employed in the primary protection system if the commu-

nication latencies are limited to tens of milliseconds. Receiving an overriding signal from the
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Figure 5.5: Tripping logic of the proposed method [16].

control centre can be extremely helpful in reducing the intentional time delays applied to guar-

antee the coordination between relays and/or to ensure the fault is within the intended reach.

The main aim of WABP methods is to come into effect in case the primary protection has

failed to operate. Thus, a few hundred milliseconds are available to ensure sufficient PMU

data have been received at the control centre. The time setting of the method for acting as

stand-alone backup protection can be the same as that of the local backup protection relays,

e.g., 300-500 ms for transmission level [2, 8]. This time delay ensures that sufficient PMU data

has been delivered to the control centre so that the WABP method can decisively pinpoint the

faulted line. It should be noted that the WABP command is only sent to the identified faulted

line. As a result, the WABP does not take action on the healthy lines.

Figure 5.5 shows the tripping logic incorporating the command generated by the proposed

method into the primary protection. In this logic, the WABP commands are used as a per-

missive signal for permissive overreaching transfer trip protection [7, 8]. Following the recep-

tion of a WABP command at a line terminal, the line’s circuit breaker is tripped after 20 ms,

provided that the primary distance relay is correctly operating and has picked up in its zone

2. This allows for fast fault clearance over 100% of the line length. Moreover, in case of fail-

ure/misoperation of the local relay, the method will act as stand-alone backup protection by

tripping the circuit breaker after 400 ms from the fault onset.

5.3.5 Performance Evaluation

The performance of the proposed method is evaluated by conducting more than 200,000 simu-

lations on the IEEE 39-bus test system with 34 lines. First, the general performance of the

method is evaluated for various fault types/resistance at different locations with synchron-

ised and unsynchronised measurements. Next, the sensitivity of the method to inaccuracies

in line/generator parameters and measurement errors is scrutinised. Then, the computational

burden of the method is compared with that of the most recent method. Finally, the method’s
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Figure 5.6: Mismatch degrees following a 1-ph-g fault at 20% of line 21-22 [16].

performance in the face of communication latencies and sparse PMU coverage is studied.

These waveforms obtained by DIgSILENT PowerFactory are first filtered by an anti-aliasing

Butterworth filter and then sampled with frequency 2 kHz. Finally, the phasors are extracted

using the DFT. If higher accuracy is desired, more effective phasor extraction methods, e.g.,

the complete PMU model in [64], could be used.

To consider compliance specifications of PMUs, magnitude and angle error bounds are

combined into a single quantity known as total vector error (TVE) [97]. The IEEE standard

for synchrophasor measurements establishes a criterion of 1% for the TVE [97]. Thus, PMU

data are manipulated to have a random TVE between 0% and 1% in all conducted simulations.

In doing so, a TVE with an evenly distributed random magnitude between 0% and 1% and a

random angle between 0 and 2π is applied to all phasors. The performance of the proposed

method for measurements with higher TVEs is studied in part C of this subsection.

A. General Evaluation of the Proposed Method

The proposed WABP method is first examined through a few arbitrarily selected examples.

Buses 3, 5, 8, 11, 14, 16, 19, 23, 25, 27, 29, and 39 are equipped with PMUs. Figure 5.6 shows

the normalised MDs for all FLCs for up to 300 ms after a solid 1-ph-g fault at 20% of line

21-22, where FLCs are located with the ratio β of 0.1. The coefficient W in (5.18) is chosen

at 1. As can be seen, The MD corresponding to the FLC on the faulted line closer to the actual

FL is the smallest with sufficient distinction among that of other lines.
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Table 5.1: Success Rate (%) of the Proposed WABP Method

Fault Type
Synchronised meas. Unsynchronised meas.

0Ω 20Ω 50Ω 100Ω 0Ω 20Ω 50Ω 100Ω

Symmetrical 99.74 99.69 99.52 99.31 99.18 99.07 98.92 98.75

Asymmetrical 99.68 99.54 99.26 99.07 99.51 99.34 99.11 98.98

Figure 5.7: Sensitivity of the proposed method to the value of β [16].

https://www.overleaf.com/project/64540d4eab632cfeb2eff2e0

The general performance of the proposed method is examined through various fault types

at 20 evenly distributed distances on every line with fault resistances of 0 Ω, 20 Ω, 50 Ω, and

100 Ω. Table 5.1 reports the success rate of the proposed method in identifying the faulted

line with synchronised and unsynchronised measurements at 60 ms following the fault onset

ignoring communication latencies. In this study, β and W are set at 0.1 and 1, respectively. The

method’s sensitivity to β and W will also be studied in this subsection. To make measurements

unsynchronised, the angles of the phasors associated with each PMU are all added with a

random angle drift between 0 and 2π. It can be seen from Table 5.1 that the method is highly

successful in faulted line identification irrespective of the fault distance, type, and resistance.

Simulations show that the method is rarely unsuccessful for a few faults very close to a

bus in areas with poor PMU coverage. Following a fault very close to a bus without a PMU,

the difference between the MDs calculated for the FLCs around that bus could be quite small.

Therefore, input errors might lead to wrong identification of the faulted line. Specifically, the

proposed method only failed for a few fault cases at distance 2% of lines 7-8 and 26-27.

The location of FLCs is determined by the ratio β. Here, the sensitivity of the method to β

is scrutinised. Figure 5.7 shows the success rate of the proposed method with different values
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Figure 5.8: Sensitivity of the proposed method to the value of W [16].

Figure 5.9: Mismatch degree between the coefficient vector at bus 26 and the coefficient vectors
at distance 0 to 0.12 pu on all lines connected to bus 26 [16].

of β for all fault cases studied in Table 5.1, while the weighting coefficient W is set at 1. As

can be seen, the method is not noticeably impacted by β in the range [0.03,0.4]. However, too

small and very large values for β could impair the performance of the method.

The sensitivity of the method with unsynchronised measurements to W is also scrutinised.

Figure 5.8 shows the success rate for different values of W , with β set at 0.1. As can be seen,

the success rate of the proposed method is more than 99% for W between 0.3 and 2. The

success rate drops to 86% if MDs are calculated with either MDmag or MDang only by setting

W ≫ 1 and W = 0 in (5.18), respectively.

B. Procedure for Locating FLCs

The procedure for locating FLCs around bus 26 is detailed here. Figure 5.9 shows the MDs

between the coefficient vector at bus 26 and the coefficient vectors at distances 0 to 0.12 pu on

all lines connected to this bus. Let us assume β is set at 0.1. The location at distance 0.1 on line
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Table 5.2: WABP Sensitivity to Measurement and Parameter Errors

Type of Error
Error Range (%)

± 1 ± 2 ± 3 ± 4 ± 5

With Measurement Err. 99.55% 99.40% 99.34% 99.11% 98.75%
With Parameter Err. 99.36% 99.18% 99.07% 98.72% 98.33%

26-29 that gives the smallest MD is taken as the first FLC. Then, other FLCs on lines 26-25,

26-27, and 26-28 are located at distances 0.075, 0.058, and 0.071 on the respective lines so that

they have the same MD as the selected FLC on line 26-29 to satisfy (5.12).

C. Sensitivity to Measurement and Parameter Errors

This subsection studies the impact of measurement and parameter errors on the performance of

the proposed method. To this end, 100 arbitrary faults are applied across the power system. For

reporting success rates in Table 5.2, each fault case is repeated 1,000 times for every error range

with evenly distributed random errors. The method functions correctly for more than 98.75%

and 98.33% of the cases with up to 5% errors in measurements and parameters, respectively.

The method proves to be quite robust against measurement and parameter errors. However,

excessive errors in the bus impedance matrix can impair its performance. According to the

GB Grid Code, the minimum dependability index of protection systems must be 99%. As

reported in Table 5.2, the method is more than 99% successful with reasonable input errors. For

example, in IEEE standard C37.118.1, the TVE of PMU measurements is mandated to be less

than 1% [97]. In this section, however, larger input errors are only investigated to demonstrate

the robustness of the proposed WABP method against excessive measurement/parameter errors.

D. Computational Burden

All coefficient vectors are computed offline, with no impact on the real-time computational

burden of the proposed method. Table 5.3 details the step-by-step number of summation and

multiplication operations needed for obtaining the MD of a coefficient vector, in which Np and

Npmu denote the number of measurements and PMUs, respectively. In the last row of the table,
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Table 5.3: The Computation Burden of Every Mismatch Degree

Equation Operation No. of Mul. No. of Sum

(5.13)

x1 = |m|.|h| Np Np

x2 = |h|.|h| Np Np

x3 = |h|(x1/x2) Np + 1 0

MDmag = ∥|m| − x3∥ Np 2Np

(5.16)

y1 = ∠m − ∠h 0 Np

y2 = mean (∠m − ∠h) Npmu Np

MDang = ∥y1 − −→1 · y2∥2 Np 2Np

(5.18)
Norm. MDmag and MDang 2Np 0

MD = W · MDmag + MDang Np Np

Total 8Np + Npmu + 1 9Np

since Np is bigger than Npmu + 1 in power systems, Npmu + 1 is replaced by Np. As a result,

the total time needed for calculating all MDs, i.e., Ttotal , is constrained as

Ttotal < 9Np (Tmul + Tsum ) × NFLC (5.20)

where NFLC is the number of FLCs, and Tmul and Tsum are the time needed for conducting

a multiplication and summation operation, respectively. As described in Subsection 5.2.3 the

proposed method requires only two FLCs on every transmission line. Therefore, the total

computation time of all MDs can be obtained by replacing NFLC in (5.20) by 2NL, where NL

represents the number of transmission lines. Thus, the total time needed for calculating all

mismatch degrees is

Ttotal < 18NLNp (Tmul + Tsum ) (5.21)

where NL and Np denote the number of transmission lines and measurements, and Tmul and

Tsum are the time needed for a multiplication and summation operation, respectively.
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Table 5.4: Computation Time of the Proposed and Existing Methods

Measurement Type Synchronised meas. Unsynchronised meas.

References [13] Prop. [13] Prop.

48 measurements
34 lines

20 ms < 1 ms 50 ms < 1 ms

1000 measurements
200 lines

150 ms 6 ms 8400 ms 10 ms

It is worth noting that computation time refers to the time needed to make a decision after

receiving the PMU data at the control centre and does not account for communication laten-

cies. The existing wide-area fault location methods, such as [23, 25, 43], use computation-

ally expensive nonlinear and iterative approaches for fault location. The most recent WABP

method presented by the authors in [13] utilises a noniterative closed-form linear formulation

for WABP. That method is, however, computationally demanding compared to the proposed

method, especially with unsynchronised measurements. This is because of several transpos-

itions, multiplications, and inversions operations on large matrices in the real-time operation

during faults included in [13]. The computation times of the proposed method and [13] with

synchronised and unsynchronised measurements for two different power systems are reported

in Table 5.4. In this study, a personal computer with a 2.8 GHz processor and 8 GB of RAM

is employed. As can be seen, due to the huge computation time, the method [13] would not be

advantageous for large power systems with unsynchronised measurements.

E. Sparse PMU Coverage and Communication Latencies

As described earlier, the proposed method does not require full network observability or spe-

cific PMU placements. Therefore, missing PMU data could be well tolerated. Having said this,

however, delayed/missing PMU data or sparse PMU coverage might result in having some

FLCs with linearly dependent coefficient vectors. As a result, lines with mutually dependent

coefficient vectors will be all suspected if a fault occurs on any of them. Even so, the proposed

method can identify the faulted line or limit the number of suspected lines based on partially

received PMU data. The set of suspected lines may be refined after receiving more data.
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Table 5.5: Time-Tags and Delivery Time Instant at Control centre

PMU’s bus 3 8, 11 19 16 25, 29 14, 23 27 5, 39

Time-tag 40 ms 45 ms 55 ms 60 ms 70 ms 75 ms 85 ms 90 ms

Delivery 60 ms 80 ms 100 ms 120 ms

To demonstrate the above point, different communication latencies are assumed for every

PMU. To make matters worse, it is assumed that only one post-fault phasor sample is delivered

to the control centre from each PMU. Table 5.5 lists the time instant after the fault onset at

which PMU data are time-tagged and received at the control centre. Figure 5.10 depicts the

MDs of all sending-side FLCs following a solid 1-ph-g fault at 20% of line 21-22 for up to

150 ms. It can be observed that between 60 ms and 80 ms following the fault onset, the MDs

belonging to lines 21-22, 22-23, 23-24, and 21-16 are identical and less than all other MDs.

This means that after collecting data from only three PMUs, the number of suspected lines

reduces from 34 to 4. The suspected lines are updated by receiving new data so that between

80 ms and 100 ms, the MDs corresponding to non-faulted lines rise, while the MD of the FLC

on the faulted line 21-22 remains the smallest. As a result, line 21-22 is identified as the faulted

line using only five PMUs at buses 3, 8, 11, 16, and 19.

As shown in Figure 5.11, the trend of MDs can also be verified by the trend of mutual DDs.

The mutual DDs between coefficient vectors of line 21-22 and adjacent lines are all 1 between

60 ms and 80 ms, thereby having the same MDs over this period. From 80 ms onwards, the

mutual DDs drop below 1, resulting in discriminative MDs to identify the faulted line.

A comprehensive performance evaluation in the face of communication latencies is con-

ducted here. As described, the calculation of the proposed MDs is not dependent on specific

measurements. Hence, the method can also be utilised in regional control centres by using

only regional measurements as long as the bus impedance matrix is available at these centres.

Effective methods such as [89] can be used for accurately estimating the parameters of power

system components. These parameters can be utilised to calculate the bus impedance matrix,

as detailed in [74]. According to the formulation put forward, the bus impedance matrix of

the whole network model is used for the regional implementation of the method. However, the
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Figure 5.10: Calculated mismatch degrees following a 1-ph-g fault at 20% of line 21-22 con-
sidering communication latencies [16].

Figure 5.11: Dependence degrees between the faulted line 21-22 and lines 16-21, 22-23, and
23-24 with communication latencies [16].

network model can be efficiently limited to a smaller area whose boundaries are observed by

PMUs. This technique has recently been proposed and successfully tested in [15].

To evaluate the method’s performance with regional-based calculations versus the cent-

ralised large area-based calculations, the test system has been divided into three regions with

respect to its geographical characteristics, as shown in Figure 5.12. The proposed method in

each regional control centre is assumed to only use data from PMUs installed in that region.

Communication latencies can be reduced by dividing a large area into small regions. Thus, in

the simulations conducted, communication latencies between PMUs in each region and their

associated regional control centre are assumed to be smaller than those between PMUs and the
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Figure 5.12: Single line diagram of the 39-bus test system divided into three regions [15].

central large-area control centre. Accordingly, regional communication latencies are assumed

to have normal distributions with mean 40 ms and standard deviation 10 ms, whereas these for

large-area communication are 100 ms and 30 ms, respectively [104].

The same set of 100 arbitrary faults used in part C of this subsection is applied and each

fault case is repeated 1,000 times considering random communication latencies for every 12

PMUs. Figure 5.13 shows the distributions of decision time instants after the fault onset with

centralised and regional calculations (in the Western region). The average decision time by

the method with centralised calculation is around 115 ms after the fault onset. Although the

regional centre only uses 6 PMUs, the average decision time is reduced to 61 ms because of

smaller communication latencies within the region. The distribution of the number of PMUs
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Figure 5.13: Distribution of time instants at which the faulted line is identified [16].

Figure 5.14: Distribution of the number of PMUs whose data are received at the control centre
once the faulted line is distinctly identified [16].

whose data are received before making a decisive decision with centralised calculations is

shown in Figure 5.14. The average number of PMUs used to make the final decision is only 5.

More importantly, these are not predetermined PMUs but those whose data have been received

early enough.

F. Sensitivity to the Presence of Renewables

The presence of renewables has not been addressed by the proposed method. However, due to

their smaller fault current contributions compared to those from synchronous generators, low

penetration of renewables does not noticeably impair the method’s performance. The method’s

sensitivity to different penetration levels of renewables is studied by adding 20 wind turbines

121



5. WABP Using Sparse/Delayed Synchronised/Unsynchronised PMU Measurements

Table 5.6: Performance of the Proposed WABP in the Presence of Renewables

Fault Type
IBR Penetration Level (%)

10 20 40 60 80

Symmetrical 99.13% 98.75% 97.66% 96.13% 94.43%
Asymmetrical 99.17% 99.01% 98.16% 97.27% 96.11%

with the same nominal powers at buses 1, 3, 4, 5, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 21,

24, 26, 27, and 28. To model different penetration levels, the nominal powers of renewables

are modified based on the desired penetration level. The total active power generation in the

system is maintained constant by reducing the synchronous generation. IBRs are assumed to

have low-voltage ride-through capabilities defined in the GB Gird Codes. Table 5.6 reports the

method’s success rate for different fault types across the system in the presence of renewables

with various penetration levels. As expected, high penetration of renewables slightly reduces

the success rate of the proposed method.

5.4 Summary

A WABP method using sparse synchronised/unsynchronised phasor measurements was put

forward in this chapter. A computationally efficient formulation was developed to identify

the faulted line by quantifying the mismatch degree between the expected and observed su-

perimposed phasors. The impact of unknown angle drifts caused by a temporary loss of the

time-synchronisation signal was cancelled out from the formulations. This remarkably reduces

the computational burden induced to cope with unsynchronised measurements compared to

the existing methods. An index was introduced to determine whether the faulted line can be

uniquely identified with any sets of PMU data received. Extensive simulation studies conduc-

ted confirm that the method performs well in the presence of communication latencies/failures

with PMUs of different reporting rates.

The method is robust against measurement/parameter errors and can quickly identify the

faulted line regardless of the fault distance, type, and resistance. The linearity and simplicity of
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the derived formulations remove concerns over convergence speed and help to overcome prac-

tical challenges such as sparse PMU coverage and communication latencies/failures. Moreover,

since no matrix inversion is involved, sparse PMU measurements do not result in unsolvability

and singularity issues. These features are beyond the capability of the existing WABP methods.
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6.1 Final Remarks

In conclusion, this thesis has brought attention to important viewpoints, introduced innovative

methods, and explored previously overlooked areas in the field of WABP, as summarised below

• Chapters 2 presented a comprehensive study of the superimposed-circuit methodology

and its utilisation for WABP. It underscored the considerable potential of this method-

ology as a robust approach to effectively tackle system-wide practical challenges en-

countered in real-world scenarios. Moreover, it was also shown that the superimposed-

circuit methodology can provide the indispensable prerequisites of WABP that must be

met to ensure their practical applicability.

• Chapter 3 delved into a specific aspect of the superimposed circuit methodology for

WAFL/WABP. It was shown that there is a one-to-one equivalence between the responses

of the superimposed circuit with and without the faulted line. This means that it is

not even needed to replace the faulted line with suitable current sources based on the

Substitution Theorem. To support the validity of the proposed technique, a proposition

was put forward and subsequently proven. This technique reduces the computational

burden involved in calculating the bus impedance matrices for each candidate line. The

reduced computational burden offered by the proposed technique increases the chances

of the uptake of such methods by system operators.

• Chapter 3 also demonstrated that the distribution of superimposed errors has a consid-

erable impact on the accuracy of WABP/WAFL schemes using the least-squares method.

In order to optimise the utilisation of the weighted least-squares method, a comprehens-

ive study was conducted to determine the mean and variance of superimposed errors. By

incorporating the derived weight matrix into the formulation, the obtained results exhibit

significantly higher accuracy compared to other methods in the literature. The linearity

of the formulation and the thorough mathematical derivations of superimposed errors

contribute to the feasibility of applying established techniques for detecting bad data.

• Chapter 4 scrutinised the impact of the high penetration of RESs on the accuracy of ex-

isting WABP. It was shown that the presence of RESs is not negligible for WABP meth-

ods, yet their consideration can make the WABP formulations nonlinear. Two WABP
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methods were presented for transmission systems with a high penetration of RESs while

maintaining the formulation linear. These methods utilise the negative- and positive-

sequence circuits, respectively, to capture the behaviour of IBRs during faults, based

on their control strategies. The proposed methods provide robust faulted line identific-

ation based on the concept of the weighted sum of squared residuals. The proposed

methods do not require full network observability or a certain set of PMU data to func-

tion properly. Additionally, the proposed method can accommodate different control

strategies and Low LVRT characteristics imposed upon IBRs by the Grid Codes. It has

been demonstrated that the proposed method offers significant advantages over exist-

ing methods when applied to transmission systems with a high penetration of renewable

energy sources. Thanks to the foregoing advantages, the author believes that the pro-

posed methods are a step forward in the context of promoting and encouraging practical

implementations of WABP.

• Chapter 5 introduced a novel method for WABP utilizing sparse synchronised/ unsyn-

chronised phasor measurements. It was shown that unknown angle drifts caused by

TLSS can be removed from the set of WABP equations. This significantly reduces the

computational burden associated with unsynchronised measurements compared to ex-

isting methods. In this regard, a computationally efficient formulation was developed

in order to identify the faulted line by quantifying the mismatch between the expec-

ted and observed superimposed phasors. Additionally, the derived formulations exhibit

linearity and simplicity, thereby addressing concerns regarding convergence speed and

overcoming practical challenges such as sparse PMU coverage and communication laten-

cies/failures. This is because the absence of matrix inversion in the method allows for the

resolution of unsolvability and singularity issues. Extensive simulation studies confirm

the effectiveness of the proposed method in the presence of TLSS, communication laten-

cies/failures, and PMUs with differing reporting rates. Thanks to the robustness against

practical challenges, low-demanding nature, and low data requirements, the proposed

method has great potential for employment in practical real-time applications.
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6.2 Suggestions for Future Works

In consideration of the findings and limitations of this study, several suggestions are offered for

future research endeavours in this field.

• Besides short circuit faults on transmission lines, the superimposed-circuit methodology

can also be utilised for identifying other types of contingencies, such as generation out-

ages [47, 105] and line outages [14] in the power system. An extension of this research

study should focus on integrating the identification of all forms of contingencies into an

universal wide-area event identification scheme. Ideally, this wide-area event identific-

ation scheme should be capable of identifying multiple events occurring almost at the

same time. These include but are not limited to multiple generation outages, the outage

of an overloaded line following a generation outage, or asymmetrical faults.

• The proposed WABP methods, like other wide-area methods, may be affected by issues

like device failures or cyber-attacks, leading to bad data. Conventional techniques com-

monly used for identifying bad data, such as LNRT, may not be effective when dealing

with complex scenarios involving multiple interacting and conforming bad data. In these

cases, measurement errors can align in such a way that fundamental circuit equations

such as KCL and KVL still hold [81]. These hard-to-detect bad data could be deliber-

ately injected into the wide-area measurements as part of cyberattacks. Consequently, the

development of more robust encryption protocols and enhanced methods for identifying

bad data are becoming increasingly indispensable in the context of wide-area applica-

tions. As an extension of this study, it is suggested to incorporate an effective bad data

detection method into the proposed WABP methods.

• One of the main practical challenges associated with superimposed-circuit-based meth-

ods is their dependence on the accuracy of the network bus impedance matrix. The

reliability of the results obtained from these methods hinges on the accuracy of the bus

impedance matrix. Inaccuracies in the bus impedance matrix can arise from errors in the

impedance model of electrical components or discrepancies between the reported and

actual topologies of the power system. Although the proposed method is highly robust

against parameter errors, it is sensitive to topology errors. Thus, it is imperative for future
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research to explore the impact of topology errors on these methods. Furthermore, the de-

velopment of a technique to identify and rectify significant errors in the bus impedance

matrix using PMU data would be highly advantageous.

• The indices in the proposed superimposed-circuit-based WABP methods in this thesis

are obtained using weighted least-squares methods. Simulations show that the methods

are highly robust against input errors. However, excessive input errors could degrade

the performance of the proposed method. Kalman filter is an algorithm commonly used

for estimating the state of a dynamic system based on noisy observations. It is particu-

larly useful in situations where there is uncertainty or noise in the measurements. The

filter works by combining previous system state information with new measurements to

obtain an optimal estimate of the current system state. It takes into account the system

dynamics, measurement noise, and the covariance of the state/measurement errors. As

an extension of this study, it is suggested to incorporate Kalman filter in the proposed

WABP methods, which could hugely improve the robustness of the methods against in-

put errors.

Cutting-edge research is needed to address the research gaps pointed out above. The

superimposed-circuit methodology is a powerful tool with the potential to address many of

the challenges associated with wide-area event identification. The authors believe this research

direction can open the door for advancing wide-area event identification, thus facilitating their

uptake by system operators.
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A. dq-Frame Transformation

In a two-axis stationary frame, the space phasor of three arbitrary waveform signals, e.g. fa(t),

fb(t), and fc(t) with a summation of zero, is represented as follows:

F (t) = Fα(t) + jFβ(t) (A.1)

In which:


Fα(t)

Fβ(t)

 = 2
3


1 −1

2 −1
2

0
√

3
2 −

√
3

2





Fa(t)

Fb(t)

Fc(t)


(A.2)

Equation (A.2) can be graphically shown in a complex stationary plane as in Figure A.1,

where θ(t), ω(t), and F (t) are the instantaneous phase angle, frequency, and magnitude of

the three-phase signals, respectively [46]. The space phasor of a balanced three-phase sinus-

oidal signal rotates at an instantaneous angular velocity of ω(t) in αβ frame with a constant

magnitude. Therefore, its projections on α and β axes oscillate over time.

Figure A.1: Space phasor in stationary reference frame [46].

As shown in Figure A.2, a Cartesian frame that rotates at the instantaneous angular velocity,

ωr(t), is introduced. If ωr(t) is set equal to the instantaneous angular velocity of F (t), the

projections of the phasor on the orthogonal axes of the rotating dq-frame will be time-invariant.

The two-dimensional dq-frame is a helpful tool to convert the problem of controlling three

sinusoidal waveforms to the problem of regulating two DC signals. In this regard, the relation

between the projection of F (t) on orthogonal axes of stationary and rotating reference frames

in the positive sequence network is represented through Park transformation as follows:
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Figure A.2: Space phasors in rotating dq-frame [46].
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q
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For the negative sequence network, another rotating reference frame that rotates clockwise

at the same angular velocity ωr(t) is considered. The projection of F (t) in the negative se-

quence network on orthogonal axes of stationary and rotating reference frames are correlated

as bellow:


F n

d

F n
q
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F n
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F n
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