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Abstract 

The scaffold protein LIM domain-containing protein 1 (LIMD1) has been identified as 

a tumour suppressing protein with roles in a range of cell signalling pathways. In 

microRNA (miRNA) mediated silencing, LIMD1 has been shown to be a regulator of 

the miRNA induced silencing complex (miRISC), able to bind to both Argonaute 

(AGO) and GW182 proteins and promote their co-localisation. In hypoxic signalling, 

LIMD1 is thought to promote degradation of hypoxia inducible factor 1α (HIF-1α) 

through scaffolding of prolyl hydroxylases (PHD) and von-Hippel Lindau (VHL) 

proteins. The regions of LIMD1 responsible for binding to Argonaute-2 (AGO2), 

Trinucleotide Repeat Containing Adaptor 6A (TNRC6A), PHD2 and VHL have been 

mapped though co-immunoprecipitation assays (Co-IPs), but precise binding sites 

and motifs have not been identified. This thesis investigates the structural biology 

and biophysics of the interactions of LIMD1 with its partner proteins in miRNA 

mediated silencing and hypoxic signalling pathways. For each system, this involved 

recapitulating the reported interactions of LIMD1 in vitro before more in depth 

analysis could be achieved. Investigations into the interactions of LIMD1 in the 

context of miRNA mediated silencing were largely unsuccessful but informed 

analysis of LIMD1 in hypoxic signalling. In that context, reconstitution of complexes 

of LIMD1 with PHD2 and VHL in vitro was demonstrated using NMR spectroscopy. 

Compelling evidence was obtained for identification of the binding interface between 

LIMD1 and PHD2 which was consistent with previously reported in vivo data. Finally, 

new methodologies were developed that combined specific isotopic unlabelling with 

filtered/edited NOESY experiments to aid in structural studies of challenging proteins 

by NMR spectroscopy. Overall, this thesis addresses the challenges of studying the 

structural biology and interaction mechanisms of multi-domain proteins with large 

unstructured regions, and presents case studies for the use of NMR spectroscopy 

together with new methodologies to support this important area of biology. 
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1. Introduction 

 

The ability of cells to respond to environmental pressures and signals is essential for 

the survival and proliferation of the cell and is common to all cellular life. This 

process is controlled by signal transduction pathways resulting in the repression or 

activation of various genes. In complex organisms the spatiotemporal organisation of 

these signal transduction pathways is essential to maintain the specificity of these 

pathways to ensure the correct response is achieved. This regulation is achieved 

through a range of mechanisms including the specificity of protein interactions, 

enzyme activity, protein abundance, cellular localisation and post-translational 

modifications. Dysregulation of these pathways often result in diseases such as 

cancer and diabetes. One of the key factors in the regulation and spatial organisation 

of signalling pathways is the behaviour of scaffold proteins.  

 

1.1. Scaffold Proteins 

Scaffold proteins bind to and co-localise multiple proteins with related functions and 

have been identified as key components in many signalling pathways [2]. One of the 

major mechanisms through which scaffold proteins facilitate cellular signalling 

pathways is the co-localisation of signalling components. Co-localisation of the 

signalling components increases their local concentration and thus the efficiency of 

the signalling processes. The effect of local concentration on signalling events has 

been investigated in depth using kinases tethered to substrates with different linker 

lengths [3]. This effect allows for regulation of signalling processes though modifying 

scaffold protein expression levels, post-translational modification or cellular 

localisation. Some scaffold proteins also improve efficiency of signalling processes 

by specifically orientating the partner proteins to facilitate the interaction. For 

example, this is thought to be the case for E3 ubiquitin ligase complexes scaffolded 

by Cullin 1 (Cul1) [4]. It was seen that introducing mutations into the Cul1 linker to 

increase flexibility of the scaffold inhibited substrate ubiquitination in vitro, suggesting 

the rigidity of the Cul1 scaffold allowed for specific orientation of the partner proteins. 

Scaffold proteins can also modulate signalling though allosteric effects such as the 
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activation of rapidly accelerated fibrosarcoma kinase (RAF) by binding of the kinase 

suppressor of RAS (KSR) scaffold protein, at a site distal to the active site, in the 

extracellular signal-regulated kinase (ERK) pathway [5].  

 

Many scaffold proteins have been shown to be intrinsically disordered or feature 

intrinsically disordered regions (IDRs) [6]. IDRs have been predicted to occur in 33% 

of eukaryotic proteins, representing a significant proportion of the proteome [7]. 

Intrinsically disordered proteins (IDPs) or regions are characterised as having a low 

sequence complexity and are typically enriched in polar and charged residues whilst 

lacking a high proportion of bulky hydrophobic residues [8]. Rather than adopting a 

fixed 3D fold, associated with the classical model of protein activity, IDPs are highly 

flexible and exhibit a conformational ensemble [9]. Many IDPs adopt a more rigid 

structure upon binding to a partner protein, which may also be represented in the 

unbound structural ensemble. This allows for specificity to be conveyed by 

conformational selection in which a protein binds to a higher energy state in the 

conformational ensemble of an IDP rather than inducing a conformational change on 

binding (as in induced fit) [10]. Conformational selection was shown to determine the 

affinity of p53 binding to mouse double minute 2 homolog (MDM2) [11]. p53 was 

shown to adopt a helical conformation in the structure of p53 bound to MDM2 [12]. It 

was demonstrated that mutations that increased the helicity of the MDM2 binding 

region of p53 also increased the affinity of the interaction, which demonstrated the 

importance of conformational selection in this case. Some intrinsically disordered 

binding regions have been demonstrated to bind to multiple partner proteins by 

adopting different structures in the bound state. This can be seen in residue 374 to 

388 of p53, which can interact with S100ββ with a β-helical structure, sirtuin with a β-

sheet structure and CREB-binding protein (CBP) or Cyclin A2 with two different 

conformations (Figure 1.1) [13-17].  
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Figure 1.1. A. p53 372-389 (green) bound to Sir2-Af2 (beige) [15]. B. p53 375-388 

(green) bound to S100ββ (grey) [14].C. p53 380-386 (green) bound to a CBP 

bromodomain (pink) [16]. and D. p53 376-386 (green) bound to Cyclin A2 (blue) [17]. 

 

Although many IDPs adopt a single, specific, structure on binding to partner proteins 

it is thought that other interactions involve the IDP remaining disordered in the bound 

state [18]. The potential of IDPs to bind multiple partners at the same site, as well as 

the extended, exposed nature of IDPs, allows for a much higher concentration of 

binding sites than is possible with a persistent 3D fold. This potentially high 

concentration of binding sites makes IDRs highly efficient for scaffold proteins [6]. 

Additionally, the high flexibility of IDRs allows for interaction of partner proteins which 

can be fine-tuned by adjusting the distance between the protein binding sites [3]. 
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More recently intrinsically disordered scaffold proteins have been heavily implicated 

in the formation and organisation of phase condensates [19-21]. This current study 

focusses on investigating the scaffold protein LIMD1. LIMD1 functions in a diverse 

range of signalling pathways and is believed to be comprised of three C-terminal LIM 

domains and a largely disordered N-terminal pre-LIM region [22, 23]. Study of the 

structure and biophysics of the protein-protein interactions formed by LIMD1, at both 

disordered regions and structured domains, will contribute to our understanding of 

scaffold protein biology. 

 

1.2. LIM Domains are Protein Binding Motifs with Diverse Modes of 

Binding 

LIMD1, the focus of this thesis, is predicted to contain three C-terminal tandem LIM 

domains which have been shown to be important for binding to various partner 

proteins [22, 24, 25]. LIM domains are protein binding motifs comprised of two zinc 

fingers separated by a short linker [26, 27]. LIM domains were originally identified in 

lin-11, insulin gene enhancer protein 1 (isl-1) and mechanosensory protein 3 (mec-

3), for which the LIM domain is named, and are typically 50-63 residues long with a 

C(X)2C(X)16–23(H/C)X2/4(C/H/E)(X)2C(X)2C(X)14–21(C/H)(X)2/1/3(C/H/D/E)X sequence 

motif (Figure 1.2A-B) [23, 28-31].  
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Figure 1.2. A. Schematic representation of a LIM domain with zinc binding residues 

and the number of residues between them indicated. B. Secondary structure 

diagram of a LIM domain. C. Solution NMR structure of CRP1. Model 1 of the 

ensemble is shown. PDB code: 1CTL 
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So far LIM domains have only been reported to function in protein-protein 

interactions, despite initial classification as DNA binding proteins, based on 

superposition of Cysteine-rich protein 1 (CRP1) LIM2 (Figure 1.2C) with the DNA 

binding domain of GATA-1 [32]. LIM domains are abundant in signalling proteins and 

are found in a number of different pathways including organ development, 

cytoskeleton organization and cell lineage specification [33]. Their importance in 

these pathways is highlighted by their relevance in a range of diseases including 

heart disease and various cancers [34, 35]. Evolutionary analysis reveals that LIM 

domain evolution likely played an important role in the development of animal 

multicellularity [36]. 

 

Classification of LIM domains has evolved over time, with five classes originally 

proposed by Dawid et al. (1995) [37]. Improved access to genomic-scale sequencing 

data allowed this to be expanded to 14 classes by Koch et al. (2012), based on 

phylogenetic groupings, domain architecture and motif signatures [36]. LIM domain 

proteins were thus classified as ABLIM, CRP, ENIGMA, EPLIN, LASP, LIMK, LHX, 

LMO, LMO7, MICAL, PXN, PINCH, TES or ZYX. Proteins in these classes are 

differentiated by their LIM, and non-LIM, domain composition as well as their 

evolutionary history. LIMD1 has been identified as a member of the zyxin (ZYX) 

class of proteins, all of which feature a variable N-terminal pre-LIM region followed 

by 3 closely linked C-terminal LIM domains [23]. This class of LIM domains is named 

after zyxin which is a LIM domain protein involved in actin polymerization at focal 

adhesions [38]. 

 

LIM domains are comprised of two type VII treble clef zinc fingers (Figure 1.2B-C) 

that have been compared to rubredoxin knuckles based on the similarity of the NOE 

patterns to those observed for rubredoxin from P. furiosus [32, 39]. The two zinc 

atoms appear to form an essential structural element that allows for the formation of 

a complex three-dimensional structure in a relatively short stretch of protein. The 

zinc atoms, bound by cystine residues located in the first β-hairpin of each zinc-

finger and by cystine/histidine/aspartate residues located towards the C-terminal of 

each zinc-finger, do not appear to have any functional significance other than as 
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structural elements. The two zinc fingers stack on top of one another to form a small, 

conserved hydrophobic core. LIM domains are often present as tandem domains 

featuring a short flexible linker region [36].  

 

An analysis of the available structures of LIM domains in complex with partner 

proteins (Table 1.1) reveals some interesting insight into the function of these 

domains (Figure 1.3). Interestingly, LIM domains do not appear to bind to a 

conserved recognition sequence but instead display groups of residues that facilitate 

recognition of their individual binding partners. LIM domains have been shown to 

bind both to proteins with a defined 3-dimensional fold and to proteins with more 

linear motifs. An analysis of protein complexes containing LIM domains (Table 1.1) 

reveals that the LIM domain employs distinct binding faces for linear and folded 

binding partners (Figure 1.3). This can be most clearly demonstrated through the 

structures of the third LIM domain of TES bound to the structured EVH1 (Ena/VASP 

Homology 1) domain of MENA (Mammalian‐enabled protein) at the same time as the 

linear ARP7A (Actin-like protein 7A) motif, with both partner proteins bound to 

opposite faces of LIM domain (Figure 1.3B) [40]. The binding faces for LIM domains 

interacting with folded and linear partners was consistent for all of the available 

structures, irrespective of the number of LIM domains bound, the nature of the 

interaction with the folded partner, or the signalling pathways involved. Different 

modes of binding observed for linear and folded partners are explored below. 
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Table 1.1. Unique LIM domain interaction structures used for analysis of LIM domain 

interactions [40-47]. 

PDB code LIM domain Structured partner(s) Linear Partner Method 

2YPA [41] LIM domain only 
2 (LMO2) LIM1 
and 2 

SCL, E47 LIM domain 
binding protein 1 
(LDB1) 

x-ray 

2XQN [40] Testin (TES) LIM1 
and 2 

MENA ARP7A x-ray 

3IXE [42] Particularly 
interesting new 
Cys-His protein 2 
(PINCH2) LIM1 

Integrin-linked protein 
kinase (ILK) 

- x-ray 

3F6Q [48] Particularly 
interesting new 
Cys-His protein 1 
(PINCH1) LIM1 

ILK - x-ray 

1U5S [43] PINCH1 LIM4 non-catalytic region of 
tyrosine kinase adaptor 
protein 2 (NCK-2) SRC 
homology 3 (SH3) 

- NMR 

2RGT [44] LIM homeobox 
protein 3 (LHX3) 
LIM1 and 2 

- ISL-1 x-ray 

4JCJ [45] ISL-1 LIM1 and 2 - LDB1 x-ray 

2MBV  LIM domain only 
4 (LMO4) LIM2 

- Deformed 
epidermal 
autoregulatory 
factor 1 homolog 
(DEAF1) 

NMR 

1RUT [46] LMO4 LIM1 and 2 - LDB1 x-ray 

3MMK [49] LIM homeobox 
protein 4 (LHX4) 
LIM1 and 2 

- insulin gene 
enhancer protein 
2 (ISL-2) 

x-ray 

2L4Z [47] LMO4 LIM1 - CtBP-interacting 
protein (CtIP) 

NMR 
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Figure 1.3. A. Superposed structures of LIM domains bound to partner proteins [40-

47]. LIM domains are shown in blue, folded partners in green and linear motifs in 

orange. Only unique interactions are shown and only one model of ensemble 

structures is shown. PDB codes: 2YPA, 2XQN, 3IXE, 3F6Q, 1U5S, 2RGT, 4JCJ, 

2MBV, 1RUT, 3MMK, 2L4Z. Superpositions were achieved by secondary structure 

matching in CCP4mg [50]. B. The structure of the third LIM domain of TES (blue) in 

complex with the EVH1 domain of MENA (green) and ARP7A (orange).  
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The linear motifs LDB1-LID, ARP7A and ISL-2 are seen bound across two tandem 

LIM domains, whereas the ISL1, DEAF1 and CtIP linear motifs are only seen to 

bound to a single LIM domain [40, 46, 47, 49, 51, 52]. 

 

The linear motifs, LDB1-LID, ARP7A N-terminal, ISL1, DEAF1 and CtIP were all 

found to bind in a similar fashion to the LIM domain scaffold. The linear motifs and 

LIM domains are always positioned anti-parallel to one another and interact via a 

tandem β-zipper formed between the linear motif and β-sheet 3 and 7 of the LIM 

domains (Figure 1.4) [53]. Specificity then appears to be conveyed though a small 

number of hydrophobic and electrostatic interactions between the LIM domain 

protein and the linear motif. It has been observed that binding to a linear motif in vitro 

can stabilise the LIM domain and improve yields from recombinant protein 

expression [49, 54, 55].  
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Figure 1.4. A. Structure of LMO4 LIM1 (blue) bound to ldb1-LID (orange) PDB code: 

1RUT [46]. B. Secondary structure diagram showing the β-zipper binding mode of 

LIM domains (black) with linear motifs (orange). 

 

Comparing the structures of tandem LIM domains in complex with linear motifs 

shows significant differences in the relative orientations of neighbouring LIM domains 

(Figure 1.5). A comparison of the structures of tandem LIM domains from LMO2, 

LMO4, TES and LHX3 shows the relative orientation of the two domains can vary by 

100°. In the case of LMO2 and LMO4, which are bound to the same linear motif with 

a similar LIM domain orientation, it is posible that the relative position of tandem LIM 

domains is important for recognition of linear motifs, although greater study into the 

impact of the interdomain linker in tandem LIM domains would be required to confirm 

this [41, 46]. A R282G mutation in ISL-2 linear motif was seen to decrease affinity for 

the LHX4 LIM domains by increasing the flexibility of ISL-2 [51]. This suggests that 

shape complimentarity of the linear motif for tandem LIM domains may be an 

important factor partner recognition by LIM domains. The relative domain position of 
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tandem LIM domains may be one of the aspects that conveys specificity for the 

linear motifs. 
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Figure 1.5. Structure of LMO2 LIM12 (blue) in complex with LDB1, LMO4 LIM12 

(green) in complex with LDB1, LHX3 LIM12 (orange) in complex with ISL-1 and TES 

LIM23 (red) in complex with ARP7A and MENA superposed by secondary structure 

matching on the first LIM domain. The positions of the second LIM domain with 

respect to the first LIM domain is shown by the coloured arrows with the anti-

clockwise interdomain angle indicated. 
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LIM domain binding to folded protein partners occurs on the opposite side of the LIM 

domains to linear motif binding. The majority of interacting residues are localised on 

the first hairpin of the first zinc-finger, both hairpins in the second zinc-finger and the 

C-terminal helix of the LIM domain. Some partners, such as the SH3 domains of 

Nck-2, only interact with a small region of the LIM domain with only 480 Å2 of total 

buried surface area. Other partners, such as the ankyrin repeats of ILK, interact 

across almost the full length of the LIM domain, resulting in a total buried surface 

area of 1893 Å2 for the ILK:PINCH1 LIM1 interaction [42, 43]. Folded proteins are 

seen to interact with one or both zinc fingers and with multiple or single LIM 

domains. For some of these interacting partners, the LIM domain interaction site 

provides a novel mode of interaction. SH3 domains and EVH1 (Ena/Vasp homology 

domain 1) domains cannonically bind to PxxP and FPPPP motifs respectively, 

whereas their interactions with LIM domains feature no such motifs [43, 56]. LIM 

domains appear to provide a short scaffold able to present clusters of amino acids 

on its surface to recognise specific partner proteins. The lack of a conserved 

mechanism of binding or conserved sites or motifs for folded partners across the 

available 3D structures demonstrates promiscuity of LIM domains as interaction 

scaffolds. Additional structures of LIM domains bound to a more diverse range of 

partner protein would hopefully reveal some common recognition themes that could 

be used to inform future studies of LIM domains.  

 

The collation and analysis of the avaiable LIM domain structures presented here 

provides a valuble resource to aid in the research of LIM domian structural biology. 

The anaylis identified a previously unrecognised pattern of LIM domain partner 

binding (distinct interaction sites for linear and globular motifs) and highlighted the 

large variety in binding modes for LIM domains interacting with globular partners. 

This study aimed to provide additional insight into the structural biology and 

biophysics of LIM domain partner recognition by characterising the protein:protein 

interactions made by the LIM domains of LIMD1, which are known to bind to both 

globular and linear partners [24, 25].. It was hoped that in vitro binding assays could 
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reveal the stoichiometry and competitive or cooperative nature of LIMD1 LIM 

domains binding to linear and globular partners.  

 

1.3. The LAW Family of LIM Domain Scaffold Proteins 

The LAW (LIMD1, Ajuba and WTIP) family of proteins were identified as a family of 

LIM domain proteins with related function [57]. The LAW proteins are all zyxin-like 

proteins, which are characterised as having a variable N-terminal region followed by 

three C-terminal tandem LIM domains [23, 36]. The LAW proteins are more closely 

related to one another than they are to the other members of the zyxin proteins 

(Figure 1.6) and have related functions in a number of pathways [24, 57, 58]. 

 

 

Figure 1.6. Phylogenetic tree showing the evolutionary distance between members 

of the zyxin protein family with the LAW subfamily indicated. Phylogenetic tree was 

generated by simple phylogeny using a neighbour-joining method from a multiple 

sequence alignment generated by Clustal Omega [59, 60]. 

 

Although other zyxin family members can contain additional folded domains in their 

N-terminal region, the N-terminal region of the LAW proteins, which is referred to as 

the pre-LIM region, is predicted to be disordered. The LAW proteins have high 

sequence similarity in their LIM domain region but very little similarity in either the 

sequence or the length of the pre-LIM region (Figure 1.7). The lack of sequence 

conservation in the pre-LIM raises questions about how recognition of common 

partner proteins that bind this region is achieved. This study aimed to characterise 
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the mode of partner protein recognition in the pre-LIM region of LIMD1, which may 

explain differences LAW protein function and utilisation [25]. The LAW proteins have 

been shown to function in a diverse range of signalling pathways including cell fate 

determination, cytoskeletal organisation, mitosis, focal adhesion, and migration [58, 

61-64]. This study is focussed on investigating these proteins in the context of 

miRNA mediated silencing and hypoxic signalling with a focus on LIMD1 and the 

molecular basis of its interaction with its binding partners. 
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Figure 1.7. Multiple sequence alignment of human LIMD1, AJUBA and WTIP. 

Alignment was performed using Clustal Omega and visualised using jalview [60, 65]. 

Vertical bars represent the level of conservation. The location of LIM domains, 

predicted by Pfam, are also indicated [66]. 
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1.4. The LIMD1 Scaffold Protein 

LIMD1 is a scaffold protein with tumour supression properties, loss of which has 

been implicated in a range of cancers [67-72]. The importance of LIMD1 was 

demonstrated through LIMD1 knockout mice which were seen to develop more and 

larger tumours on exposure to a chemical carcinogen or crossbreeding with mice 

with an oncogenic mutation [68]. It has also been demonstrated that silencing of 

LIMD1 expression in colorectal carcinoma and non-Hodgkins lymphoma can reverse 

drug resistance, showing a potential case for LIMD1 as a therapeutic target [73, 74]. 

Given the tumour supressing nature of LIMD1 it is surprising that silencing of LIMD1 

leads to a reversal of drug resistance. This may be explained by a difference in the 

roles of LIMD1 in the different types of cancers being studied or an effect on the 

mechanisms of drug resistance in these cancers.  

 

LIMD1 has been shown to bind to retinoblastoma protein (pRB) and influence cell 

proliferation by shuttling pRB to the nucleus to repress E2F-driven transcription [67]. 

LIMD1 has also been shown to: influence osteoclast development through an 

interaction with Traf6 [75, 76]; regulate Hippo signalling through interactions with SKI 

and LATS2 [58, 77, 78]; determine localisation of BRCA2 to the centrosome during 

cell proliferation [79]; and bind to snail proteins to downregulate E-cadherin 

expression in the snail/slug pathway [80]. More recently a role for LIMD1 has 

emerged as a regulator of phase separation, particularly in focal adhesions under 

force, actin filament organisation, and processing body (P-body) formation [57, 63, 

81].  

 

Like other LAW proteins, LIMD1, is predicted to be comprised of a disordered N-

terminal region called the pre-LIM followed by three C-terminal LIM domains (Figure 

1.8). Proteins have been shown to bind to both the pre-LIM and LIM domain regions 

of LIMD1 [24, 25]. This project investigated the protein:protein interactions formed by 

LIMD1 in the context of miRNA mediated silencing and hypoxic signalling pathways. 

This included investigation of structured proteins, binding to the disordered pre-LIM 
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region of LIMD1 as well as both structured and disordered proteins binding to the 

LIM domain region of LIMD1. 

 

 

Figure 1.8. A. Disorder prediction for LIMD1 by IUPred3 [82]. The calculation was 

carried out using long disorder analysis mode. Scores >0.5 indicate probable 

disorder and scores <0.5 indicate potential structure. B. Domain composition of 

LIMD1 to demonstrate alignment of domains with the disorder prediction. 

 

1.5. miRNA Mediated Gene Silencing 

miRNAs are small non-coding RNAs, approximately 22 nucleotides in length, that act 

to silence the expression of certain genes by targeting mRNA for degradation and/or 

by repressing translation of the target mRNA [83]. In the canonical model of miRNA 

biogenesis, miRNAs are first transcribed and processed into pre-miRNA by 

DiGeorge Syndrome Critical Region 8 (DGCR8) and Drosha [83, 84]. Drosha, an 

RNase III enzyme, cleaves the primary miRNA to produce a pre-miRNA hairpin that 

is then cleaved by a second RNase III enzyme, DICER, to remove the terminal loop 

and produce a mature miRNA duplex. A single strand of mature miRNA can then be 

loaded into one of four Argonaute (AGO) proteins [85]. The miRNA directs AGO 

proteins to target mRNA by complimentary base paring. AGO2 can directly cleave 
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perfectly complimentary sequences though its slicing activity, although this appears 

to be an atypical mode of regulation [86]. The majority of miRNA recognition is only 

partially complementary, and three of the four human AGO proteins lack slicing 

activity, so regulation is most commonly achieved without direct slicing of the mRNA 

[86]. AGO proteins achieve this regulation through the recruitment of additional 

proteins to form the miRNA induced silencing complex (miRISC) (Figure 1.10) [87]. 

The miRISC regulates gene expression through repressing translation and/or 

promoting degradation of the target mRNA. The GW182 proteins TNRC6A, TNRC6B 

and TNRC6C have been shown to bind AGO proteins through their N-terminal AGO 

binding region and recruit accessory proteins to the target mRNA through a C-

terminal silencing domain (Figure 1.10) [87]. GW182 proteins have been shown to 

be key components of the miRISC, essential for P-body formation and silencing 

activity [87-89]. The GW182 proteins are largely intrinsically disordered and are rich 

in glycine-tryptophan repeats. The interaction between GW182 proteins and AGO 

proteins has been well studied with several AGO binding sites identified on GW182 

proteins by different groups using peptide arrays or pull-down assays with GW182 

truncations/mutations [90-94]. Structures of AGO2 bound to tryptophans suggested a 

binding mode for GW182 proteins on AGO2 which was later confirmed by a structure 

of the hook motif of TNRC6A bound to AGO1 (Figure 1.9) [91, 95, 96].  
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Figure 1.9. Crystal structure of AGO1 (blue) bound to GW182 hook motif (orange) 

[91]. W828 and W838 are shown inserted into pockets on AGO1. PBD code: 5W6V. 

 

GW182 has been shown to recruit the PAN2/3 and CCR4-NOT deadenylating 

complexes which can then deadenylate the target mRNA (Figure 1.10) [97-99]. 

Decapping of the deadenylated mRNA by the mRNA decapping protein 1 (DCP1) 

and mRNA decapping protein 2 (DCP2) decapping complex (Figure 1.10) then leads 

to 5’-3’ degradation of the mRNA by exoribonuclease 1 (XRN1) [99, 100]. GW182 

proteins have also been shown to interact with poly(A) binding protein (PABP) 

(Figure 1.10) through a PAM2 motif in the GW182 silencing domain. This interaction 

may contribute to miRNA mediated silencing by directing miRISC components to the 

poly(A) tail, and/or by interfering with the translation promoting activity of PABP [101-

103]. 
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Figure 1.10. Cartoon representation of the miRISC. AGO and GW182 protein 

comprise the core miRISC complex. GW182 then interacts with PAN2-PAN3 and 

CCR4-NOT deadenylating complexes and PABP. The miRISC can also bring about 

decapping of the mRNA by DCP1/DCP2 which results in mRNA degradation. 

miRISC represses translation through preventing eukaryotic translation initiation 

factor 4F (eIF4F) assembly and/or activity [87]. 

 

1.6. The Role of LIMD1 in miRNA Mediated Gene Silencing 

Although GW182 proteins have been shown to interact with AGO proteins directly, 

James et al. (2010) identified the LAW (LIMD1, Ajuba and WTIP) family of LIM 

domain proteins as core components of the miRISC, which were later shown to 

scaffold GW182 and AGO proteins [25, 57, 90, 91, 104]. LIMD1 was observed to co-

localise with various components of P-bodies [57]. P-bodies are cytoplasmic 

ribonucleoprotein granules believed to form from accumulation of non-translated 

mRNAs and associated translational repressing proteins including miRISC 

components [88]. Co-immunoprecipitations of LIMD1 then revealed that LIMD1 

formed complexes with the miRISC associated proteins AGO2, DDX6, DCP2 and 

eIF4E [57]. The importance of LIMD1 in miRNA mediated silencing was 

demonstrated though shRNA-directed knockdown of LIMD1, which led to a 
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derepression of miRNA-mediated silencing [57]. LIMD1 knockdown was also seen to 

lead to a reduction in the number of cytoplasmic P-bodies, suggesting a role for 

LIMD1 in P-body formation. Ajuba and WTIP knockdowns produced a similar effect 

to the LIMD1 knockdown, however depletion of other zyxin-like proteins did not have 

this effect. This suggested a specific role for the LAW proteins in miRNA silencing. 

LIMD1 was shown to pull down and co-purify with eIF4E and eIF4A, which are 

components of the eIF4E-m7GTP cap, as well as AGO proteins. This led to a 

mechanism of LIMD1 activity being proposed that involved LIMD1 simultaneously 

interacting with miRISC components and the eIF4E-m7GTP cap to form a closed 

loop complex to inhibit translation [57]. 

 

More insight into the role of LIMD1 in miRNA silencing was provided by Bridge et al. 

(2017) [25]. They proposed a new mechanism for LIMD1 activity, in which LIMD1 

scaffolds AGO and GW182 proteins in order to facilitate the AGO:GW182 

interaction. Genetic ablation of LIMD1 was seen to cause a shift from AGO2 

mediated silencing to AGO3 mediated silencing. This demonstrated a key role for the 

LAW proteins in determining AGO utilisation for miRNA mediated silencing. As the 

majority of miRNAs are found across all AGO proteins the level of redundancy of the 

different AGO proteins remains unclear, although AGO utilisation may be determined 

by differences in their subcellular localisation [105]. Regardless, a number of 

examples of a specific activity of a particular AGO protein have been shown although 

little is still known about the distinct roles of individual AGO proteins [105]. Further 

investigation of effect of LIMD1 on miRISC formation, using proximity-ligation 

assays, demonstrated that LIMD1 promoted the association of AGO2 and TNRC6A, 

leading to the idea of LIMD1 as an AGO-TNRC6 scaffold [25]. Co-

immunoprecipitation assays were then used in combination with truncations of 

LIMD1. It was seen that a construct of LIMD1 lacking residues 140-166 

(LIMD1Δ140-166) was unable to bind to AGO2 whilst a construct lacking the 3 LIM 

domains (LIMD1ΔLIM123) was unable to bind TNRC6A. Together, these results 

suggest that AGO2 binds to the pre-LIM region of LIMD1 whilst TNRC6A binds to the 

LIM domain region of LIMD1 (Figure 1.11).  
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Figure 1.11. Schematic representation of LIMD1 regions essential for binding to 

AGO2 and TNRC6A [25]. A LIMD1Δ140-166 mutant was unable to bind to AGO2 

and a LIMD1ΔLIM123 mutant was unable to bind TNRC6A.  

 

Mutation of AGO2 S387 to an alanine or a phospho-mimetic glutamate residue either 

reduced binding of AGO2 to LIMD1 or rescued binding of AGO2 to LIMD1 

respectively [25, 106]. This residue had previously been identified as a target for Akt-

3 phosphorylation by in vitro phosphorylation with purified protein and subsequent 

analysis by mass spectrometry [106]. siRNA-mediated depletion of Akt-3 led to a 

derepression of a reporter mRNA in LIMD1+/+ cells but not in LIMD1-/- cells [25]. This 

confirmed that AGO2 binding by LIMD1 was Akt-3 phosphorylation dependent. 

AGO2 is comprised of six regions, the N-terminal domain (N), linker 1 (L1), the PAZ 

(PIWI/Argonaute/Zwille) domain, linker 2 (L2), the MID domain and the P-element-

induced whimpy tested (PIWI) domain (Figure 1.12) [107]. The S387 residue, 

phosphorylated by Akt-3 to facilitate the interaction with LIMD1, is found in the linker 

2 region of AGO2 (Figure 1.12). 
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Figure 1.12. A. Schematic representation of the domain organisation of AGO2. B. 

The structure of AGO2 with domains indicated by different colours and the S387 

residue key for LIMD1 binding indicated. PDB code: 4F3T [107]. 

 

AGO2 S387A was unable to rescue miRNA mediated silencing in a AGO2 

knockdown however AGO2 S387E was able to rescue miRNA mediated silencing, 

providing additional evidence for the importance of AGO2 S387 phosphorylation. It 

was also found that loss of LIMD1 specifically inhibited the interaction of S387 

phosphorylated AGO2 with TNRC6A. This all indicated that the phosphorylation 

event promoted the LIMD1:AGO2 interaction and that LIMD1 was essential in the 

formation of the AGO2 miRISC. The interactions of all three LAW proteins with 

AGO1, 2, and 4 were seen to be similarly phosphorylation dependent. However, the 

interaction with AGO3 was found to be independent of phosphorylation due to the 
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presence of a glutamate residue in place of the phosphorylated serine. This 

glutamate residue likely acts as a phospho-mimetic to facilitate interaction with the 

LAW proteins. This work provided strong evidence for the function of LIMD1 and the 

LAW proteins in scaffolding AGO and GW182 proteins to direct AGO utilisation in a 

Akt3 phosphorylation dependent manner. Part of the work presented in this thesis 

attempted to investigate the structural biology and biophysics of the interactions of 

LIMD1 with AGO2 and TNRC6A. Specifically, this study attempted to identify the 

structural determinants that underpin how AGO2 recognises the disordered re-LIM 

region of LIMD1. Work also focussed on determining the binding mode of TNRC6A 

to the LIM domain region of LIMD1. The overarching goal was therefore to explore 

general mechanisms of LIM domain partner recognition while also providing specific 

information on miRISC formation.  

 

1.7. The Hypoxic Signalling Pathway 

Sufficient oxygen availability is essential for maintaining cell function and survival. It 

is therefore important for cells to respond to low oxygen availability (hypoxia) to 

improve oxygen availability or adapt to survival in hypoxic conditions. The ability to 

survive in low oxygen environments is a key trait enabling tumour growth in many 

cancers, making the hypoxic signalling pathway a potential target for new cancer 

therapies [108, 109]. The importance of the hypoxic response was highlighted by the 

2019 Nobel prize in physiology or medicine being awarded to researchers 

investigating this pathway [110]. A consensus has emerged that the hypoxic 

response is largely controlled by the hypoxia inducible factor 1 (HIF-1) transcription 

factor [111-113]. HIF-1 is comprised of two subunits, HIF-1α and HIF-1β [114]. It is 

thought that HIF-1 activity is mediated though the degradation or stabilisation of the 

HIF-1α subunit in response to normal or low oxygen levels respectively (Figure 1.13) 

[109, 113, 115, 116]. The degradation of HIF-1α is believed to be driven by oxygen 

dependent hydroxylation by prolyl hydroxylase (PHD) enzymes, and subsequent 

ubiquitination of HIF-1α by a von-Hippel-Lindau (VHL) E3 ubiquitin ligase complex, 

which signals for degradation of HIF-1α by the proteasome (Figure 1.13) [115]. 

Under hypoxic conditions the lack of oxygen availability prevents hydroxylation of 

HIF-1α, which stabilises HIF-1α and allows for dimerization of HIF-1α with HIF-1β to 
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form the active HIF-1 transcription factor (Figure 1.13). HIF-1 can then interact with 

its co-activators, including p300/CBP, and bind to the regulatory regions of its target 

genes to induce their expression. HIF-1 allows for adaptation to low oxygen by 

reducing oxygen uptake and increasing vascularisation. One way in which HIF-1 

brings about this adaptation is through upregulating the expression of the C-Myc 

repressor MXI1 which in turn leads to decreased mitochondrial respiration and 

increased glycolysis [117]. In cancer cells the preferential metabolism of glucose to 

lactate even under non-hypoxic conditions is known as the Warburg effect [118]. 

HIF-1 is a key effector of the Warburg effect, allowing for greater proliferation by 

upregulating glucose transporter proteins, vascular endothelial growth factor (VEGF) 

and pyruvate dehydrogenase kinase (PDK) (which inhibits pyruvate dehydrogenase 

(PDH)) [118]. Two additional members of the HIF protein family, HIF-2 and HIF-3, 

have also been shown to be important in the regulation of the hypoxic response and 

are both regulated by the PHD-VHL degradation pathway [119-122]. HIF-3 function 

has yet to be fully elucidated but appears to act as both a negative regulator of HIF-1 

and HIF-2 whilst also inducing expression of its own target genes [120]. HIF-1 and 

HIF-2 have been more extensively studied than HIF-3 and have been shown to have 

unique target genes [123]. HIF-1 has been found to be ubiquitously expressed whilst 

HIF-2 expression is more tissue specific. This study focussed on regulation of HIF-1 

due to its ubiquitous expression and extensive prior research compared to HIF-2 or 

HIF-3.  
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Figure 1.13. Schematic representation of HIF-1α regulation in response to oxygen 

availability. Under normoxic (normal oxygen availability) conditions HIF-1α is 

hydroxylated by FIH, which prevents binding to the p300 co-activator to inhibit HIF-1 

activity, and PHD enzymes. Hydroxylation of conserved prolines by PHD enzymes 

promoted binding by VHL ubiquitin ligase complex. This leads to ubiquitination and 

subsequent proteosomal degradation of HIF-1α. Under hypoxic conditions HIF-1α is 

not hydroxylated and so can dimerise with HIF-1β activate its target genes. 

 

Hydroxylation of HIF-1α is catalysed by the non-heme Fe(II) and 2-oxoglutarate (2-

OG) dependent oxygenases PHD 1,2 and 3 and Factor Inhibiting HIF-1α (FIH). 

These enzymes use O2 and 2-OG to form a reactive Fe(IV)-oxo species, as well as 
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CO2 and succinate as by-products [124]. The Fe(IV)-oxo species can then abstract a 

hydrogen from the substrate to form a substrate radical which can then form the 

hydroxylated product. FIH hydroxylates HIF-1α N803 which is thought to inhibit HIF-1 

by preventing the interaction of the HIF-1α C-terminal transactivation domain with the 

p300 coactivator [125, 126]. The HIF-1α N-terminal transactivation domain was 

found to be able to activate expression of target genes in splice variants lacking the 

C-terminal transactivation domain, suggesting that FIH hydroxylated HIF-1α can still 

activate its target genes through its N-terminal region [127, 128]. The three PHD 

enzymes hydroxylate two conserved prolines, P402 and P564, on HIF-1α [129, 130]. 

This hydroxylation promotes binding of HIF-1α to the VHL E3 ubiquitin ligase 

complex [131-134]. HIF-1α is then ubiquitinated and subsequently degraded by the 

proteasome. The three human PHD enzymes have all been shown to be capable of 

hydroxylating HIF-1α and have a conserved C-terminal prolyl 4-hydroxylase domain 

(Figure 1.14) [129]. The N-terminal of the human PHD enzymes is more variable. 

PHD1 contains a large, predicted to be disordered, N-terminal region. PHD2 

contains a MYND domain in an otherwise predicted to be disordered N-terminal 

region and PHD3 is mostly limited to the catalytic prolyl 4-hydroxylase domain 

(Figure 1.14).  

 

 

Figure 1.14. Cartoon representation of the domain composition of PHD1,2 and 3. 

Domain positions were taken from the Pfam database [66]. 

 

PHD1, 2 and 3 were seen to contribute differently towards the hydroxylation of 

different HIF subunits, with PHD1 preferentially hydroxylating HIF-2α  and PHD2 
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preferentially hydroxylating HIF-1α under normoxic conditions [122]. PHD3 was 

found to contribute more to HIF-1α and HIF-2α hydroxylation under hypoxic 

conditions, where some level of HIF-1α hydroxylation still occurs [122]. These results 

as well as the differential expression seen for the PHD enzymes indicate different 

roles for PHD1, 2 and 3. The current consensus points to PHD2 as the primary 

oxygen sensor of the cell [127]. Berra et al. (2003) found siRNA induced silencing of 

PHD1 and 3 had no effect on HIF-1α stability whereas silencing of PHD2 led to 

activation of HIF-1 [127]. Germ-line deletion of PHD2 in mice lead to embryonic 

lethality whereas, PHD1-/- and PHD3-/- mice remained viable [135]. Hydroxylation of 

either of the HIF-1α oxygen defgradation domains (ODD) allows for binding of VHL 

[134]. VHL acts as the recognition component of a ubiquitin ligase complex 

containing Elongin B, Elongin C and Cul-2. VHL binding triggers ubiquitination and 

subsequent degradation of HIF-1α and HIF-2α. The interactions of both PHD2 and 

VHL with HIF-1α have been extensively characterised both structurally and 

biophysically [136-139]. Crystal structures of PHD2 without substrate or in complex 

with HIF-1α C-terminal ODD (CODD) or N-terminal ODD (NODD) are available and 

revealed a common binding site for the two ODDs (Figure 1.15B) [136, 140]. Crystal 

structures of PHD2 in complex with inhibitors also demonstrated the presence of 

open and closed conformations of PHD2 (Figure 1.15A) which are believed to be 

important in determining the substrate specificity of PHD enzymes [136]. Given that 

LIMD1 also binds to PHD2 it is important to consider the complexes of PHD2 and 

what these could mean for recognition of LIMD1. If LIMD1 binds to the substrate 

binding site of PHD2 it may be in competition with HIF-1α. Alternatively, LIMD1 may 

bind preferentially to the open or closed conformation of PHD2 leading to allosteric 

regulation of LIMD1 binding by HIF-1α. The effect of HIF-1α binding on the 

interaction between LIMD1 and PHD2 is investigated in this study. 
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Figure 1.15. A. Crystal structures of PHD2 in complex with HIF-1α CODD (Green) 

and inhibitors showing the ‘open’ (orange) and ‘closed’ (blue) conformations of 

PHD2. PBD codes: 3HQU and 3HQR [136]. B. crystal structures of PHD2 (blue) 

bound to both HIF-1α CODD (green) and NODD (red). PDB codes: 5L9B and 5L9V 

[140]. 
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Analysis of the effect of 2-OG on HIF-1α binding by PHD2 revealed 2-OG hindered 

binding of hydroxylated HIF-1α but not un-hydroxylated HIF-1α [137]. This may be a 

mechanism to prevent product inhibition of PHD2 and could also lead to inhibition of 

HIF-1α degradation by PHD2 binding when 2-OG is limiting. VHL was successfully 

crystallised with HIF-1α CODD and revealed that the hydroxyproline was essential in 

the formation of the complex with 96% of its accessible surface area buried in the 

complex (Figure 1.16) [138]. Extensive work has focussed on targeting the 

interaction of VHL with HIF-1α using small molecules which has provided a potential 

route for the development of new drugs to treat ischemic diseases [139]. 

 

 

Figure 1.16. Crystal structure of the VHL (orange), Elongin B (blue), Elongin C (gold) 

complex bound to a peptide of the HIF-1α CODD (green). A zoom in of the 

hydroxyproline binding site is given with VHL residues within 4 Å of the HIF-1α 

CODD hydroxyproline shown. Close interactions of the hydroxyproline hydroxyl 

group with S111 and H115 on VHL are also indicated. PBD code: 1ML8 [138]. 
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Several proteins have been implicated in scaffolding of PHD2 and VHL to enhance 

HIF-1α degradation [141]. Phospholipase D1 (PDL1) and phospholipase D2 (PDL2) 

have been shown, through in vitro pull-down assays and co-immunoprecipitations, to 

interact directly with VHL, PHD2 and HIF-1α [142, 143]. However, overexpression of 

PDL1 or 2 in cancer cells led to increased levels of HIF-1α due to the production of 

phosphatidic acid by the enzymatic activity of PDL which lead to mammalian target 

of rapamycin (mTOR) inducing HIF-1α expression [143, 144]. The A kinase anchor 

protein mAKAP was seen to co-precipitate HIF-1α, PHD2, PHD3, and VHL and 

expression of mAKAP was consistent with lower HIF-1α levels under normoxic 

conditions [145]. This suggested a likely scaffolding role for mAKAP in VHL mediated 

HIF-1α regulation. Interestingly mAKAP appears to enhance HIF-1α activity in 

hypoxic conditions, likely by localising HIF-1α in the nucleus, close to its site of 

action [145]. Another A kinase anchor protein AKAP12 was also suggested to 

function as a hypoxic scaffold and was shown to increase the association of HIF-1α 

with VHL and PHD2 [146]. Of the PHD2:VHL scaffolds mentioned above, none have 

been shown to consistently reduce HIF-1α levels under both normoxic and hypoxic 

conditions. The LAW family of LIM domain scaffold proteins have been shown to fill 

this role [24]. 

 

1.8. LIMD1 is a Key Regulator of Hypoxic Signalling 

Foxler et al. (2012) proposed a role for the LIMD1 scaffold protein as a PHD2, VHL 

scaffold protein [24]. It was demonstrated that the three LAW proteins were all able 

to bind to VHL but had different affinities for the different PHD proteins, with LIMD1 

being the only LAW protein able to bind PHD1,2 and 3 whilst WTIP and AJUBA were 

only able to bind to PHD1 and 3. This difference in affinity may allow for LAW 

proteins to regulate PHD utilisation. As PHD2 is thought to be the primary oxygen 

sensor of the cell, LIMD1 was focused on as a more likely disease relevant protein 

than WTIP or AJUBA in this system [127]. LIMD1 co-immunoprecipitated with PHD2 

and VHL and all three proteins were seen in the same fraction in a sucrose gradient 

of HEK293 cell extracts providing evidence for a PHD2-LIMD1-VHL complex [24]. 

Blots against HIF-1α in the sucrose gradient were not shown and so it is not known 

whether HIF-1α was also present in this complex. Overexpression of LIMD1 was 
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seen to result in increased HIF-1α ubiquitination, demonstrating that LIMD1 is 

important for VHL mediated HIF-1α regulation. LIMD1 scaffolding was seen to be 

important in both normoxic and hypoxic conditions, with LIMD1 depletions leading to 

increased HIF-1α stabilisation in both conditions. It was also observed that LIMD1 

depletion led to an inhibition of HIF-1α degradation after reoxygenation. This 

suggested a potential role in LIMD1 scaffolding for chronic hypoxia and recovery 

from hypoxia, which could also explain the purpose of upregulation of LIMD1 

expression by HIF-1α [147]. Co-immunoprecipitations with LIMD1 truncations 

showed that a LIMD1Δ186-220 mutant was unable to bind PHD2 whilst a 

LIMD1Δ239-260 mutant retained the ability to bind PHD2 leading to an inferred 

PHD2 binding region of LIMD1 186-239. Additionally, a LIMD1ΔLIM2 mutant was 

shown to be unable to bind VHL. These results indicated that PHD2 binds to the pre-

LIM region of LIMD1 whilst VHL binds to LIM2 of LIMD1 (Figure 7.17). 

 

 

Figure 1.17. Schematic representation of LIMD1 regions essential for binding to 

PHD2 and VHL. A LIMD1Δ186-260 mutant was unable to bind to PHD2 whilst a 

LIMD1Δ239-260 retained the ability to bind PHD2 leading to an inferred PHD2 

binding region of LIMD1 187-239. A LIMD1ΔLIM2 mutant was shown to be unable to 

bind VHL. 

 

Further investigation of the system revealed that LIMD1 expression is induced by 

HIF-1 in a negative feedback loop [147]. Under hypoxic conditions, HIF-1 induces 

expression of LIMD1 which then enables efficient degradation of HIF-1α under 

hypoxic conditions. Female SCID-beige mice were subcutaneously injected with 
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either wild type A549 lung cancer epithelial cells or A549 cells with ablation of 

hypoxic response elements (HRE) in the LIMD1 promotor sequence. Ablation of 

HRE in the LIMD1 promoter was seen to increase tumour vascularity and growth 

providing further evidence for the importance of this system in chronic hypoxia and 

additional explanation for the tumour supressing activity of LIMD1 [147]. Verification 

that loss of LIMD1 had no effect on HIF-1α mRNA levels confirmed that this activity 

was not due to the role of LIMD1 in miRNA mediated silencing [147]. Evidence 

points to a role for LIMD1 in HIF-1α regulation by scaffolding PHD2 and VHL in order 

to increase their local concentration, and thus signalling efficiency, to aid in HIF-1α 

degradation [24]. It also appears that this system is of particular importance under 

chronic hypoxic conditions, such as is found in many cancers, in order to prevent 

pathological dysregulation of the HIF-1 system [147]. Rho-related BTB domain-

containing protein 3 (RHOBTB3) has been suggested to act as a LIMD1-PHD2-VHL 

scaffold [148]. It was demonstrated that RHOBTB3 reduced HIF-1α abundance, 

enhanced HIF-1α hydroxylation and was seen to co-immunoprecipitate with VHL, 

PHD2 and LIMD1. Direct interaction of RHOBTB3 with the individual proteins was 

not confirmed and the association of RHOBTB3 with CUL3-ubiquitin ligase 

complexes suggests that RHOBTB3 may be more likely to facilitate HIF degradation 

though interactions with the VHL ubiquitin ligase complex rather than scaffolding of 

PHD, VHL and LIMD1 [148, 149]. It was also claimed, based on co-

immunoprecipitations of RHOBTB3 and LIMD1, that RHOBTB3 formed a 

heterodimer with LIMD1 despite no evidence for the oligomeric state of the 

interaction or confirmation that the proteins interact directly [148]. Due to the lack of 

confidence in the role of RHOBTB3, this protein was not included in this thesis. 

 

Part of the work presented in this thesis investigates the structural and biophysical 

nature of the protein:protein interactions of LIMD1 with PHD2 and VHL. Elucidation 

of the oligomeric states, binding regions, binding energies, and structures of the 

protein interactions was attempted. Investigation of the interaction between the 

second LIM domain of LIMD1 and VHL was caried out in order to inform on both the 

role of LIMD1 in hypoxic signalling and general mechanisms of LIM domain binding 

to structured partners. The interaction of the pre-LIM region of LIMD1 with PHD2 

was also investigated in the presence and absence of HIF-1α CODD in order to 
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confirm that LIMD1 acts via a scaffolding mechanism and to provide insight into the 

mode of recognition of the disordered pre-LIM region of LIMD1 despite the low 

sequence conservation in this region between the LAW proteins. Additionally, the 

effect of LIMD1 on the activity of PHD2 was investigated to evaluate the potential of 

LIMD1 to modulate the enzymatic activity of PHD2. Determining if LIMD1 is able to 

directly impact the enzymatic activity of PHD2 will help to support or question the 

proposed role of LIMD1 as a scaffold protein. It is hoped that this work can inform 

future hypoxia-targeted therapies and investigations into this pathway.  

 

1.9. NMR Spectroscopy is a Powerful Tool to Study the Structural 

Biology and Biophysics of Scaffold Proteins 

The activity of scaffold proteins is governed primarily through the protein:protein 

interactions they form with their partner proteins. Understanding the structural 

biology and biophysical nature of these interactions is therefore essential to 

understand, and thus target, scaffold protein biochemistry. The highly flexible, 

disordered regions commonly featured in scaffold proteins make structural studies of 

these regions in the unbound state impossible by x-ray crystallography or cryo-EM. 

Even where these regions fold upon binding to a partner protein, the dynamic nature 

of the interaction, and the individual proteins, often prevents crystal formation and 

can lead to poorly populated classes in cryo-EM. Additionally, scaffold proteins often 

feature low-affinity interactions with their partner proteins (Kd > ~1 µM). These low-

affinity interactions are more challenging to study in vitro, with approaches such as 

pull-down assays often failing to capture the interaction. The equilibrium between 

bound and unbound states for low-affinity complexes can also prevent crystal 

formation x-ray crystallography and can lead to a lack of observed complex for cryo-

EM analysis. This difficulty has led to a dearth of structures of lower affinity 

interactions available on the PDB [43].  

 

Solution NMR spectroscopy has proven to be a powerful tool for investigation of both 

IDPs [150-154] and low affinity interactions [43, 155, 156]. These factors make NMR 

spectroscopy a key technique for the study of scaffold protein structure and 
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biophysics. The highly dynamic internal motions in IDPs can result in an improved 

signal-to-noise ratio compared to folded proteins [157]. Despite the potential 

improvement in the signal-to-noise ratio associated with IDPs over folded proteins, 

several factors make analysis of IDPs by NMR more challenging. The position of 

peaks in NMR spectra, known as the chemical shift, is determined by the chemical 

environment of the observed nucleus. In disordered proteins the majority of residues 

will be solvent exposed, and any local structure is averaged by conformational 

dynamics. Together, these factors mean that nuclei in an IDP tend to experience 

similar chemical environments compared to the conditions of a folded protein. This 

similarity in the chemical environment across the IDP leads to a more narrow 

distribution of signals from backbone nuclei which can lead to a large number of 

overlapping peaks which can in turn be difficult to resolve. Additionally, NMR 

analysis of proteins often relies on observation of the backbone N-H atoms. As IDPs 

are often enriched in proline residues, which lack N-H groups, the number of N-H 

groups that can be observed can be severely reduced in IDPs compared to folded 

proteins, which do not have the same enrichment. The exquisite sensitivity of 

chemical shift to changes in local environment makes NMR spectroscopy well suited 

to the study of low affinity interactions [156].  

 

This study utilised solution NMR spectroscopy as the primary technique to study the 

protein:protein interactions of the LIMD1 scaffold protein. Work was also carried out 

to develop methods to aid in the study of protein structure by NMR spectroscopy. 

This involved combining specific isotopic unlabelling approaches with filtered/edited 

NOESY (nuclear Overhauser effect spectroscopy) experiments to reduce the 

spectral complexity/overlap of NOESY spectra and to provide residue type 

assignments for structure calculations. More detail on this approach is presented in 

section 5.1 
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1.10. Aims 

LIMD1 scaffolding has been shown to be essential for correct regulation of HIF-1α in 

the hypoxic signalling pathway, and miRISC formation in miRNA mediated silencing 

[24, 25]. Current work on LIMD1 has largely focussed on determining its role in 

various signalling pathways and disease. This project focussed on uncovering the 

structural biology and biophysics of the interactions of the LIMD1 scaffold with its 

partner proteins in miRNA mediated silencing and hypoxic signalling pathways. 

LIMD1 has been identified as a target for cancer therapies, demonstrating the 

potential value in being able to develop additional LIMD1 targeted therapies [73, 74, 

158]. More in depth analysis of the protein:protein interactions made by LIMD1 may 

aid in the development of these therapies. Specific targeting of the interaction 

between LIMD1 and PHD2 or VHL could also be valuable for the treatment of 

ischemic diseases. The investigation of the protein:protein interactions carried out 

here provides case studies to support the use of solution NMR in the study of 

challenging systems such as these.  

 

The pre-LIM regions of LIMD1, WTIP and AJUBA are all predicted to be disordered 

and have low sequence similarity (Figure 1.7). Despite this, the similarity in the 

functions and protein binding partners of the LAW proteins in both miRNA mediated 

silencing and hypoxic signalling require specific recognition of protein partners by the 

pre-LIM regions [24, 25]. In addition to this, the differences in specificity seen for 

AGO and PHD enzymes by the pre-LIM regions require a high degree of specificity. 

Investigating the interactions of the LIMD1 pre-LIM region with both AGO2 and 

PHD2 was attempted in order to provide more information on how this specificity 

could be achieved in the absence of sequence or structural conservation.  

 

Analysis of the available structures of LIM domains bound to partner proteins (Figure 

1.3) revealed distinct binding faces on the LIM domains for linear and folded partner 

proteins. As the LIM domain region of LIMD1 is able to bind to both structured VHL 

and disordered TNRC6A, investigation of the structure of these interactions would 

contribute significantly to our understanding of LIM domain partner recognition [25]. 
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For this reason, and to contribute to our understanding of the role of LIMD1 in 

miRNA mediated silencing and hypoxic signalling, work was carried out to attempt to 

identify the binding mode of the LIMD1 LIM domains to both VHL and TNRC6A. 

 

LIMD1 has been proposed to function as a scaffold protein to facilitate the 

hydroxylation and ubiquitination of HIF-1α through binding to and co-localising PHD 

and VHL proteins [24, 147]. It is however also possible that LIMD1 facilitates HIF-1α 

degradation though direct modulation of the activity of its partner proteins, either 

instead of or in addition to its scaffolding activity. In order to investigate this the effect 

of LIMD1 on the enzymatic activity of PHD2 was investigated. This will help to better 

understand the role of LIMD1 in hypoxic signalling. Any scaffolding ability of LIMD1 

is reliant on recruitment of its partner proteins. In order to better understand and 

model the scaffolding activity of LIMD1 it is necessary to determine the oligomeric 

state of the interaction formed between LIMD1 and its partner proteins. LIMD1 has 

also been suggested to homodimerize [148].This study aimed to elucidate the 

oligomeric states of the complexes formed by LIMD1 in both hypoxic signalling and 

miRNA mediated silencing. This would provide valuable insights into the nature of 

these complexes and allow for better modelling of the systems of interest.  

 

This project also involved the development of solution NMR methods to probe 

protein structure. It is hoped that this will aid similar studies of proteins by solution 

NMR spectroscopy. Specific isotope unlabelling was combined with filtered/edited 

NOESY experiments in order to simplify the resulting NOESY spectra and to provide 

residue type assignments to aid automatic resonance assignment pipelines. More 

information on this work is presented in chapter 5. It is hoped that this work provides 

an additional tool to aid protein structure analysis by NMR spectroscopy. 
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The aims of this project were to: 

• Uncover the structural determinants of the disordered LIMD1 pre-LIM binding 

to AGO2 

• Determine the mode of recognition of the LIMD1 LIM domains for binding to 

TNRC6A and VHL to improve understanding of LIM domain function 

• Investigate the structural biology of the LIMD1:PHD2 interface in the absence 

and presence of HIF-1α 

• Investigate the effect of LIMD1 on the enzymatic activity of PHD2 

• Determine the oligomeric state of LIMD1 complexes 

• Develop and test methods to aid in structural studies of proteins by NMR 

spectroscopy by combining specific isotope unlabelling with filtered/edited 

NOESY experiments 
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2. Materials and Methods 

 

2.1. Protein production 

An overview of the protein expression vectors used in this thesis is given in Tables 

2.1-2.4. 
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Table 2.1. Table of proteins and associated vectors used for protein production. The 

protein tags and vector source are also indicted. ORF= Open Reading Frame, MBP 

= Maltose Binding Protein. 

Protein Vector backbone Tags Source 

LIM1 (LIMD1 467-

529) 

pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 

LIM2 (LIMD1 532-

594) 

pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 

LIM3 (LIMD1 595-

669) 

pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 

LIM12 (LIMD1 

467-594) 

pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 

LIM123 (LIMD1 

467-669) 

pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 

LIM123-His6 pETFPP_2 His6-MBP-

3cProtease-

ORF-His6 

Mutagenesis of 

LIM123 vector 

TNRC6A 1-883 pETFPP_2 His6-MBP-

3cProtease-ORF 

Purchased from 

York technology 

facility 
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Table 2.2. Continuation of Table 2.1 showing proteins and associated vectors used 

for protein production. The protein tags and vector source are also indicted. ORF= 

Open Reading Frame, MBP = Maltose Binding Protein. 

Protein Vector backbone Tags Source 

TNRC6A 157-883 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 1-883 

vector by former 

Lab member 

TNRC6A 301-883 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 1-883 

vector by former 

Lab member 

TNRC6A 544-883 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 1-883 

vector by former 

Lab member 

TNRC6A 1-202 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 1-883 

vector  

TNRC6A 157-408 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 157-883 

vector 

TNRC6A 301-573 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 301-883 

vector 

TNRC6A 544-787 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 544-883 

vector 

TNRC6A 720-883 pETFPP_2 His6-MBP-

3cProtease-ORF 

Mutagenesis of 

TNRC6A 1-883 

vector by former 

Lab member 
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Table 2.3. Continuation of Table 2.1 and 2.2 showing proteins and associated 

vectors used for protein production. The protein tags and vector source are also 

indicted. ORF= Open Reading Frame, MBP = Maltose Binding Protein 

Protein Vector 

backbone 

Tags Source 

LIMD1 110-166 pETFPP_2 His6-MBP-

3cProtease-ORF 

Produced by York 

Biosciences Technology 

Facility (BTF) 

LIM12-

TNRC6A715-739 

pET28a His6-thrombin-MBP-

3cProtease-ORF 

Purchased from 

GenScript Biotech 

AGO2 S387D, 
S824A, S828D, 
S831D, and 
S834A 

pFastBacHT-

A 

His6-TEV-ORF Gifted by Prof. Ian 

MacRae (Scripps 

Institute USA) 

VHL 54-213 and 

Elongin B 

pGEX-4T-3 GST-thrombin-VHL 

& Elongin B 

Gifted by Sir Peter 

Radcliffe (Francis Crick 

Institute) 

Elongin C 17-112 pBB75 - Gifted by Sir Peter 

Radcliffe (Francis Crick 

Institute) 

Full length PHD2 pETFPP_1 His6-3cProtease-

ORF 

Produced by York 

Biosciences Technology 

Facility (BTF) 

PHD2 181-426 pETFPP_1 His6-3cProtease-

ORF 

Produced by York 

Biosciences Technology 

Facility (BTF) 

LIMD1 65-260 pETFPP_2 His6-MBP-

3cProtease-ORF 

Produced by York 

Biosciences Technology 

Facility (BTF) 

LIMD1 160-300 pETFPP_2 His6-MBP-

3cProtease-ORF 

Produced by York 

Biosciences Technology 

Facility (BTF) 
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Table 2.4. Continuation of Table 2.1, 2.2 and 2.3 showing proteins and associated 

vectors used for protein production. The protein tags and vector source are also 

indicted. ORF= Open Reading Frame, MBP = Maltose Binding Protein 

 

  

Protein Vector backbone Tags Source 

LIMD1 166-260 pETFPP_2 His6-MBP-

3cProtease-ORF 

Gene purchased 

from GenScript 

Biotech and 

cloned into 

pETFPP_2 

SHIRT-R3 pETFPP_1 His6-3cProtease-

ORF 

Generated by 

former Lab 

member 

SasYr pETFPP_1 His6-3cProtease-

ORF 

Generated by 

another lab 

member 
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2.1.1. Producing the LIMD1 166-260 Expression Vector 

A codon optimised gene for expression of residues 166-260 of human LIMD1 

(UniProt Code: Q9UGP4) in E. coli was purchased from Integrated DNA 

Technologies and cloned into the pETFPP_2 vector using In-Fusion cloning (Takara 

Bio). Primers were designed to amplify the insert with the addition of overhangs 

complimentary to overhangs in the linearised vector. The primers were purchased 

from Sigma-Aldrich.  

 

Primers 

Forward: 5’-TCCAGGGACCAGCAATGCCCTGCGAAGATCCATC-3’ 

Reverse: 5’-TGAGGAGAAGGCGCGTTAGGTCGGTTTCTCGGAG-3’ 

 

The insert was amplified by PCR using the PCR mix in table 2.5 and the PCR 

program in table 2.6 

 

Table 2.5. PCR mix components for the amplification of the LIMD1 166-260 gene 

Component Volume 

10X Buffer for KOD Hot Start DNA 

Polymerase 

5 µL 

25 mM MgSO4 3 µL 

dNTPs (2 mM each) 5 µL 

Forward primer (10 µM) 1.5 µL 

Reverse primer (10 µM) 1.5 µL 

LIMD1 166-260 insert (10 ng/µL) 1µL 

DMSO 1 µL 

KOD Hot Start DNA Polymerase (1 

U/µl) 

1 µL 

Pure water 31 µL 
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Table 2.6. PCR steps for the amplification of the LIMD1 166-260 gene 

Step Temp and time 

1.Initial denature  95°C for 2 min 

2.Denature 95°C for 20 s 

3.Annealing 57°C for 10 s 

4.Extension  70°C for 4 s 

Repeat steps 2-4 30 cycles 

Cool 10°C 

 

The PCR product was run on a 1% agarose gel containing sybr-safe. The band for 

the insert was excised and the DNA was extracted using a Monarch DNA Gel 

Extraction Kit. The In-Fusion reaction was carried out using 100 ng of both the PCR 

amplified insert and linearised vector with 2 µL 5x In-Fusion HD Enzyme Premix in a 

total of 10 µL. The reaction was incubated at 50°C for 15 min and then cooled on ice. 

1 µL of the reaction was used to transform 50 µL DH5α competent cells. 

 

The transformed cells were grown on an LB agar plate containing 50 µg/mL 

kanamycin. One colony was used to inoculate 10 mL LB media containing 50 µg/mL 

kanamycin. The culture was grown overnight at 37ºC. DNA was extracted from the 

culture using a QIAprep spin Miniprep kit and the DNA was sent for sequencing by 

Eurofins Genomics. Sequencing using t7 forward and reverse primers confirmed the 

insert was successfully cloned into the vector.  

 

2.1.2. Mutagenesis 

In order to narrow down the binding site of LIMD1 on TNRC6A, and to allow for 

higher purity than could be achieved for TNRC6A 1-883, overlapping constructs 

spanning the AGO-binding domain of TNRC6A were produced. TNRC6A 1-202, 157-

408, 301-573 and 544-787 constructs were generated by introducing stop codons 

into constructs of TNRC6A produced by previous lab members (TNRC6A 1-883, 1-
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157, 1-301 or 544-883. Stop codons were introduced using a Quikchange Lightning 

kit with the following primers:  

 

1-202 

Forward: 5' GACTGGACCAAATAACTAGTAGACTACTAACTTTATGAC 3' 

Reverse: 5' GTCATAAAGTTAGTAGTCTACTAGTTATTTGGTCCAGTC 3' 

 

157-408 

Forward: 5' CAAATGAGCAAAGCAGTTAATAAGTGTGGGCCAAAACAGG 3' 

Reverse: 5' CCTGTTTTGGCCCACACTTATTAACTGCTTTGCTCATTTG 3' 

 

301-573 

Forward: 5' GCAAAGAGGAGAAGTAATAAGCTGCATGGAATGAC 3' 

Reverse: 5' GTCATTCCATGCAGCTTATTACTTCTCCTCTTTGC 3' 

 

544-787 

Forward: 5' CAAGCACAGGTACATTAATAACAGCTGCTAACGCC 3' 

Reverse: 5' GGCGTTAGCAGCTGTTATTAATGTACCTGTGCTTG 3' 

 

In order to remove the N-terminal His6-MBP tag on LIM123 whilst still retaining a His6 

tag for pull down experiments an additional C-terminal His6 tag was inserted into the 

expression vector using a Quikchange Lightning mutagenesis kit. The newly 

generated construct was named LIM123His6. These primers allow for an 18 

nucleotide insertion that code for a His6 tag at the C-terminal of the protein. The 

resulting construct consists of an N-terminal His6-MBP tag with a 3C protease 

cleavage site, followed by the three LIM domains of LIMD1 and a C-terminal His6 

tag. 
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LIM123 His6 inserttion mutagenesis primers: 

Forward: 5’ GACCCTCATCTACAGGTAGCCATCACCATCATTAACGCGCCTTCTC 

3’ 

Reverse: 5’ GAGAAGGCGCGTTAATGATGGTGATGGTGATGGCTACCTGTAGAT-

GAGGGTC 3’ 

 

PCR reactions were set up according to the Quikchange lightning protocol (Table 

2.8) and run using the steps in Table 2.7.  

 

Table 2.7. Temperatures and times for steps in the PCR program for TNRC6A 

mutagenesis 

Step Temp and time 

1.Initial denature  95°C for 2 min 

2.Denature 95°C for 20 s 

3.Annealing 60°C for 10 s 

4.Extension  68°C for 4.6 min for 1-202 and 151-408 

4.15 min for 301-573 and 544-787 

Or 4.3 min for LIM123His 

Repeat steps 2-4 18 cycles 

Final extension 68°C for 5 min 
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Table 2.8. PCR mix components for QuikChange Lighting mutagenesis 

Component Volume 

10x reaction Buffer  5 µL 

dNTP mix 1 µL 

Forward primer (5 µM) 0.75 µL 

Reverse primer (5 µM) 0.75 µL 

Template (50 ng/µL) 1µL 

Quiksolution reagent 1.5 µL 

QuikChange Lightning Enzyme 1 µL 

Pure water 39 µL 

 

Template DNA was then digested by Dpn1 digest, using 2 µL of Dpn1 per reaction, 

for 5 min at 37°C before the product was using to transform stellar competent E. coli. 

The transformed cells were grown on an LB agar plate containing 50 µg/mL 

kanamycin. One colony was used to inoculate 10 mL LB media containing 50 µg/mL 

kanamycin. The culture was grown overnight at 37ºC, 180 rpm. DNA was extracted 

from the culture using a QIAprep spin Miniprep kit and the DNA was sent for 

sequencing by Eurofins Genomics. Sequencing using t7 forward and reverse primers 

confirmed successful incorporation of the mutations.  

2.1.3. Expression of unlabelled LIMD1, PHD2 and TNRC6A proteins 

Expression plasmids (Table 2.1-2.4) were used to transform BL21 (DE3) E. coli. 1 µL 

of plasmid DNA was added to 50 µL of BL21 (DE3) and incubated on ice for 15 min. 

The cells were then heat shocked at 42°C for 10 s before incubation on ice for 5 min. 

150 µL LB media was added and cells were grown for 1 h before being spread onto 

an LB/agar plate containing 50 µg/mL kanamycin. The plate was incubated at 37°C 

overnight. 5-10 colonies from the selection plate were used to inoculate 10 mL of LB 

media with 50 µg/mL kanamycin. This was grown at 37ºC 180 rpm overnight. The 10 

mL culture was then used to inoculate 1 L LB media containing 50 µg/mL kanamycin. 

The 1 L culture was then grown at 37°C, 180 rpm to an OD600 of 0.8 before 

expression was induced by addition of 0.1 mM IPTG. Protein expression was carried 
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out at 20°C, 180 rpm for 18-20 h. Cells were then pelleted by centrifugation at 5000 x 

g for 20 min. 

 

2.1.4. Expression of uniformly isotope labelled protein 

Uniform isotope labelling was achieved by expressing the protein of interest in 

isotopically enriched M9 media (Table 2.9). Expression plasmids (Table 2.1-2.4) 

were used to transform BL21 (DE3) E. coli. 1 µL of plasmid DNA was added to 50 µL 

of BL21 (DE3) and incubated on ice for 15 min. The cells were then heat shocked at 

42°C for 10 s before incubation on ice for 5 min. 150 µL LB media was added and 

cells were grown for 1 h before being spread onto an LB/agar plate containing 50 

µg/mL kanamycin. The plate was incubated at 37°C overnight. 10 mL LB containing 

50 µg/mL kanamycin was inoculated with 5-10 colonies from the selection plate. This 

culture was grown at 37°C, 180 rpm for 5 h. The 10 mL culture was then used to 

inoculate a 50 mL M9 culture to a starting OD600 of 0.05. The 50 mL culture was then 

grown overnight at 37°C, 180 rpm before being used to inoculate a 1 L culture at a 

starting OD600 of 0.05. This culture was grown to OD600 of 0.8 before expression was 

induced by addition IPTG to a final concentration of 0.1 mM. Expression was carried 

out at 20°C 180 rpm for 18-20 h. Cells were pelleted by centrifugation at 5000 × g for 

20 min. 
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Table 2.9. Recipe for 1 L of M9 media as used to produce uniformly isotope labelled 

proteins. 

Component Quantity for 1 L M9 

Na2HPO4 6 g 

KH2PO4 3 g 

NaCl 0.5 g 

NH4Cl (U-[15N] for 15N labelling) 1 g 

D-Glucose 20 % (w/v) (U-[13C] for 13C labelling) 10 mL 

MgSO4 1 mL 

Metal stock (FeCl3 (50 mM), ZnSO4 (50 mM), CaCl2 

(100 mM), CuSO4 (10 mM), MnCl2 (100 mM)) 

1 mL 

Kanamycin 50 mg/mL 1 mL 

MEM vitamin solution 10 mL 

 

2.1.5. AGO2 Expression 

Expression of full length AGO2 featuring S387D, S824A, S828D, S831D, and S834A 

mutations was achieved using a Bac-to-Bac system. The AGO2 gene in the 

pFastBac HT A vector was gifted by Prof. Ian MacRae (Scripps Institute, USA) and 

allowed for expression of AGO2 with an N-terminal His6-tag for purification. The 

plasmid was used to transform max efficiency DH10Bac competent cells which were 

streaked onto 10 µg/mL Gentamycin, 12 µg/mL Tetracyclin, 50 µg/mL Kanamycin, 1 

mM IPTG, 100 µg/mL (in DMSO) X-gal LB-agar plates. IPTG is included to induce 

expression of LacZ which encodes for β-galactosidase which is required for blue-

white screening. Plates were grown for 30 h at 37 °C. White colonies were re-

streaked onto fresh plates and grown for an additional 30 h at 37°C. White colonies 

from the re-streaked plates were grown in 5 mL LB media with 50 µg/mL Kanamycin 

overnight at 37°C, 180 rpm. Cells were pelleted and lysed using buffers P1, P2 and 

N3 from a Qiagen miniprep kit. The supernatant was treated with 1:1 isopropanol to 

precipitate bacmid. The bacmid pellet was then washed twice with 70% ethanol 

before dissolving in 20 µL sterile water. 200 µL of insect cell media was then added 

to the bacmid. 100 µL of insect cell media was mixed with 10 µL FuGene and this 
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was added to the bacmid solution. In a six well plate 0.5-0.75 M SF9 cells in 2 mL 

and 150 µL of the bacmid mixture was added to each well. The plate was stored at 

28°C for 72 h. The media was taken and used as V0 viral stock. A 50 mL culture of 

SF9 cells at 0.5 Mcells/mL was infected by addition of 100 µL V0 and left for 72 h 

before centrifugation at 100 rpm for 30 min. The supernatant was then taken and 

used as V1 viral stock.  

 

Expression of AGO2 was optimised by infecting 20 mL cultures of SF9 cells by 

addition of 100 µL 500 µL or 1000 µL of V1 and taking samples at 48, 92 and 76 h 

post infection. Protein production of each sample was then determined by western 

blotting.  

 

2.1.6. Purification of LIMD1, PHD2 and TNRC6A proteins 

For purifications cells were first resuspended in lysis buffer (50 mM Tris, 300 mM 

NaCl, 25 mM imidazole, 0.5 mM TCEP, pH 7.5) and lysed by sonication or using a 

cell disruptor. The lysate was centrifuged at 18000 rpm for 20 min. The supernatant 

was loaded onto a 5 mL HisTrap column and eluted with an imidazole gradient of 25 

mM to 300 mM over 20 column volumes using an AKTA FPLC system. For tag 

cleavage HRV-3C protease (purchased from York technology facility) was added in a 

1:50 w/w protease:protein ratio and the protein was dialysed against low imidazole 

buffer (50 mM Tris, 300 mM NaCl, 25 mM imidazole, 0.5 mM TCEP, pH 7.5) 

overnight at 4ºC. The sample was then passed through a HisTrap column to remove 

cleaved tag, uncleaved protein and protease. LIM123 samples were not subjected to 

additional purification steps. For all other proteins, the samples were then 

concentrated using amicon ultra centrifugal filters and purified by size exclusion 

chromatography using a HiLoad 26/600 or 16/600 Superdex 75 pg column or, for 

TNRC6A 1-883 and full length PHD2, a HiLoad 16/600 Superdex 200 pg column 

using an AKTA FPLC system. 
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2.1.7. Production of the VHL:ElonginB:ElonginC Complex 

VHL 54-213 and Full length ElonginB were in the pGEX-4T-3 and ElonginC 17-112 

in pBB75 were kindly gifted by Sir Peter Radcliffe [159]. The VHL:ElonginB and the 

ElonginC plasmid were used to co-transform BL21 (DE3) E. coli cells. 1 µL of each 

plasmid was added to 50 µL BL21 (DE3) and incubated on ice for 15 min before heat 

shock at 42°C for 10 s. The cells were then incubated on ice for 5 min before 

addition of 150 µL LB media. The cells were then grown at 37°C 180 rpm for 1 h 

before being spread on LB agar containing 30 µg/mL kanamycin and 100 µg/mL 

ampicillin and incubated at 37°C overnight. 5-10 colonies from the selection plate 

were used to inoculate 10 mL LB media containing 30 µg/mL kanamycin and 100 

µg/mL ampicillin. This was grown at 37°C and 180 rpm for 6 hours before being used 

to inoculate 50 mL LB media containing 30 µg/mL kanamycin and 100 µg/mL 

ampicillin to a starting OD600 of 0.1. This culture was then grown at 37°C and 180 

rpm overnight. The 50 mL culture was then used to inoculate 1L LB media containing 

30 µg/mL kanamycin and 100 µg/mL ampicillin at a starting OD600 of 0.1. The 1 L 

culture was grown at 37°C 180 rpm to OD600 of 0.8 before expression was induced 

by the addition of 0.1 mM IPTG. After induction the culture was left at 20°C 180 rpm 

for 18-20 h before being pelleted by centrifugation at 5000 x g for 20 min.  

 

Cells were resuspended in lysis buffer (50 mM Tris, 500 mM NaCl, 0.5 mM TCEP, 

pH 8) and lysed by sonication. The lysate was centrifuged at 18000 rpm for 20 min. 

The supernatent was loaded onto a 5 mL GSTrap HP column using an AKTA FPLC 

system. Protein was eluted with buffer containing 10 mM glutathione. The tag was 

cleaved by overnight incubation with human thrombin (CAS number: 9002-04-4) 

purchased from Sigma-Aldrich (1 U thrombin per 1 mg protein). Cleaved Tag and 

uncleaved protein were removed by passing the protein though a GSTrap column 

using an AKTA FPLC system. The unbound protein was then diluted 10-fold with a 

no salt buffer (50 mM Tris, 0.5 mM TCEP, pH 8) to (50 mM Tris, 50 mM NaCl, 0.5 

mM TCEP, pH 8) before being loaded onto an 8 mL source 15Q column using an 

AKTA FPLC system. The protein was then eluted with gradient of 50 mM to 1 M 

NaCl. Fractions from the elution were analysed by SDS-PAGE and fractions 

containing VHL:ElonginB:ElonginC were pooled, concentrated and run on a HiLoad 
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26/600 Superdex 200 pg column using an AKTA FPLC system. The protein purity 

was then verified by SDS-PAGE. 

 

2.1.8. Production of Methyl-labelled PHD2 

PHD2 181-426 was produced with Ileδ1, LeuproS and ValproS sites specifically 13C1H3 

labelled in an otherwise [U-2H, 12C, 15N] labelled protein. The PHD2 181-426 

expression vector was used to transform BL21 (DE3) cells which were spread onto a 

2H2O LB/agar plate containing 50 µg/mL kanamycin and grown at 37°C for 2 days. 5 

colonies from the selection plate were used to inoculate 10 mL 2H2O LB media 

containing 50 µg/mL kanamycin and this was grown at 37°C, 180 rpm for 6 h. The 10 

mL culture was then used to inoculate a 25 mL culture of 2H2O M9 media made with 

15NH4Cl and D-Glucose-1,2,3,4,5,6,6-d7 at a starting OD600 of 0.2. The 25 mL culture 

was grown overnight at 37°C, 180 rpm before being used to inoculate 250 mL 2H2O 

M9 to a starting OD600 of 0.2. The 250 mL culture was grown at 37°C, 180 rpm. 60 

mg of 2-Hydroxy-2-[13C]methyl-3-oxo-4,4,4-tri-[2H]butanoate (pro-S acetolactate-

13C) was added to label leucine and valine proS sites 1 h before induction [160]. 15 

mg of 2-ketobutyrate-4-13C,3,3-d2 was added 20 min before induction to label 

isoleucine δ1 methyl groups [161]. Once the culture had reached an OD600 of 0.8 

expression was induced by the addition of 0.1 mM IPTG. Expression was carried out 

at 20°C, 180 rpm for 18-20 h. Post expression, cells were harvested by 

centrifugation at 5000 x g for 20 min. The protein was then purified as previously 

described for the unlabelled PHD2 181-426.  

 

2.1.9. Production of Specifically Isotopically Unlabelled Protein 

Isotope labelled proteins were expressed on a 500 mL scale following the protocol 

outlines in section 2.1.4 but with unlabelling compounds added 1 h before induction. 

For SHIRT-R3 unlabelling samples the unlabelling compounds used are outlined in 

table 2.10.  
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Table 2.10. Compounds and concentrations used for specific isotope unlabelling of 

SHIRT-R3 

Unlabelling scheme Compound 1 Compound 2 

Leucine/Valine α-ketoisovalorate 120 

mg/L 

 

Leucine/Histidine 4-Methyl-2-oxopentanoate 

120 mg/L 

Histidine 400 mg/L 

Lysine Lysine 400 mg/L  

Lysine/Phenylalanine Lysine 400 mg/L Phenylpyruvate 400 

mg/L 

Tryptophan Indole 100 mg/L  

Tyrosine 800 mg/L 4-

hydroxyphenylpyuvic acid 

 

Phenylalanine Phenylpyruvate 400 mg/L  

 

For SasYr unlabelling patterns, the same quantities were used apart from for Lysine 

which showed incomplete incorporation with the SHIRT-R3 samples. Lysine was 

instead used at 800 mg/L for SasYr unlabelling rather than the 400 mg/L used for 

SHIRT-R3 unlabelling. 

 

SHIRT-R3 samples were resuspended in lysis buffer (20 mM Tris, 500 mM NaCl, 20 

mM Imidazole pH 7.5) before lysis by sonication. The lysate was clarified by 

centrifugation at 18000 rom for 20 min. The supernatant was loaded onto a 5 mL 

HisTrap HP column using an AKTA FPLC system and protein was eluted using a 

gradient from 20 mM to 500 mM imidazole over 20 column volumes. The samples 

were then concentrated and were all co-dialysed against the same NMR buffer (20 

mM sodium phosphate, 150 mM NaCl, pH 6.5). Purity was confirmed by 15% SDS-

PAGE (Appendix figure 7.23). SHIRT-R3 runs aberrantly on SDS-PAGE both in 

terms of its migration and the number of bands. The gels in appendix figure 7.23 are 
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consistent with other preparations of the same sample and 2D (1H, 15N) HSQC 

spectra confirmed a single species with the expected number and position of peaks. 

 

SasYr samples were lysed by sonication in lysis buffer (50 mM Tris, 300 mM NaCl, 

25 mM imidazole pH 8) before purification by IMAC using a 5 mL HisTrap HP column 

on an AKTA FPLC system and a gradient from 25 mM to 300 mM imidazole over 20 

column volumes. The His6 tag was cleaved overnight by incubation with HRV-3C 

protease 1:50 w/w protease:SasYr ratio and dialysed against 25 mM imidazole 

buffer. The His6, uncleaved protein and protease was removed by passing the 

sample through a 5 mL HisTrap HP column on an AKTA FPLC system. The unbound 

protein was concentrated and purified by SEC using a HiLoad Superdex 16/600 S75 

column on an AKTA FPLC system. Purity was confirmed by 18% SDS-PAGE 

(appendix figure 7.24). As per SHIRT-R3 and as expected, SasYr runs apparently on 

SDS-PAGE. The protein has been confirmed to run at these masses on SDS-PAGE 

by previous work. Samples were co-dialysed into the same buffer for NMR 

spectroscopy. 

 

2.2. Peptide Arrays 

For initial peptide array experiments, the membranes were activated in MeOH for 10 

min at RT, washed three times in TBS (50 mM Tris base, 27 mM KCl, 136 mM NaCl, 

pH 8) for 5 min. The membrane was then blocked for 1 h at room temperature with 

5% sucrose, 4% skim milk and 0.05% tween-20 in TBS. Blocking buffer was washed 

off with TBS-T (50 mM Tris base, 27 mM KCl, 136 mM NaCl, 0.05% tween-20, pH 

8). For no protein controls the membrane wash washed two more times with TBS-T 

before incubation with a mouse monoclonal anti-polyhistidine−peroxidase antibody 

(Sigma A7058) 1:120000 (v/v) for 2 h in blocking buffer. Protein sample was 

incubated at 20 µM for 4 h at room temperature in TBS-T before being washed three 

times with TBS-T for 5 min. The membrane was then incubated with a mouse 

monoclonal anti-polyhistidine−peroxidase antibody  (Sigma A7058) 1:120000 (v/v) 

for 2 h in blocking buffer. Membranes were washed three times TBS-T for 10 min 

before detection with Amersham ECL prime western blotting detection reagent.  
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For optimised peptide arrays, membranes were activated in MeOH for 10 min at RT, 

washed three times in TBS (50 mM Tris base, 27 mM KCl, 136 mM NaCl, pH 8) for 5 

min. The membrane was then blocked overnight at 4°C with 5% sucrose, 4% skim 

milk and 0.05% tween-20 in TBS. Blocking buffer was washed off with TBS-T (50 

mM Tris base, 27 mM KCl, 136 mM NaCl, 0.05% tween-20, pH 8). For negative 

controls the membrane wash washed two more times with TBS-T before incubation 

with a mouse monoclonal anti-polyhistidine−peroxidase antibody (Sigma A7058) 

1:120000 for 2 h in blocking buffer or 1:1000 (v/v) ATTO 488 Ni-NTA conjugate for 1 

h at room temperature. Protein sample was incubated at 2 µM for 4 h at room 

temperature in blocking buffer before being washed three times with TBS-T for 5 

min. The membrane was then incubated with a mouse anti-polyhistidine−peroxidase 

antibody (Sigma A7058) 1:120000 for 2 h in blocking buffer or 1:1000 (v/v) ATTO 

488 Ni-NTA conjugate for 1 h at room temperature. Membranes were washed three 

times TBS-T for 10 min before detection with Amersham ECL prime western blotting 

detection reagent or fluorescence detection.  

 

2.3. Pull Down Assays 

Initial pull downs and PHD2:LIMD1 pull downs were carried out by dispensing 45 µl 

of His mag sepharose excel bead slurry into a 1.5 mL Eppendorf. The supernatant 

was removed, and beads were resuspended in 113 µL equilibration buffer (50 mM 

Tris, 150 mM NaCl, 0.5 mM TCEP, pH 7). The supernatant was removed, and 50 μL 

of the bait protein solution was added in equilibration buffer at a final concentration of 

6 μM. This was incubated for 4 h at RT with end over end mixing. The supernatant 

was removed, and the beads were then washed with 3 x 113 µL wash buffer (50 mM 

Tris, 150 mM NaCl, 0.5 mM TCEP, 30 mM imidazole, pH 7). 50 µL of the prey 

protein was added in equilibration buffer at a final concentration of 6 µM and 

incubated for 30 min at RT with end over end mixing. The supernatant was removed 

(and saved for SDS-PAGE analysis), and the beads were washed with 3 x 113 µL 

wash buffer, the last wash was saved for SDS-PAGE analysis, before elution with 40 

µL elution buffer (50 mM Tris, 150 mM NaCl, 0.5 mM TCEP, 500 mM imidazole, pH 
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7). The results were analysed by running 16 µL of each sample on 18% SDS-PAGE 

gels 

 

To increase sensitivity, pull-down assays were run by dispensing 45 µL of His mag 

sepharose excel (Cytiva) bead slurry into a 1.5 mL Eppendorf. The supernatant was 

removed, and beads were resuspended in 113 µL equilibration buffer (50 mM Tris, 

150 mM NaCl, 0.5 mM TCEP, pH 7). The supernatant was removed, and 50 µL of 

the bait protein solution was added in equilibration buffer at a final concentration of 8 

µM. This was incubated for 4 h at RT with end over end mixing. The supernatant was 

removed, and the beads were then washed with 3 x 113 µL wash buffer (50 mM Tris, 

150 mM NaCl, 0.5 mM TCEP, 30 mM imidazole, pH 7). 50 µL of the prey protein was 

added in equilibration buffer at a final concentration of 20 µM and incubated for 30 

min at RT with end over end mixing. The supernatant was removed, and the beads 

were washed with 3 x 113 µL wash buffer, the last wash was saved for SDS-PAGE 

analysis, before elution with 3 x 45 µL elution buffer (50 mM Tris, 150 mM NaCl, 0.5 

mM TCEP, 500 mM imidazole, pH 7). 16 µL of the first elution was taken for SDS-

PAGE analysis and the rest of the elution fractions were precipitated by addition of 1 

mL ice cold acetone, centrifuged for 5 min at 14000 rpm, the supernatant was 

removed, and the pellet was resuspended in 20 µL equilibration buffer. The results 

were analysed by running 16 µL of each sample on 18% SDS-PAGE gels 

 

The AGO2 sample used for pull-down assays was gifted by Prof. Ian MacRae 

(Scripps Institute USA) and featured five mutations S387D, S824A, S828D, S831D, 

and S834A [95]. S387D should facilitate the interaction with LIMD1 by acting as a 

phosphomimetic. AGO2 pull downs were run by dispensing 20 µl of His mag 

sepharose excel bead slurry into a 1.5 mL Eppendorf. The supernatant was 

removed, and beads were resuspended in 50 µL equilibration buffer (50 mM Tris, 

150 mM NaCl, 0.5 mM TCEP, pH 7). The supernatant was removed, and 20 µL of 

the bait protein solution was added in equilibration buffer at a final concentration of 8 

µM. This was incubated for 4 h at RT with end over end mixing. The supernatant was 

removed, and the beads were then washed with 3 x 50 µL wash buffer (50 mM Tris, 

150 mM NaCl, 0.5 mM TCEP, 30 mM imidazole, pH 7). 20 µL of the prey protein was 
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added in equilibration buffer at a final concentration of 2 µM and incubated for 30 min 

at RT with end over end mixing. The supernatant was removed, and the beads were 

washed with 3 x 50 µL wash buffer, the last wash was saved for SDS-PAGE 

analysis, before elution with 20 µL elution buffer (50 mM Tris, 150 mM NaCl, 0.5 mM 

TCEP, 500 mM imidazole, pH 7). The results were analysed by running 16 µL of 

each sample on 12% SDS-PAGE gels 

 

2.4. Western Blotting 

PVDF membrane was washed in 100% MeOH. A stack of filter 

paper/membrane/gel/filter paper was made and wetted with transfer buffer (25 mM 

Tris, 192 mM glycine, 20% (v/v) methanol, pH 8.3). protein was transferred at 25 V 

for 30 min using a semi-dry apparatus. The membrane was blocked overnight at 4°C 

in blocking buffer (50 mM Tris base, 27 mM KCl, 136 mM NaCl, 5% skimmed milk, 

0.05% tween-20, pH 8). The membrane was washed three times with TBS-T (50 mM 

Tris base, 27 mM KCl, 136 mM NaCl, 0.05% tween-20, pH 8) before incubation with 

a mouse monoclonal anti-polyhistidine−peroxidase antibody (Sigma A7058) 

1:120000 (v/v) in blocking buffer for 2 h at room temperature. The membrane wash 

then washed with TBS (50 mM Tris base, 27 mM KCl, 136 mM NaCl, pH 8) and 

imaged using Amersham ECL prime western blotting detection reagent. 

 

2.5. AlphaFold 2 Predictions 

AlphaFold models were generated using the ColabFold notebook using MMseqs2 

and AlphaFold multimer mode [162-164]. The statistical outputs from each run are 

shown in appendix figures 7.25-7.27. 
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2.6. NMR Experiments 

 

2.6.1. NMR Sample Preparation 

Individual LIM domains were concentrated to 100 µM and dialysed into at in 20 mM 

Tris, 150 mM NaCl, 0.5 mM TCEP for 1D 1H experiments. 100 µM samples of U-

[15N] LIM2 with and without 250 µM unlabelled VHL:EloB:EloC were co-dialysed into 

20 mM Na phosphate, 150 mM NaCl, 0.5 mM TCEP, pH 6.6, 5% D2O for 2D NMR 

experiments. [U-15N]-LIM12 and the [U-15N]-LIM12-TNRC6A715-739 fusion protein 

were dialysed into 20 mM Na phosphate, 150 mM NaCl, 0.5 mM TCEP, pH 6.6, 5% 

D2O for NMR experiments. 100 µM U-[15N] LIMD1 166-260 with and without 400 µM 

PHD2 were dialysed in to 20 mM Na phosphate, 150 mM NaCl, 0.5 mM TCEP, pH 

6.6, 5% D2O. 

 

100 µM U-[15N] LIMD1 65-260, 160-300 and 110-300 with and without 400 µM 

unlabelled PHD2 181-426 were co-dialysed into 20 mM Na phosphate, 150 mM 

NaCl, 0.5 mM TCEP, pH 6.6, 5% D2O. 500 µM LIMD1 1-80 at natural isotope 

abundance was dialysed in to 20 mM Na phosphate, 150 mM NaCl, 0.5 mM TCEP, 

pH 6.6, 5% D2O. 100 µM U-[15N] LIMD1 166-260 with and without 400 µM PHD2 

were dialysed in to 20 mM Na phosphate, 150 mM NaCl, 0.5 mM TCEP, pH 6.6, 5% 

D2O. 100 µM U-[15N] LIMD1 166-260 with and without unlabelled 250 µM PHD2 and 

250 µM HIF CODD peptide were co-dialysed in to 20 mM Na phosphate, 150 mM 

NaCl, 0.5 mM TCEP, pH 6.6, 5% D2O. LIMD1 168-191, at natural isotope, 

abundance was diluted to 300 µM in 20 mM Na phosphate, 150 mM NaCl, 0.5 mM 

TCEP, pH 6.6, 5% D2O both with and without 700 µM unlabelled PHD2 181-426. For 

assignments, 250 µM [U-13C, 15N] LIMD1 166-260 was dialysed into 20 mM Na 

phosphate, 150 mM NaCl, 1 mM TCEP, pH 6.6, 5% D2O.  

 

100 µM U-[15N, 2H],(Iδ1LproSVproS)-[13C1H3]-PHD2181-426 with and without unlabelled 

LIMD1 168-191 (300 µM), HIF CODD (300 µM) and LIM1 168-191 (300 µM) and HIF 

CODD (300 µM) together, were co-dialysed into 20 mM Na phosphate, 150 mM 

NaCl, 1 mM TCEP, pH 6.6, 5% D2O 
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SHIRT-R3 unlabelled samples were concentrated to 500 µM and co-dialysed into in 

20 mM sodium phosphate, 150 mM NaCl, pH 6.5 with 5% D2O. SasYr unlabelled 

samples were concentrated to 500 µM and co-dialysed into 20 mM sodium 

phosphate, 150 mM NaCl, pH 6.5, 5% D2O.  

 

2.6.2. NMR Experimental parameters 

Initial 2D (1H, 15N) HSQC spectra were collected from LIMD1 65-260, 160-300,  110-

166, and 166-260 with and without PHD2 using a Bruker Avance III 600 MHz NMR 

spectrometer. All other experiments were collected on a Bruker Advance Neo 700 

MHz NMR spectrometer equipped with a 5 mm N2-cooled triple resonance TCI 

probe. All data were processed in TOPSPIN 4.0.6 and analysed in CCPN software 

[165]. 

 

A large proportion of the work on this thesis relied on the use of 2D (1H, 15N) single 

bond correlation experiments such as 2D (1H, 15N) HSQC or HMQC experiments. 

SOFAST-HMQC experiments were used where additional sensitivity or shorter 

experiment time was beneficial, such as for unstable or low concentration samples. 

SOFAST experiments allow for more rapid scanning and so improves the sensitivity 

of the experiment [166]. 2D (1H, 15N) TROSY experiments were used to improve the 

sensitivity of experiments observing larger proteins such as PHD2 [167]. An 

overview of the experimental parameters used for each sample for the 2D (1H, 15N) 

single bond correlation experiments is given in Tables 2.11 and 2.12. 
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Table 2.11. Experimental parameters used for 2D (1H, 15N) correlation experiments. SFHMQCF3GPPH encodes for a SOFAST-

HMQC [166]. HSQCETGPSI encodes for a 2D HSQC experiment. 

 

Sample Concentration 

(µM) 

Temperature 

(K) 

Pulse sequence F2 FID 

(complex 

points) 

F1 FID 

(complex 

points) 

Scans 

per 

FID 

F2 

spectral 

width 

(ppm) 

F1 

spectral 

width 

(ppm) 

[U-15N]-LIM12 60 298 SFHMQCF3GPPH 2048 128 128 16.23 32 

[U-15N]-LIM12-

TNRC6A715-739 

30 298 SFHMQCF3GPPH 2048 128 1024 16.23 32 

U-[15N]-LIM2 100 298 SFHMQCF3GPPH 2048 128 16 16.23 32 

U-[15N]-LIMD1 

65-260 

100 288 HSQCETGPSI 1024 128 8 16.02 40 

U-[15N]-LIMD1 

110-166 

100 288 HSQCETGPSI 1024 128 8 16.02 40 

U-[15N]-LIMD1 

160-300 

100 288 HSQCETGPSI 1024 128 8 16.02 40 

LIMD1 1-80 500 298 SFHMQCF3GPPH 2048 128 512 13.73 34 

U-[15N]-LIMD1 

166-260 

100 298 HSQCETGPSI 2048 256 4 16.02 40 
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Table 2.12. Continuation of Table 2.11 showing experimental parameters used for 2D (1H, 15N) correlation experiments. 

SFHMQCF3GPPH encodes for a SOFAST-HMQC [166]. TROSYETF3GPSI encodes for a 2D (1H, 15N) TROSY experiment. H 

SQCETF3GPSI encodes for a 2D (1H, 15N) HSQC experiment [168-170]. 

Sample Concentration 

(µM) 

Temperature 

(K) 

Pulse sequence F2 FID 

(complex 

points) 

F1 FID 

(complex 

points) 

Scans 

per 

FID 

F2 

spectral 

width 

(ppm) 

F1 

spectral 

width 

(ppm) 

U-[15N]-LIMD1 

166-260 

100 288 SFHMQCF3GPPH 2048 512 4 16.23 32 

LIMD1 168-191 300 298 SFHMQCF3GPPH 2048 128 512 13.73 34 

U-[15N, 

2H],(Iδ1LproSVproS)-

[13C1H3]-PHD2181-

426 

100 298 TROSYETF3GPSI 2048 256 8 13.73 40 

SHIRT-R3 (all 

(un)labelling 

patterns) 

500 298 HSQCETF3GPSI 2048 256 2 16.23  35 

SasYr (all 

(un)labelling 

patterns) 

400 298 HSQCETF3GPSI 2048 256 2 16.23  35 



1D 1H spectra of the individual LIM domains were recorded using the pulse program 

ZGESGP (for solvent suppression by excitation sculpting) with 32768 complex points 

and 16 scans per FID. The spectral width was set to 15.87 ppm.  

 

3D datasets to permit resonance assignment of [U-13C, 15N] LIMD1 166-260 were 

collected at 288 K. A 3D HNCACB experiment was collected using the pulse 

sequence HNCACBGPWG3D with 2048, 256 and 256 complex points in F3, F2 and 

F1 dimensions respectively and 16 scans per FID with 14% non-uniform sampling 

(NUS). Spectral widths were 11.7 ppm, 32 ppm and 80 ppm for F3, F2 and F1 

respectively. A 3D HNCOCACB experiment was collected using the pulse sequence 

HNCOCACBGPWG3D with 2048, 256 and 256 complex points in F3, F2 and F1 

dimensions respectively and 16 scans per FID with 14% non-uniform sampling 

(NUS). Spectral widths were 11.7 ppm, 32 ppm and 80 ppm for F3, F2 and F1 

respectively. A 3D HNCO experiment was collected using the pulse sequence 

HNCOGP3D with 2048, 128 and 256 complex points in F3, F2 and F1 dimensions 

respectively and 16 scans per FID with 10% non-uniform sampling (NUS). Spectral 

widths were 11.7 ppm, 32 ppm and 12 ppm for F3, F2 and F1 respectively. 

Assignments were carried out using CcpNmr Analysis Assign software [171].  

 

2D (1H, 13C) HSQC spectra of [U-15N, 2H],(Iδ1LproSVproS)-[13C1H3]-PHD2181-426 were 

collected using the pulse sequence HSQCCTETGPSP with 1024 and 512 complex 

points in the F2 and F1 dimensions respectively. Spectral widths were 16.23 ppm 

centred on 4.7 ppm and 84 ppm centred on 43 ppm for F2 and F1 respectively. 

 

NMR analysis of SHIRT-R3 samples was performed at 298 K using a protein 

concentration of 500 µM. 2D (1H, 13C) HSQC spectra were collected using the pulse 

sequence HSQCETGP with 2048 and 512 complex points in F2 and F1 dimensions 

respectively and 16 scans per FID [172]. Spectral widths were 16.2307 ppm and 100 

ppm centred on 4.7 ppm and 50 ppm for F2 and F1 respectively. 2D (1H, 1H) NOESY 

spectra were collected using the pulse program NOESYFPGPPHWG [173, 174]. 2D 

F1fF2f NOESY were collected using the pulse sequence NOESYGPPHWGXF [173-
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175]. 2D F1f NOESY was collected with the pulse sequence NOESYGPPHWGX1 

[176-179]. All NOESY experiments were run with 2048 and 512 complex points in F2 

and F1 dimensions respectively with 8 scans per FID and a spectral width of 16.2307 

for both F2 and F1 dimensions. A mixing time of 120 ms was used for all 2D NOESY 

experiments. 

 

SasYr experiments were collected at 500 µM and 298 K. 2D (1H, 13C) HSQC spectra 

were collected using the pulse sequence HSQCETGP. Aliphatic focussed 2D (1H, 

13C) HSQC spectra were collected with 1024 and 128 complex points in F2 and F1 

dimensions respectively and 2 scans per FID and a spectral width of 16.2307 ppm 

and 100.0025 ppm in F2 and F1 centred on 4.7 ppm and 50 ppm. Aromatic focussed 

2D (1H, 13C) HSQC spectra were carried out with the same settings but a 13C 

spectral width of 50 ppm centred on 125 ppm. NOESY experiments were collected 

using the pulse sequences NOESYFPGPPHWG for the full 2D (1H, 1H) NOESY 

[173, 174], NOESYGPPHWGGXF for the 2D F1fF2f NOESY [173-175], 

NOESYGPPHWGX1 for the 2D F1f NOESY [176-179], NOESYGPPHWGX2 for the 

2D F2f NOESY and HSQCGPNOWGX33D for the 2D F1eF2f NOESY [176-179]. 

The 2D NOESY experiments were collected with 2048 and 512 complex points in F2 

and F1 with 16 scans per FID and a spectral width of 16.22274 ppm for both F2 and 

F1. For the F1eF2f NOESY, F1 was set to 1 to record a 2D version of the experiment 

with the other parameters set to match the other NOESY experiments. A mixing time 

of 120 ms was used for all NOESY experiments. The 2D F1f TOCSY experiment 

was collected with a version of the pulse sequence DIPSI2GPPHWGX1 modified by 

Dr Alex Heyam to include 15N decoupling during the acquisition [176-179]. The F1f 

TOCSY experiments were collected with 2048 and 512 complex points in F2 and F1 

dimensions respectively and with 16 scans per FID and a spectral width of 16.22274 

ppm for both F2 and F1. 

 

  



 
 

84 
 

2.6.3. Analysis of Specific Isotope Unlabelled NMR Experiments 

Isotope incorporation was assessed by comparing the mean normalised signal-to-

noise ratio of peaks in unlabelled HSQC spectra to the equivalent peaks in the fully 

labelled HSQC spectra. Peak height was used as a measure of signal intensity. 

Severely overlapping peaks were excluded from the analysis. Peaks from unlabelled 

residues were not used to calculate the mean for mean normalisation. 

 

The X-filtered/edited NOESY pulse sequences act to either select (edit) or remove 

(filter) signals resulting from 13C or 15N bound protons in either the F1 or F2 

dimension [176]. This is achieved by applying a purge element before either or both 

of the t1 and t2 evolution periods. In a filtered experiment, protons bound to 13C or 15N 

will be filtered out whilst protons bound to 12C or 14N will be observed. In an edited 

experiment, protons bound to 13C or 15N are selectively observed meaning 12C and 

14N bound protons are not observed. An example of a simple purge element is 

shown in figure 2.1A.  
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Figure 2.1. A. An example of a purge element sequence, specifically a BIRD filter. 

The top line corresponds to the 1H channel and the bottom line corresponds to the 

15N or 13C channel. 90º pulses are shown as thinner lines and 180º pulses as thicker 

lines B. A vector model description of the purge element showing the spin states for 

both J-coupled 1H and non J-coupled 1H at different points during the pulse 

sequence. The phase of the 90º pulse at point d determines whether the purge acts 

as an edit or a filter. 
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The bulk magnetisation for both labelled and unlabelled protons during the purge 

element is shown as a vector representation in Figure 2.1B. At point d the 

magnetisation for X bound protons is antiphase along X and the magnetisation for 

unlabelled protons is along Y. This means that a filter can be applied via an X pulse 

to convert unlabelled-1H magnetisation to Z while labelled-1H stays in the transverse 

plane. The labelled-1H magnetisation can then be purged by applying a pulsed field 

gradient and unlabelled-1H magnetisation can be converted back along the 

transverse plane. Alternatively, an edit can be achieved by applying a Y pulse which 

converts the labelled-1H magnetisation to Z while the unlabelled-1H can be purged by 

gradient pulses. For editing, an additional purge element must be applied so that the 

magnetisation does not remain antiphase.  

 

2.7. Mass Spectrometry Analysis of the VHL:ElonginB:ElonginC 

Complex 

Mass spectrometry experiments were carried out by the bioscience technology 

facility at the University of York. Protein identification from gel samples was carried 

out using trypsin digest and MALDI-MS/MS. The spectra were then searched against 

the expected sequences.  

 

For intact mass spectrometry the protein was diluted 1 in 10 and acidified with 0.1% 

TFA , then cleaned on a divinyl benzene column prior to elution into a Bruker maXis-

HD qTOF mass spectrometer using electrospray ionisation. Positive ESI-MS spectra 

were averaged over the duration of the sample run. Multiply charged species were 

deconvoluted to average neutral masses using maximum entropy deconvolution, 

followed by Sum peak picking (S/N>10). Instrument control, data acquisition and 

processing were performed using Compass 1.7 software (microTOF control and 

DataAnalysis, Bruker Daltonics). 
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2.8. Analytical Size Exclusion and Co-elution 

LIM2 and VHL were run on a Superdex 200 Increase 10/300 GL column using an 

AKTA Pure FPLC system. 100 µL of VHL:EloB:EloC was run at 100 µM and 100 µL 

of LIM2 and VHL:EloB:EloC was run with both proteins at 100 µM. Molecular mass 

standards from Sigma-Aldrich were also run. FL-PHD2 and LIMD1 65-260 were run 

on a Superdex 75 Increase 10/300 GL column. 500 µL of each protein at 100 µM 

was run individually and together. Molecular mass standards from Sigma-Aldrich 

were also run. PHD2 181-426 and LIMD1 65-260 were run on a Superdex 200 

Increase 10/300 GL column using an AKTA Pure FPLC system. 500 µL of each 

protein at 100 µM was run individually and together. Molecular mass standards from 

Sigma-Aldrich were also run.  

 

2.9. Succinate-Glo PHD2 Assay 

PHD2 activity was monitored using a Succinate-Glo assay kit [180]. Assays were 

carried out in 348-well plates and analysed using a BMG Labtech Clariostar Plate 

Reader. Reactions were carried out on a 5 µL scale in 25 mM HEPES pH 7.5, 1 µM 

HIF CODD peptide, 10 µM ascorbic acid, 1 µM Fe(II), 1 µM α-ketoglutarate, 1% (v/v) 

DMSO plus PHD2 181-426 and/or LIMD2 166-260. The reaction was carried out for 

30 min at 20°C without shaking. The reaction was stopped by addition of 5 µL of 

succinate detection reagent 1. The plate was then incubated for 1 h before addition 

of 10 µL succinate detection reagent 2. The plate was incubated for another 10 min 

then luminescence was recorded. Reactions were run in triplicate and normalised to 

a no enzyme control. The assay works by converting succinate produced by PHD2 

into ATP which can then be used by a luciferase to produce light.  

 

2.10. HPEPDOCK Docking 

Peptide docking was achieved through the HPEPDOCK webserver using the 2G1M 

PHD2 structure with binding site residues set to 190-205 and LIMD1 168-191 for the 

peptide input [181, 182].  
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2.11. Structure Analysis 

All structure analysis was performed using CCP4mg software [50]. Structure 

superpositions were performed by secondary structure matching. SasYr structure 

root mean square deviations (RMSDs) were calculated using MolMol between 

residues 27-109 [183]. G-factors (a measure of how normal or abnormal a protein 

structure is based the geometric parameters of the structure) were calculated using 

PROCHECK [184]. 

 

2.12. NMR Structure Calculations 

Structure calculations were performed using ARIA2 (Ambiguous Restraints for 

Iterative Assignment) through the ARIAweb interface [185-187]. The core ability of 

ARIA to handle ambiguous assignments made it possible to incorporate known 

residue type assignments from the filtered/edited experiments by first ambiguously 

assigning these spectra in CCPN Analysis [165]. This ambiguous assignment was 

achieved by first producing distance restraints using the “make distance restraints” 

function in CCPN Analysis with the residue range limited to the potential residues 

specified by the labelled and filter/edit schemes. The peaks were assigned by 

matching chemical shifts to known chemical shifts from the 2D (1H, 15N) and 2D (1H, 

13C) HSQC spectra with a tolerance of 0.025 ppm. Equivalent peaks could then be 

made from the restraints to produce an ambiguously assigned peak list which was 

assigned based on chemical shift and residue type. ARIA2 could readily handle 

these ambiguously assigned peak lists, whereas other structure building pipelines 

such as Cyana do not readily allow for ambiguously assigned peak lists to be used 

as in input [188]. The general ARIA pipeline is shown in figure 2.2. 
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Figure 2.2. A. Schematic description of the ARIA2 structure building process 

showing the iterative structure building and data correction steps before eventual 

refinement of the final structure. B. Example of structures output at each iteration to 

show the improvement at each iteration. The structures are of SasYr with only NOEs 

from the 3D NOESY data included.  

 

ARIA accepts assigned or unassigned NOESY peak lists and ambiguously assigns 

unassigned peaks based on chemical shift matching. Ambiguous distance restraints 

are then generated using the isolated spin pair approximation in which the distance 



 
 

90 
 

is equal to (α-1Vij)-1/6 where Vij is the peak volume and α is a correction factor [189]. 

The generated distance restraints are used, in combination with any additional 

restraints (e.g. dihedral angle restrains, residual dipolar couplings and/or disulphide 

bond restraints), for the initial structure calculation by molecular dynamics simulated 

annealing. The resulting structural ensemble is then used to improve the distance 

restraints by removing inconsistent cross peaks, reducing assignment possibilities, 

and calibrating α. The improved distance restraints are then used for the next 

structure calculation iteration. There are typically nine iterations of structure 

calculation and restraint calibration before the structure ensemble is refined in 

explicit solvent.  

 

All structure calculations were carried out using ARIAweb with proton1 shift error set 

to 0.04 ppm, proton2 shift error set to 0.02 ppm and hetero atom shift error set to 0.5 

ppm and an upper bound correction of 6.0 Å. Dihedral angle restraints generated by 

Rachael Cooper using TALOS were included in all calculations [190, 191]. 20 

structures were generated at each iteration with the 7 lowest energy structures used 

for restraint calibration. Molecular dynamics was performed using torsion angle 

dynamics [192]. The top 10 structures were refined in water. The different 

experiment tests for the LVW sample and the tests of the different labelling patterns 

with the full 3D data sets were run with 10000 high temperature steps, 5000 cool1 

steps and 4000 cool2 steps in the simulated annealing. Calculations that only used 

25% of the 3D data with and without LVW F2f and randomly added peaks were run 

with 30000 hot steps, 15000 cool1 steps and 12000 cool2 steps. Calculations that 

only used 25% of the 3D data to test different labelling schemes and the calculations 

with 5% of the 3D data randomly removed were run with 20000 high temperature 

steps, 10000 cool1 steps and 8000 cool2 steps. The random seed was fixed for all 

structure calculations. 
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3. Results Chapter 1: Investigating the Protein:Protein 

Interactions of the LIMD1 Scaffold Protein in the miRNA 

Mediated Silencing Pathway 

 

3.1. Introduction 

 

As described in section 1.6, LIMD1 has been shown to be a component of the 

miRISC and is believed to scaffold AGO2 and TNRC6A proteins to facilitate miRISC 

formation [25]. Recent research into the role of LIMD1 in miRNA mediated silencing 

has focussed on investigating the function of LIMD1 in vivo [25, 57]. While previous 

investigations have shown that LIMD1 associates with miRISC proteins, it has not 

yet been demonstrated that LIMD1 interacts directly with either AGO2 or TNRC6A. 

Moreover, these interactions have not been characterised at an atomic level. As a 

general model for LIM domain partner protein recognition cannot be identified, the 

features allowing for recognition of TNRC6A by the LIM domains of LIMD1 remain 

unclear. It is also unclear how the disordered pre-LIM region of LIMD1 can recognise 

its partner proteins despite little sequence similarity to the related LAW proteins 

(Figure 1.7). The goal of this chapter is to add to the existing body of work on LIMD1 

biology in miRNA mediated silencing by providing structural and biophysical 

characterisation of the LIMD1:AGO2:TNRC6A complex. It is hoped that greater 

understanding of molecular interactions formed by LIMD1 could provide insight into 

why LIMD1 is required for miRNA mediated silencing when AGO and GW182 

proteins are able to interact directly. Characterisation of the structural nature of 

recognition in these protein:protein interactions could aid in the development of new 

tools to aid in the study of miRNA mediated silencing, such as inhibitors of miRISC 

assembly that target LIMD1 binding sites.  

 

Investigation of the structural biology of the LIMD1 protein complexes first required 

the interactions to be recapitulated in vitro. Recapitulation of the interaction between 

LIMD1 and TNRC6A was attempted using peptide arrays, spanning the LIMD1 
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binding region of TNRC6A, and pull-down assays using various regions of LIMD1 

and TNRC6A. Given that both the 180 kDa and 210 kDa isoforms of TNRC6A were 

seen to co-precipitate with LIMD1, this study utilised the smaller 180 kDa isoform of 

TNRC6A as the extended region in the larger construct is unlikely to participate in 

the interaction with LIMD1 [25, 193]. Although three TNRC6 proteins have been 

identified in humans, this study focussed on TNRC6A as the interaction with LIMD1 

had already been characterised in vivo [25, 194]. To facilitate production of milligram 

quantities of TNRC6A and LIMD1 without excessive proteolytic degradation, small, 

overlapping regions of these proteins (spanning the previously identified binding 

regions) were used for recombinant expression in E. coli. Demonstration of an 

interaction between LIMD1 and AGO2 was attempted using pull-down assays but 

problems with production of AGO2 prevented additional study on this interaction. 

 

3.2. Results and Discussion  

3.2.1. Investigating the LIMD1:TNRC6a Interaction using Peptide Arrays 

LIMD1 has been shown to interact with TNRC6A though the LIM domain region of 

LIMD1, with LIMD1ΔLIM123 unable to bind to TNRC6A [25]. It was also 

demonstrated, through the loss of an interaction between LIMD1 with TNRC6AΔ1-

883, that LIMD1 binds within the Argonaute binding region (1-883) of TNRC6A [25]. 

Initial experiments were focussed on further narrowing down the binding region of 

LIMD1 on TNRC6A, in order to facilitate biophysical investigation of the interaction. 

Inspired by the work of Pfaff et al. (2013) on the AGO2:TNRC6 interaction, 

identification of the LIMD1 binding site was first attempted using peptide arrays [90]. 

The full-length LIM domain region (LIM123) was produced in E. coli as a maltose 

binding protein (MBP) fusion protein and purified by immobilised metal affinity 

chromatography (IMAC) (Figure 3.1).  
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Figure 3.1. A. Chromatogram for the IMAC purification of MBP tagged LIM123. 

Fractions taken under the boxed region were analysed by SDS-PAGE. B. SDS-

PAGE analysis of the single step IMAC purification of MBP tagged LIM123. Lane 1: 

molecular mass ladder, lane 2: total protein before lysis, lane 3: soluble protein after 

lysis, lanes 5-15: fractions from the elution peak shown in A. The expected location 

of MBP-tagged LIM123 is indicted by an arrow. MBP-LIM123 expected mass = ~67 

kDa 
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Densitometry analysis using imageJ revealed that lanes 10-15 in Figure 3.1B 

LIM123 represented approximately 83% of the total protein [195]. This level of purity 

was deemed sufficient for use with peptide arrays where binding would be detected 

using a specific antibody, meaning high levels of purity were not required. A peptide 

array was used covering TNRC6A 1-900 that featured 15 residue long peptides with 

a 5-residue shift arrayed on a trioxatridecanediamine membrane (Figure 3.2). The 

length of peptides chosen was based on analysis of structures of LIM domains 

bound to linear partners (Figure 1.3), which showed 15 amino acids to be sufficient 

for binding to a single LIM domain. LIM123 was incubated with the array, unbound 

protein was washed off and bound protein was detected by probing with a horse 

radish peroxidase (HRP) coupled anti-His6 antibody. His6 control peptides were 

included in the corners of the array to test for antibody binding.  
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Figure 3.2. A. Schematic representation of the peptide array method where peptides are immobilised on a membrane and binding 

of partner proteins can be probed using a HRP conjugated anti-body. B. Examples of the first seven peptide sequences 

immobilised on the arrays. The 15 residue peptides are offset by 5 residues to prevent cleaving the binding site. C. Initial peptide 

array results without any partner protein, with LIM123-MBP or with just MBP (2 s exposures).  
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Initial results with the peptide arrays showed a strong response for the MBP control 

compared to MBP-LIM123 (Figure 3.2C). To remove the problem of potential non-

specific binding by MBP a new LIM123 construct was produced incorporating a C-

terminal His6 tag, allowing for removal of the N-terminal MBP solubility tag by 

passing the cleaved protein through an MBPTrap column whilst still retaining a His6 

tag for detection (Figure 3.3). 

 

 

Figure 3.3. SDS-PAGE analysis of the purity of LIM123-His6 protein post MBP tag 

cleavage and being passed over an MBPTrap column. Lane 1: molecular mass 

standards, lane 2-4: LIM123-His6 sample serially diluted by a factor of 2 with the 

most concentrated sample in lane 4 and least concentrated in lane 2.. Expected 

mass of the cleaved protein = ~26 kDa, expected mass of tagged protein = 68 kDa, 

expected mass of MBP = 42 kDa. 
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Unfortunately, some residual MBP and uncleaved MBP-LIM123 remained in the 

sample after passing the sample through an MBPtrap column. The residual tag and 

uncleaved protein could not be removed by hydrophobic interaction chromatography 

(HIC) or anion exchange purification. It was hoped that the proportion of MBP in the 

sample had been sufficiently reduced to allow for use of the protein with peptide 

arrays. Initial experiments with the LIM123-His6 showed that the protein has a 

stronger interaction with the array that MBP but that binding occurred across the 

array at the same locations as MBP, suggesting that the observed interactions were 

non-specific (Figure 3.4A-B).  
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Figure 3.4. Peptide array assays with A. 20 µM MBP (2 s exposure), B. 20 µM 

LIM123-His6 (2 s exposure), or C. 2 µM LIM123-His6 (30 s exposure) using a more 

stringent protocol. 

 

In an attempt to reduce non-specific interactions of LIM123-His6 with the array, the 

conditions of the incubation step were changed. The concentration of LIM123-His6 

was reduced from 20 µM to 2 µM and the incubation was carried out in blocking 

buffer instead of TBS. Although the amount of overall binding was reduced by these 

steps, no specific binding site could be identified (Figure 3.4C). The strongest 

response from the array corresponded to a false positive response seen in the no 

protein controls (Figure 3.2C). The lack of specific binding seen led to a 

reassessment of the quality of the LIM123 protein used. Size exclusion 
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chromatography of the protein revealed that the protein eluted in the void volume, 

showing that the protein was likely aggregated (Figure 3.5A and C). The protein was 

also seen to have a brown colour at higher concentration (Figure 3.5B).  

 

 

Figure 3.5. A. SDS-PAGE analysis of the SEC purification of MBP-LIM123. Lane 1: 

molecular mass standards, lanes 2-15 correspond to fractions of the peaks in the 

chromatogram in C. B. A picture of the MBP-LIM123 sample at two different 

concentrations showing the brown colour associated with the protein at higher 

concentrations. C. Chromatogram for the SEC purification of MBP-LIM123 showing 

the protein eluting much earlier than expected. 
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The brown colour seen was most likely the result of iron binding which is a known 

problem associated with the expression of LIM domains in E. coli [196, 197]. 

Performing the expression and purification in the presence of zinc did not have an 

effect on the colour of yields of protein and attempts to refold the protein in the 

presence of zinc were unsuccessful. If the LIM domains were loaded with iron rather 

with zinc any interactions, or lack of interactions, observed could be the result of the 

iron binding. For this reason, the LIM123 protein was deemed to be unusable. As an 

alternative, production of the individual LIM domains was attempted. After IMAC 

purification the individual LIM domains were seen to still have a brown colour 

suggesting the individual domains were also binding iron. As LIM domains are 

known to bind zinc in vivo, it was not desirable to have iron bound LIM domains 

which may behave differently than zinc bound LIM domains [198]. Iron binding also 

appears to drive aggregation of the LIM domains which is undesirable as the LIM 

domains are not thought to function as an aggregate. The SEC trace revealed the 

samples contained a mixture of aggregated and unaggregated protein (Figure 3.6A). 

It was seen that the aggregated protein retained the brown colour whilst the 

unaggregated protein, eluted at ~85 mL, was colourless. This suggested that the 

unaggregated protein was free of iron contamination. UV/Vis spectroscopy provided 

additional evidence for the removal of the iron contamination by SEC. Peaks in the 

UV/Vis spectra at 330 nm and 410 nm, reported to be caused by iron-sulfur clusters, 

were seen to be present in the sample prior to SEC purification but not after (Figure 

3.6B). Peaks were seen above 9 ppm, between 5 and 6 ppm, and below 0 ppm in 

1D 1H NMR spectra of the individual LIM domains (Figure 3.6C). This dispersion of 

peaks confirmed the LIM domains were folded as unfolded proteins would have a 

much more narrow distribution of chemical shifts. 
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Figure 3.6. A. Chromatogram for the size exclusion purification of untagged LIM2 

showing two major peaks. The peaks at 45 mL and 90 mL contained LIM2 with the 

early peak most likely to be a soluble aggregate. B. UV/Vis spectra of the LIM2 

sample before and after SEC purification showing the loss of putative charge transfer 

bands at 330 nm and 410 nm. C. 1D 1H NMR spectra of the individual LIM domains 

showing a broad peak distribution consistent with the protein being folded.  



 
 

102 
 

 

It is possible that, as previously seen, some LIM domains are incorrectly loaded with 

iron during E. coli expression, and this then leads to mis-folding and aggregation of 

the iron containing LIM domains [197, 198]. With more confidence in the LIM domain 

proteins, TNRC6A peptide arrays were attempted again. It was hoped that the MBP 

tag of the LIM domains would bind less strongly than a specific interaction with the 

LIM domains and so the tag was not removed for these experiments. In an effort to 

improve the workflow and to develop new methods of analysing peptide arrays, the 

arrays were probed using a Ni-NTA-Atto 488 conjugate that can be detected by 

fluorescence, and so removes the need for chemiluminescent detection. Arrays were 

probed with each individual LIM domain using the Ni-NTA-Atto conjugate, but no 

sign of an interaction was seen (Figure 3.7A). Binding of the Ni-NTA-Atto conjugate 

was tested by probing an SDS-PAGE gel containing LIM1, LIM2, LIM3 and LIM123. 

The Ni-NTA-Atto conjugate was seen to give good signals for LIM1 and LIM123 but 

worse signals for LIM2 and LIM3 (Figure 3.7B). In order to test if the lack of an 

observed interaction was due to the use of the Ni-NTA-Atto conjugate or a lack of 

bound protein, the assay was repeated with LIM2 and probed with anti-His6 antibody 

(Figure 3.7C). LIM2 was expected to interact with TNRC6A due to the previously 

observed binding mode of LIM domains binding to disordered partners through 

tandem LIM domains. This suggested that TNRC6A would likely bind across LIM1 

and 2, LIM2 and 3 or all three LIM domains. TNRC6A binding to LIM2 was also 

supported by unpublished results from a collaborator.  
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Figure 3.7. A. TNRC6A peptide arrays with no protein or the individual LIM domains 

of LIMD1 probed with an ATTO 488 Ni-NTA conjugate. B. SDS-PAGE of the 

individual LIM domains and LIM123 probed with the ATTO 488 Ni-NTA conjugate. 

Bands were seen for all LIM domain proteins although with different intensities. C. 

TNRC6A peptide array with LIM2 probed with anti-His antibody (Sigma A7058) with 

a 2 s exposure.  

 

No sign of binding was observed with the peptide arrays under any of the conditions 

tested. The failure of this method to capture an interaction could be due to the length 

of the peptides being too short, the interaction being too weak to survive the multiple 

wash steps, the need for posttranslational modification or other factors affecting the 

interaction. At this stage, very few of the originally purchased arrays remained to be 

tested and regeneration of the arrays was not recommended or successful when 

attempted. Due to the high cost of peptide arrays, and the lack of success in 



 
 

104 
 

characterising the interaction between LIMD1 and TNRC6A, a new method was 

attempted to probe the interaction. 

 

3.2.2. Investigating the LIMD1:TNRC6A Interaction using Pull-Down Assays 

Pull-down assays were developed using magnetic Ni-NTA beads to attempt to 

capture a TNRC6A:LIMD1 interaction. Briefly, His-tagged bait protein is bound to the 

magnetic beads, untagged prey protein is then incubated with the beads, unbound 

protein is washed off and bound protein is eluted with an imidazole buffer. The 

proteins in each fraction can then be analysed by SDS-PAGE. His6-MBP-TNRC6A 1-

883 and untagged LIM domains were produced for use as bait and prey proteins 

respectively (Figure 3.8). As the LIM domains are produced as MBP fusions, 

removal of the large His6-MBP tag is easily verified by SDS-PAGE analysis with the 

uncleaved proteins being ~43 kDa larger than the LIM domains (Figure 3.8C). The 

long, disordered, TNRC6A 1-883 did not purify to a high standard. It was thought that 

the poor purity of TNRC6A 1-883 was likely due to degradation of the protein. This 

was tested by performing a western blot of the TNRC6A 1-883 sample with anti-His6 

antibody to check if the lower molecular weight proteins contained a His6-tag (Figure 

3.8B).  
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Figure 3.8. A. SDS-PAGE analysis of MBP and TNRC6A 1-883 fractions from SEC. 

Expected molecular weights: MBP = ~43 kDa, TNRC6A 1-883 = ~135 kDa B. 

Western blot of MBP and TNRC6A SEC fractions probed with 1:120000 (v/v) anti-His 

antibody (Sigma A7058). C. SDS-PAGE analysis of the SEC purification of individual 

LIM domains. The individual domains run aberrantly on SDS-PAGE but positions are 

consistent with those previously observed in the Plevin group. Expected molecular 

weights: LIM1 = ~7 kDa, LIM2 = ~7 kDa, LIM3 = ~9 kDa. 

 

The presence of a His6 tag on the lower molecular weight proteins seen on the 

TNRC6A SDS-PAGE suggests that these proteins are likely to be products of 

degradation. The presence of degradation products was unlikely to cause a 
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significant impact on LIMD1 binding as it is likely that LIMD1 could also bind to some 

of these degradation products (unless LIMD1 binds to the C-terminal of TNRC6A). 

Pull down assays were carried out with the individual LIM domains and TNRC6A 1-

883. Initial results from the pull-down assays appeared to show a very faint band for 

each of the LIM domains in the elution fractions with TNRC6A but not in the MBP 

control (Figure 3.9 and Figure 3.10). Although promising, these results remained 

unconvincing due to the low intensity of the LIM domain elution band and the poor 

purity of the TNRC6A 1-883 sample.  
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Figure 3.9. SDS-PAGE analysis of pull-down assays for a. LIM1 with MBP-TNRC6A 

1-883, b. LIM2 with MBP-TNRC6A 1-883, c. LIM3 with MBP-TNRC6A 1-883. Lanes 

correspond to M = Molecular weight markers, I1 = bait protein input, I2 = prey protein 

input, U1 = unbound bait protein, W1 = first wash step, U2 = unbound prey protein, 

W2= second wash step, E = Elution. Expected molecular weights: LIM1 = ~7 kDa, 

LIM2 = ~7 kDa, LIM3 = ~9 kDa, MBP-TNRC6A 1-883 = 135 kDa. 
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Figure 3.10. SDS-PAGE analysis of pull-down assay controls for a. LIM1 with MBP 

and b. LIM2 with MBP and LIM3 with MBP. Lanes correspond to M = Molecular 

weight markers, I1 = bait protein input, I2 = prey protein input, U1 = unbound bait 

protein, W1 = first wash step, U2 = unbound prey protein, W2= second wash step, E 

= Elution. Expected molecular weights: LIM1 = ~7 kDa, LIM2 = ~7 kDa, LIM3 = ~9 

kDa, MBP = 43 kDa. 

 

To allow for a higher purity TNRC6A sample, and to narrow down the LIMD1 binding 

site on TNRC6A, a range of smaller TNRC6A constructs were produced (Figure 

3.11). The new TNRC6A constructs were designed to cover TNRC6A 1-883 with 

overlapping sequences and to avoid any known or predicted binding motifs. These 
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proteins were then used for pull-down assays with LIM2 (Figure 3.11). As discussed 

previously, the binding mode of LIM domains with linear motifs, and unpublished 

data from a collaborator suggested that LIM2 binds more strongly to TNRC6A than 

LIM1 or LIM3. For this reason, further experiments were mostly focussed on 

recapitulating an interaction between TNRC6A and LIM2.  
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Figure 3.11. SDS-PAGE analysis of pull-down assays for LIM2 with a. MBP-

TNRC6A 1-202, b. MBP-TNRC6A 157-408, c. MBP-TNRC6A 301-573, d. MBP-

TNRC6A 544-787, e. MBP-TNRC6A 720-883 f. MBP. Lanes correspond to M = 

Molecular weight markers, I1 = bait protein input, I2 = prey protein input, U1 = 

unbound bait protein, W1 = first wash step, U2 = unbound prey protein, W2= second 

wash step, E = Elution. Expected molecular weights: LIM2 = ~7 kDa, MBP-TNRC6A 

1-202 = 62 kDa, MBP-TNRC6A 157-408 = ~67 kDa, MBP-TNRC6A 301-573 = ~71 

kDa, MBP-TNRC6A 544-787 = ~68 kDa, MBP-TNRC6A 720-883 = ~59 kDa, MBP = 

43 kDa. 
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No prey proteins were seen in any of the elution fractions when using the new 

TNRC6A constructs. It was thought that the lack of observed binding may be due to 

a lower affinity with the smaller TNRC6A constructs. An alternative pull-down assay 

protocol was tested, in which the concentrations of both bait and prey proteins were 

increased and an acetone precipitation step was added to extract protein in the 

elution fraction for gel analysis (Figure 3.12).  
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Figure 3.12 SDS-PAGE analysis of more sensitive pull-down assays for LIM2 with a. 

MBP-TNRC6A 1-202, b. MBP-TNRC6A 157-408, c. MBP-TNRC6A 301-573, d. 

MBP-TNRC6A 544-787, e. MBP-TNRC6A 720-883 f. MBP. Lanes correspond to M = 

Molecular weight markers, I1 = bait protein input, I2 = prey protein input, U1 = 

unbound bait protein, W1 = first wash step, U2 = unbound prey protein, W2= second 

wash step, E1 = first elution, E2 = second elution, AP = acetone precipitated elution 

fraction. Expected molecular weights: LIM2 = ~7 kDa (indicated by red arrow), MBP-

TNRC6A 1-202 = 62 kDa, MBP-TNRC6A 157-408 = ~67 kDa, MBP-TNRC6A 301-

573 = ~71 kDa, MBP-TNRC6A 544-787 = ~68 kDa, MBP-TNRC6A 720-883 = ~59 

kDa, MBP = 43 kDa. 
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No indication of binding of prey proteins was seen in the untreated elution fractions. 

Conversely, following acetone precipitatation, it was possible to see faint bands 

corresponding to LIM2 with TNRC6A 1-202, 157-408, 544-787, 720-883 and MBP 

(Figure 3.12a,b,d,e, and f). This is likely due to increasing the sensitivity of the assay 

to a point where residual protein, not removed by the wash steps, was observed. In 

order to confirm the assays were working as intended, a pull-down assay was used 

to demonstrate an interaction between TNRC6A and AGO2 (Figure 3.13a-b). Two 

constructs of TNRC6A were used; TNRC6A 720-883 that contains AGO2 binding 

motif II and hook, and TNRC6A 1-202 that is not believed to bind AGO2 [91, 194]. As 

expected, AGO2 was pulled down by TNRC6A 720-883 but not by TNRC6A 1-202. 

This result confirmed that the basic pull-down assay protocol works as intended. 

 

 

Figure 3.13. AGO2 pull-down assays with a. MBP-TNRC6A 1-202 and b. MBP-

TNRC6A 720-883. Lanes correspond to M = Molecular weight markers, I1 = bait 

protein input, I2 = prey protein input, U1 = unbound bait protein, W1 = first wash 

step, U2 = unbound prey protein, W2= second wash step, E1 = Elution. Expected 

molecular weights: AGO2 = ~97 kDa, MBP-TNRC6A 1-202 = ~62 kDa, MBP-

TNRC6A 720-883 = ~59 kDa. 
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In order to investigate the interaction between LIMD1 and AGO2 a construct of 

LIMD1 spanning 110-166 (the previously identified AGO2 binding region) was 

produced and used for a pull-down assay with AGO2 (Figure 3.14a). LIMD1 110-166 

was not able to pull-down AGO2 (Figure 3.14b). The lack of LIMD1 binding observed 

could be caused by a lower affinity of the LIMD1:AGO2 interaction compared to the 

TNRC6A:AGO2 interaction or potentially be due to the 110-166 region not containing 

a complete AGO2 binding motif. 

  



 
 

115 
 

 

 

Figure 3.14. a. SDS-PAGE analysis for the SEC purification of MBP tagged LIMD1 

110-166. Lane 1: molecular mass standards, lanes 2-11 fractions from the SEC 

purification. Fractions 7-10 were pooled and used for pull down assays.b. AGO2 

pull-down assay with LIMD1 110-166. Lanes correspond to M = Molecular weight 

markers, I1 = bait protein input, I2 = prey protein input, U1 = unbound bait protein, 

W1 = first wash step, U2 = unbound prey protein, W2= second wash step, E1 = 

Elution. Expected molecular weights: AGO2 = ~97 kDa, LIMD1 110-166 = ~50 kDa. 
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Due to the lack of success in investigating the LIMD1:TNRC6A interaction, no further 

pull-down experiments were attempted. The difficulties in recapitulating the 

interaction in vitro could be caused by many factors, including the need for post-

translational modifications, additional partner proteins or different buffer conditions. 

The lack of observed binding could also be due to the proteins existing in an 

equilibrium of bound and unbound states that would be driven towards the unbound 

state by the successive wash steps necessary with the techniques used. It may have 

been possible to enhance the affinity of the interaction by using tandem LIM domain 

constructs, although these are highly unstable. Future investigations could focus on 

using the smaller TNRC6A constructs that had been produced for NMR analysis of 

the interaction, similarly to the work presented in chapter 4. Alternatively, chemical 

cross linking could be used to covalently trap transient interactions. 

 

3.2.3. AlphaFold2 Guided Investigation of the LIMD1:TNRC6A Interaction 

During the course of this project AlphaFold 2, an artificial intelligence (AI) based 

predictor of protein structure, was released [163]. AlphaFold 2 has been shown to 

accurately and reliably predict the 3D structure of proteins from the amino acid 

sequence. This work was then later built upon with AlphaFold multimer, which is 

designed to predict the structure of protein-protein complexes [164]. AlphaFold 

multimer was shown to accurately predict the binding interface in heteromeric 

complexes in 70% of cases, however the quality of the structure predictions are often 

of poor quality [164]. AlphaFold multimer was employed here to investigate the 

interaction between LIMD1 and TNRC6A. Unpublished data from collaborators 

indicated that TNRC6A binds to the first two LIM domains of LIMD1 and so these 

were used for structure predictions. Running AlphaFold multimer predictions for the 

first two LIM domains of LIMD1 (LIM12) with TNRC6A 1-900 revealed a region of 

TNRC6A (712-741) predicted to interact with LIM1 and LIM2 (Figure 3.15A). The 

potential region identified corresponded to Motif II on TNRC6A, which is one of three 

regions on TNRC6A that have been previously identified as being responsible for 

interacting with AGO2 [194]. in order to provide more context for the structure 
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prediction, a second model was generated in which the region of AGO2 that interacts 

with TNRC6A was included in the prediction (Figure 3.15B).  

 

 

Figure 3.15. AlphaFold2 predictions of A. LIM12 with TNRC6A 1-900 showing LIM12 

(blue) bound to TNRC6A 712-741 (orange) and the PAE plot showing high 

confidence of the relative positions of LIM12 and TNRC6A at this position. B. AGO2 

519-779 with TNRC6A 695-773 and LIM12 showing AGO2 519-779 (green) and 

LIM12 (blue) bound to either side of TNRC6A 715-754. 

 

The predicted structure of the LIMD1:TNRC6A:AGO2 interaction shows TNRC6A 

binding to AGO2 with tryptophan’s inserted into the tryptophan binding pockets on 
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AGO2 [91, 194]. LIM12 is seen to bind on the opposite side of TNRC6A to AGO2 

with the binding mode consistent with other LIM domains binding to disordered 

partners [40, 46, 47, 55, 199]. The structure shows a feasible mode by which the 

same region of TNRC6A could simultaneously bind to AGO2 and LIMD1. The PAE 

plot shows a high confidence for the interaction between LIM12 and TNRC6A 715-

739, with a higher confidence for LIM2 than LIM1.  

 

Inspired by work on the LMO2 and LMO4 LIM domains binding to Idb1, a fusion 

protein was designed with TNRC6A 715-739 connected to the C terminal of LIMD1 

LIM12 by an 11 residue GGS linker. The fusion protein was expressed and purified 

(Figure 3.16B) but similarly to the tandem LIM domain proteins (Figure 3.16A), the 

fusion protein was unstable at higher concentrations. 

 

 

Figure 3.16. SDS-PAGE analysis of the purifications of A. LIM12 and B. a LIM12-

TNRC6A715-739 fusion protein. Lane 1: molecular mass standards, lane 2: protein post 

purification, lane 3: double the concentration of the sample in lane 2. Expected 

molecular weights = LIM12 = ~14 kDa, LIM12-TNRC6A715-739 = ~17 kDa. 
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2D (1H, 15N) HMQC spectra were collected for LIM12 and the LIM12-TNRC6A fusion 

protein (Figure 3.17). The 2D (1H, 15N) HMQC spectrum of the fusion protein was 

seen to have many peaks matching peaks in the LIM12 spectrum. This indicated that 

the LIM12 region was correctly folded in the fusion protein. There were also peaks in 

the LIM12 spectrum that had either shifted or disappeared in the LIM12-TNRC6A 

spectrum possibly due to an interaction with the TNRC6A region, although this could 

not be confirmed. The fusion protein spectrum also had some peaks of much higher 

intensity that likely correspond to the flexible linker or unbound regions of TNRC6A. 

The spectra were collected with different experimental parameters due to differences 

in the stabilities of the proteins. This makes more in depth comparison of the spectra 

difficult. 
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Figure 3.17. 2D (1H, 15N) HMQC spectra of A. [U-15N]-LIM12 (black). B. [U-15N]-

LIM12-TNRC6A715-739 (Pink) and C. an overlay of the two spectra. 
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It was hoped that specific isotopic unlabelling of residues in the LIM12-TNRC6A 

fusion protein would allow for the observation of NOESY signals between LIM12 and 

the TNRC6A region (More detail on these types of experiments is presented in 

chapter 5). This would confirm the interaction between LIM12 and this region of 

TNRC6A. However, detection of NOEs was not possible at the concentrations of the 

fusion protein that could be achieved (30 µM maximum concentration). It is possible 

that addition of AGO2 may have stabilised the complex by burying exposed 

tryptophan’s in the TNRC6A region and allowed for higher concentrations to be 

achieved, however the increased size of the complex would likely have caused other 

issues. 

 

3.2.4. Production of Argonaute 2 

To allow for study of the structural biology and biophysics of the interaction of LIMD1 

with AGO2 it was necessary to produce milligram quantities of AGO2. AGO2 had 

previously been successfully expressed in insect cell expression systems and so this 

approach was used for this study. A mutant version of AGO2, as used in Schirle and 

MacRae et al. (2012), containing the mutations S387D, S824A, S828D, S831D, and 

S834A was used [95]. The S387D mutation should act as a phosphomimetic to 

facilitate the interaction with LIMD1 based on the similar property of AGO3 E390 

[25]. The mutations were also thought to aid in crystallisation of AGO2. AGO2 was 

expressed in Sf9 cells using a bac-2-bac system [200]. Expression of AGO2 was 

optimised by testing different volumes of baculovirus and different expression times. 

Expression levels were assessed by western blot (Figure 3.18).  
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Figure 3.18. Western blot analysis of AGO2 production at different time points using 

different volumes of V1 viral stock. Probed with anti-His antibody (Sigma A7058) 

1:120000 (v/v) with a 60 s exposure. 

 

AGO2 was seen to be successfully expressing with the optimal conditions using 100 

µL baculovirus for 96 h. With the expression conditions optimised, large scale 

expression could be carried out. Unfortunately, a shortage of insect cell media due to 

the COVID-19 pandemic made any further work on AGO2 impossible and so this 

work had to be abandoned. 

 

3.3. Conclusion and Future Work 

Identification of the LIMD1 binding region of TNRC6A was attempted using peptide 

arrays and pull-downs with neither method demonstrating clear evidence of an 

interaction. The pull-down method was validated by demonstrating an 

AGO2:TNRC6A interaction. The release of AlphaFold 2 allowed for prediction of the 
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binding site for LIMD1 on TNRC6A. Attempts to validate or disprove the prediction 

using a fusion protein, inspired by work on LIM domain only proteins, yielded a 

protein that could not be concentrated enough to confirm the interaction [54]. The 

lack of a demonstrated LIMD1:TNRC6A interaction may suggest that factors such as 

post-translational modification or accessory proteins may be needed for the 

interaction. The AlphaFold 2 prediction for the LIM12:TNRC6A:AGO2 complex 

suggest that TNRC6A binding to AGO2 could be required for LIMD1 binding [163, 

164]. Unfortunately, AGO2 production was prevented by a lack of insect cell media 

availability and so this could not be tested. Additional in vivo investigation into the 

LIMD1:TNRC6A interaction may help to better inform future experiments. This could 

involve further reducing the potential LIMD1 binding site on TNRC6A by using more 

TNRC6A truncations and/or investigating potential post-translational modifications.  

 

The lack of AGO2 production also prevented in-depth analysis of the AGO2:LIMD1 

interaction. An AGO2 pull down using LIMD1 110-166 did not show any indication of 

an interaction. With expression of AGO2 having been established, production could 

be carried out as soon as media can be sourced. This would allow investigation of 

the LIMD1:AGO2 interface as well as testing to see if TNRC6A binding to AGO2 

affects LIMD1 binding. 

 

Despite binding not being demonstrated for LIMD1 with either TNRC6A or AGO2, 

the work presented in this chapter still informed the investigation of LIMD1 with its 

partner proteins in the hypoxic signalling pathway. The protocol to effectively 

produce LIM domains developed as part of the work in this chapter was essential to 

study of VHL binding to LIMD1. Additionally, the experimental methods used were 

informed by the limitations identified in this chapter. The AlphaFold 2 predictions for 

the interactions of LIMD1 with TNRC6A could inform future investigations into this 

system. Mutation of the proposed LIMD1 binding region on TNRC6A in vivo could be 

used to verify the AlphaFold 2 prediction.  
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4. Results Chapter 2: Investigation of the LIMD1 Protein 

Interactions that Mediate HIF-1α Degradation 

 

4.1. Introduction 

In order to provide greater insight into the role of the LIMD1 scaffold protein in the 

hypoxic signalling pathway, the structural and biophysical determinants of partner 

protein recognition by LIMD1 will be investigated. As production of full-length LIMD1 

was unsuccessful, and to limit the size of the complexes to allow for NMR analysis, 

the interactions of LIMD1 with PHD2 and VHL will be studied independently. The 

second LIM domain of LIMD1 had previously been shown to be responsible for the 

interaction with VHL [24]. As the mechanism of recognition of folded partner proteins 

by LIM domains remains poorly understood, investigation of the LIMD1 VHL 

interaction may provide additional insights into LIM domain biochemistry. Study of 

the interactions between LIM2 of LIMD1 and VHL will rely on work carried out on the 

production of LIM domains carried out in chapter 2. In this chapter, previously 

published protocols are used for the production of a recombinant VHL:Elongin B 

(EloB):Elongin C (EloC) complex [159]. It has been previously shown that VHL 

cannot be recombinantly produced independently and that it requires co-expression 

with EloB and EloC [159]. EloB and EloC have been shown to stabilise VHL through 

the formation of a heterotrimer [159]. Recapitulation of the interaction between 

LIMD1 LIM2 and VHL in vitro will be attempted using co-elution assays and solution 

NMR spectroscopy. The 186-239 region of LIMD1 had previously been identified as 

essential for the interaction with PHD2 [24]. A LIMD1Δ186-260 mutant was found to 

be unable to bind to PHD2 whilst a LIMD1Δ239-260 mutant retained the ability to 

bind to PHD2 [24]. This suggests that PHD2 binds to the disordered pre-LIM region 

of LIMD1 which raises the question of how specific recognition could be achieved in 

this region despite little sequence similarity in the pre-LIMs of the LAW proteins 

(Figure 1.7). In order to investigate the interaction between LIMD1 and PHD2, PHD2 

and various regions of the pre-LIM region of LIMD1 will be recombinantly produced 

in E. coli. Recapitulation of the interaction between LIMD1 and PHD2 in vitro will 

then be attempted using co-elution, pull down assays and solution NMR 
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spectroscopy. Work will then utilise solution NMR spectroscopy to further 

characterise the interaction between LIMD1 and PHD2 on an atomic level. The 

results of this work could be used to inform the development of new LIMD1 targeted 

drugs/therapies to treat cancers and ischemic diseases.  

 

4.2. Results and Discussion  

 

4.2.1. LIMD1 Binds to VHL though the Second LIM Domain of LIMD1 

LIMD1 is thought to interact with VHL through its second LIM domain (LIM2), due to 

the loss of binding seen with LIMD1ΔLIM2 [24]. Because of the difficulty in producing 

milligram quantities of LIMD1 and the full VHL-E3-Ubiquitin ligase complex needed 

for structural analysis, work first focussed on producing a minimal LIM2:VHL 

complex. LIM2 had previously been produced to investigate the interactions with 

TNRC6A in chapter 3. VHL was co-expressed as a complex with elongin B and 

elongin C as has been used for previous structural studies of VHL complexes [159, 

201, 202]. The VHL:EloB:EloC complex was expressed and purified and purity was 

analysed by SDS-PAGE (Figure 4.1).  
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Figure 4.1. SDS-PAGE analysis of the VHL:EloB:EloC complex post purification. The 

protein was run at three concentrations and the protein corresponding to each band 

is indicated. Four bands were seen in place of the expected three however the top 

two bands were confirmed by mass spectrometry to contain VHL. Calculated 

molecular masses are VHL = ~18.7 kDa, ElonginB = ~13 kDa, ElonginC= ~10.8 kDa 

 

The VHL:EloB:EloC complex was seen to run as four bands on SDS-PAGE rather 

than the expected three bands. Mass spectrometry (MS) was used to (a) identify 

which protein gave rise to the two highest bands and (b) confirm the intact mass of 

proteins responsible for these bands. The bands were excised, the proteins were 

digested with trypsin and analysed using MALDI-MS/MS. 5 VHL peptides were 

identified in both samples covering 40% of the VHL sequence (Appendix figure 

7.28). This allowed us to determine that both bands corresponded to VHL. Although 

splice variants of VHL with different lengths have been described in the literature, the 

expression vectors used here for recombinant expression do not allow for alternative 

splicing [159, 203]. Intact mass spectrometry, without prior trypsin digestion, was 



 
 

127 
 

used to further confirm the species present in the sample. This was to investigate the 

possibility that VHL was truncated or longer than expected. This experiment was 

able to identify that full length VHL, ElonginB and ElonginC were present in the 

sample (Table 4.1), (Figure 4.2).  

 

Table 4.1. Mass spectrometry results for the VHL:EloB:EloC sample. Expected m/z = 

Isotopically averaged molecular weight calculated from the protein sequence, m/z = 

mass to charge ratio, Res. = resolution, I = intensity, I% = relative intensity 

Protein Expected 

m/z 

m/z Res. S/N I I % 

Elongin C 10963.61 10962.9592 1.82x103 4.69x106 7.23x107 100 

Elongin B 13132.82 13132.3 2.30x103 3.19x105 4.92x106 6.8 

Methylated 

VHL 

18676.32 18675.6 3.08x103 1.01x104 1.5x107 28.5 
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Figure 4.2. Deconvoluted MS spectra at A. 5.4-6.8 min elution from a divinyl 

benzene column showing peaks for ElonginB and ElonginC. B. 2.8-4.1 min elution 

from a divinyl benzene column showing a peak corresponding to VHL plus a 

methylation event.  

 

All proteins were seen to have the expected mass apart from VHL where a 

methylation event was observed. The methylation event is not the cause of the two 

bands seen of SDS-PAGE as this mass difference would not lead to such a large 

shift on SDS-PAGE. The two bands are most likely the result of VHL not being fully 

denatured on the SDS-PAGE leading to multiple conformations of VHL being 

separated. The methylation of VHL is likely to be due to the action of E. coli proteins 

and so is unlikely to be biologically relevant although may impact the binding studies 

carried out in this study. The mass spectrometry results provided confidence in the 
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VHL:EloB:EloC sample quality, ensuring no truncations had occurred, allowing for 

the interaction with LIMD1 to be studied. In order to determine if an interaction could 

be formed in vitro between VHL and LIM2 it was first seen if the proteins co-eluted 

from size exclusion chromatography (Figure 4.3).  

 

 

Figure 4.3. Chromatograms from size exclution chromatography of VHL with (red) 

and without (Blue) LIM2 followed by absorbance at 280 nm. Peaks can been seen 

for the VHL:EloB:EloC complex (42 kDa) at ~10.5 mL and for LIM2 (9 kDa) at ~14 

mL. there is no peak corresponding to a VHL:LIM2 complex. The elution volumes of 

molecular weight standards are indicated above the chromatogram. The VHL 

complex has a calculated MW of ~42.6 kDa and LIM2 has a calculated MW of ~7.1 

kDa 

 

VHL and LIM2 were seen to not co-elute from size exclusion chromatography, likely 

due to a low affinity of the interaction. Co-elution is a poor method for studying low 

affinity interactions as the presence of an equilibrium between bound and unbound 

states will result in unbound protein being separated. The technique therefore relies 

on the observation of long lived complexes such as the VHL:EloB:EloC complex. To 

better capture a potential interaction between VHL and LIM2, solution NMR 
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spectroscopy was used. [U-15N]-LIM2 was produced, and 2D (1H, 15N) HMQC 

spectra were recorded in the absence and presence of unlabelled VHL (Figure 4.4). 
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Figure 4.4. 2D (1H, 15N) HMQC spectra of LIM2 (100 µM) A. without VHL:EloB:EloC 

(grey) B. with (red) VHL:EloB:EloC (250 µM) C. an overlay of the spectra in A and B 

with 1D 1H traces are shown for one peak to demonstrate the loss in signal on 

addition of VHL:EloB:EloC.. A general loss in signal intensity and many peaks 

disappearing can be seen on addition of VHL:Elob:EloC. 
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The widespread reduction in peak intensity seen in the 2D (1H, 15N) HMQC spectrum 

of LIM2 on addition of VHL:EloB:EloC is consistent with an interaction and the 

formation of a larger complex, which would be too large to observe by solution NMR 

spectroscopy without employing isotopic labelling approaches that have been 

developed for studying higher molecular weight systems. In order to extract more 

information on the nature of the interaction, backbone assignment of LIM2 was 

attempted. Triple resonance backbone assignment experiments were collected, 

however the poor stability of the protein meant that higher concentrations of LIM2 

could not be achieved and the length of experiments that could be collected was 

limited. The low concentration used (150 µM) and the shorter experiment times 

meant that it was not possible to collect data of sufficient quality to allow for 

backbone resonance assignment of LIM2. In addition to this, a higher than expected 

number of peaks in the 2D (1H, 15N) HMQC spectrum suggests that LIM2 may exist 

in multiple conformations in solution which would further complicate analysis. 

Optimisation of the conditions for assignment experiments was attempted by varying 

pH (pH 6-8), salt (50-300 mM NaCl), buffer (tris, sodium phosphate, HEPES, bis-

tris), glycerol concentrations (5-20%) and temperature (10-30°C) but this did not 

alleviate the problems. The optimum conditions were 20 mM bis-tris pH 6.5, 150 mM 

NaCl, 1 mM TCEP, 5% glycrol at 20°C. Due to the combination of poor protein 

solubility and the higher than anticipated number of (1H, 15N) peaks, backbone 

resonance assignment of LIM2 was not achieved. In addition, deuteration of the VHL 

complex was attempted in order to improve the relaxation properties of the large 

(42.5 kDa) VHL:EloB:EloC complex and allow observation of this by solution NMR 

spectroscopy. Adaptation of the E. coli expressing VHL:EloB:ELoC to deuterated M9 

media was not successful, possibly due to the added stress of dual anti-biotic 

selection. Extensive screening of 1728 crystallisation conditions for the 

LIM2:VHL:EloB:EloC complex were tested using commercial kits but no crystals 

were produced.  

 

Additional work may benefit from expressing the full LIM domain region in insect cell 

systems which would allow for investigation of the complex by cryo-EM due to the 

size increase. The interaction with VHL may also benefit from the presence of the 

additional LIM domains. It would also be possible to extract a binding affinity for the 
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interaction by titrating [U-15N]-LIM2 with VHL and following the change in signal 

intensity. The interaction between LIM2 and VHL was not investigated by pull down 

assays due to the similarity in size between the proteins, although this could be done 

through the use of a VHL specific antibody. 

 

4.2.2. Identification of the Binding Site of PHD2 on LIMD1 

PHD2 had previously been shown to bind within the disordered pre-LIM region of 

LIMD1, with LIMD1Δ1-467 and LIMD1Δ186-260 mutants unable to bind PHD2 in 

vivo [24]. To further investigate this interaction, a fragment of the pre-LIM region of 

LIMD1 spanning residues 65-260 (LIMD1 65-260) was produced along with full 

length PHD2 (Figure 4.5).  
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Figure 4.5. SDS-PAGE analysis for the purification of MBP tagged LIMD1 65-260 

and untagged full length PHD2. MBP-LIMD1 65-260 = ~66 kDa, FL-PHD2 = ~46 kDa 

 

A pull-down assay developed in chapter 3 was first attempted to demonstrate the 

formation of an interaction between these proteins in vitro (Figure 4.6). His6-MBP 

tagged LIM2 was immobilised on Ni-NTA magnetic beads and incubated with 

untagged PHD2. Unbound protein was washed off and bound protein was eluted 

with imidazole. 

 

 



 
 

135 
 

 

Figure 4.6 PHD2 pull downs using His6-MBP-tagged LIMD1 65-260 and just His6-

MBP. I1 contains the bait protein input, LIMD1 65-260 or MBP. I2 contains the pray 

protein input, PHD2. U1 contains the unbound bait protein, W1 contains the protein 

from the first wash step, U2 contains the unbound prey protein, W2 contains the 

unbound protein from the second wash step, E1 and E2 contain the first and second 

elution fractions. The results show in interaction of PHD2 with MBP but not LIMD1 

65-260. FL-PHD2 = ~46 kDa, MBP-LIMD1 = ~66 kDa, MBP = ~43 kDa 



 
 

136 
 

 

The presence of PHD2 in the second wash step means that no meaningful 

conclusions could be drawn from this experiment. Adding additional wash steps 

would likely remove the residual PHD2 in the wash step, however the lack of PHD2 

in the LIMD1 65-260 elution fractions suggests that no interaction would be seen. As 

an alternative method of demonstrating the interaction, co-elution from SEC was 

attempted with FL-PHD2 and LIMD1 65-260 with the MBP tag removed (Figure 4.7). 
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Figure 4.7. A. SEC chromatograms of PHD2 (blue), LIMD1 65-260 (orange) and a 

mixture of the two proteins (red) followed by absorbance at 280 nm. The elution 

volume of molecular weight standards are indicated above the chromatogram. B. 

The chromatogram for the PHD2, LIMD1 65-260 mixture in red and the sum of the 

individual PHD2 and LIMD1 65-260 chromatograms in purple. The sum of the 

individual chromatograms can be seen to closely follow the shape of the 

chromatogram of the mixed sample. 
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Similarly to the VHL:LIM2 results, the SEC results showed no indication of an 

interaction being formed between PHD2 and LIMD1 65-260. It was therefore decided 

to attempt to investigate the interaction by NMR which had worked for the VHL:LIM2 

interaction. 

 

FL-PHD2 was seen to elute from SEC earlier than expected and with a large tail to 

the peak. This suggested that the FL-PHD2 protein may be misfolded and possibly 

forming oligomers. Due to the reported ability of LIMD1 to bind to PHD1,2 and 3 it 

was assumed that these proteins must share a common binding site for LIMD1 [24]. 

The only region that appears in all three of these proteins is the core catalytic 

domain, meaning this is likely to be the site of interaction with LIMD1. Based on this 

assumption future work focussed on using only the catalytic domain of PHD2 (181-

426). The smaller PHD2 construct has the added advantage of being easier to 

produce and, having been previously well studied, is known to crystallise readily 

[182]. In addition to demonstrating the formation of an interaction, it was also hoped 

to narrow down the binding region of PHD2 on LIMD1. For this reason, three 

constructs spanning overlapping regions of the pre-LIM region of LIMD1 were initially 

tested: 65-260, 110-166 and 160-300. LIMD1 65-260, 110-166 and 160-300 proteins 

as well as PHD2 181-426 were all successfully produced and purified (Figure 4.8A, 

C-D). Additionally, LIMD1 1-80, a region predicted by AlphaFold2 and disorder 

predictions to be ordered but previously annotated as a structured domain, was 

produced in order to verify the presence of any structured elements in this region 

(Figure 4.8B) [67, 204]. 
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Figure 4.8. SDS-PAGE analysis of the purifications of A. unlabelled PHD2 181-426, 

with lanes 2-5 containing elution fractions from SEC. B. Pure unlabelled LIMD1 1-80. 

C. Lane 1: pure [U-15N] LIMD1 160-100. lane 3: pure [U-15N] LIMD1 110-166. D. 

Lane 2: Pure [U-15N] LIMD1 65-260. Estimated molecular weights based on amino 

acid sequence are: PHD2 181-426 = 27 kDa, LIMD1 160-300 = 14.3 kDa, LIMD1 

110-166 = 5.85 kDa, LIMD1 65-260 = 27.6 kDa, LIMD1 1-80 = ~9.13 kDa 
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2D (1H, 15N) HSQC or HMQC spectra were collected for the [U-15N] pre-LIM 

fragments (Figure 4.9). The spectra allowed for experimental characterisation of the 

pre-LIM as largely disordered due to the narrow 1H chemical shift distribution seen 

for all regions of the LIMD1 pre-LIM that were tested. The narrow 1H chemical shift 

distribution show that there is little change in the chemical environment across the 

protein and so the protein is likely to be disordered and lacking a persistent 3D fold. 

Verification that LIMD1 1-80 is disordered contradicts previous annotation of this 

region as a LEM (LAP2, emerin, MAN1) domain [67].  

 

 

Figure 4.9. 2D (1H, 15N) HSQC or HMQC spectra for various regions of the pre-LIM 

of LIMD1. The narrow chemical shift distribution and sharp peaks suggest that all of 

these regions lack a persistent 3D fold. 

 

In order to investigate PHD2 binding to LIMD1 2D (1H, 15N) HSQC spectra were also 

collected for [U-15N] LIMD1 65-260, 110-166 and 160-300 with PHD2 181-426 added 

(Figure 4.10).  
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Figure 4.10. A. Schematic representation showing how the pre-LIM regions used 

relate to the sequence of full length LIMD1 and to each other B-D. 2D (1H, 15N) 

HSQC spectra of 100 µM [U-15N]-LIMD1 65-260 (B), [U-15N]-LIMD1 160-300 (C) and 

[U-15N]-LIMD1 110-166 (D) with (red) and without (grey) 400 µM PHD2 181-426. 1D 

1H traces are shown for one peak in the 65-260 and the 160-300 spectra to 

demonstrate the loss in signal on addition of PHD2181-426.. Full spectra are shown in 

appendix figures 7.3-7.5 
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Peaks were seen to disappear in the spectra of LIMD1 65-260 (Figure 4.10B) and 

LIMD1 160-300 (Figure 4.10C) in the presence of an excess of PHD2 181-426 but 

not in the spectra of LIMD1 110-166 (Figure 4.10D). This suggested that the binding 

site for PHD2 on LIMD1 was located in the overlapping region between 65-260 and 

160-300 but not in the 110-166 region (Figure 4.10A). Peaks disappearing in the 

presence of PHD2 is consistent with the formation of a LIMD1:PHD2 complex. These 

results narrowed the potential binding site of PHD2 to the region of 166-260 on 

LIMD1. This was in agreement with the LIMD1 186-239 region identified by in vivo 

studies [24]. To further test binding of PHD2 to the overlapping region of LIMD1 

previously identified, a construct was made spanning LIMD1 166-260 (Figure 4.11). 

A smaller construct spanning the LIMD1 186-239 region previously implicated in 

PHD2 binding was not used in order to avoid truncating the binding site [24]. 
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Figure 4.11. A. Schematic representation showing how the LIMD1 166-260 related to 

the previously used pre-LIM regions and to full length LIMD1. B. Section of the 

chromatogram for the SEC purification of [U-15N] LIMD1 166-260 showing 

absorbance at 280 nm. C. SDS-PAGE analysis of the purification of tag less [U-15N] 

LIMD1 166-260. Lanes contain fractions from the SEC purification of LIMD1 166-260 

shown in B. Bands corresponding to LIMD1 166-260 were seen in lanes 4-8. 

Calculated molecular weight of LIMD1 166-260 = ~9.6 kDa.. Fractions from lanes 6-8 

in B were pooled and used for future experiments. 

 

As anticipated, comparison of the 2D (1H, 15N) HSQC spectrum of U-[15N]-LIMD1 

166-260 with the 2D (1H, 15N) HSQC spectra of LIMD1 65-260 and 160-300 shows a 

mixture of matching and non-matching peaks (Figure 4.12A). The peaks in both the 

LIMD1 65-260 and 160-300 spectra most affected by PHD2 binding were all seen to 

contain matching or nearby peaks in the LIMD1 166-260 spectrum (Figure 4.12B). 

The spectra do not match perfectly potentially due to differences in the temperature 

and effects of truncating the proteins on chemical shift. The similarity in the regions 

of the spectra of LIMD1 166-260, 65-260 and 160-300 most effected by PHD2 
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supports the hypothesis that PHD2 is binding to the same region in these proteins, 

however the spectra do not overlay perfectly enough to confirm this.  
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Figure 4.12. A. Overlay of the 2D (1H, 15N) HSQC spectra for LIMD1 166-260 (grey), 

LIMD1 65-260 (pink), LIMD1 160-300 (blue). B. A zoomed in view of the region 

indicated in A. Peaks corresponding to the peaks most affected in the LIMD1 65-260 

and 160-300 spectra on addition of PHD2 are indicated with a cross. 
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The ability of [U-15N]-LIMD1 166-260 to bind to PHD2 was tested by collecting 2D 

(1H, 15N) HMQC spectra with and without unlabelled PHD2 181-426. (Figure 4.13)  

 

 

Figure 4.13. 2D (1H, 15N) HMQC spectra for 100 µM [U-15N]-LIMD1 166-260 with 

(red) and without (grey) 400 µM PHD2 181-426. 1D 1H traces are shown for one 

peak in the to demonstrate the loss in signal on addition of PHD2181-426. The full 

spectra are shown in appendix figure 7.6 
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The reduction of signal intensity seen for some peaks in the LIMD1 166-260 

spectrum on the addition of PHD2 demonstrated that the LIMD1 166-260 construct 

retained the ability to bind to PHD2 181-426. As PHD2 binds to peptide substrates 

as part of its catalytic activity, it was important to verify that PHD2 was not binding 

LIMD1 non-specifically via its substate binding pocket. To evaluate this, spectra of 

[U-15N] LIMD1 166-260 were collected in the presence of both PHD2 and an excess 

of HIF-1α CODD peptide (Figure 4.14). As HIF-1α CODD is one of the natural 

substrates of PHD2, adding an excess of the peptide to the sample would likely 

displace any LIMD1 bound in the active site.  

 

 

Figure 4.14. 2D (1H, 15N) HMQC spectra for 100 µM [U-15N]-LIMD1 166-260 with 

(red) and without (grey) 250 µM PHD2 181-426 and 250 µM HIF-1α CODD peptide. 

Signals can be seen to disappear on addition of PHD2 and the HIF-1α peptide 

indicating an interaction is formed. 

 

The interaction between LIMD1 166-260 and PHD2 did not appear to be inhibited by 

the addition of the HIF-1α CODD peptide. This suggested that LIMD1 166-260 

binding does not compete with the CODD peptide which in turn implies that LIMD1 

166-260 does not bind to the substrate binding pocket of PHD2. To further 

investigate the interaction between LIMD1 and PHD2, co-elution experiments were 
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carried out with the smaller PHD2 181-426 and LIMD1 166-260 constructs (Figure 

4.15).  

 

 

Figure 4.15. SEC chromatograms of PHD2 (blue), LIMD1 166-260 (green) and a 

mixture of the two proteins (red) followed by absorbance at 280 nm. The elution 

volumes of molecular weight standards are indicated above the chromatogram. 

PHD2 181-426 = ~ 27 kDa, LIMD1 166-260 = ~9.6 kDa. 

 

Similarly to previous results, the co-elution experiments did not provide evidence of 

the interaction between PHD2 181-426 and LIMD1 166-260. The failure to see a 

complex of PHD2 and LIMD1 by SEC could suggest these constructs interact weakly 

and as such exist in an equilibrium between bound and unbound states. The 

separation of PHD2 and LIMD1 during SEC would serve to push the equilibria 

towards the unbound state. Co-elution would only be expected if the two 

components interacted with high enough affinity to form a stable complex during the 

SEC run. 

 

The effect of LIMD1 to increase the efficiency of HIF-1α degradation could be 

caused by a scaffolding effect that increases the local concentration of VHL and 

PHD2 and thus improves the efficiency of the signalling pathway, or LIMD1 could 
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directly modify the activity of its partner proteins. It is also possible that LIMD1 acts 

via a combination of these mechanisms. PHD2 activity assays were carried out to 

investigate any modulation of PHD2 activity by LIMD1. A succinate-glo assay was 

used to follow the production of succinate, a biproduct of proline hydroxylation, at 

various PHD2 concentrations (Figure 4.17A). Here, HIF-1α CODD peptide was used 

as a substrate for PHD2. Hydroxylation of the peptide by PHD2 results in the 

conversion of 2-oxoglutarate to succinate (Figure 4.16). Components of the 

succinate-glo assay then use succinate to generate ATP which is used by a 

luciferase enzyme to produce light (Figure 4.16). 

 

 

Figure 4.16. Schematic representation of the PHD2 activity assay used. PHD2 uses 

2-oxoglutarate to hydroxylate a proline residue, resulting in the production of a 

succinate by-product. The succinate-Glo assay then converts succinate into ATP 

which can be used by a luciferase enzyme to produce light. 
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Initial assays with various PHD2 concentrations verified that the assay was working 

as intended and provided a working concentration to assay the effect of LIMD1 on 

PHD2 activity (Figure 4.17A). The signal at the highest PHD2 concentration was 

close to saturating the detector and so higher concentrations were not used. Further 

experiments used 1 µM PHD2 in order to maximise the signal without saturating the 

detector. Carrying out the assay with a range of LIMD1 166-260 concentrations 

revealed that addition of LIMD1 166-260 had no apparent effect on the activity of 

PHD2 towards HIF-1α CODD (Figure 4.17B). This lack of activity change suggests 

that LIMD1 functions though a purely scaffolding mechanism, by increasing the local 

concentrations of PHD2 and VHL, rather than through an allosteric effect modulating 

the activity of PHD2. Moreover, this result is consistent with LIMD1 interacting with 

PHD2 via a site that does not prevent binding of substrate peptides. It is however 

possible that LIMD1 could impact VHL activity as this was not tested.  
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Figure 4.17. PHD2 activity assays using a succinate-glo luminescent assay. A. 

Luminescence at various PHD2 concentrations. B. relative activity of 1 µM PHD2 

with and without LIMD1 166-260 at a range of concentrations. The results show no 

apparent effect of LIMD1 on PHD2 activity. 

 

With the smaller binding region of LIMD1 identified it was then feasible to attempt to 

assign the backbone resonances for this region. Resonance assignment is the 

process by which signals in NMR spectra are linked to the specific atoms they result 
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from. This would allow identification of the peaks affected by PHD2 binding and thus 

further narrow the binding region on LIMD1. Triple resonance backbone assignment 

allows for sequential assignment of resonances resulting from atoms in the 

backbone of the protein. Typically, triple resonance backbone assignments rely on 

pairs of experiments where an experiment transfers magnetisation between the 

amide NH group of one residue to the Cα and/or Cβ protons of that residue and the 

preceding residue (in this case a HNCACB experiment) and another experiment 

where magnetisation is only transferred to the preceding residue (in this case a 

HN(CO)CACB experiment). The resulting signals can then be sequentially linked by 

matching chemical shifts of Cα and Cβ atoms to the i-1 signals from another amide. 

The chemical shift values of the Cα and Cβ atoms can be used to predict the amino 

acid type at a particular position which then allows for sequential signals in the 

spectra to be assigned to a stretch of the protein sequence. Assignment of LIMD1 

166-260 was hindered by a high number of prolines (13), which break the sequential 

assignment due to the lack of amide protons, and low overall sequence complexity in 

this region, which caused poor dispersion of signals. Despite these difficulties, 

assignment of a stretch of residues from 168-193 (not including prolines) was 

possible. The HNCACB/HNCOCACB strips for this region are shown in figure 4.18. 
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Figure 4.18. strips from the HNCACB and HNCOCACB spectra of LIMD1 166-260 for the assigned region of 168-193. The 

HNCACB spectra is shown with green positive and blue negative contours and the HNCOCACB spectra is shown with yellow 

negative and purple positive peaks. 
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A 2D (1H, 15N) HMQC spectrum of LIMD1 166-260 with partial assignments is shown 

in figure 4.19. Some of the assigned region of LIMD1 166-260 mapped to the peaks 

that were seen to disappear on addition of PHD2 (Figure 4.19). 

 

 

Figure 4.19. Partially assigned 2D (1H, 15N) HMQC spectrum of [U-15N]-LIMD1 166-

260. Assignment strips are shown in figure 4.18 and appendix figure 7.8. 

 

The change in intensity of peaks in the LIMD1 166-260 spectra on addition of PHD2 

can be seen in figure 4.20. The Z-score gives a measure of standard deviations from 
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the mean for the change in the signal-to-noise ratio of a peak on addition of PHD2. A 

higher Z-score means peaks are seen to disappear whilst a negative Z-score means 

peaks increase in intensity. 
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Figure 4.20. The Z-score for the intensity change of peaks in the LIMD1 166-260 spectrum on addition of PHD2. The signal to noise 

ratio of peaks in the LIMD1 166-260 spectrum with and without PHD2 was calculated and the signal to noise values of peaks in the 

apo spectrum were divided by the signal to noise values of peaks in the +PHD2 spectrum. The Z-score was then calculated by 

subtracting the mean from each value and dividing by the standard deviation of the mean. The Z-score gives a measure of the 

difference of a data point to the mean i.e. a Z-score of 2 would be 2 standard deviations from the mean. Unassigned peaks are 

shown with a "-" 
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Figure 4.20 shows a region of peaks between 178-191 that significantly decreased in 

intensity on addition of PHD2. Intensity changes across the rest of the spectra were 

less significant with the exception of two peaks. It is possible that these two peaks 

arise from residues in the vicinity of the 178-193 region identified, although this 

cannot be confirmed. These residues may also represent an alternative PHD2 

binding site or that these sites are affected by long range interactions with the PHD2 

binding site. Closer analysis of the LIMD1 sequence revealed that the 168-191 

region is one of the few regions of high sequence conservation within the pre-LIM 

region of mammalian LIMD1 orthologues (Figure 4.21).  

 

 

Figure 4.21. A heatmap showing the sequence conservation of human LIMD1 

residues across all mammalian LIMD1 orthologs annotated in the NCBI database 

(214 sequences). Sequences were aligned using Clustal Omega and a conservation 

score was generated using the Jalview [60, 65, 205]. The LIMD1 domain positions 

are indicted above the heatmap with the 168-191 region of LIMD1 highlighted. 

 

PHD2 had previously been shown in vivo to be unable to bind to LIMD1Δ186-260 but 

was still able to bind to a LIMD1Δ239-260 which, together with these results, would 

suggest the Δ186-260 mutation cut the PHD2 binding site in half. This consistency 

with the in vivo experimental data along with the sequence conservation and a 

decrease in the disorder prediction at this site (Figure 1.8) provide compelling 
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evidence that the 168-191 region of LIMD1 is an important PHD2 recognition  site in 

LIMD1. 

 

The ability of this small region of LIMD1 to bind to PHD2 was further explored using 

a peptide of LIMD1 168-191. It was initially hoped that co-crystallisation of PHD2 

with this peptide could be achieved, however extensive testing of crystallisation 

conditions (1728 conditions tested) did not yield any viable crystals. Due to the small 

size of the peptide, it was possible to readily observe the peptide by NMR at natural 

isotope abundance. Comparison of the 2D (1H, 15N) HMQC spectrum of LIMD1 168-

191 with the spectra of LIMD1 166-260 with and without PHD2 revealed most of the 

peaks in the LIMD1 168-191 spectrum corresponded to peaks in the LIMD1 166-260 

spectra that are impacted by addition of PHD2 (Figure 4.22). This both provides 

confidence in the assignments of LIMD1 166-260 and suggests that the LIMD1 168-

191 peptide exists in a similar conformational ensemble as the longer LIMD1 

construct.  
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Figure 4.22. 2D (1H, 15N) HMQC spectra for U-[15N]-LIMD1 166-260 (grey), U-[15N]-

LIMD1 166-260 with PHD2181-426 (red), and natural abundance LIMD1 168-191 

(blue).  

 

The PHD2 binding ability of the LIMD1 168-191 peptide could be demonstrated by 

following the loss of signal from all peaks in the LIMD1 168-191 2D (1H, 15N) HMQC 

spectrum on addition of PHD2 (Figure 4.23). Additional peaks are seen on addition 

of PHD2 which likely correspond to disordered residues or side chain NH groups 

from PHD2. This can be seen from the overlay of the 2D (1H, 15N) spectra of LIMD1 

168-191 with PHD2 spectrum with the spectrum of PHD2 on its own (appendix figure 

7.9). 



 
 

160 
 

 

 

Figure 4.23. 2D (1H, 15N) HMQC spectra of unlabelled LIMD1 168-191 in grey and of 

a mixture of unlabelled LIMD1 168-191 and PHD2 181-426 in red. 
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4.2.3. Identifying the Binding Site of LIMD1 on PHD2 

In order to better understand the interaction between LIMD1 and PHD2, we aimed to 

identify the LIMD1 binding site on PHD2. Due to the size of PHD2, it was necessary 

to use deuteration as a means of improving the signal intensity and signal overlap of 

PHD2 for observation by solution NMR spectroscopy. Deuteration involves 

producing the protein with protons replaced with deuterium but reintroducing protons 

at specific sites. This can be done by back-exchanging, exchangeable sites by 

simply putting the protein in 1H2O based buffer or by specifically isotope labelling 

non-exchangeable sites. Deuterium is not observed by 1H NMR experiments, and so 

deuteration decreases the number of peaks observed in the 2D (1H, 13C) HSQC 

spectra, alleviating problems with peak overlap. Deuteration also allows for greater 

signal intensity, even in very large proteins, by reducing the cross-relaxation due to 

dipolar interactions between 1H atoms [206]. Methyl groups are commonly selected 

for isotopic labelling as they offer high sensitivity due to the fast rotation of the three 

protons around a three-fold symmetry axis of the carbon-carbon bond. Even greater 

sensitivity can then be achieved through the use of TROSY experiments which use 

the cancellation between dipole-dipole relaxation and relaxation due to chemical shift 

anisotropy or different dipolar coupling to select for longer relaxation rates [207]. 

Perdeuterated PHD2 was produced with specific 13C, 1H labelling of Ileδ1, LeuproS and 

ValproS methyl groups. A more detailed explanation of how this labelling, and others, 

can be achieved is presented in section 5.1.2. The protein was purified in 1H2O 

based buffer resulting in back exchange of exchangeable protons. This back 

exchange allows for observation of the backbone NH group. The 2D (1H-15N) 

TROSY spectra of PHD2 with and without LIMD1 168-191 revealed a number of 

peaks shifting on addition of the peptide (Figure 4.24). Partial backbone assignments 

were available for PHD2 181-402 (BMRB entry: 26741) covering ~83% of the 

sequence [137]. It was possible to transfer 120 of 183 previously assigned peaks to 

the PHD2 181-426 2D (1H, 15N) TROSY spectra, allowing for ~49% coverage of 

PHD2 181-426. Mapping the assigned and unassigned residues onto the structure of 

PHD2 showed a good coverage of assigned residues across the surface of the 

protein (Figure 4.24).  
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Figure 4.24. The structure of PHD2 (PDB 2G1M) with A. assigned backbone 

nitrogen atoms shown as green spheres and B. unassigned backbone nitrogen 

atoms shown as red spheres.  

 

Differences in the spectra collected in this work and spectra used for resonance 

assignment were likely caused by differences in the buffers used as well as the 
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lengths of the PHD2 constructs. The assignments allowed identification of a majority 

of the peaks affected on addition of LIMD1 168-191 (Figure 4.25).  
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Figure 4.25. 2D (1H-15N) TROSY spectra of [U-15N, 2H],(Iδ1LproSVproS)-[13C1H3]-

PHD2181-426 with (red) and without (black) LIMD1 168-191. Regions a-d of the 

spectra with relevant chemical shift perturbations are shown below the full spectra 

with residue assignments indicated. 
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The experiments were also collected in the presence of HIF-1α CODD (Figure 4.26). 

These results show a much greater change in the PHD2 spectrum on addition of 

HIF-1α CODD compared to the addition of LIMD1 168-191. The changes in the 

PHD2 spectra on addition of HIF1α CODD are largely consistent with chemical shifts 

observed in previous work, although direct comparison is difficult due to differences 

in the buffers, protein constructs and the NMR experiments conducted [137].The 

large chemical shift changes on addition of HIF-1α CODD could be anticipated, as a 

large conformational change from the open to closed conformation is believed to 

occur on binding to HIF-1α [136]. Interestingly there appears to be an additive effect 

on the chemical shift perturbation on addition of both LIMD1 168-191 and HIF-1α 

CODD to PHD2 (Figure 4.26). This suggests that both peptides are able to bind to 

PHD2 simultaneously. Peaks can be seen to be affected by both LIMD1 and HIF-1α, 

as well as by only one or the other providing additional evidence for distinct, binding 

sites for the two peptides.  
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Figure 4.26. 2D (1H, 15N) TROSY spectra of [U-15N, 2H],(Iδ1LproSVproS)-[13C1H3]-

PHD2181-426 in black with unlabelled LIMD1 168-191 in red, with unlabelled HIF-1α 

CODD in blue and with both unlabelled LIMD1 168-191 and unlabelled HIF-1α 

CODD in yellow. Examples of shifted and unaffected peaks are shown in magnified 

regions of the spectra. 

 

A similar trend was seen in the 2D (1H, 13C) HSQCs to the 2D (1H, 15N) TROSY 

experiments, with HIF-1α CODD having a greater impact on the PHD2 spectra than 

LIMD1 168-191 but the combination of peptides producing a different effect on the 

spectra than either peptide individually (Figure 4.27). Two peaks were identified as 

being affected as a result of LIMD1 168-191 binding, with one of these peaks 

unaffected by HIF-1α CODD binding (Figure 4.27). 



 
 

167 
 

 

Figure 4.27. 2D (1H, 13C) HSQC spectra of [U-15N, 2H],(Iδ1LproSVproS)-[13C1H3]-

PHD2181-426 in black with LIMD1 168-191 in red, with HIF-1α CODD in blue and with 

both LIMD1 168-191 and HIF-1α CODD in yellow. A magnified version of the spectra 

is given with peaks perturbed by LIMD1 168-191 marked with a cross. 
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The 2D (1H, 13C) HSQC spectra were less informative than the 2D (1H, 15N) TROSY 

spectra due to the lack of available 13C assignments. Assignment of the 2D (1H-13C) 

HSQC peaks affected by LIMD1 168-191 would provide greater insight to help 

identification of the binding site of LIMD1 on PHD2. Assignments of these residues 

could be achieved through individually mutating the isoleucine, leucine, and valine 

residues in the protein [208]. Although this would be expensive and relies on none of 

these mutations severely impacting the structure of the protein. Alternatively, 

assignment could be achieved through the use of TOCSY experiments or NOE 

contacts [207]. These approaches would both be highly time consuming and would 

require the production of additional samples. 

 

Chemical shift perturbations (CSPs) could be calculated for assigned, well resolved 

peaks in the 2D (1H, 15N) TROSY spectra of PHD2 on addition of LIMD1 168-191 

(Figure 4.28).  
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Figure 4.28. Chemical shift perturbations from the 2D (1H, 15N) TROSY spectra of PHD2181-426 on addition of LIMD1 168-191. The 

red line shows the cut off of 0.015 ppm that was used for subsequent analysis. 
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Peaks that were seen to shift by >0.015 ppm on addition of LIMD1 168-191 made up 

25% of the total CSPs. Mapping these shifted peaks and peaks that were seen to 

reduce in intensity by more than 75% on addition of LIMD1 168-191 (Appendix 

Figure 7.22), onto the previously determined structure of PHD2, revealed that these 

residues generally clustered around a single site on PHD2 (Figure 4.29A-B) [136]. 

The high density of residues affected in this region suggests that this is the location 

of LIMD1 binding to PHD2. A few additional residues were affected which may be 

due to long range effects of a conformational change. The proposed binding site is 

also distinct from the substrate binding site (Figure 4.29C). 
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Figure 4.29. The crystal structure of PHD2 (blue) with the backbone nitrogen of 

residues perturbed on addition of LIMD1 168-191 shown as red spheres. A. PDB: 

2G1M [182] B. 2G1M viewed from 90° compared to A. C. PHD2 bound to HIF1α 

CODD (green) PDB: 5L9B [136]. The N and C termini are indicated on the 

structures. 

 

AlphaFold2 models of the HIF-1α CODD:PHD2 181-426 :LIMD1 168-191 interaction 

place the LIMD1 peptide alongside the α-helix at position 190 to 205 on PHD2 

(Figure 4.30A), although with poor confidence in the conformation of the peptide 

[163]. The PAE plots for the models (Appendix figure 7.27B) show a high confidence 

in the position of the LIMD1 peptide (B) relative to the position of PHD2 (A) but a low 

confidence on the relative position of PHD2 (A) relative to the position of the LIMD1 
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peptide (B). This is likely due to the relatively small number of sequences in the 

multiple sequence alignment for LIMD1 168-191 (Appendix figure 7.27A) which 

results in a low confidence structure for the LIMD1 peptide (Appendix figure 7.27C) 

[163, 164]. The 190-205 region of PHD2 was also seen to have the largest degree of 

chemical shift perturbations on addition of LIMD1 168-191 (Figure 4.27) showing an 

agreement between AlphaFold2 and the experimental data. The predicted binding 

mode would also permit interactions with the 344-355 region which was also seen to 

experience chemical shift perturbations on addition of LIMD1 168-191. The 

reasonably high confidence in the position of the LIMD1 peptide relative to PHD2 

and the agreement of this with the experimental results is consistent with LIMD1 

interacting with the 190-205 α-helix on PHD2 (Figure 4.30A). The residues perturbed 

on the other face of this helix may not be in direct contact with the peptide but may 

be perturbed by changes to the position of the 190-205 α-helix on binding of LIMD1. 

Other residues in the vicinity of the proposed LIMD1 binding site may not have been 

identified due to the sparsity of the PHD2 backbone assignments (~49%). 
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Figure 4.30. A. AlphaFold2 models for the interaction of PHD2 (blue) with HIF CODD 

(green) and LIMD1 168-191 (pink). 5 models are shown for LIMD1 168-191 and 

PHD2 with only the top ranked HIF CODD model shown. The 5 structures of PHD2 

predicted by Alohafold2 superposed well with an experimental structure of PHD2 

(PDB code: 2G1M) with RMSDs in secondary structure regions of 0.66 Å /200 Cα 

atoms, 0.65 to 0.66 Å over 200 equivalent Cα atoms [182]. The structure and 

position of HIF CODD was predicted with very high confidence (appendix figure 

7.27). B. The structure of PHD2 (blue) bound to a RaPID derived cyclic peptide 

(yellow) PDB code:6YW1 [209]. C. results of HPEPDOCK modelling of LIMD1 168-

191 (Purple) binding to PHD2 (blue) (PDB code: 2G1M) with binding site residues 

set to 190-205 [181, 182]. The top 5 results from the docking calculations are shown. 

Residues perturbed by LIMD1 168-191 binding are shown in red. 
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A structure of PHD2 in complex with a RaPID derived cyclic peptide binding to the 

same region of PHD2 as suggested for LIMD1 was reported in 2020 (Figure 4.30B) 

[209, 210]. McAllister T. E. et. al. (2018) had previously shown addition of the cyclic 

peptide to PHD2 produced similar changes to the PHD2 2D (1H, 15N) HSQC spectra 

as were seen with LIMD1 168-191, with the majority of CSPs between residues 190-

215 [211]. The similarity of the results seen with the LIMD1 peptide and the RaPID 

derived cyclic peptide, suggests a potential shared binding mode for the two 

peptides. The mode of binding of this peptide may provide insight into the mode of 

binding of LIMD1. The 190-205 α-helix region on PHD2 (the region with the highest 

number of perturbed peaks) was used as an input for binding residues for 

computational docking of LIMD1 168-191 on PHD2 (Figure 4.30C) [181, 212]. The 

docking results are relatively consistent with the AlphaFold2 models. Future work 

could mutate residues within this region in order to see if binding of LIMD1 is 

diminished.. The region of PHD2 from 181 to 220 has been shown to be involved in 

nuclear import, although the exact mechanism for this remains unclear [213, 214]. 

This could suggest that either this region has multiple roles, in binding to LIMD1 and 

nuclear import, or that LIMD1 may be a regulator of PHD2 nuclear transport. 

Following PHD2 localisation by using a GFP-PHD2 fusion at different levels of 

LIMD1 expression would help to better understand any role of LIMD1 in regulating 

the nuclear transport of PHD2. 

 

4.3. Conclusion and Future Work 

The interactions of LIMD1 with both VHL and PHD2 have been validated and 

significantly further defined in vitro using recombinantly expressed proteins and 

demonstrated by NMR spectroscopy. This work highlights the power of NMR 

spectroscopy to investigate protein structure and interactions that are inaccessible to 

other techniques. Investigation of the interaction between LIMD1 and VHL was 

demonstrated although further investigation of this interaction was limited by issues 

with the stability and production of the individual protein components. Additional work 

may benefit by attempting to work with either the full LIM domain region of LIMD1 or 

full length LIMD1 as the other LIM domains may have a stabilising effect. Future 

work could also benefit by studying the effect of Rho-related BTB domain-containing 
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protein 3 (RHOBTB3) on the interaction of LIMD1 with both VHL and PHD2 [148]. 

RHOBTB3 has been shown to be an additional scaffold protein in the HIF-1α 

degradation pathway with potential interactions demonstrated to VHL, PHD2 and 

LIMD1. In order to obtain a more complete picture of the function of the LIMD1 

mediated HIF-1α degradation complex, it may be important to incorporate this 

additional scaffold protein.  

 

A potential PHD2 binding site was identified on the LIMD1 pre-LIM region. The 

observation of a narrow range of chemical shifts in the 2D (1H, 15N) HSQC spectra 

for this region confirmed that this region is largely disordered. A series of overlapping 

constructs of this region of LIMD1 were used to narrow down the PHD2 binding site 

to between residues 166 and 260. Partial backbone assignment of this region 

revealed a potential binding site for PHD2 at position 168-191 of LIMD1. Further 

analysis using a LIMD1 168-191 peptide confirmed the ability of this peptide to bind 

to PHD2. High sequence conservation, and agreement of this result with in vivo 

results, provided compelling evidence for the 168-191 region of LIMD1 to be the 

PHD2 binding site. Binding to this region could be confirmed by generating a crystal 

structure of the complex or by using NMR to observe the effects of site directed 

mutagenesis on LIMD1 168-191 binding to PHD2. There is some sequence similarity 

seen for this region between LIMD1 and AJUBA (one of the only related sites in the 

pre-LIM region) but not for WTIP (Figure 1.7). The difference in the sequences of the 

LAW proteins at this site could explain differences in the affinities for PHD enzymes 

between the LAW proteins. The identified PHD2 binding site at 168-191 is close to 

the LIMD1 140-166 site believed to bind to AGO2 [25]. It may be that there is some 

shared binding site between the PHD2 and AGO2 or that the closeness of the 

binding sites acts to prevent simultaneous binding of AGO2 and PHD2, in order to 

limit crosstalk between the hypoxic and miRNA silencing pathways. Binding assays 

using a stretch of LIMD1 covering both binding sites could be used to investigate 

whether LIMD1 can bind to both PHD2 and AGO2 simultaneously or if there is a 

preference for binding to either PHD2 or AGO2. 
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The LIMD1 168-191 peptide was then used to investigate the binding site of LIMD1 

on PHD2. Deuteration and specific methyl labelling were used to allow for 

observation of PHD2 by NMR spectroscopy. Available assignments for PHD2 were 

then used to map the binding site for LIMD1 onto the structure of PHD2. A potential 

binding site for LIMD1 on PHD2 was identified which agrees with AlphaFold 2 

predictions and matches the binding site of a RaPID derived cyclic peptide [163, 

209]. Further work could be carried out to test the effect of mutations in this region 

on the binding affinity of PHD2 for LIMD1. Single point mutations of all solvent 

accessible residues in the 190-205 region of PHD2 (L191, K192, L195, E196, Y197, 

P200, N203, K204, H205 ) would give valuable site specific information on the 

residues responsible for binding to LIMD1 [163, 181, 212]. The RaPID derived cyclic 

peptide could also be used for competition assays with LIMD1 [209]. The difficulty in 

demonstrating an interaction between LIMD1 and PHD2 by co-elution suggests that 

the interaction is relatively low affinity, conversely the cyclic peptide has been shown 

to have a very high affinity for PHD2 (KD of 0.27 nM) [211]. The differences the 

affinities of LIMD1 and the cyclic peptide for PHD2 means that the cyclic peptide 

would be expected to outcompete LIMD1 for binding to PHD2 if they bind at the 

same site on PHD2. . It may also be worthwhile investigating any potential effect of 

LIMD1 on the nuclear import of PHD2 as the LIMD1 binding region identified has 

also been shown to be important for nuclear import of PHD2 [213]. PHD2 has been 

shown to hydroxylate HIF1α in both the cytoplasm and the nucleus with nucleus-

cytoplasmic shuttling of PHD2 being critical for interaction with HIF1α [213]. The 

potential effect of LIMD1 on shuttling of PHD2 may be key to understanding the role 

of LIMD1 in hypoxic signalling. The characterisation of the LIMD1:PHD2 interaction 

may inform the development of drugs to target the interaction which could be used to 

treat ischemic diseases.  

 

The findings from this study are in mixed agreement with a computational study 

investigating the interaction between LIMD1 and PHD2 [215]. The authors 

computationally predicted the effect of eight mutations at highly conserved residues 

on the structure of PHD2. The structural analysis identified a potential binding area 

on the surface of PHD2 formed by four polycythemia-related mutations (P200Q, 

N203K, K291I and R371H) that is not involved in any known protein-protein 
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interactions. As P200Q and R371H had previously been shown to have no effect on 

HIF-1α hydroxylation in vitro, it was hypothesised that mutations in this region must 

impact partner protein binding [216]. As mutations impacting LIMD1 binding would 

not be expected to impact PHD2 activity in vitro the authors predicted that LIMD1 

binds to the P200, N203, K291 and R371 region of PHD2 [215]. It is equally 

plausible that this site on PHD2 could be responsible for binding to other scaffold 

proteins known to interact with PHD2 such as PDL1/2 or mAKAP but these were not 

considered [142, 143, 145].Residues P200 and N203 of PHD2, predicted in the 

computational study to interact with LIMD1, are within the 190-205 region identified 

in this study as a potential LIMD1 binding site with R371 close to this region in the 

structure. N203 was seen to have a large chemical shift change on addition of 

LIMD1 168-191 (Figure 4.28), whilst K291 is closer to the HIF-1α binding site and 

was not affected by LIMD1 168-191 binding in the 2D (1H, 15N) HSQC. The 

computational study assumed PHD2 binding occurred within the 186-260 region of 

LIMD1 identified by Foxler et al. (2012) which led to a predicted binding region of 

LIMD1 216-242 [24]. The work presented in this thesisidentified LIMD1 168-191 as a 

potential PHD2 binding region which suggests the LIMD1Δ186-260 used in Foxler et 

al. (2012) cut the binding region in two [24]. The computational analysis may have 

better predicted the binding region of PHD2 on LIMD1 if a longer sequence was 

used to account for the potential of cleaving the binding site. The computational 

analysis performed by Minervini et al. (2016) could be repeated using the LIMD1 

168-191 region to provide additional insights into the structural biology of the 

interaction between LIMD1 and PHD2 [215]. 
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5. Results Chapter 3: Using Specific Isotopic Unlabelling 

to Aid Structural Studies of Proteins by Solution NMR 

Spectroscopy 

 

5.1. Introduction  

The work presented in this thesis focusses on the use of solution NMR spectroscopy 

to interrogate the structure and function of proteins. This chapter involves the 

development of new methods to aid in this type of study. Although the methods 

developed here were not successfully applied in the LIMD1 study, they remain 

applicable for similar investigations with more favourable characteristics (such as 

improved protein solubility).  

 

NMR spectroscopy has the potential to observe a signal from every N, C and H atom 

in a protein. The technique typically relies on observation of spin active nuclei, 

particularly 1H, 13C and 15N. 1H is the most naturally abundant isotope of hydrogen 

(99.985% abundant) which allows for ready observation by NMR spectroscopy. 

However, the high abundance of 1H in proteins and the low signal dispersion 

observed for 1H in proteins makes interpretation of the spectra challenging due to the 

high degree of signal overlap. For the study of proteins, it is therefore common to 

use multidimensional, heteronuclear experiments to observe correlations between 

sets of 1H, 13C and/or 15N nuclei [217]. These heteronuclear experiments provide 

improved signal dispersion compared to 1-dimensional 1H spectra and have allowed 

for detailed analysis of protein structure and dynamics. The observation of 13C and 

15N nuclei is however limited by the relatively low natural abundance of these 

isotopes, 1.1% and 0.05% respectively. For this reason, it is often necessary to 

enrich samples with 13C and/or 15N to increase the intensity of the observable signal. 

For proteins produced in E. coli, uniform 13C and/or 15N Isotopic labelling can be 

achieved through the use of 13C-glucose and/or 15NH4Cl as the sole carbon or 

nitrogen sources in the expression media [218]. Uniformly 13C and/or 15N labelled 

proteins contain a large number of observable nuclei, which can lead to a high 
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degree of signal overlap. This effect is more pronounced in larger proteins with more 

observable atoms and disordered proteins which have a narrower signal distribution 

due to the similarity in the chemical environment of each residue. In order to reduce 

signal overlap and aid in the interpretation of these spectra it can be useful to reduce 

the number of signals visible in NMR spectra (e.g., by selectively exciting only 

specific sets of atoms). Issues related to signal overlap can sometimes be reduced 

through the use of higher dimensionality experiments, although this is not always 

sufficient. Specific isotope labelling can be used to reduce the number of observable 

atoms in the protein and thus reduce the number of signals in spectra. Specific 

isotope labelling can be achieved in E. coli though the addition of an isotope labelled 

amino acid or biosynthetic precursor to an amino acid to the expression media. This 

results in a protein with only a select set of residues labelled with 1H, 13C or 15N 

giving rise to greatly simplified NMR spectra. The use of specific isotope labelling is 

often limited by the high cost of isotope labelled amino acids or amino acid 

precursors. A more affordable alternative to specific isotope labelling is specific 

isotope unlabelling, also known as reverse labelling. 

 

5.1.1. Specific Isotope Unlabelling 

Specific isotope unlabelling in E. coli can be achieved by adding a natural 

abundance amino acid or amino acid precursor to the expression media in addition 

to 13C-glucose and 15NH4Cl. This media composition produces an otherwise 

uniformly 13C, 15N labelled protein with a specific amino acid type or set of amino 

acids at natural isotope abundance [219, 220]. In a typical NMR spectrum, peaks 

resulting from unlabelled residues would disappear from the spectrum. This has the 

benefit of both simplifying the resulting spectra by reducing the number of peaks and 

thus reducing signal overlap as well as providing residue type information for the 

missing peaks. This residue type information and the low cost of the reagents 

required has allowed specific isotope unlabelling to be used as a tool to aid in 

resonance assignment of proteins [219-221]. 

 

The amino acids that can be targeted for either specific isotope labelling or 

unlabelling is limited by the metabolic pathways of the expression host. Some amino 
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acids can be metabolised by the host organism and the isotope (un)labelled sites will 

be incorporated into other residues. This effect is known as isotope scrambling. 

Considerable work has been carried out to understand these metabolic pathways 

and to determine which residues can be (un)labelled without scrambling [220, 222, 

223]. Many amino acids can be effectively unlabelled through the use of metabolic 

precursors that lack the sites that would be scrambled if the amino acid itself was 

added. Amino acid precursors are also often cheaper to produce due to the reduced 

number of stereospecific sites. The type of amino acids that can be effectively 

unlabelled, free of scrambling was a key factor in deciding which amino acids to 

target in this study. An overview of specific isotope labelling and unlabelling 

approaches in E. coli is given.  

 

5.1.2. Routes for Targeting Aliphatic Residues 

Aliphatic residues (Leu, Ile, Val and Ala) represent a highly desirable target for 

specific isotope labelling or reverse labelling due to their relatively high abundance 

(Leu: 9%, Ile: 5.2 %, Val: 6.6% and Ala: 8.3%) and broad distribution across proteins 

[224, 225]. Moreover, these residues contain methyl groups, which are excellent 

NMR probes for studying larger proteins [226]. 

 

Specific labelling and reverse labelling of the branched aliphatic amino acids has 

been used for generating backbone, sidechain and stereospecific assignments as 

well as for measuring NOEs [206, 220, 227-230]. 

 

The carbon atoms of leucine and valine can be labelled or reverse labelled with 

minimal scrambling through the use of the biosynthetic precursors α-ketoisovalerate 

or acetolactate (Figure 5.1) [206, 220, 231-234]. Both precursors are chemically 

synthesised as a racemic mixture, which impacts how they label prochiral methyl 

groups. Only the 2S stereoisomer of acetolactate is a substrate of ketol-acid 

reductoisomerase, which means that it is possible to use acetolactate to 

stereospecifically target the prochiral methyl groups of leucine and valine [227, 233]. 

Α-ketoisovalerate can be used for applications that require labelling of both prochiral 
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methyl groups. Leucine alone can be labelled by addition of 2-ketoisocaproate 

(Figure 15.1), a precursor of leucine that sits after the divergence of leucine and 

valine biosynthesis [206, 235]. Selectively deuterated versions of these precursors 

can be used to label larger proteins in combination with deuterated glucose and 

2H2O [233, 235].  

 

The carbon atoms of isoleucine can be labelled with 2-ketobutyrate or 2-hydroxy-2-

ethyl-3-ketobutyrate (Figure 5.1). These molecules also differentially target the 

methyl groups of Ile: 2-ketobutyrate is used to selectively label the Ile-δ1 methyl 

group while 2-(S)-hydroxy-2-ethyl-3-ketobutyrate can be used to target Ile-δ1 and/or 

Ile-γ2 methyl groups [161, 236, 237]. 

 

Biosynthetic precursors that target isoleucine, leucine and valine can be used in 

combination with other metabolites or amino acids which suppress scrambling of 

carbon sites and off-target effects. For instance, prochiral methyl groups of valine 

can be selectively labelled by the addition of labelled pro-R acetolactate-13C4  or pro-

S acetolactate-13C3 together with L-Leucine at natural abundance [160]. More details 

on methyl labelling of isoleucine, leucine and valine can be found in Kerfah et al. 

2015b and Schutz and Sprangers 2020 [206, 207]. 

 

The methyl group of alanine provides a good probe for monitoring local structure and 

dynamics of the protein backbone [238]. Specific isotopic labelling or reverse 

labelling of alanine is hampered by the presence of alanine transaminases which 

convert alanine into the widely used metabolite pyruvate [239]. Pyruvate is an early 

precursor in isoleucine, valine and leucine biosynthesis, which means that the 

labelling pattern of alanine will be scrambled into other aliphatic residues in the 

target protein. Addition of 1 g/L natural abundance alanine (CAS: 56-41-7) will result 

in approximately 50% loss of signal from valine [221]. That said, scramble free 13C 

labelling of the carbonyl of alanine is possible via addition of 1-[13C]-alanine (CAS: 

21764-56-7) [240], while labelling of the alanine methyl group can be achieved by 

adding other metabolites to suppress cross-talk between biosynthesis pathways 
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[241, 242]. In principle reverse labelling can be achieved using similar approaches, 

by adding alanine at natural abundance and other precursors with 13C labelling, 

though this would be expensive and impractical due to the high cost of 13C enriched 

amino acids and precursors. [15N] labelling or reverse labelling of the backbone 

amine group of alanine, isoleucine, leucine and valine is problematic due to the 

action of various transaminases [243].  
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Figure 5.1. Metabolic precursors that can be used for isotopic labelling and reverse 

labelling of the carbon sites in branched chain aliphatic amino acids. Sites 

corresponding to labelled or unlabelled groups are coloured to show their starting 

and end positions.  



 
 

184 
 

 

5.1.3. Routes for Targeting Aromatic Residues 

Aromatic residues are found at interaction interfaces and in the hydrophobic cores of 

proteins and hence can serve as excellent reporters of protein structure and 

interactions [244]. Tryptophan can be used as a sole carbon source by E. coli and so 

significant scrambling of carbon atoms occurs when tryptophan is added to the 

culture medium [245]. Additionally, tryptophanase can convert tryptophan to indole, 

pyruvate and ammonia which leads to nitrogen scrambling as ammonia is used in 

amino acid synthesis [221]. Aromatic amino acid transaminases cause significant 

nitrogen scrambling between tyrosine and phenylalanine when attempting to label or 

reverse label with either amino acid [221]. 

 

An early example of the selective labelling of aromatic residues through metabolic 

precursors was the use of shikimic acid to label aromatic protons of phenylalanine, 

tyrosine and tryptophan against a deuterated background (Figure 5.2) [246]. 

However, the synthesis of isotopically labelled shikimic acid is complicated, which 

has precluded widespread use. Phenylpyruvate and 4-hydroxy phenylpyruvate have 

been used to reverse label the carbon atoms phenylalanine and tyrosine, 

respectively (Figure 5.2) [220]. 13C labelled versions of these precursors were later 

reported for isotopic labelling of phenylalanine and tyrosine [247]. Indole can be used 

for selective tryptophan labelling and reverse labelling of the tryptophan side chain 

(Figure 5.2) [248]. Isotopic labelling and reverse labelling of tryptophan can also be 

achieved through the use of indolepyruvate (Figure 5.2), which is part of the 

tryptophan degradation pathway rather than biosynthesis pathway [249]. Anthranilic 

acid (Figure 5.2) has also been reported as an alternative tryptophan labelling 

precursor, which allows both 15N and 13C labelling of side chain sites with minimal 

scrambling [250].  
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Figure 5.2. Metabolic precursors used for isotopic labelling and reverse labelling of 

phenylalanine, tryptophan, and tyrosine. Sites corresponding to labelled or 

unlabelled groups are coloured to show their starting and end positions. 
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Histidine can be labelled or reverse labelled by the addition of the amino acid itself to 

the expression media. Histidine can also be labelled, without scrambling, by the 

metabolic precursor imidazolepyruvate (Figure 5.3) [251]. 

 

 

Figure 5.3. Histidine (un)labelling by the metabolic precursor Imidazolepyruvate with 

incorporated atoms shown in red.  

 

5.1.4. Routes for Targeting Polar Residues 

Serine is connected to glycine via a glycine-hydroxymethyltransferase, which is in 

turn linked to threonine. Serine is also a precursor of tryptophan and cysteine 

biosynthesis and can be converted into pyruvate by serine dehydratase. Currently, 

there is no protocol for scramble-free specific labelling or reverse labelling of serine 

using traditional expression hosts. Similarly, cysteine is converted to pyruvate by 

cysteine desulfhydrases which leads to significant scrambling when cysteine is 

added to the culture medium. 

 

Threonine is connected to glycine, serine, cysteine, tryptophan and isoleucine, which 

leads to significant scrambling for nitrogen labelling or reverse labelling [252]. For 

labelling or reverse labelling of carbon sites, threonine is connected to isoleucine and 

glycine biosynthesis and can cause significant scrambling when added to the 

expression media. This scrambling effect has been overcome by the addition of the 

isoleucine precursor 2-ketobutyrate (or isoleucine) and glycine to the expression 

media [252, 253].  
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Asparagine and glutamine are particularly difficult amino acids to specifically label or 

reverse label. Specific 15N labelling of these amino acids has been achieved through 

the use of media supplemented with all 14N-amino acids apart from asparagine or 

glutamine and 15NH4Cl [254]. Specific labelling of side chain sites of these residues 

using metabolic precursors has not been possible due to their position in metabolic 

pathways. Asparagine and glutamine synthesis is closely linked to aspartate and 

glutamate synthesis, which are used in the synthesis of many amino acids. In 

addition, glutamate is the primary nitrogen donor in amino acid biosynthesis. This 

means that scramble-free specific labelling of these amino acids with the amino 

acids themselves or amino acid precursors is not possible without addition of a full 

amino acid complement to the media or the use of auxotrophic strains or cell free 

systems [245, 255]. 

 

5.1.5. Routes for Targeting Charged Residues 

The final steps of both lysine and arginine biosynthesis are irreversible, which means 

that both amino acids can be used directly for labelling and reverse labelling, thus 

negating the need for supplemental precursors to reduce isotopic scrambling [221]. 

 

For reasons discussed above, scrambling free specific labelling of aspartate and 

glutamate either with the amino acids themselves or with metabolic precursors has 

not been achieved.  

 

5.1.6. Special Cases 

Methionine is commonly used to introduce methyl labelled probes for NMR analyses 

of proteins [256-258]. The relatively low abundance of methionine (2.4%) can reduce 

the chance of spectral overlap than with aliphatic residues [225]. Methionine can be 

both isotopically labelled and reverse labelled with minimal scrambling by addition of 

the amino acid itself to the media [221, 259]. An alternative approach uses the 

metabolic precursor methylthio-2-oxobutanoate (Figure 5.4) for labelling without 

nitrogen [260]. 



 
 

188 
 

 

 

Figure 5.4. Methionine (un)labelling by methylthio-2-oxobutanoate with isotopically 

labelled sites indicated in red. 

 

Glycine is linked to serine and threonine by glycine-hydroxymethyltransferase and 

threonine aldolase respectively, meaning extensive scrambling for both carbon and 

nitrogen sites occurs when attempting to label or reverse label with glycine. 

 

Proline can be used as a sole carbon and nitrogen source in bacterial cell culture 

and so induces significant scrambling when added to the media [220, 221, 245, 261]. 

Metabolic precursors of proline have not been used for the production of proteins 

with proline labelling or reverse labelling. The interconnectivity of the proline 

biosynthetic pathway makes this unlikely. 
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Table 5.1. A summary of the scramble free isotope labelling strategies used in E. coli 

expression of recombinant proteins. 

Amino Acid Labelling compound 

Alanine 1-[13C]-alanine [240] 

Arginine Arginine [221, 262] 

Aspartic acid - 

Asparagine - 

Cystine - 

Glutamic acid - 

Glutamine - 

Glycine - 

Histidine Histidine [221, 262], 
imidazolepyruvate [251] 

Isoleucine 2-ketobutyrate [161], 2-hydroxy-2-
ethyl-3-ketobutyrate [236, 237] 

Leucine α-ketoisovalerate (L/V) [231, 232], 
acetolactate (L/V) [233], 2-
ketoisocaproate [235] 

Lysine Lysine [221, 262] 

Methionine Methionine [221, 262], methylthio-2-
oxobutanoate [260] 

Phenylalanine Phenylpyruvate [220, 247], , shikimic 
acid (F/Y/W) [246] 

Proline - 

Serine - 

Threonine Threonine with 2-
ketobuterate/isoleucine and glycine 
[252, 253] 

Tryptophan Indole [248], indole pyruvate [249], 
anthranilic acid [250], shikimic acid 
(F/Y/W) [246] 

Tyrosine 4-hydroxy phenylpyruvate [220, 247], 
shikimic acid (F/Y/W) [246] 

Valine α-ketoisovalerate (L/V) [231, 232], 
acetolactate (L/V) [233] 
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5.1.7. How Specific Isotope Unlabelling can Aid in Structural Studies of Proteins by 

Solution NMR Spectroscopy  

Protein structure determination by solution NMR spectroscopy is generally achieved 

by applying experimentally derived structural restraints to the protein during folding 

by molecular dynamics simulations. Typically, the majority of these structural 

restraints are derived from the NOE (Nuclear Overhauser Effect) [263]. The NOE is 

caused by the relaxation of one nucleus by another nucleus due to dipole-dipole 

interactions. This effect can be measured by NOESY experiments, typically between 

1H for proteins, and gives a through space correlation. The intensity of the NOE is 

proportional to the distance between the two interacting nuclei and so can be used to 

generate approximate distance restraints between hydrogen atoms in the protein, 

typically separated by <6 Å. These distance restraints make up the majority of 

restraints used in protein structure determination by NMR spectroscopy. 

 

The H-H NOESY experiments used to generate distance restraints, give a signal for 

every interaction between one hydrogen and another hydrogen close in space 

(typically < 6 Å). This leads to a large number of observable signals and thus a large 

degree of signal overlap which can cause difficulty in assigning the NOEs. The signal 

overlap can be somewhat alleviated by separating signals across extra dimensions 

(e.g. 3D or 4D datasets) through the use of X-edited pulse sequences. However 

even higher dimensionality doesn’t always resolve issues with signal overlap. 

 

Specific isotope unlabelling can be used in combination with filtered and/or edited 

NOESY experiments to both reduce the number of observed NOEs and to provide 

residue type information that inform NOE assignments (Figure 5.5). Filtered/edited 

experiments can select for (edit) or remove (filter) signals resulting from hydrogens 

directly bonded to 13C or 15N in either the F1 or F2 dimensions [176]. These 

experiments allow for specific observation of 1H-1H interactions in which one or both 

sites are unlabelled. Filtered/edited experiments have been used to great effect to 

identify intermolecular NOEs in protein:ligand or protein:protein complexes where the 

interacting partners are differently labelled [264-267]. Here, we combine 
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filtered/edited NOESY experiments with specific isotope unlabelling to look at 

intramolecular NOEs. 

 

 

Figure 5.5. Schematic representation of A. standard [U-13C, 15N] labelling of a protein 

and collection of severely overlapping 2D (1H, 1H) NOESY spectrum B. The 

proposed unlabelling and 2D filtered NOESY approach to generate a simplified 

NOESY spectrum. 

 

The combination of residue specific isotope unlabelling and 2D filtered/edited 

NOESY experiments to detect subsets of intramolecular NOEs was first employed by 

Vuister et al. (1994) to investigate phenylalanine residues in Drosophila heat shock 

factor [230]. Here, phenylalanine residues were unlabelled to alleviate problems 

associated with poor chemical shift dispersion and 13C induced line broadening. In 

this case phenylalanine was unlabelled by direct addition of the amino acid to the 
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culture with the authors reporting >90% isotope incorporation and minimal 

scrambling. However, later studies have demonstrated extensive isotope scrambling 

when attempting to label with phenylalanine [268]. This discrepancy may be due to 

differences in isotopic unlabelling compared to labelling or advancements in 

instrumentation and methodology for determining isotope incorporation between the 

two studies.  Vuister et al. (1994) then combined the phenylalanine unlabelled 

samples with 2D filtered/edited NOESY spectra, which allowed identification of 

additional NOE restraints that had proved otherwise impossible to obtain due to the 

poor 13C signal dispersion in the aromatic region of the spectrum [230]. This 

approach yielded an additional 109 long-range NOEs and resulted in an 

improvement of RMSD from 1.4 to 0.87 Å. This study demonstrated the usefulness 

of this method for extracting addition structural restraints that are otherwise difficult 

to obtain. The Vuister et al. (1994) study is the only published use of this approach 

that could be found [172]. A number of important technical advances have been 

made since the study by Vuister et al. (1994) thatwarrant revisiting the use of specific 

isotope unlabelling with 2D filtered/edited NOESY experiments, these include: 1) The 

development of cryogenic probes for NMR spectrometers greatly reduced the 

concentration of protein required for sufficient signal strength, allowing for the use of 

smaller scale expressions which saves on the cost of specific (un)labelling reagents 

[269], and 2) the availability of new isotope (un)labelling methods/reagents expands 

the range of sites accessible to specific isotope unlabelling. Assessment of the value 

of different unlabelling schemes for use with filtered/edited NOESY experiments will 

aid in the design of future experiments of this type. Additionally, modern NMR 

structure building pipelines have been developed that are able to automatically 

assign NOEs and handle ambiguous data sets [185]. It was hypothesised that 

combining the residue type information obtained from these experiments with current 

iterative NOE assignment and structure building pipelines could prove useful for 

aiding correct early NOE assignments and thus improving structure convergence.  

 

A similar approach was also applied to great effect by Peterson et al. (2004) to aid in 

the structural study of RNA and RNA-protein complexes [270]. Here RNA was 

produced, selectively labelled by nucleotide type, and filtered/edited NOESY spectra 

were used to both resolve overlapping peaks and provide base type assignment 
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information. The authors proposed filtered/edited NOESY experiments as a method 

of sequential assignment of RNA and found the improvement in data quality in using 

these experiments over 3D NOESYs was key to determining the conformation of 

their RNA of interest. 

 

A range of different filtered/edited experiments can be collected to provide different 

residue type information (Figure 5.6), which would be useful in the assignment of 

NOEs. The objective here was to evaluate whether this data can be used to inform 

automatic NOE assignment and structure building pipelines such as ARIA in order to 

improve early NOE assignment and thus aid the structure calculation.  
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Figure 5.6. Descriptions of the transfer pathways of the various 2D filtered/edited 

NOESY experiments used with schematic representation of the anticipated patterns 

of peaks for each experiment. Peaks common across the different experiments are 

demonstrated by colour. 

 

In order to investigate the potential benefits of this technique model proteins were 

used that were known to express well, have high stability and give good NMR 

spectra. This avoids potential protein specific problems that may give a false 

indication of the strengths or weaknesses of the technique. The biological role of the 
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proteins was not of importance for this study. A number of suitable candidates were 

available locally: 1) SHIRT-R3, a 9 kDa SHIRT domain from the bacterial protein 

Sgo_0707 (residues 621-705), though a lack of sidechain assignments would limit 

the level of analysis that could be done [271], and 2) SasYr,  a 9 kDa domain from 

the bacterial protein SasY (residues 23-111).Both backbone and side chain 

assignments were available for SasYr, which would allow for a better exploration into 

the potential of these methods and how the 2D filtered/edited NOESY data could 

best be implemented into structure calculation pipelines. 

 

5.2. Results and Discussion 

 

5.2.1. Specific Isotope Unlabelling of SHIRT-R3 

In order to investigate the potential of specific isotope unlabelling and 2D 

filtered/edited NOESY experiments to aid protein structure elucidation, a model 

protein was selected that was known to express in high yields (~30 mg/L in LB), was 

highly stable at room temperature, and gave well dispersed NMR spectra with strong 

signals. The third SHIRT domain from Sgo_0707 (SHIRT-R3) was first selected as it 

fit these parameters [271]. Using a well-behaved model protein limited sample 

specific problems that may have complicated the method development.  

 

Unlabelling schemes to be used in combination with SHIRT-R3 were designed 

based on the distribution of residues within the sequence of the protein (Table 5.2) 

as well as the ease with which they could be unlabelled (as outlined in sections 

5.1.2-5.1.6). Additionally, aromatic residues were targeted due to their general 

prevalence in the cores of proteins which could provide more relevant structural 

restraints. Seven unlabelling patterns were chosen, LV, K, F, Y, W, FK and HL. The 

inclusion single residue type and double residue type unlabeling patterns should 

provide information on the potential advantages of expanding the unlabelling 

scheme, although this will be highly protein dependent.  
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Table 5.2. SHIRT-R3 sequence and amino acid composition used to inform 

unlabelling schemes 

SHIRT-R3 sequence: 

APTYKATHEFMSGTPGKELPQEVKDLLPADQTDLKDGSQATPTQPSKTEVKTAEGT

WSFKSYDKTSETINGADAHFVGTWEFTPA  

Ala 8 Leu 4 

Arg 0 Lys 8 

Asn 1 Met 1 

Asp 6 Phe 4 

Cys 0 Pro 7 

Gln 4 Ser 6 

Glu 7 Thr 13 

Gly 6 Trp 2 

His 2 Tyr 2 

Ile 1 Val 3 

 

The unlabelled samples were expressed and purified, with the majority of samples 

expressing well (25 mg/L). The tryptophan unlabelled sample showed a decreased 

expression level of 15 mg/L. This seemed to be caused by an effect of the indole on 

the growth of the E. coli as the culture did not reach the same OD600 as the other 

samples. Isotope incorporation could be seen by peaks disappearing from the 2D 

(1H, 15N) and 2D (1H, 13C) HSQC spectra when compared to the fully labelled sample 

(Figure 5.7).  
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Figure 5.7. A. 15N-HSQC spectra of [U-13C, 15N]-SHIRT-R3 in black with K unlabelled 

SHIRT-R3 in red. B. 13C-HSQC spectra of [U-13C, 15N]-SHIRT-R3 in black with LV 

unlabelled SHIRT-R3 in red. 
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Isotope incorporation could be quantified for nitrogen unlabelling by comparing signal 

intensities from the unlabelled and fully labelled proteins (Figure 5.8). This was 

possible due to the available backbone assignments. Nitrogen unlabelling was seen 

to be >90% for all samples although some residual signal from lysine remained (~8 

%).  

 

 

Figure 5.8. 15N incorporation for SHIRT-R3 HL, K, FK and W unlabelled samples. 

Incorporation is averaged over all residues of that type and error bars show the 

standard deviation. Other unlabelling patterns are not included as they do not 

unlabel nitrogen. Leucine and phenylalanine unlabelling do not unlabel the backbone 

amide and so are not observed here. Tryptophan is unlabelled on the sidechain 

amine but not the backbone amide. 

 

Although peaks could be seen disappearing from the 13C-HSQC spectra (Figure 

5.7B), the lack of available side chain assignments meant that it could not be 

confirmed which residues these peaks belonged to. This means that we would not 

be able to identify any isotope scrambling or differences in incorporation across the 

sequence. For this reason, 12C incorporation could not be effectively quantified for 

these samples without using an alternative technique such as mass spectrometry. 
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Incorporation of the backbone carbonyl carbon could be assessed using a HNCO 

experiment although not all of the labelling precursors unlabel the carbonyl.  

 

2D F1f, 2D F1fF2f and full 2D (1H, 1H) NOESY spectra were collected for each 

labelling scheme. The resulting filtered spectra were greatly simplified compared to 

the full 2D (1H, 1H) NOESY, with much less signal overlap and peaks appearing in 

the expected locations based on the expected chemical shifts (Figure 5.9). Nitrogen 

bound 1H signals are only observed in the 2D F1fF2f spectrum for labelling schemes 

that incorporate 14N and combinatorial unlabelling of nitrogen unlabelled residues 

with aliphatic residues shows additional cross peaks to 1H bound to aliphatic 

carbons. This can be seen by comparing the spectra of lysine, leucine/valine and 

lysine/leucine/valine unlabelled samples (Appendix figure 7.12). Unlabelling of 

aromatic residues led to NOEs in the aromatic region of the 2D F1fF2f spectrum that 

are not observed in the 2D F1fF2f non-aromatic labelling schemes (Appendix figure 

7.12). The 2D F1f spectrum was seen to contain all of the peaks present in the 

F1fF2f spectrum plus additional peaks (Figure 5.9), presumably resulting from 

unlabelled to labelled 1H interactions. 

 

 



 
 

201 
 

 

Figure 5.9. F1fF2f and F1f NOESY spectra for FK unlabelled SHIRT-R3 in brown 

and pink respectively compared to a full 2D (1H, 1H) NOESY spectrum in grey.  

 

Initially it was expected that side chain assignments for SHIRT-R3 would have been 

generated by another researcher during the course of this investigation. However, 

assignment of the side chain residues proved more challenging than anticipated. 

Without side chain assignments, it was not feasible to use the NOESY spectra for 

structural analysis and so an alternative model protein, with sidechain assignments 

available, was chosen. 
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5.2.2. Specific Isotope Unlabelling of SasYr 

SasYr has previously been fully assigned by Dr Rachael Cooper and so along with 

the other factors mentioned for SHIRT-R3 made a good model protein to use for the 

development of these methods.  

 

As with SHIRT-R3, unlabelling patterns were planned based on the distribution of 

residues within the sequence (Table 5.3) as well as the ease of unlabelling. SasYr 

has fewer aromatic residues than SHIRT-R3 which reduced the number of 

unlabelling patterns that seemed sensible to test. Four unlabelling patterns were 

selected: K, LV, LVK and LVW. 

 

Table 5.3. SasYr sequence and amino acid composition used to inform unlabelling 

schemes. 

SasYr sequence: 

GPAMTTAPEAPSVNDTEVGSKKVSGKGHEVGNTVTVTFPDGKTATSKVDEKG

NWTVDVPEGTELKVGNEITATETDMSGNKSESGKGKVTD  

Ala 5 Leu 1 

Arg 0 Lys 10 

Asn 5 Met 2 

Asp 6 Phe 1 

Cys 0 Pro 5 

Gln 0 Ser 7 

Glu 9 Thr 14 

Gly 12 Trp 1 

His 1 Tyr 0 

Ile 1 Val 11 

 

Isotope incorporation was quantified (Figure 5.10) and showed that all unlabelled 

residues were incorporated to >90%. Interestingly, despite doubling the amount of 

lysine added to the media there was still some residual 15N, 13C lysine present. 
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Tryptophan appeared to retain ~8% 13C labelling although almost no 15N labelling. 

This is likely an error in measuring the 13C incorporation due to the small number of 

peaks present in the aromatic focussed 2D (1H, 13C) HSQC.  

  



 
 

204 
 

 

 

Figure 5.10. A. 15N and B. aliphatic 13C isotope incorporation for SasYr unlabelled 

samples. Tryptophan is only unlabelled at aromatic sites and so unlabelling is not 

shown in this analysis. The proportion of unlabelling is averaged over residue types 

and the standard deviation is shown as error bars. Leucine, valine and tryptophan 

unlabelling does not target backbone atoms and so leucine and valine unlabelling is 

not seen in the 15N analysis. 
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For each unlabelling pattern four different 2D filtered/edited NOESY experiments 

were collected: F1 filtered (F1f), F2 filtered (F2f), F1/F2 filtered (F1fF2f) and F1 

edited F2 filtered (F1eF2f). As described in Figure 5.6, each of these experiments 

provides different residues type information to aid in assignment. The resulting 

spectra are greatly simplified compared to the full 2D (1H, 1H) NOESY and allow for 

identification of peaks from severely overlapping regions in the full spectrum (Figure 

5.11).  
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Figure 5.11. Examples of 2D filtered/edited NOESY spectra for the LVW unlabelled 

SasYr sample compared to a full 2D (1H, 1H) NOESY spectrum in grey. 
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Some peaks in the amide region of the LVW SasYr F1f TOCSY spectrum are not 

observed in the F1fF2f NOESY spectrum (Figure 5.11). This is due to the lack of 

backbone amide labelling in this region, meaning intra-residue sidechain to 

backbone interactions are filtered out in the F1fF2f NOESY but not in the F1f TOCSY 

experiment. A number of peaks in the spectra were easily assignable and 

demonstrated that the experiments were working as intended (Figure 5.12). This 

also demonstrates how the amino acid type information is encoded into the 

experiments.  
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Figure 5.12. Description of the transfer pathway for the different filtered/edited 

TOCSY and NOESY experiments with a focus on equivalent strips from each 

spectrum to demonstrate the experiments are working as intended. The interactions 

are also shown on the structure of SasYr. 

 

5.2.3. Specific Isotope Unlabelling to Complement 3D Structure Calculations 

With all of the filtered/edited spectra obtained, the potential of using these spectra to 

aid in structure calculations could be explored. In order to incorporate the amino acid 

type information into the structure calculations, peaks were first ambiguously 

assigned automatically in CCPN, using the known potential residue types to limit the 

assignment possibilities (i.e. for LV unlabelled F1fF2f experiments possible 



 
 

209 
 

assignments were limited to only leucine or valine residues in both dimensions). The 

ambiguously assigned peak lists could then be used as inputs for structure 

calculations by ARIA. Examples of the ambiguous restraints generated are given in 

Appendix Figures 7.20-7.21.  

 

In order to explore the potential of each type of filtered/edited NOESY experiment, 

the LVW unlabelled sample was used as a test case. Structure calculations were run 

with each filtered/edited spectrum added to complement data from a simultanuous 

3D (1H, 1H) NOESY (13C/15N) HSQC (which allows for simultaneous evolution of 13C 

and 15N chemical shifts in F2) (Table 5.4). It was observed that each individual 

experiment other than the F1eF2f experiment was able to both identify additional 

NOE restraints compared to standard calculation. It was also observed that these 

additional restraints aided structure calculation and resulted in a more compact 

structure ensemble (lower RMSDs). The 2D F1eF2f experiment appeared to impair 

the structure calculation, leading to fewer NOE restraints and higher RMSDs. This 

could occur if the poor quality of the F1eF2f experiments impaired the automated 

assignments of the 3D dataset, leading to more peaks in the 3D dataset being 

classified as violations. This could be caused by the lower sensitivity of the edited 

experiment which resulted in worse quality data than for the other experiments. The 

poor data quality may have led to mis-assigned peaks or could have negatively 

impacted the calibration of the NOE restraints and thus the rest of the calculation. It 

may be that running the 2D F1eF2f experiment with more scans would have resulted 

in a similar structure improvement to the other experiments. The other filtered/edited 

experiments all performed similarly to one another with the 2D F1f spectra 

performing slightly better than the 2D F2f spectra. This is likely due to the sensitivity 

improvement of having the more sensitive 12C-1H collected in the indirect dimension. 
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Table 5.4. Statistics from structure calculations of SasYr with different 2D filtered/edited NOESY spectra added. The filtered/edited 

data was used to complement data from a 3D (1H, 1H) NOESY (13C/15N) HSQC experiment. 

Filter/Edit 

spectra 

used 

Number 

of 

restraints 

Number 

of 

violations 

Backbone 

RMSD 

Heavy 

atom 

RMSD 

Intra-

residue 

restraints 

Sequential 

restraints 

(|i-j|=1) 

Mid range 

restraints 

(1<|i-j|<5) 

Long 

range 

restraints 

(|i-j|≥5) 

G-factor 

None 1834 100 0.52 1.22 592 380 129 597 -0.25 

LVW 

F1fF2f 

1870 86 0.36 0.97 595 372 125 641 -0.249 

LVW F1f 1898 99 0.31 0.93 599 373 144 648 -0.203 

LVW F2f 1896 81 0.42 1.03 605 374 135 630 -0.138 

LVW 

F1eF2f 

1816 129 1.25 1.95 594 380 131 568 -0.459 

All LVW 1990 111 0.88 1.41 622 380 120 683 -0.258 

Informed 

LVW F2f 

1898 82 0.35 0.98 598 371 133 640 0.008 
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Adding all of the unlabelled experiments into the structure calculation resulted in a 

much higher number of restraints but also worse RMSD and G-factors. The G-factor 

reports on how the Φ-Ψ, Χ1-Χ2 and Χ1 angles in a structure compare to the 

distribution of these angles for each amino acid type from a set of representative 

structures. This provides a measure of how probable a given conformation is, with 

higher values suggesting a more probable conformation. A G-factor >0 suggests a 

highly probable conformation, G-factors between 0 and -0.5 are acceptable and a G-

factor of <-0.5 suggests an improbable conformation [272]. This suggests that many 

of the newly identified restraints are wrongly assigned or calibrated and are impairing 

the structure calculations. This could be due to increasing the error in the restraint 

calibration through addition of the poor quality F1eF2f data. An improved method for 

incorporating this data was therefore needed.  

 

It was observed that the 2D F2f spectrum should contain all the same peaks as the 

combination of the 2D F1fF2f spectrum and the 2D F1eF2f spectrum (Figure 5.6). It 

was therefore possible to combine the information from all three of these 

experiments in the assignment of the 2D F2f spectrum. Ambiguous peak 

assignments could be generated by first producing ambiguous distance restraints (by 

chemical shift matching) (Appendix figure 7.20), limited to the residues defined by 

the unlabelling and filter/edited experiments. These distance restraints could then be 

used to generate ambiguous peak assignments (Figure 5.13). Ambiguous 

assignments were first generated for the 2D F1fF2f and 2D F1eF2f spectra and were 

then transferred to the 2D F2f spectrum. Ambiguous assignments were then 

generated for any peaks remaining in the 2D F2f spectrum (Appendix Figure 7.21). 

Through this approach, it was possible to combine all residue type information into a 

single peak list. The 2D F1f spectra were not included in this analysis as this should 

contain the same information as the F2f spectra. The ambiguously assigned peak list 

was used as an input for structure calculations. This allowed for restraints to be 

generated by ARIA rather than being pre-calculated [187]. This approach is referred 

to as “Informed LVW F2f” in Table 5.4. 
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Figure 5.13. A flowchart demonstrating the process for incorporating residue type 

information obtained from filtered/edited NOESY experiments into a single peak list. 

An example of an ambiguously assigned peak from the LVW F2f spectra is also 

shown.  

 

When using the informed LVW F2f approach, the resulting restraint numbers, 

violations and RMSD values are similar to those achieved with the half-filtered 
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experiments. However, the G-factor was significantly improved through this 

approach which indicated that the resulting structure are likely to be more accurate. 

This is most likely due to an improvement in the assignment of NOEs (leading to 

fewer misassigned NOEs) during structure building caused by the improved residue 

type assignment. Further experiments utilised this method of incorporating the 

filtered/edited data into structure calculations.  

 

The effects of the different unlabelling patterns were then explored in order to inform 

any future work on the most effective unlabelling patterns to select. The results of 

structure calculations with the different unlabelling patterns using the informed 

assignment approach previously described are shown In Table 5.5. The structure 

calculations reported in Table 5.5 were run with a higher number of steps in the 

simulated annealing than the results in Table 5.4 to minimise the effects of variations 

between runs. 
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Table 5.5. Statistics from structure calculations of SasYr with data from different unlabelling schemes incorporated. The 

filtered/edited data was used to complement data from a 3D (1H, 1H) NOESY (13C/15N) HSQC experiment. 

Labelling 

scheme 

Number 

of 

restraints 

Number 

of 

violations 

Backbone 

RMSD 

Heavy 

atom 

RMSD 

Intra-

residue 

restraints 

Sequential 

restraints 

(|i-j|=1) 

Mid range 

restraints 

(1<|i-j|<5) 

Long 

range 

restraints 

(|i-j|≥5) 

G-factor 

Fully 

labelled 

1834 100 0.52 1.22 592 380 129 597 -0.25 

LV 1886 55 0.35 0.93 596 371 123 658 -0.159 

K 1878 76 0.46 1.09 628 388 120 599 -0.223 

LVK 1859 83 0.41 1.11 629 386 128 591 -0.281 

LVW 1910 72 0.33 0.94 597 367 136 667 -0.103 

All 

unlabelling 

2008 109 0.35 1.00 663 379 126 672 -0.201 
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It was observed that each of the unlabelling patterns was able to identify additional 

restraints that led to an improved, more compact structural ensemble by all metrics. 

The most effective unlabelling pattern for SasYr was LVW, most likely due to 

tryptophan being buried in the core of the protein so that more long-range NOEs are 

observed, which are important for folding the protein correctly. Lysine appeared to be 

less useful than LV, which is predictable given that lysines are commonly surface 

exposed and flexible so will give rise to fewer structurally important NOEs. 

Interestingly the LVK sample performed worse than the LV sample. It is probable 

that the poorly distributed lysine shifts cause a higher degree of ambiguity in the 

initial assignments which then negatively impacts the structure calculation. For 

example, peaks in the LV unlabelled spectrum that had relatively few potential 

assignments may have many additional potential assignments to and from lysine 

residues in the LVK spectrum. For this reason, it is important take care to design a 

labelling scheme that targets residues predicted to be in the core of the protein as 

this would most likely have the greatest positive effect on structure calculations.  

 

Adding all of the labelling patterns appeared to have an additive effect on the quality 

of the calculations, with more restraints than for the individual experiments. The 

limited improvement when compared to the LVW experiment alone however make it 

difficult to justify combining multiple unlabelling patterns given the effort required to 

produce multiple unlabelled samples. Using multiple unlabelling patterns may be 

more useful when fewer restraints can be generated from 3D or 4D data sets (e.g. 

disordered proteins suffering from signal overlap or unstable proteins that may not 

be usable with longer experiments).  

 

5.2.4. Does the addition of filtered/edited NOESY data improve the rate of structure 

convergence? 

 

Initial results indicated that inclusion of filtered/edited data to structure calculations 

was able to improve how quickly the structure converged. This can be seen by 
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following the change in RMSD for structures calculated with and without 

filtered/edited experiments included (Figure 5.14).  

 

 

Figure 5.14. Analysis of the convergence of SasYr structure calculation with and 

without LVW unlabelled data. The structure ensemble from each iteration is shown 

and the backbone RMSD across the ensemble for residues 27-109 is plotted for 

each iteration. The standard calculation is shown in blue and the calculations with 

LVW data added are shown in orange. 

 

It was hypothesised that this improvement in the rate of convergence may be caused 

by an improvement in the automated NOE assignments due to the addition of the 
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relatively small number of known assignments from the filtered/edited spectra. In 

order to investigate whether the differences in the rate of structure convergence 

were due to the unlabelling data, or due inconsistencies in the structure calculations, 

the calculations were repeated five times with a different randomly selected 5% of 

the 3D NOESY data removed. This can account for variability in the structure 

calculations to better highlight differences caused by the addition of the 

filtered/edited data rather than the standard variation in the structure calculations or 

the effects of a small number of restraints. The results of this study (Figure 5.15) 

showed that the rate of convergence for these structures was not significantly 

affected by the addition of filtered/edited data. This suggests that the addition of the 

filtered/edited data does not significantly improve the rate of structure convergence 

in this case. Which implies that improvements to the structure are the result of the 

additional restraints identified, rather than the effect of the additional assignment 

information provided by the filtered/edited data. It also highlights the need to account 

for variability in the structure calculations. It is unclear whether addition of 

filtered/edited data would result in a similar behaviour for structure calculations of 

less ideal protein targets. 
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Figure 5.15. A graph of the average backbone RMSD across the ensemble for 

residues 27-109 for each iteration of five structure calculations for SasYr with a 

different 5% of the 3D (1H, 1H) NOESY (13C/15N) HSQC peaks randomly removed. 

The structure calculations were performed with LVW data (orange) and without 

(Blue). Error bars show the standard deviation for each point. 

 

5.2.5. Specific Isotope Unlabelling to Compliment Sparse Data 

The methods developed here are more likely to be of use in cases where the number 

of restraints from standard NOESY experiments is too sparse to produce a well-

defined structural ensemble. In the absence of a less well behaved protein to test 

this, we attempted to artificially mimic a sparse dataset using the SasYr data. In 

order to achieve this, 75% of the peaks from the 3D (1H, 1H) NOESY (13C/15N) HSQC 

peak list were randomly removed. Structure calculations were then performed using 

this reduced dataset with and without data from unlabelling (Figure 5.16). The 

calculation was also performed using the reduced peak list with peaks randomly 

added back in to contain the same number of peaks as were used for the calculation 

containing the unlabelled data (Figure 5.16). This allows for analysis of the value of 

the residue type information encoded in the unlabelled data.  
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Figure 5.16. The results of structure calculations of SasYr with 75% of the 3D (1H, 

1H) NOESY (13C/15N) HSQC peaks removed. Structure calculations were performed 

without any additional peaks added, with the LV unlabelled data added, and with the 

same number of peaks present in the LV data added from the previously removed 

3D (1H, 1H) NOESY (13C/15N) HSQC peaks. Structural statistics for each structure is 

given bellow the structures. 

 

As anticipated, removing 75% of the peaks from the 3D (1H, 1H) NOESY (13C/15N) 

HSQC peak list was sufficient to prevent folding of the structure. The structure could 

then be recovered effectively by adding in the LV unlabelled data but was not 

recovered to the same degree by adding in randomly selected peaks from the 

previously removed 3D NOESY peaks. This suggests that the additional residue-

type information contained within the unlabelled data could have a significant impact 

on structure calculations with low quality or sparse data. However, the significance of 

this result to real case studies is highly questionable. Sparse datasets would rarely 

be uniformly sparse but would more likely have specific regions of the protein lacking 

restraints. In these cases, the unlabelled data may provide more or less value than 

demonstrated for the artificial sparse dataset. Additionally, for less ideal proteins that 

would give an initial sparse dataset, the filtered/edited experiments may also fail to 

identify NOEs in regions of sparse data. 
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The reduced data model was also used to test the effectiveness of the different 

isotope unlabelling patterns. The different isotope labelling patterns were tested 

individually and together with the reduced 3D data (Table 5.6). 
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Table 5.6. Structure statistics for SasYr structure calculations carried out with data from different unlabelling schemes used to 

compliment 25% of the peaks from the 3D (1H, 1H) NOESY (13C/15N) HSQC peak list.  

 
Labelling 

scheme 

Number 

of 

restraints 

Number 

of 

violations 

Backbone 

RMSD 

Heavy 

atom 

RMSD 

Intra-

residue 

restraints 

Sequential 

restraints 

(|i-j|=1) 

Mid range 

restraints 

(1<|i-j|<5) 

Long 

range 

restraints 

(|i-j|≥5) 

G-factor 

Fully labelled 571 29 6.47 7.43 196 154 43 136 -0.383 

LV 738 27 3.68 4.45 250 162 43 225 -0.373 

K 669 31 6.52 7.43 272 168 49 147 -0.382 

LVK 752 17 6.10 7.00 299 169 54 172 -0.329 

LVW 758 30 1.84 2.61 247 159 50 251 -0.256 

LVW no 

residue type 

information 

746 35 4.93 5.79 259 158 56 192 -0.418 

All 

unlabelling 

schemes 

1027 46 2.29 3.00 376 183 64 319 -0.261 
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The results for structure calculations using the individual labelling patterns and 

reduced 3D data (Table 5.6) follow the same pattern as the earlier results seen with 

the full 3D dataset (Table 5.5), although the effects are more pronounced. When 

including all unlabelled datasets, the resulting structure was less compact than for 

adding just LVW despite a higher number of restraints. This could be due to a larger 

number of mis-assigned restraints coming from the lysine unlabelled data. It may be 

that more iterations or more steps in the simulated annealing would help to improve 

the NOE assignments and lead to the combined unlabelling sets being more 

effective than LVW on its own.  

 

The calculation was also performed with the LVW data without any residue type 

information included (Table 5.6). This led to a significantly worse structure than for 

the ambiguously assigned LVW data demonstrating the value of this information. 

The structure was still improved compared to the structure without any unlabelling 

data or with K or LVK data added. This further demonstrates the importance of the 

unlabelling scheme used. 

 

The approach of artificially reducing the initial dataset is a poor approximation for 

true sparse datasets. This approach may represent scenarios where only poor 

quality 3D NOESY data could be collected, such as for unstable proteins, but 

challenging proteins will more likely be lacking assignments or feature specific 

regions of poor signal. For these reasons the investigation should be repeated with a 

less ideal model protein in order to better assess the usefulness of isotope 

unlabelling to aid in protein structure elucidation. 

 

5.2.6. Validation of Automatic NOE Assignment by Specific Isotope Unlabelling 

The correct assignment of NOEs is key to NMR structure calculations. Due to the 

labour-intensive nature of NOE assignment and the power of iterative NOE 

assignment pipelines, automated NOE assignment has become standard practice in 
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NMR structure calculations. Incorrect assignment of NOEs can lead to the 

introduction of structural artifacts and a worse quality structure. The validation of 

automated NOE assignment pipelines is then an important factor for validation of the 

resulting structure. The possibility of using specific isotope unlabelling to validate 

automatic NOE assignments was explored. To do this, peaks in the 2D filtered/edited 

spectrum were first shift matched to peaks in the assigned 3D spectrum. The 

assignments of these peaks were then checked to see if they correspond to the 

potential residue types defined by the isotope unlabelling and filter/edit schemes. 

Peaks that did not match the possible residue types were likely to be mis-assigned. 

The flagged peaks were then manually inspected as they may be the result of 

overlapping peaks in the 2D spectrum that may or may not be resolved in the 3D 

spectrum. Validation of the automatically assigned SasYr 3D (1H, 1H) NOESY 

(13C/15N) HSQC peaks was performed using the leucine/valine unlabelled F1fF2f 

peak list. This initially identified 27 potential mis-assigned peaks out of a total of 

2126 peaks in the 3D (1H, 1H) NOESY (13C) HSQC peak list. This was then narrowed 

down to 11 mis-assigned NOEs after manual inspection. These 11 peaks all 

corresponded to intra-residue or sequential NOE peaks and so probably would not 

have significantly impacted the structure calculations. However, the ability to use 

specific isotope unlabelling to validate automatic NOE pipelines could be a valuable 

method of validation although requires more significant experimental investment than 

other methods of validation.  

 

5.3. Conclusion and Future Work 

This work demonstrates the potential of specific isotope unlabelling to help in the 

identification of NOEs that were missed when using standard NOESY experiments 

(due to peak overlap). It also demonstrates that the residue type information 

obtained can be used in combination with iterative NOE assignment and structure 

building pipelines to aid in protein structure elucidation. It was also shown that these 

techniques can be particularly useful when dealing with fewer restraints. 
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The results obtained with the different SasYr unlabelling patterns indicate that 

although all unlabelling patterns offered an improvement in the quality of the 

calculated structure, selection of residues more likely to be present in the core of the 

protein (bulky, hydrophobic and/or aromatic residues) are likely to be more effective 

than surface residues such as lysine. The results also suggest that combinatorial 

labelling can be highly effective when used with residues that give signals in distinct 

regions of the spectra as with leucine/valine and tryptophan. However, the results 

also suggest that combinatorial labelling with residues such as lysine, that give rise 

to a large number of unresolved peaks, can add ambiguity to the assignments and 

thus decrease the effectiveness of the unlabelling compared to single residue type 

unlabelling. This was seen in the worse results obtained for the LVK experiments 

compared to the LV experiments. These results can help to inform unlabelling 

patterns in any future work utilising these methods. 

 

The method presented here has been shown to improve structure calculations 

through both allowing for the identification of new NOEs, due to the greatly simplified 

spectra, and by providing initial residue type information to inform early NOE 

assignments and calibrations. A method of effectively incorporating this residue type 

information was demonstrated. The specific experiments that should be applied to a 

specific protein will depend on the nature of the protein being studied. However, by 

combining the knowledge of transfer pathways in the different filtered/edited 

experiments, the number of experiments needed can be reduced to a minimal set of 

experiments. The information from the F1eF2f spectrum could be derived from the 

difference spectrum of F2f – F1fF2f making collecting all three potentially redundant. 

It would seem most efficient to collect only the double filtered and one half filtered 

NOESY as well as a filtered TOCSY. Collecting the additional experiments does 

however help to account for anomalies or leaky filtering. It would also be necessary 

to be sure of identifying every unlabelled-to-unlabelled NOE in the F1fF2f spectrum 

that would appear in the F2f spectrum. The labelling schemes used can also be 

limited to hydrophobic residues as these were shown to have the greatest impact on 

structure calculations. 
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A limiting factor in the use of NMR structures is the lack of good validation metrics. 

The use of specific isotope unlabelling and filtered/edited NOESY experiments 

provides a new method of validating automatic NOE assignment pipelines by using 

the potential residue type assignments based on the unlabelling and filter/edit 

schemes. The potential residue types can then be checked against the results from 

automatic NOE assignments of the fully labelled sample. This application is limited 

by the need for additional sample preparation and the need for manual inspection of 

peak matching, although this may be alleviated though the use of 3D filtered/edited 

experiments. Further investigation into the use of specific isotope unlabelling to aid in 

validation of automatic NOE assignments should be carried out. 

 

In order to demonstrate the broad applicability of these techniques, a less ideal, 

larger protein should be used. A more poorly behaved, larger protein would be more 

likely to benefit more from these methods and would make a more realistic test case. 

An additional advantage would be that the specific isotope unlabelling would also 

benefit the backbone and sidechain assignment of the protein and so would serve an 

additional purpose. It was also shown that it is important to account for variability in 

structure calculations when comparing the results from different calculations. To do 

this, a similar approach to the one employed in Figure 5.15 could be used, where a 

random 5% of the standard NOESY peaks could be removed and multiple runs could 

be performed with slight variations in the starting data. Structure statistics could then 

be averaged across the repeats. However, when dealing with more sparse data, 

removal of NOESY peaks may have to great of an effect on structure calculations. 

 

An additional potential application of the specific isotope unlabelling and 

filtered/edited NOESY experiments could be in the generation of accurate distance 

restraints from NOE build up curves [273, 274]. By following the change in signal 

intensity at different mixing times, accurate distance measurements can be 

extracted. 2D NOESY experiments are usually used for this due to the long 

acquisition times needed for 3D experiments. Using specific isotope unlabelled 

protein and filtered/edited NOESY experiments could allow measurement of a much 

larger number of distances to be extracted than with the full 2D (1H, 1H) NOESY. 
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These accurate distances could then be used for structure calculation of validation. 

Recently AlphaFold2 has rendered experimental protein structure determination of 

small proteins largely redundant (except for cases such as novel folds and artificial 

sequences). Specific isotope unlabelling and filtered/edited NOESY experiments 

could potentially be used in the validation of AlphaFold2 models or to generate 

structures of alternate conformations/states, providing a valuable use case for these 

methods in a post AlphaFold2 world.  
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6. Conclusion 

The scaffold protein LIMD1 has been characterised as a tumour supressing protein 

with roles in miRNA mediated silencing [57], hypoxic signalling [24], HIPPO 

signalling [77], cell proliferation [79], cell differentiation [75], and focal adhesion [63]. 

A large amount of work has focussed on determining the role of LIMD1 in various 

signalling pathways and diseases. LIMD1 has been implicated in the development of 

a range of cancers and has been shown to play a key role in the non-small cell lung 

cancers [68, 70, 72, 275-277]. Therefore, an enhanced understanding of the 

molecular and cellular biology of LIMD1 may aid in the development of effective 

LIMD1-targeted therapies. It has been shown that stabilisation of LIMD1 mRNA by a 

long non-coding RNA was able to promote apoptosis and impede proliferation of 

non-small cell lung cancer cell lines [277]. Stabilisation of LIMD1, promoting LIMD1 

activity or otherwise regulating targets of LIMD1 may then prove to be effective in the 

treatment of non-small cell lung cancer. As inhibition of PHD2 activity has been 

shown to be an effective method of treating renal anaemia, inhibiting the interaction 

of PHD2 with LIMD1 or between LIMD1 and VHL may also prove to be effective in 

the treatment of renal anaemia [278]. To aid in the potential development of LIMD1 

targeted therapeutics, and to expand general understanding of LIM domain and 

disordered protein binding, a more in depth analysis of the protein:protein 

interactions made by LIMD1 was carried out. 

 

Work initially focussed on attempting to investigate the interactions of LIMD1 with 

TNRC6A and AGO2 in miRNA mediated silencing. An attempt to analyse the 

interactions between LIMD1 and AGO2 was severely impacted by the pandemic due 

to a shortage of media for insect cell culture. Peptide arrays, pull-down assays and 

computational predictions were employed in an attempt to identify the LIMD1 binding 

site on TNRC6A, but no clear LIMD1:TNRC6A interaction could be demonstrated. 

Despite this, work on the production of recombinant LIM domain samples was 

valuable for analysis of LIMD1 in the hypoxic signalling pathway. Future work on 

LIMD1 in the miRNA mediated silencing pathway could benefit by focussing on the 

reconstruction of the potential complex identified by AlphaFold2 formed between the 

first 2 LIM domains of LIMD1, motif 2 of TNRC6A, and AGO2. NMR spectroscopy 
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could also provide an effective method to study these interactions, as was 

demonstrated for analysis of LIMD1 in the hypoxic signalling pathway. The lack of 

interaction demonstrated between LIMD1 and either TNRC6A or AGO2, despite the 

TNRC6A:AGO2 interaction forming under the same conditions, may also suggest 

that LIMD1 does not directly interact with AGO2 or TNRC6A or that the interaction 

requires additional proteins or post-translational modifications. Zhou et al. (2019) 

showed that phosphorylation of LIMD1 was important for the tumour suppressing 

activity of LIMD1, although the mechanism behind this remains unclear [279]. Future 

experiments into LIMD1 interacting with TNRC6A or AGO2 may benefit from using 

phosphorylated or phospho-mimetic LIMD1, in the case that these interactions are 

dependent on LIMD1 phosphorylation. 

 

NMR spectroscopy allowed interactions to be captured for LIMD1 with both VHL and 

PHD2. The interaction with PHD2 was able to be studied in greater depth, with 

LIMD1 truncations revealing a smaller PHD2 binding region. Partial backbone 

resonance assignment of this region revealed a short, highly conserved, stretch of 

LIMD1 (168-191) responsible for binding to PHD2. This binding site agreed with in 

vivo studies and was verified by NMR spectroscopy using a peptide derived from the 

proposed PHD2 binding region of LIMD1 [24]. Perdeuteration of PHD2 allowed for 

identification of a LIMD1 binding site on PHD2, which agreed with models predicted 

by AlphaFold2 as well as being consistent with the structure of the complex between 

PHD2 and a synthetic cyclic peptide generated using RaPID [163, 209]. This work 

confirmed that LIMD1 is able to directly bind to both PHD2 and VHL, providing 

significant support for the scaffolding model of LIMD1 activity first proposed by 

Foxler et al. (2012) [24]. This work also provided compelling evidence that the 

interaction of LIMD1 and PHD2 occurs primarily at the site around residues 168-191 

of LIMD1 and the α-helix spanning residues 190-205 of PHD2. Future work should 

look to verify this mode of interaction by using mutational analysis and/or competition 

assays with the cyclic peptide. Comparison of the PHD2 binding site on LIMD1 to 

AJUBA and WTIP revealed only poor conservation with AJUBA and no conservation 

with WTIP. This could explain the differences in binding affinities between the LAW 

proteins for the different PHD enzymes [24]. A similar approach could be used to 

identify the PHD2 binding site on AJUBA and WTIP which would provide more 
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insight into the mode of recognition of these proteins and more general insight into 

how specificity is maintained in IDPs. Production of full-length LIMD1, as was 

achieved by Wang et al. (2021), would allow for investigation of the full 

LIMD1:PHD2:VHL complex which would allow for characterisation of the scaffolding 

behaviour of LIMD1 and the oligomeric states of the complex [63]. The identification 

of the potential interface between LIMD1 and PHD2 could be used to better inform 

computational modelling of the interaction than has previously been carried out 

[215]. The work presented in this thesis provides the first characterisation of a PHD2, 

VHL scaffold protein at a molecular level, which may provide valuable insights for the 

development of drugs to treat cancers or ischemic diseases by targeting the 

LIMD1:PHD2 interaction. 

 

Work on LIMD1 relied heavily on the use of NMR spectroscopy to study the 

interactions of LIMD1 with its partner proteins. For certain applications, it was 

necessary to conduct specific isotopic labelling of PHD2 using metabolic precursors. 

An alternative and more affordable approach for obtaining site- or residue-specific 

labelling involves specific isotopic unlabelling. Work was carried out to allow for the 

use of specific isotope unlabelling to aid in structural studies of proteins. Specific 

isotope unlabelling was combined with 2D filtered/edited NOESY experiments to 

specifically observe 1H-1H interactions involving unlabelled residues. Methods for 

incorporating this data into structure calculations were presented and information 

was derived to inform on the selection of unlabelling schemes for the greatest 

positive effect on structure calculations. It was also demonstrated that specific 

isotope unlabelling could be used to validate automated NOE assignment pipelines. 

The work presented here showed that combining specific isotope unlabelling with 

filtered/edited NOESY experiments can significantly improve structure calculations, 

providing residues in the core of the protein are selected for unlabelling. The findings 

can be used to inform any work that applies this approach in the future. The 

exploration of these techniques may also encourage novel implementation of these 

methods such as investigating specific internal structural elements by careful 

selection of unlabelled sites or for validation of structures predicted by AlphaFold or 

other computational approaches. This type of experiment could be applied to future 

investigations of LIMD1 to probe the structure of LIM domains in the absence and 
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presence of partner proteins. This could report on potential domain movements 

related to partner protein binding and potentially aid in structural elucidation of the 

LIM domains of LIMD1 in complex with VHL or TNRC6A. 

 

This thesis provides case studies for the use of solution NMR spectroscopy in the 

study of protein:protein interactions formed by intrinsically disordered proteins and 

provides new tools to aid in future studies of protein structure by solution NMR 

spectroscopy. 

 

  



 
 

231 
 

7. Appendix 

 

 

Figure 7.1. SEC chromatograms for molecular mass standards on a superdex 

increase 200 10/300 GL column. Used for FL-PHD2 with LIMD1 SEC experiments. 

Blue Dextran = 2000 kDa, albumin = 66 kDa, carbonic anhydrase = 29 kDa, 

cytochrome C = 12.4 kDa, aprotinin = 6.5 kDa. Sigma-Aldrich: MWFG70 
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Figure 7.2. SEC chromatograms for molecular mass standards on a superdex 

increase 75 10/300 GL column. Used for PHD2 181-426 with LIMD1 166-260 and 

VHL with LIM2 SEC experiments. Blue Dextran = 2000 kDa, albumin = 66 kDa, 

carbonic anhydrase = 29 kDa, cytochrome C = 12.4 kDa, aprotinin = 6.5 kDa. Sigma-

Aldrich: MWFG70.  
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Figure 7.3. 2D (1H, 15N) HSQC spectra of 100 µM [U-15N]-LIMD1 65-260 with (grey) 

and without (red) PHD2 181-426 

 

  



 
 

234 
 

 

 

Figure 7.4. 2D (1H, 15N) HSQC spectra of 100 µM [U-15N]-LIMD1 160-300 with (grey) 

and without (red) PHD2 181-426 
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Figure 7.5. 2D (1H, 15N) HSQC spectra of 100 µM [U-15N]-LIMD1 110-166 with (red) 

and without (grey) PHD2 181-426 
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Figure 7.6. 2D (1H, 15N) HMQC spectra of [U-15N]-LIMD1 166-260 with (red) and 

without (grey) PHD2 181-426 
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Figure 7.7. 2D (1H, 15N) HMQC spectra for 100 µM [U-15N]-LIMD1 166-260 with (red) 

and without (grey) 250 µM PHD2 181-426 and 250 µM HIF-1α CODD peptide. 

 

 

  



 
 

238 
 

 

 

Figure 7.8. strips from the HNCACB and HNCOCACB spectra of LIMD1 166-260 for 

the assigned region of 231-235. The HNCACB spectra is shown with green positive 

and blue negative contours and the HNCOCACB spectra is shown with yellow 

negative and purple positive peaks. 
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Figure 7.9. 2D (1H, 15N) TROSY spectrum of [U-15N, 2H],(Iδ1LproSVproS)-[13C1H3]-

PHD2181-426 overlayed with the 2D (1H, 15N) HMQC spectra of unlabelled LIMD1 168-

191 with PHD2 181-426. Peaks in the LIMD1 168-191 with PHD2 181-426 spectrum 

can be seen to match peaks in the PHD2 spectrum. 
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Figure 7.10. 2D (1H, 15N) HSQC spectra for SHIRT-R3 samples 

 



 
 

241 
 

 

Figure 7.11. 2D (1H, 13C) HSQC spectra of SHIRT-R3 samples 
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Figure 7.12 a 2D full (1H, 1H) NOESY for the [U-13C, 15N]-SHIRTr sample and 2D 

F1fF2f and F1f NOESY spectra for all SHIRT-R3 samples 
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Figure 7.13. 2D (1H, 15N) HSQC spectra of SasYr samples 
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Figure 7.14. 2D (1H, 13C)-HSQC spectra of SasYr samples 
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Figure 7.15. 2D NOESY spectra of [U-13C, 15N]-SasYr 
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Figure 7.16. 2D NOESY spectra of LV unlabelled SasYr 
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Figure 7.17. 2D NOESY spectra of K unlabelled SasYr 
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Figure 7.18. 2D NOESY spectra of LVK unlabelled SasYr 
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Figure 7.19. 2D NOESY spectra of LVW unlabelled SasYr 
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Figure 7.20. Examples of ambiguous restraints generated for LV unlabelled SasYr A. 

F1fF2f NOESY where assignment were limited to leucine and valine residues and B. 

F1eF2f NOESY experiments where F2 assignments were limited to leucine and 

valine and F1 assignments were limited to every other residue.  
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Figure 7.21. A region of an ambiguously assigned peak list in NMRView format, as used for inputs for structure calculations with 

ARIA [186, 280]. The peak list shows the LV F2f ‘informed’ peak assignments, showing the potential assignments in the F1 and F2 

dimension for each peak. 
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Figure 7.22. Graphs showing the intensity change for peaks in the spectra of PHD2 on addition of LIMD1 168-191. The Y axis 

shows the ratio of the signal-to-noise for peak intensities (peak heights) in the spectrum with LIMD1 168/191 divided by peak 

intensities in the apo spectrum. 
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Figure 7.23. SDS-PAGE analysis of the SHIRT-R3 samples used. Each sample was 

run at 3 concentrations. 0.5 mg/mL, 0.25 mg/mL and 0.125 mg/mL on a 15% SDS-

PAGE. The protein was calculated to be 11619.7 Da but is known to run aberrantly 

at ~26 kDa and often with multiple bands on SDS-PAGE. 
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Figure 7.24. SDS-PAGE analysis of the purity of SasYr samples. Protein was used 

at 2 mg/mL and run on a 18% SDS-PAGE gel. SasYr was computed to be 9323.16 

Da but is known to run aberrantly at ~20 kDa. 
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Figure 7.25. Statistic for the AlphaFold 2 prediction of TNRC6A 1-900 with LIM12 

(LIMD1 467-594). A. sequence coverage in the MSA for TNRC6A 1-900 then LIM12. 

B. Predicted aligned error (PAE) plots for each model where A is TNRC6A 1-900 

and B is LIM12. C. predicted local distance difference test (pLDDT) per residue for 

each model. 
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Figure 7.26. Statistic for the AlphaFold2 prediction of AGO2 519-779 (TNRC6A 

binding region) with TNRC6A 695-773 and LIM12 (LIMD1 467-594). A. sequence 

coverage in the MSA for AGO2 519-779, TNRC6A 695-773 then LIM12. B. Predicted 

aligned error (PAE) plots for each model where A is AGO2 519-779, B is TNRC6A 

695-773 and C is LIM12. C. predicted local distance difference test (pLDDT) per 

residue for each model. 
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Figure 7.27. Statistics for the AlphaFold2 modelling of PHD2 181-426 with LIMD1 

168-191 and HIF CODD. A. sequence coverage in the MSA for PHD2 181-426 then 

LIMD1 168-191 then HIF CODD. B. Predicted aligned error (PAE) plots for each 

model where A is PHD2 181-426, B is LIMD1 168-191 and C is HIF CODD. C. 

predicted local distance difference test (pLDDT) per residue for each model. 
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Figure 7.28. The sequence of human VHL 54-213 produced in this study with 

peptides identified by MS in bold and red.  
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