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Abstract

Optical wireless communication (OWC) systems are proposed as candidates for future

indoor communication systems as they offer a number of advantages over radio

frequency wireless communication systems. However, OWC systems face challenges

including background noise, multipath propagation, and signal blockage.

This thesis investigates deploying relay terminals, beam steering technology and Non-

orthogonal Multiple Access (NOMA) technology in single-user and multi-user OWC

systems. Firstly, we consider a single-user OWC system with Infrared APs and

introduce optoelectronic (O-E-O) amplify-and-forward. Here we introduce

Semiconductor Optical Amplifier (SOA) amplify-and-forward and decode-and-forward

relay terminals. A novel delay adaptation method is proposed to balance the signals

arrival time of multiple relay terminals and hence reduce the delay spread of the

received signal. Secondly, to find the best relay terminal deployment scheme, an

Optimum Relay Terminal Allocation (ORTA) method based on Mixed Integer Linear

programming (MILP) is proposed. The best downlink and uplink Signal-to-noise (SNR)

results of the ORTA method are on average 19% and 127%, respectively better than

fixed non-optimum relay terminal deployment schemes.

Finally, we investigate the use of beam steering technology to reduce the impact of

multipath dispersion and improve the SNR of users. The proposed beam steering OWC

system is applied in a multi-user environment based on NOMA technology. Relay

terminal deployment is investigated to reduce the influence of signal blockage. The

results show that the outage probability of relay-based cooperative communication

mode is two orders of magnitude lower than direct communication on average.
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Chapter 1: Introduction
1.1 The Advent of Indoor Optical Wireless System

In the last decade, the demand for wireless communication has grown exponentially.

The data intensive applications of smartphone, laptop and IoT Internet of Things (IoT)

devices were the major sources of wireless communication growing demands [1].

According to Cisco, Internet users are predicted to grow from 3.9 billion users in 2018

to 5.3 billion users by 2023 [2]. With this constant exponential increase in wireless

network traffic, conventional Radio Frequency Communication (RFC) system including

4G networks, 5G networks and Wireless Fidelity (WiFi) may not be able to meet future

traffic demands due to scarce radio spectrum resources. Numerous technologies, such as

Multiple Input and Multiple Output (MIMO), advanced modulation and multiple access,

and adaptive antennas were proposed to expand the capacity of current RFC system [3],

[4]. However, given that the future data rates will be in the range of Tbps, the research

efforts are being shifted towards exploiting the free spectrum bands beyond the

millimetre waves [5]-[7]. The optical band in the electromagnetic spectrum has the

potential to provide huge bandwidth. Therefore, Optical Wireless Communication

(OWC) systems have received extensive attention. In addition to the huge bandwidth,

OWC systems offer other advantages including energy efficiency, low start-up cost, low

operational costs and improved security.

Indoor wireless communication is a major application of OWC. In current indoor

OWC system, visible light and infrared are leveraged as the prevalent communication

medium [8]. Light Fidelity (LiFi), as a representative of OWC systems, encompasses a

broader research field that goes beyond visible light communication (VLC) immediate

applications. LiFi based on VLC use Light Emitting Diode (LED) to realise fully

networked wireless systems [9]. The study of LiFi involves various aspects such as

networking and protocols, interference mitigation and security, media access control

protocols, link level algorithms, channel models, and device and component deployment

for VLC systems [9]. Compared with conventional indoor RFC systems, indoor OWC

systems provide many favourable properties. The implementation and operational cost
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of indoor OWC are evidently lower than traditional RFC system [10]-[13]. Inheriting

the transmitter (LED or LD) and detectors of optical fibre communication, indoor OWC

infrastructures can be integrated with current Fibre To The Home (FTTH) systems. Due

to the impenetrability of light, channels in neighbouring rooms are immune to

interference in indoor OWC systems [14]-[17]. This feature of OWC brings the

possibility of channel reuse in different rooms in a building, improving the usage

efficiency of the optical spectrum [18], [19].

Conventional Diffuse Systems (CDSs) are typical infrared OWC systems. A CDS

consists of a diffuse LED/LD as the transmitter and a wide Field of view (FOV)

photodetector as the receiver [18], [19]. The FOV of OWC system indicates the extent

of the monitored area or the range over which the photodetector can detect optical signal.

CDS system faces several challenges that need to be addressed for its widespread

adoption and implementation. Some of these challenges include:

(1) In CDS, the signal dispersion caused by multipath propagation and reflections

results in signal spread, leading to therefore inter symbol interference (ISI) [17]-[21].

(2) Photon diode of the OWC photodetector is sensitive to the spectrum of the sunlight

and artificial light, such as fluorescent lamp, incandescent lighting and other solid-state

light source. They are considered as the major background noise sources in indoor

OWC systems.

(3) The diffraction ability of OWC system is weaker than that of RFC system. The

Shadowing and blockage due to furniture and humans moving in the room may result in

communication outage.

(4) The transmitted optical power is restricted by eyes and skin safety regulations for

infrared communication (IRC) [20], [21].

Relay-based communication, widely used in RFC systems to improve the channel, is

also proposed for the use in OWC systems. In this thesis, we focus on the use of relay

technologies to solve the drawbacks of indoor OWC systems. The impact of the type,

location and number of relay terminals is evaluated. We also address integrating relay
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technologies with other technologies including Non-orthogonal Multiple Access

(NOMA) and beam steering to enable multi-user indoor OWC systems that support

mobility.

1.2 Research Objectives

The aim of the work in this thesis is to overcome some of the drawbacks of indoor

OWC system via optimising the deployment of relay terminals and designing a beam

steering multi-user indoor OWC system that supports mobility. The main objectives are

as follows:

1. To investigate the impact of the type, number and location of relay terminals on the

performance of an indoor CDS OWC system.

2. To optimise the location and type of relay terminals in an indoor CDS OWC system.

3. To investigate the use of beam steering based on spatial light modulators for

downlink communication to reduce the ISI in an OWC system.

4. To study the use of Non-orthogonal Multiple Access (NOMA) technology to

achieve multiuser access in a beam steering OWC system.

5. To study the use of relay terminals to reduce the influence of the signal blockage

due to moving humans in a multiuser indoor OWC system based on NOMA.

1.3 Original Contributions

The author in this thesis has:

1. Modelled and analysed the characteristics of the indoor optical wireless channel by

developing a ray-tracing algorithm that considers direct line-of-sight (LOS)

(Lambertian and Gaussian light source) and first and second order reflections

(Lambertian reflection). The outputs of the ray tracing algorithm are the channel

impulse response, the delay spread, signal-to-noise ratio (SNR), signal-to-

interference and noise ratio (SINR) and the outage probability. The ray tracing

algorithm is also used to evaluate the background noise due to artificial light sources.
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2. Verified the performance of the ray tracing algorithm by comparing its results to

results of basic OWC systems in the literature including CDS and Line Strip Multi-

beam System (LSMS).

3. Investigated the characteristics and performance of three different types of relay

terminals including Optoelectronic (O-E-O) amplify-and-forward relay terminals,

Semiconductor Optical Amplifier (SOA) amplify-and-forward relay terminals and

Decode-and-Forward (DF) relay terminals.

4. Applied a delay adaptation method to balance the signal arrival time at relay

terminals.

5. Proposed an Optimum Relay Terminal Allocation (ORTA) method based on a

comprehensive MILP model to optimise the location and type of relay terminals at

the side walls and ceiling in a CDS system. The SNR results of the ORTA method

are compared with fixed relay terminals allocation schemes and with a system

without relay terminals.

6. Proposed the use of NOMA to achieve multiuser access in a beam steering OWC

system and investigated the influence of varying power allocation factor on SINR

and Bit Error Rate (BER) of this system.

7. Proposed a relay assisted NOMA beam steering system to design a multi-user OWC

system to reduce the blockage due to moving humans and demonstrated the reduced

outage probability of this system.

1.4 Related Publications

The work in this thesis resulted in the following journals and conference papers:

1. Y. Zeng, S. H. Mohamed, T. E. H. El-Gorashi and J. M. H. Elmirghani, “Delay

Adaptation Method for Relay Assisted Optical Wireless Systems,” 2020 22nd IEEE

International Conference on Transparent Optical Networks (ICTON), 2020.

2. Yu Zeng, Sanaa H. Mohamed, Ahmad Qidan, Taisir E.H. El-Gorashi and Jaafar

M.H. Elmirghani, “Optimizing the locations and density of different relay terminals

in relay-assisted OWC systems” to be submitted to IEEE Access.
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3. Y. Zeng, S. H. Mohamed, Ahmad Qidan, T. E. H. El-Gorashi and J. M. H.

Elmirghani, "Multiuser Beam Steering OWC System based on NOMA," 23rd

International Conference on Transparent Optical Networks (ICTON), 2023

4. Y. Zeng, S. H. Mohamed, Ahmad Qidan, T. E. H. El-Gorashi and J. M. H.

Elmirghani, “Relay Assisted Multiuser OWC system under Human Blockage, " 23rd

International Conference on Transparent Optical Networks (ICTON), 2023.

1.5 Thesis Organisation

This thesis is organised as follows: Chapter 2 presents a review of OWC systems. The

review covers the transmitter and receiver components and modulation and multi access

technologies. Moreover, the design challenges of indoor OWC systems, such as optical

safety regulations, ambient noise, multi-path dispersion and blockage due to human

movement in the room are outlined.

Chapter 3 presents the tools that are used to model and simulate the OWC channel in

an indoor environment including Lambertian and Gaussian light beam models. The ray

tracing model for simulating the impulse response is introduced. Background noise is

explained. The SNR, root mean square (RMS) delay spread, and outage probability

evaluations are presented and used to analyse the impact of ambient noise on the indoor

OWC system’s performance.

Chapter 4 introduces the characteristics and the structures of three different types of

relay terminals including O-E-O amplify-and-forward relay terminal, SOA amplify-and-

forward relay terminal and decode-and-forward relay terminal. These three different

typess of relay terminals are applied in different CDS systems. To balance the signal

arrival time of different relay terminals, a delay adaptation method is proposed. The

performance of different relay terminal deployment schemes in a CDS system in terms

of SNR is investigated and compared with the CDS system without relay terminals.

Chapter 5 introduces an Optimum Relay Terminal Allocation (ORTA) method based

on a MILP model to optimise the location of relay terminals placed at serval locations at

the side walls and ceiling under several scenarios in the CDS system. The SNR results
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of the ORTA method are compared with fixed relay terminals communication schemes

and to a system without relay terminals.

Chapter 6 introduces the use of beam steering based on the spatial light modulator and

phased Fresnel plate in the relay assisted in the OWC system. A beam steering multi-

user OWC system based on NOMA is proposed. The influence of varying the power

allocation factor on the SINR and BER of this system is investigated. Considering the

blockage due to human movement, a relay terminal assisted communication method is

introduced to reduce the outage probability of this system.

The thesis is finally concluded in Chapter 7 where the major contributions of this work

are presented, and the future directions are discussed.
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Chapter 2: Review of OWC Systems

2.1 Introduction

Using light for communication is not a new concept. Hundreds of years ago, fire,

smoke, mirrors and semaphore were used by our ancestors to send signals. Due to the

high frequency of the optical band in the electromagnetic spectrum, the optical signals

experience high path loss as the path loss increases as the frequency increases according

to Friis free space formulation (���ℎ ���� ∝ �2 ). The path loss is influenced by the

territorial shadowing and impediments [22]. Therefore, modern OWC systems are

typically suitable candidates to provide the last mile connectivity in mobile access

networks where the distance between the transmitter and the receiver is considered to be

short-range, and where the optical beams can be focused, longer distances can be

achieved. Modern OWC research started in the 1960s with the advent of laser

technology. However due to the low efficiency and high cost of optical devices at the

time, OWC research has not attracted extensive attention and deployment. Until the

1990s, with the fabrication process improvement of solid luminescent material and

semiconductors, the luminous and light perception efficiency of OWC devices

witnessed significant growth and reduction in deployment costs [23].

In this chapter, we will review the characteristics of OWC systems and present the

components and modulation techniques as well as the challenges of OWC systems.

Section 2.2 gives an overview of indoor OWC systems. In Section 2.3, the merits and

limitations of different types of OWC transmitters are discussed. The structure and

materials of different types of OWC receivers are reviewed in Section 2.4. The

modulation techniques and the challenges including ambient light noise, ISI, and human

blockage of OWC systems are discussed in Section 2.5 and Section 2.6, respectively.

Finally, the chapter is summarised in Section 2.7.
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2.2 Indoor OWC systems

Fig. 2-1 shows the block diagram of a basic OWC indoor system. This system mainly

consists of the transmitter, propagation medium (free-space) and the receiver. At the

transmitter, the input data is converted into a digital signal and used to modulate one of

the parameters of the optical signal such as the amplitude of the optical signal generated

by a suitable light source (LED or LD). The main difference between LED and LD is

the lighting principle.

Figure 2- 1 An indoor OWC system block diagram.

The light emitted by a LD is coherent while the light emitted by an LED is incoherent.

The optical signal travels through the free-space and is collected by photodetectors

(Positive-Intrinsic-Negative (PIN) photodiodes or Avalanche Photodiodes (APDs))

which are the core component of the receiver. An optical signal is converted into

electrical signal by the photodetector and is amplified before detection. The receiver

usually includes a concentrator and an optical filter to increase the Field Of View (FOV)

and mitigate the ambient noise. Intensity Modulation and Direct Detection (IM/DD) is

used in the most of OWC systems due to its reduced cost and complexity [24], [25]. IM

can be achieved by varying the LED or LD bias current. To avoid transmitter flickering

especially for transmitters working in the visible spectrum, an extra bias current is

required to ensure that the LED or LD is working on the positive area [26].
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In addition to the light source, most OWC transmitters include an optical telescope (for

long distance) [11], an optical diffuser (for mobile short distance) and other optical

systems (Optical lens, Spatial Light Modulator (SLM) or Micro-Electro-Mechanical

System (MEMS) [22] that steers the beam before propagation into the channel.

Atmospheric loss along the propagation path has a significant impact on the link

budget for an OWC system [26], [28]. While the environmental degradation (i.e., fog,

mist, clouds, particulate matter, etc.) is not considered in an indoor environment, indoor

OWC systems still suffer from free-space loss. Free-space loss refers to the amount of

transmitted power that is lost due to propagation through space or not captured by the

receiver. The average free space loss for a point-to-point indoor OWC system operating

with a slightly diverging beam is around 20dB whereas the average free-space loss for

an indoor OWC system employing a wide beam angle is 40dB or more [27], [28].

To improve the channel between the transmitter and the receiver, active devices (i.e.,

devices that require several electronic components) such as relays (including amplify-

and-forward (AF) and decode-and-forward (DF)) [26] and passive (devices that require

minimal electronic components) such as reconfigurable intelligent surface (RIS) [27]

nodes were proposed.

2.3 The classification and the structure of light sources in OWC

systems

Table 2-1 compares typical transmitters used in Infrared Communication (IRC) with

typical transmitters used in VLC.

Table 2- 1 Comparison between IRC and VLC [23]

Transmitter type VLC IRC

Reach Short-medium (few meters)

LoS expected.

Short-medium (<10 m)

LoS expected.

Energy High (Watts); Illumination Low (<10 mW) on demand
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consumption needs to be on. only.

Bandwidth 400nm-700nm

320THz

S-C-L 1460–1625 nm 20.9

THz or 780nm to 950 nm 70

THz

Safety Penetrate eyes safely if

collimated:<1 mW

Flicker may be observed by

eye.

Not safe to penetrate eyes if

collimated:<10 mW

No flicker may be observed by

eye.

Privacy Medium

Contained by walls and

ceiling. May leak through

the windows and doors.

High

Contained by walls and

ceiling.

IR reflection coating can

prevent signal leaking from

the window.

Infrastructure Share with illumination

infrastructure.

Extra infrastructure is needed.

VLC transmitters reuse the indoor ubiquitous lighting infrastructure. With the

improvement in the fabrication process of solid luminescent material and

semiconductors, the illuminous intensity and efficiency of LED and LD are constantly

improving, almost substituting traditional fluorescent lamp and incandescent lighting.

However, to guarantee the normal operation of illumination as well as communication,

VLC transmitters as well as LEDs for LiFi require extra dimming control, flicker

mitigating and chromaticity control. This results in the need for a complex structure and

control algorithm which impairs the reuse advantage of the VLC transmitter. In the

following chapters, we focus on IR OWC systems to avoid the extra structure for

dimming control, flicker mitigating and chromaticity control.

In the following we will review the two types of light sources used in OWC systems.
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2.3.1 LEDs

The core structure of an LED is the PN conjunction between P-type Semiconductor

and N-type Semiconductor [29]. The electronic excitation is achieved by applying a

forward bias voltage across the p–n junction. This excitation energises electrons within

the material into an ‘excited’ state which is unstable. When the energised electrons

return to the stable state in a process known as radiative recombination, they release

energy spontaneously and this energy is given in the form of photons. The radiated

photons could be in the UV, visible or IR part of the electromagnetic spectrum

depending on the energy band-gap of the semiconductor material. Alternatively,

nonradiative recombination occurs when the falling electron only gives out phonons

(heat) and not photons. The external efficiency � measures the LED photoelectric

efficiency. It is defined as [25], [29]:

� =
��. �� �ℎ����� ������� ����������
��. �� ������� ������� �ℎ� �������� (2-1)

Based on the geometry and external efficiency of LEDs, they can be categorised as

planar, dome and edge emitting LED as shown in Fig. 2-2 (a), (b) and (c). The planar

LED is the typical LED structure which emits light from all surfaces and the emission is

referred as typical Lambertian radiation. The incident energy of a Lambertian point

source uniformly radiate in all directions within the hemisphere [25]. Compared with

planar LED, the geometry of the dome LED possesses much larger recombination area.

It provides a greater effective emission area which improves the external efficiency of

the dome LED. Fig. 2-2(c) shows the geometry of a double heterojunction AlGaAs

edge-emitting LED [29]. The edge-emitting LED confines the light in a thin narrow

stripe in the plane of the �–� junction. It results in a high external efficiency and narrow

beam divergency (half power angle =30 degrees) [30].
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(a) Planar LED

(b) Dome LED



13

(c) Edge emitting led [44]

Figure 2- 2 PLANAR, dome and edge emitting LED [44].

The inherent modulation bandwidth of an LED is essentially limited by the minority

carrier lifetime [32], [33]. One way to reduce carrier lifetime and increase the

modulation bandwidth of the LED is to increase the doping level of LEDs. However,

increasing the doping level results in excessive nonradiative recombination that

degrades the external efficiency level of LED [33]-[35]. The second approach is to

increase the carrier density [36]. LD have considerably higher modulation bandwidth

because the radiative lifetime is further shortened by the stimulated emission process

[37], [38].

2.3.2 LD

Stimulated emission is the core of LD operation [39]. An external incident signal with

energy (ℎ� = �2 − �1 ) will force the atom in the upper level �2 to transit to the

lower level �1 . The change in energy involved in this process is emitted as a photon

that has the same phase and frequency as the incident (exciting) photon. Therefore,

stimulated emission is coherent. The light emitted by a LD is the result of stimulated

emission. The rise time of LED is in accordance to the inherent spontaneous emission

lifetime of relevant material, while the rise time of LD is proportional to the stimulated

radiation lifetime. Therefore, LD prevails over LED on the response time and
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modulation bandwidth as well as in providing narrow beam divergency [25]. However,

the potential health hazard, high cost, narrow spectral emission linewidth (for VLC) and

colour mix complexity (for VLC) are limitations of using LD as the OWC transmitter

[40], [41].

There are three common structures of LDs. The first structure is the Fabry–Perot laser

(FPL). The essential feature of FPL is a resonating cavity. The cavity mirrors are

formed by the boundary between the high refractive index semiconductor crystal and

the lower refractive index air. FPL faces an undesirable problem called mode-hopping.

It happens as the refractive index changes with temperature, and this results in changing

the central wavelength. The second structure is the distributed feedback (DFB) laser

which is a special type of edge-emitting lasers optimised for single-mode (single-

frequency) operation [25]. The single-mode operation is achieved by incorporating a

periodic structure or a Bragg grating near the active layer to reflect the desire

wavelength in the active region. This results in an extremely narrow spectrum for the

DFB laser. The third structure is the vertical-cavity surface-emitting laser (VCSEL).

VCSEL is not an edging emitting laser. The resonant cavity is vertical and

perpendicular to the active layer [25]. Above and below the active layer, in the vertical

direction, are narrow band mirror layers and the light beam emerges from the surface of

the wafer. VCSELs have been widely used in optical fibre and OWC systems due to

their stability and low cost.

2.4 The classification and the structure of receivers in OWC systems

The optical signal travelling through the free-space channel is converted back to an

electrical signal by the optical receiver. The optical receivers of VLC and IRC systems

have similar structure. A typical optical receiver comprises of a pre-amplifier circuit and

photodetector with an optical concentrator and optical filter [34]. The structure of the

receiver is depicted in Fig.2-3. The main function of the optical front end is enhancing

the collected signals power and mitigating the ambient light influence. For an IM/DD

OWC system, the optical signal from the transmitter is captured by the pre-processing

of the optical front end. The arriving optical pulse, which represents logic 1 or 0, is
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converted to electric current by a photodetector. Then, the electrical signal is amplified

by a pre-amplifier circuit and is detected by a clock driven detection system.

In the following we will look into the different components of the receiver:

Figure 2- 3 Typical receiver structure of VLC systems.

2.4.1 Concentrator and optical filter

In the optical receiver design, a large detection area can maximise the collected power.

However, the huge increase in capacitance and extra noise (background noise and

�2 noise) as a result of the larger photodetection area makes it act as a low pass filter

which restricts the data rate of optical receivers [42], [43]. Therefore, a relatively small

photodetector coupled with a concentrator to guarantee enough optical power is

proposed in [42]. The small photodetector improves the receiver’s sensitivity. The

decreasing receiver capacitance leads to reduced noise current and improved receiver

sensitivity [44].

Concentrators used in IRC and VLC receivers can be categorised into non-imaging

concentrators and imaging concentrators [25]. Imaging concentrators keep the spatial
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information of light signals from different transmitters, while non-imaging

concentrators focus on receiving more signal power without isolating the signals from

different transmitters. Non-imaging receivers are commonly used in OWC systems

[45]-[47]. There are two typical non-imaging concentrators which are extensively

adopted in OWC systems. The first structure is a non-directional hemispherical lens

[48]. Its structure is given in Fig. 2-3. The advantages of the non-directional

hemispherical lens include ultra-wide FOV and omni-directional receiving, hence, it is

ideal for non-line of sight (NLOS) OWC systems and can be adopted in commercial

IRC receivers [49]. The second typical non-imaging concentrator structure is the

compound parabolic concentrator (CPC). It has better gain compared with

hemispherical lenses, however, its FOV is reduced. The concentrator gain of CPC

(��� < 90°) approachs the maximum gain of an ideal concentrator [50]. To make the

best use of the advantages and avoid the disadvantages, CPC is usually integrated with

narrow band pass filter to effectively mitigate the power of the ambient noise and

enhance the power of the desired signal. Therefore, CPC is ideal for LOS-link OWC

systems.

Compared with non-imaging concentrator, the imaging concentrator retains the spatial

information of the incident radiation and focuses an image of the light source to the

photon detector. It is usually adopted in imaging receiver and MIMO VLC system

which needs specific spatial information of the incident radiation [50]. In [52], [53], a

hemispherical imaging concentrator is compared with convex-lens concentrator based

on imaging MIMO VLC system. Hemispherical imaging receiver has a larger FOV and

better performance in separating the signals from different LEDs as reported in [51].

As mentioned above, the concentrator collects the incident optical signal as well as

the background ambient light noise. For a complete receiver, the main function of an

optical filter in OWC systems is mitigating the ambient light. The spectral power

density of the main source of ambient light is depicted in Fig. 2-4. The primary

proportion of ambient light power is concentrated on the relative low band in the

spectrum. Therefore, high pass filter and band pass filter are two main optical

components adopted in OWC systems [44]. A high pass filter is commonly made of

coloured glass and plastic. The optical characteristics of the high pass filter are related
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to the material and structure and are independent of the incident angle. A high pass filter

is deposited between the concentrator and the photodetector. Commercial IRC systems

usually use high pass filters.

Figure 2- 4 The power spectral density of the main sources of ambient light [1].

Compared with high pass filters, band pass filters have a very narrow bandwidth

( ≤ 1�� ) and are usually made of thin dielectric layer [44]. Based on optical

interference, the band pass filter can achieve superior rejection of ambient light.

Relatively, the main proportion of the spectral power of the transmitter needs to fit the

narrow bandwidth of the band pass filter. Compared with LEDs, LDs have higher

directivity and narrow spectral bandwidth and hence, adapt to the feature of the

bandpass filter. In VLC systems with WDM, different receivers are deployed with

suitable bandpass filters to mitigate the influence of co-channel interference [54].

2.4.2 Photodetector and preamplifier

The photodetector is the primary component of the receiver in OWC systems. The

main function of the photodetector is to convert the optical signal into electrical current.

An adequate photodetector should provide reliability, lightweight, robustness, and

durability. PIN photodiodes and APDs are the typical photodiodes adopted in OWC
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systems. Metal-Semiconductor-Metal Photodetector (MSM PD), Super Lattice

Avalanche Photodiode (SL-APD), Waveguide Photodetector (WGPD) and Resonant

Cavity-enhanced Photoelectric Detector (RCE-PD) are also adopted in some OWC

systems. However, currently, almost all commercial IRC systems adopt ordinary PIN

photodiodes due to the low cost, the simple structure, and the simpler biasing [55].

The PN conjunction of conventional photodiodes is integrated with a depletion area

and a neutral area. Since the depletion area of conventional photodiodes is only several

micrometres, most portion of the incident radiation is detected at the neutral area. This

results in the degradation of photoelectric conversion efficiency, response time and

quantum efficiency. In PIN photodiodes, an intrinsic component with low doping is

deployed between the P-type and the N-type to increase the width of the depletion area.

The wider the depletion area of the PIN photodiode, the more incident radiation they

can capture. Also, decreasing the junction capacitance improves the response time of the

photodiodes. Responsivity, R, measures the efficiency of photodiodes. The

responsivity of PIN photodiodes is defined as follows [44]:

� =
�0

�0
=

ŋ�
ℎ�

�
� , (2-2)

where ŋ is the quantum efficiency of PIN photodiodes which depends on the structure

and material of the detector, � represents the elementary charge, ℎ is the Planck

Constant and ℎ� represents the energy of the photon. The responsivity of common PIN

photodiodes is in the range of 0.5~0.6A/W [28]. Due to the influence of the material of

PIN photodiodes on the quantum efficiency and responsivity, the spectrum of Si PIN

photodiodes is from 0.5~0.9 um, while the adaptive spectrum of Ge and InGaAs PIN

photodiodes is 1.3~1.6 um.

APDs are another photodetector type which is extensively adopted in OWC systems.

APDs can be treated as a PIN photodiode operated with a high reverse bias [44]. With

high reverse bias, the photon generated carrier in the depletion area acquires enough

kinetic energy from the electrical field. Ionised collisions between energetic carrier and

lattice produces a new electron-hole pair. This constant chain reaction, which results in
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the advent of abundant electron-hole pairs and improves the internal electrical gain of

APDs, is called the avalanche multiplication effect. Since the remarkable internal

electrical gain of APDs can overcome the thermal noise produced by preamplifiers and

improve the SNR, APDs are dominating in photon-sensitive OWC systems when the

ambient light is weak [56]. When the ambient light dominates, the random nature of

electrical internal gain of APDs increases of the shot noise more than the internal

electrical gain [44]. The expression of APDs responsivity is similar to Equation 2-6. In

an ideal environment, the responsivity of silicon APDs is 0.75 A/W within the 0.6~0.9

um wavelength band [57].

According to the structure of the OWC receiver, the optical signal is converted into a

weak electrical signal by the photodetector. This weak electrical signal is undetectable

for the electrical decision circuit. Therefore, a preamplifier is needed as an important

component of the optical front end of the OWC receiver. The preamplifiers of OWC

receivers are categorised into three different groups, low-impedance preamplifier, high-

impedance preamplifier and trans-impedance preamplifier [44]. The low-impedance

preamplifier is a simple voltage amplifier. To guarantee receiver bandwidth, the total

input resistance is selected to be small. This structure results in the domination of

thermal noise at the receiver and a relatively low receiver sensitivity. High-impedance

preamplifier provides high sensitivity and low thermal noise while the high totally input

resistance of the receiver limits the bandwidth of receiver. Therefore, high impedance

preamplifiers are usually coupled with an equaliser which have greater attenuation for

low frequency components. This can compensate the low bandwidth of the high

impedance preamplifier.

To simplify the structure of the preamplifier and overcome the drawbacks of high-

impedance, trans-impedance preamplifier consisting of a low noise high input

impedance amplifier with negative feedback is used [29]. The main function of the

negative feedback is to reduce the equivalent input resistance which creates a trade-off

between the bandwidth and thermal noise. The noise level of the preamplifier can be

reduced by using a Field Effect Transistor (FET) as an alternative front-end device

instead of a bipolar-junction transistor (BJT) [29]. Conversely, BJT has better power

efficiency compared to FET [29].
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2.4.3 Wide FOV receiver, angle diversity receiver and imaging receiver

Wide FOV receiver was widely studied in CDS [58]. Since CDS is NLOS

communication system, the FOV of CDS receiver is designed to be 180° to collect the

signals reflected by the walls and ceiling. However, the wide FOV results in high

ambient light noise. Moreover, reflected signals arrive at different times due to the

difference in the distances between reflecting surfaces and the receiver. Therefore,

systems with wide FOV receiver suffer from multipath dispersion and high ambient

light noise. In [14] and [59], Al-Ghamdi investigated the FOV of the receiver to find the

equilibrium point between signal power collected and mitigating the ambient light noise.

The background noise is gradually reduced with decreasing the FOV. When the FOV of

the receiver is smaller than 60° , the optical power of the ambient light dramatically

decreases as well as the collected optical power of the signal [59]. Therefore, varying

the FOV of conventional receiver cannot solve the problem of time spread and low SNR.

Angle diversity receiver is proposed to mitigate the influence of ambient light, improve

the SNR, and reduce ISI [59]. Pyramidal Fly-eye Diversity Receiver (PFDR) is a typical

angel diversity receiver [60]. The structure of PFDR is shown as in Fig. 2-5.

Figure 2- 5 The structure of PFDR.

PRDR contains three different faces and each face has an independent concentrator and

photodetector. The azimuth angles of the faces are 15°, 135° ��� 255° , while the
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elevation of all faces is 30°. The best performance in terms of SNR and time spread is

acquired for a FOV of 120° for each face in [14], [15] for the system configurations and

system parameters considered. The signal detected by each face go through a combiner

before demodulation. Three different combining algorithms are used which are Select

Best Combining (SBC), Maximum Ratio Combining (MRC) and Equal Gain

Combining (EGC) [[16], [17]]. EGC which directly combines the signals detected by

each face is the simplest combining algorithm. However, the signal from the face with

the lowest SNR and highest time spread may degrade the SNR of the combined signal.

SBC requires an extra circuit to check the SNR of different faces. The signal of the face

with best SNR is selected for the demodulator. Conversely, for MRC, the output signals

are combined through an adder circuit, in which each input multiplied by weight that is

proportional to its SNR. The weight �� is defined as [59]:

�� =
���

��
2 , (2-3)

where ��� is the electrical current of the detected signal at face � and ��
2 is the total

noise power at face �. The SNR is defined as [59], [60]:

������ =
( �=1

� �����)�
2

�=1
� ����

2�
=

�=1

�

����� (2-4)

where � is the total number of faces and ���� is the SNR of face �. Comparing the

three combining algorithms, the performance of SBC is slightly worse than MRC and is

much better than EGC [61]. As SBC is simpler than MRC, SBC is preferred in practical

systems [61].

To adopt to the features of the LSMS, an improved angle diversity receiver is proposed

in [20]-[26]. The structure of this angle diversity receiver is shown in Fig. 2-6. This

angle diversity receiver contains three square pyramid faces. Each face has independent

concentrator and photodetector while the azimuth angles of the photodetector are

0°, 180° ��� 0° . The elevation angles of two of the photodetectors are 35° , while the

elevation of third photodetector is 90° facing up. The FOV of the three photodetectors
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is 70°, 70° ��� 40°. This structure guarantees that one photodetector can view at least

five spots on the walls or ceiling in the CDC. In [27], a six-face angle diversity was

proposed to further enhance the ability to mitigate ambient noise and time spread using

more lenses and photodetectors. The advantages of the narrow FOV and combining

algorithm of the angle diversity receiver include mitigating the influence of ambient

light, improving the SNR, and reducing ISI. However, each photodetector of angle

diversity requires an independent concentrator which increases the complexity of the

receiver. The bulk size of the angle diversity receiver cannot adapt to mobile users.

Figure 2- 6 The structure of improved angle diversity receiver.

Figure 2- 7 The structure of the imaging receiver [20].
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Imaging receiver is a special case of angle diversity receivers. The structure of the

imaging receiver is shown in Fig. 2-7 [20]. A common imaging receiver is integrated

with an imaging concentrator, a planar array of photodetectors, and a combiner. The

planar array is divided into multiple hexagonal or square pixels. Each pixel has an

independent photodetector and a preamplifier. Thereby, signals from different directions

are collected by different pixels. The detected signals of each pixel are combined at the

combiner based on the SBC or MRC algorithm. Compared with the conventional angle

diversity receiver, the imaging receiver has two merits. The Imaging receiver adopts

only a single imaging concentrator reducing the size and complexity of the receiver.

Also, the photodetectors of the imaging receiver are laid on a single plane, which is

easier to manufacture with smaller size [62].

If the imaging receiver includes 200 pixels, the detecting area of each photodetector is

only 1
200

of the area of the imaging receiver. The equivalent FOV of each pixel is only

11.3º [20]-[29]. Therefore, the received power of the imaging receiver is an order of

magnitude lower than that of the wide FOV receiver. However, the narrow FOV and

limited detecting area of the imaging receiver also limits the optical power of the

ambient light and the signal from the reflections. In [20]-[29], the results show that

imaging receivers have better SNR and time spread performance compared to the wide

FOV and angle diversity receivers. In [54], WDM was used with an imaging receiver.

An aggregate data rate of 10 Gb/s with ��� = 10−6 was achieved using OOK [54].

2.5 Modulation Formats of OWC systems

In OWCs, intensity, frequency, phase and polarization modulation are currently

considered. Among these, intensity modulation is the most common modulation

technique for OWC systems due to its simple transceiver structure. The electrical signal

to be transmitted is used to modulate the optical signal from a suitable light source.

Direct detection is used with intensity modulation. A photodetector produces a current

that is proportional to that of the received instantaneous power. Fig.2-1 shows an

IM/DD OW system. Considering the short wavelength of IR or VL, the area of the

OWC photodetector is typically larger than the wavelengths which leads to the efficient
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spatial property that prevents multipath fading. OW channels can still suffer multipath

dispersion due to the different propagation channels of transmitted light. Baseband

intensity modulation of OWC systems contains five main classes: (1) Pulse Amplitude

Modulation (PAM), (2) Pulse Position Modulation (PPM), (3) Pulse Interval

Modulation (PIM), (4) Pulse Width Modulation (PWM) and (5) Subcarrier Modulation

(SCM) [22].

2.5.1 PAM

PAM is a basic modulation scheme which is achieved via modulating the intensity of

the optical signal. On-Off Keying (OOK), which is based on the rapid switching on-off

feature of LDs and LEDs, is a common PAM technique with two levels representing

logic 0 and logic 1. There are two types of OOK modulation: Non-Return to Zero

(NRZ-OOK) and Return to Zero (RZ-OOK). The waveforms of basic NRZ-OOK and

RZ-OOK with a 50% duty cycle are shown in Fig. 2-8. OOK is adopted as a standard in

the IEEE 802.15.7 [63]. OOK suffers serious ISI and is subject to multipath dispersion

in channels with low bandwidth [44]. The power efficiency and the achieved data rates

are relatively lower than other modulation schemes.

Figure 2- 8 Time waveforms of NRZ-OOK and RZ-OOK.

2.5.2 PPM

PPM is another widely applied modulation scheme that varies the pulse location in

the time domain. PPM is an orthogonal modulation technique. PPM can achieve

improved average power efficiency at the cost of an increased bandwidth requirement
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and greater complexity. PPM is even more sensitive to multipath dispersion compared

to OOK. L-level PPM (L-PPM) is a typical PPM technique which can increase the

average power efficiency and bandwidth efficiency by increasing the order of L [64],

[65]. Instead of 1 bit in a frame, M bits represent the location of the impulse in a frame

via L-PPM modulation scheme (L=2M). Information is encoded within the position of

the pulse and the position of the pulse corresponds to the decimal value of the M-bit

input data. Differential PPM (DPPM) is a major variant of PPM. DPPM varies the

duration and sample boundaries to achieve higher bandwidth efficiency with lower

average power requirement. DPPM Improves the power efficiency as well as the

bandwidth efficiency or the throughput by removing all the empty slots that follow a

pulse in a PPM symbol. Fig. 2-9 shows the time domain waveforms of 8-PPM and

DPPM. Compared with L-PPM, time synchronisation is not as strict with DPPM

decoding which reduces the complexity of the system [24].

Figure 2- 9 Time waveforms of 8-PPM and DPPM.

2.5.3 PIM, PWM and SCM

In PIM, information is encoded by embedding various vacant time slots between two

impulses. PIM is the simplest PPM scheme which deletes the redundant space in PPM,

thus improving its bandwidth efficiency. Compared to PPM, PIM has reduced system

complexity as a result of reduced symbol synchronisation requirements [42]. In PWM,

information is encoded via varying the width of the pulse [25].

In OWC SCM systems, a number of user baseband signals are frequency up- converted

prior to intensity modulating the optical carrier as shown in Fig. 2-10. Compared with
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single carrier modulation, the main advantages of SCM are the better power efficiency

and the multipath dispersion immunity. Conversely, the main drawback of SCM with

IM/DD is the poor average optical power efficiency [65]. This is because the SCM

electrical signal has both positive and negative values. Therefore, a DC offset must be

added to ensure that transmitter (LED or LD) is working in the positive area [66].

Considering that the average optical power of an OWC system is extremely restricted

for the skin and eye safety, the balance of the number of subcarriers and the power

allocated to each subcarrier is a major challenge of current OWC SCM systems.

Orthogonal frequency division multiplexing (OFDM) is applied for SCM modulation to

improve the spectrum efficiency [67].

Figure 2- 10 Basic implementation of OWC SCM [63].

2.6 Challenges of OWC systems

OWC systems as a candidate of the next generation wireless communication still face

some challenges to be addressed before practically using the systems. In the following

we will discuss four challenges. In an indoor environment, the illumination including

natural and artificial source introduces white cyclostationary noise in the receiver,

which can also degrade the SNR [44]. The multipath dispersion due to the reflections

and multiple signal sources results in ISI which limits the achieved data rate. Blockage

and shadowing are considered as additional interference sources. In indoor environment,

the shadowing and blockage due to the furniture and humans can result in signal

outages. Humans impact is more serious as the movements are random and

unpredictable. In the following, we further discuss these challenges.



27

2.6.1 Ambient light

In optical fibre systems, the optical signal is protected from ambient light noise sources.

This is not the case with OWC systems where the optical signal is transmitted via free

space channel and is exposed to interference from other light sources. OWC receivers

collect both the desired optical signal and ambient light (natural and artificial) noise

sources [68]. As shown in Fig. 2-1, a photodetector captures some ambient light even

with the use of a bandpass filter in front of its active area, where the optical signal will

be converted to an electrical signal. The ambient light will generate substantial shot

noise and results in the degradation of SNR. Recently, white LEDs and LDs are being

adopted as the major illumination sources for indoor environments. Compared with

other artificial light source, LEDs and LDs have a narrower spectral power distribution,

especially LDs. When LEDs or LDs are used as the illumination system, a bandpass

filter can efficiently reduce the influence of ambient light. Considering different

material and structures of LED and LD results in different spectral power distribution.

Fig. 2-4 shows the power spectral distribution of the sun, fluorescent and incandescent

light sources which act as noise sources [17]. Fig. 2-11 shows the spectral sensitivity of

a PIN diode [69] and the spectral power distribution of different white LED [70].

With the use of white LED as the main light source of current indoor environments, the

power of LED is mainly in the visible spectrum as shown in Fig. 2-11 (b). The light

from the sun is a low-risk factor as it can nonetheless lead to a noticeably high shot

noise at the receiver’s end when the receiver operates close to a window. Sunlight is not

subject to quick and random changes, which means that the irradiance it emits can be

treated as a steady flow of photons with very slow variations in intensity. In IR systems,

a commercial bandpass filter can efficiently reduce the shot noise due to white LEDs.

For the sunlight, an IR bandpass film can be used in the receiver to reduce the ambient

light noise.
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(a) The spectral sensitivity of PIN [69].

(b) The spectral power distribution of different white LED [70].

Figure 2- 11 The spectral sensitivity and power distribution of PIN and different

white LED.

Many studies concentrated on different methods of reducing the effects of background

noise [12]-[17], [71]-[75]. Some of these focus on designing a new receiver structure.

The core idea of most new receiver structures is to integrating multiple detectors facing

different directions. Each detectors possesses a narrow FOV to reduce the received

ambient light. Via MRC or SB method, the received signals of different detectors are

combined before decoding. The results in [18] show that the new receiver structures can

improve the SNR as well as reduce ISI. The angle diversity receiver and the imaging
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receiver introduced in Section 2-4 are examples of these receiver structures. However, a

main drawback of these structures is the bulk size of the receiver which reduces

mobility.

Another way to solve the problem of ambient light is to adopt a narrow light beam

transmitter instead of a diffusing transmitter. The higher the optical power detected, the

better the SNR at the receiver. However, there are two main challenges with this method.

One is that the narrow light beam LOS link can be blocked by furniture and humans.

The second challenge is that users randomly move in the room. To overcome this, the

transmitter requires real-time positioning information to adjust the beam steering angle

to follow the location of the user. Computer Generated Hologram (CGH) and Fresnel

phase plated based on SLM were introduced as dynamic beam steering technique in

[76], [77]. Both methods control the light beam via changing the phase. In [33], the

authors introduced a user location algorithm-based on divide and conquer method.

Chapter 6 discusses the use of user locating algorithm and beam steering technique to

reducing blockage probability.

2.6.2 ISI

ISI is a big concern when designing an indoor OWC system as it limits the achieved

data rate. Two major factors result in ISI. The first one is the multipath dispersion

attributed to the reflective properties of the OW channel. In an indoor OW diffuse

channel, the transmitted signal travels along multiple paths and can be reflected by walls,

ceiling, floor, and furniture in the room. The different arrival times of reflected signals

result in time dispersion of the received pulse [78] and cause the ISI. As with the

multipath dispersion, when there are multiple signal sources (eg. transmitter and relay

nodes) in the room, a user may receive the signals from multiple signal sources.

Considering the signal sources are deployed at different locations, the received signals

from different signal sources also result in the time dispersion of the received pulse.

When more than one signal sources are deployed in the rooms, the ISI attributed to

multipath dispersion and multiple transmitters need to be considered. Moreover, the

multipath propagation characteristics of the indoor diffuse channels depend on the

relative positions of the signal source, the receiver and the reflectors and their optical
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properties. These characteristics can be also affected by moving humans and objects.

However, the movement changes are slow compared with the transmission rate [44].

Therefore, the channel can be considered stationary for specific transmitter and receiver

positions and the received optical power and delay can be considered deterministic.

RMS delay spread, and impulse response are the performance indicators to measure the

impact of ISI induced by multipath propagation and multiple transmitters [12].

Different techniques have been suggested to reduce ISI. A straightforward idea for

addressing ISI is to deploy a single narrow beam transmitter that is directly aimed at the

user, where the user is equipped with a narrow FOV receiver. Via the collaboration of a

single user coupled with a signal transmitter, the effect of multipath dispersion can be

negligible [79]. However, the narrow light beam can be easily blocked and thence, there

is a need to calibrate the direction to follow the user. In [76], [77], a phase Fresnel zone

plate is mounted on a SLM which is integrated with a LD transmitter. Beam steering

angle can be changed via changing the zone centre of the Fresnel zone plate on SLM. In

[32], CGH technique was applied on white LDs transmitter, 20% of the average optical

power from the transmitter was directed to the location of the user. Considering an

OWC system with multiple signal sources, a delay adaptation method is proposed in [80]

to balance the signal arrival time from different light sources. For each signal source, a

time interval related to the distance between the different signal sources and the receiver

is added to the time dispersion of the received signal pulse. Restricting the service area

or allocating different spectrum for different light source are also an effective way to

reduce the time dispersion [44], [45].

The imaging receiver and angle diversity receiver can also reduce ISI. The narrow

FOV of each photodetector restricts the received ambient light power as well as the

reflected signal power from walls, ceiling, and floor. The MRC and SB method can also

reduce the influence of time dispersion. In [32], CGH and imaging receiver are both

used in a VLC system. RMS delay spread of 0.0035 ns and SNR of 22dB were reported

when the system operating at 20 Gb/s.
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2.6.3 Blockage and shadowing

Reducing the blockage and shadowing influence due to the furniture and moving

humans in the room is an important topic for OWC system design. The blockage and

shadowing influence due to stationary furniture is predictable and can be reduced by

rational transmitter location setup. Conversely, humans are randomly moving in the

room with low speed and the real time locations of humans are unpredictable in OWC

system. A diffuse transmitter coupled with wide FOV receiver is an effective way to

reduce the influence of blockage and reduce the shadowing influence of moving humans.

However, this setup faces ambient light due to wide FOV of the receiver and multipath

dispersion due to the reflection of walls and ceiling. Multiple signal sources

collaboration can be used to solve blockage due to moving humans. The blockage

experienced by a rotating user in an environment with fixed obstacles is investigated in

[81], [82]. The blockage and shadowing of moving obstacles are simplified and are

modelled via a parameter that follows a Bernoulli distribution to investigate the

incorporation of multiple Access Points (APs) and its impact on the performance of

OWC [83]. In [84], the author introduced a Random Way Point (RWP) model to

simulate human movement in the room and modelled the human as a cylinder to

evaluate the blockage and shadowing. The results revealed that an OWC system with 8

APs have better performance than the system with 4 APs. RWP models were also used

to model humans’ motion to study the performance of OWC systems under blockage

considering a transmitter with a Lambertian model [85]. Multi APs or transmitters

cooperation was considered as the solution of human moving in [81-85]. However,

these papers focused on diffuse transmitters. This setup faces large ambient light due to

the wide FOV of the receiver and multipath dispersion due to the reflection of optical

beams at walls and ceiling. In [86], beam steering is considered and the obstacle is

defined as a plane (convex hull). In Chapter 6, with outage probability of a relay

assisted OWC system is evaluated to study the influence of blockage and shadowing by

humans.
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2.7 Summary

In this chapter, we reviewed the characteristics of OWC systems and presented the

components and modulation techniques as well as the challenges of OWC systems. We

discussed the merits and limitations of different types of OWC transmitters and the

structure and materials of different types of OWC receivers. We also reviewed the

modulation techniques and challenges including ambient light noise, ISI and human

blockage.
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Chapter 3: Channel Modelling of

Indoor OWC System

3.1 Introduction

To investigate OWC systems in an indoor setting, firstly, the optical wireless link must

be modelled considering the channel connecting the transmitter and the receiver.

Secondly, interfering factors that impair the performance of the OWC system including

background noise sources, receiver noise, multipath propagation, mobility and human

blockage must be modelled in an indoor setting to study their effect on the received

signal. Finally, a simulation tool based on these two steps is built in MATLAB. In this

chapter, the simulation package we developed to simulate the OW channel in an indoor

environment is presented. To evaluate the simulation package, we verified simulation

results of the literature works on OWC systems including CDS, LSMS with wide FOV

receivers and angle diversity receivers [10]-[12]. As a result of multipath propagation, a

mathematical formulation and ray tracing algorithm are employed to compute the

received optical power from a number of reflection elements. A good match was

observed with the results in literature.

The remainder of this chapter is organised as follows: The indoor OWC ray tracing-

based channel model is discussed in Section 3.2. The performance indicators including

SNR, RMS and outage probability are presented in Section 3.3. The simulation results

of previous work in OWC systems are presented in Section 3.4. Finally, a summary is

given in Section 3.5.

3.2 Indoor OWC ray tracing-based channel model

With IM/DD and, as shown in Fig. 2-1, the instant received optical signal is converted

into electrical current. This process can be described by the following equation [25]:

� � = � � � ⊗ ℎ � + �(�) , (3-1)
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where � � is the instantaneous photocurrent of the receiver at a certain location in the

room, � � is instantaneous optical power of the transmitter, � is photodetector

responsibility of the receiver, ⊗ represents the convolution operation, ℎ � is impulse

response of the channel from the transmitter to the receiver, and �(�) is the additive

Gaussian noise due to different noise sources (etc. ambient light, thermal noise at

receiver). The receiver movement speed is slow compared to the transmission rate in

indoor environments. Therefore, the channel can be considered stationary for specific

transmitter and receiver positions. The impulse response, ℎ � , reflects the propagation

characteristics of an indoor optical wireless channel depending on the relative positions

and radiation pattern of the transmitter, receiver, and reflectors including walls, ceiling,

and floor. Due to the reflecting property of optical signals, they travel different

propagation distances before reaching the receiver which results in the multipath

dispersion. To evaluate the influence of multipath dispersion, the optical property of the

reflectors is required. Measurements to study the reflection coefficients for a number of

materials normally used in indoor settings were taken by Gfeller and Bapst [87]. They

have shown that the reflection coefficients (ratio of reflected power to incident power)

ranged from 0.4 to 0.9 and with white plaster walls the reflection coefficients vary

between 0.7 and 0.85 based on the surface consistency and angle of incidence. They

also observed that the power reflected by either the walls or the ceiling takes a form

similar to a Lambertian radiation pattern. The phenomenon in which incident energy,

centered at the point of incidence, is uniformly reflected in all directions within the

hemisphere is called diffuse reflection, also known as isotropic reflection. A perfect

diffusing surface is referred to as a Lambertian surface [25]. The walls, floor and ceiling

are divided into many reflecting elements in the literature and in this thesis. These

reflecting elements can be seen as small secondary emitters that diffuse the received

signal from the transmitter or other reflecting element in multiple paths. The power

radiated from a general Lambertian radiation pattern into a solid angle �� can be

represented as the following [25]:

�� = �+1
2�

�� cos� � ��, (3-2)
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where �� is the optical power of the light source,
�+1
2�

ensures that integrating �� occurs

over a hemisphere surface, � is the angle of incidence related to the normal angle of the

light source, and � represents the mode number that determines the shape of the radiated

beam. The mode number � of a radiated beam is defined as:

� =
−ln (2)

ln (cos (hps))
, (3-3)

where hps is half-power semi-angle of the light source. As � increases, the beam shape

of the light source becomes narrower. For � = 1 , the radiation pattern of the light

source is an ideal Lambertian radiation. In this work, the walls, ceiling and floor are

considered to be a plaster surface which is modelled as an ideal Lambertian radiation

pattern based on the results in [22].

To investigate the influence of reflectors on the channel from transmitter to receiver

and based on the simulation model proposed by Barry in [45], a ray tracing model for

indoor OWC is developed. The transmitted signals are reflected from all possible room

reflecting surfaces, which were divided into a number of equal-sized, square shaped

reflection elements. The reflection elements have been treated as small transmitters that

diffuse the received signals from their centres in a Lambertian radiation pattern [11].

The third-order reflections and higher order reflections do not produce significant

change in the received optical power, and therefore reflections up to the second order

only are considered [12]-[14]. The surface element sizes used in this thesis were set to

5cm by 5 cm for the first-order reflections and 20 cm by 20 cm for the second-order

reflections, considering the balance between the computation complexity and the

simulation accuracy. The optical power at the receiver can be defined as the linear

summation of the LOS component, first order reflection components and second order

reflection components and can be expressed as [25]:

�� = ���� +
�=1

�

���
(1) +

�=1

�

���
(2)�� , (3-4)

where � is the total number of reflection elements in the room for the first order

reflection elements, and � is the total number of reflection elements in the room for
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second order reflection. As shown in Fig. 3-1, we assume that a Lambertian radiation

transmitter is deployed at the centre of the ceiling, while the receiver is located in the

communication plane which is 1m above the floor. The LOS (the orange dashed line in

Fig. 3-1) can be defined as:

���� =
� + 1
2��2 �� ���� � ��� ��� ����(�/���), (3-5)

where � is the radiation mode of transmitter, � is the Euclidian distance between

transmitter and receiver, �� is the average optical power of the transmitter, � is the

angle of incidence relating to the normal angle of the transmitter, � is the difference

between the normal angle of the photodetector and the incident signal, �� is the

integration of the photodetector area of the receiver, and ����(�/���) is a rectangle

function which is defined as:

����
�

���
=

1
�

���
≤ 1

0
�

���
> 1

, (3-6)

where FOV is the field of view of the receiver. Based on equation (3-6), we can find

that a greater FOV receiver can collect more optical power. However, a greater FOV

also result in receiving more ambient power and leads to ISI.

The received optical power for a first order reflection, represented by a pink dashed

line in Fig. 3-1, can be given as:

���
(1) =

(�1 + 1)(� + 1)
4�2�1

2�2 �1�� cos�1 � cos � cos�2 � cos ��� ��1����(�

/���),
(3-7)

where �1 is the radiation mode of a reflection element for the first order, � is Euclidian

distance between the reflection element and the transmitter, �1 is the Euclidian distance

between the reflection element and receiver, �1 is the reflection efficiency of the

reflecting element for the first order, � is the difference between the normal angle of the

reflecting element and the incident signal, � is the difference between the normal angle
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of the reflecting element and the emitting direction, and ��1 is the integration of the

photodetector area of the reflection element for the first order.

Figure 3- 1 The ray tracing model for indoor environment.

The second order reflection, represented by green dashed line in Fig. 3-1, can be

represented as follows:

���
2 =

� + 1 �1 + 1 �2 + 1
4�2�1

2�2
2�2 �1�2���

� = cos� � cos � cos�1 � cos � cos�2 � cos ��� ��1��2����
�

��� ,

(3-8)

where �2 is the mode number of the radiation pattern of the reflecting element for the

second order, � is Euclidian distance between the reflection element for first order and

the transmitter, �1 is the Euclidian distance between the reflection element for the first

order and the reflection element for second order, �2 is reflection efficiency of the

reflecting element for second order, � is the angle between the normal of reflecting

element for second order and incident signal, � is the angle between the normal of

reflecting element for second order and emitting direction, and ��2 is the integration of

the photodetector area of the reflection element in second order.
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In this thesis, the Gaussian radiation transmitter is considered in Chapter 6. Gaussian

wave is a signal waveform described by a Gaussian function. This waveform has

Gaussian distribution characteristics with its main features being centered symmetry,

maximum amplitude at the center, and gradually decreasing amplitude [41]. The

waveform emitted by a laser emitter is approximately Gaussian in shape [40]. When a

Gaussian beam is reflected by Lambertian radiation material, it gets transformed into a

Lambertian radiation pattern [88]. Therefore, the only difference between Gaussian

radiation transmitter and Lambertian radiation transmitter is the LOS component. The

LOS component of a Gaussian radiation transmitter is given as [88]:

���� = ∆�
2��
��2 �

−2�2

�2� ��� � ��, (3-9)

where ω is the distance out from the centre axis of the beam, � is the natural number, R

is the transverse distance from the axis and ∆� is the area of receiver.

3.3 The performance indicators of OWC systems

The impulse response, SNR, the RMS delay spread, and the outage probability are

commonly used to evaluate the performance of OWC systems. In this section, these

performance indicators are defined. In Chapter 6, SINR and achievable rate are

investigated to study the multiuser environment.

3.3.1 The impulse response

Practically, the impulse response of an OWC wireless system is continuous. However,

in the ray tracing model, walls, floor, and ceiling reflecting surfaces are divided into

numerous discrete elements. Therefore, the impulse response gives the received optical

power at the receiver within time intervals. A suitable suggestion for the time interval

width is the time taken by light to travel between neighbouring elements which is given

as [89], [90]:

���� ������� =
��
c

, (3-10)
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where �� is the reflection element area and c is the speed of light. With the time

interval as a dimensional factor of the impulse response, the rays received within similar

time interval are assembled and stored for a particular transmitter-receiver position. In

the simulation, the impulse response result displays a histogram of the total optical

power of the received rays within each time interval [24]. It should be observed that the

reduction of �� results in improved resolution in the impulse response together with an

increase in the computation time. Thus, choosing the time interval width is a trade-off

between the computation time and the resolution. Meanwhile, according to the

adaptation theory, ���� �������� ≤ �
2×��������ℎ

.

3.3.2 The RMS delay spread

In indoor environments, the OWC system is affected by multipath dispersion and

multiple signal sources. They both cause the received signal to spread in time resulting

in ISI. The channel spread can be quantified using the RMS delay spread [91], [92].

RMS delay spread is defined as [11]-[13]:

� = �=1
∞ �� − � 2���

2��

�=1
∞ ���

2�
(3-11)

where �� is the delay time (time interval) associated with the received optical power,

���, and � is the mean delay given by:

� = �=1
∞ �����

2�

�=1
∞ ���

2�
(3-12)

RMS delay spread represents the degree of power dispersion in the time domain. In

this chapter, RMS delay spread is used to quantify the performance of typical CDS and

LSMS systems [12-14].

3.3.3 SNR

The OWC system’s performance is best evaluated using the SNR, which also provides

a measure of the noise and signal spread (eye opening). The probability of error for

OOK is expressed as:
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�� = Q SNR , (3-13)

where the Q function can be approximately defined as：

� � =
1
2

����
�
2

≈
1
2�

�
− x2

2

�
. (3-14)

When ��� = 15.6��, � in equation (3-14) approximate to 6. Based on Equation (3-13)

and (3-14), �� ≈ 10−9 can be achieved. Therefor ��� ≥ 15.6�� is required for

guaranteeing �� ≤ 10−9 for OWC communication. SNR for OOK-based OWC system

is defined as:

��� =
�(��1 − ��0)

�0 + �1

2
(3-15)

where � is the responsivity of the receiver, ��1 and ��0are the power levels associated

with logic 1 and logic 0, respectively, �0 and �1 are the noises associated with the

received signal at logic 1 and logic 0, respectively and can be computed as follows [34],

and [93]:

�0 = ��0
2 + ���

2 + ���
2 ��� �1 = ��1

2 + ���
2 + ���

2 (3-16)

where ��0
2 and ��1

2 are the shot noises associated with the received signal at logic 1 and

logic 0, respectively and are computed as follows:

��1 = 2����1�� ��� ��0 = 2����1�� (3-17)

where �� is the receiver bandwidth and � is the electron charge. According to the

experimental results reported in [94], this signal-dependent noise is very small and is

often neglected. ���
2 represents the user preamplifier noise component related to the

bandwidth of the receiver and the noise spectral density of the preamplifier.

���
2 represents the background shot noise at the user’s receiver and is given as:

��� = 2������ (3-18)



41

where �� is the receiving ambient light power computed as follows:

�� =
�=1

�

��
��� +

�=1

�

���,�
(1) +

�=1

�

���,�
(2)��� (3-19)

where L is total number of illumination light sources in the room. The received ambient

light power is calculated considering a Lambertian transmitter.

3.3.4 The outage probability

In indoor OWC system, the speed of a moving user is slower than the communication

rate. Therefore, the channel between the receiver and transmitter is relatively stationary.

However, there are still some interfering factors (e.g., the blockage and shadowing due

to humans moving, the air turbulence due to air conditioner and fans), fan blades motion,

which can all cause sharp fading of the channel between transmitter and receiver. The

outage probability is used to qualify the stabilisation of the channel. Outage probability

is defined as the possibility of the communication rate being lower than a threshold

which results in service interruption. The outage probability ���� is given as:

����(SNR < SNR�ℎ) =
−∞

SNR�ℎ

�(�)� (3-20)

where ����ℎ is the baseline of guaranteeing the normal OWC communication, and �(�)

is the probability density function of the SNR.

3.4 The simulation results of typical CDS and LSMS OWC systems

To evaluate the OWC system performance under the impact of multipath propagation,

user mobility, human blockage and background noise, the channel impulse response of

the OWC system must be evaluated and the background noise has to be determined. In

this chapter, the impulse response and background noise evaluations are based on the

mathematical formulation presented in Section 3.2 and Section 3.3 and a ray tracing

algorithm built in MATLAB.

The room setup of CDS is shown in Fig. 3.2(a), where a transmitter and a user are

located on the same plane. The radiation pattern of a CDS transmitter is a typical
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Lambertian pattern, and the user can receive the signal from the reflections from the

walls and ceiling. Fig. 3.2(b) shows the room setup of LSMS system. The Tran-

(a)

(b)

Figure 3- 2 The room setup of CDS and LSMS system.

-mitter of LSMS produces multiple light spots on the ceiling. These light spots act as

secondary transmitters sending signal to the user.
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The impulse response results of previous work considering CDS and LSMS verified

using our simulator are considered as a baseline to evaluate the performance of our

proposed systems. The IR transmitter of CDS and LSMS is deployed on the

communication plane facing up. The transmitter of CDS is a diffusing transmitter

modelled as an ideal Lambertian transmitter (� = 1 ), while the transmitter of LSMS

produces a line of light points which act as a secondary transmitter on the ceiling with

holographic optical element or multiple emitters. Two different receivers are considered

including wide ( ��� = 180° ) receiver and ADR receiver which were discussed in

Section 2.4. The ray tracing algorithm mentioned in Section 3.2 is developed in [14]-[19]

using the room configuration and parameters given in Table 3-1. The length, width and

height of room were set as 8m, 4m, and 3m, respectively. The devices of OWC system

are deployed on or above the communication plane which is one meter above the floor

as the general height of desk. The OWC signal is blocked below communication plane

in this configuration [14]-[16]. In IRC systems (CDS and LSMS), the transmitter and

receiver can be situated at the corner of the room (1m,1m,1m) on the communication

plane to measure the worst channel condition of IRC system. The transceiver

specifications and other parameter of IRC examples are based on [34], [35].

Table 3- 1 The parameters of CDS and LSMS

Transmitter type IRC (CDS LSMS)

Room setup

Length, width, height 8m, 4m, 3m

Reflectivity of the walls 0.8

Reflectivity of the ceiling 0.8

Reflectivity of the floor 0.3

AP

Quantity 1

Location (2, 4, 1)

Power 1W

Illumination
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Quantity 8

Location
(1, 1, 3), (1, 3, 3), (1, 5, 3), (1, 7, 3), (3, 1, 3), (3, 3,

3), (3, 5, 3), (3, 7, 3)

Power 18w

Radiation mode n 33.1

Wide FOV Receiver

Quantity of detector 1

Elevation 90º

Azimuth 0º

FOV 180º

Area of detector 1 cm2

The responsivity 0.5 A/W

ADR Receiver

Quantity of detector 3

FOV 70° 70° 40°

Elevation 35° 90° 180°

Azimuth 35° 0° 0°

Area of detector 1 cm2

Fig. 3-3 illustrates the impulse response of CDS, LSMS and LSMS with ADR. The

ADR suppressed ISI by reducing the reflection components of the impulse response.

The deviations of the simulation impulse response results in Fig. 3-3 and the impulse

response in [14] are less than 2 percent.
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Figure 3- 3 Impulse responses of CDS and LSMS systems with wide FOV receiver

(���=90°) and LSMS systems with ADR (select best algorithm); transmitter is

located at room centre, while receiver is located at the room corner(1m,1m,1m)

Figure 3- 4 Delay spread of CDS, LSMS (wide FOV) and LSMS with ADR;

transmitter is located at room centre, while receiver moved along Y axis with

X=1M.

Fig. 3-4 illustrates the RMS delay spread performances of the CDS, LSMS and LSMS

with ADR. Compared to CDS, LSMS receiver can receive LOS components from the

spotlights on the ceiling which reduces the optical power distribution degree in the time
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domain. The time spread was decreased from around 2.4 ns to around 1.3 ns. Deploying

the ADR in the LSMS system, suppresses the influence of reflection components as a

result of the narrow FOV of ADR. Better time performance is obtained when LSMS is

coupled with ADR. Compared with the impulse response in [11] and [14], the

deviations of the simulation results in Fig. 3-3 and are less than 5 percent.

Figure 3- 5 SNR of CDS, LSMS (WIDE FOV) and LSMS with ADR (SB and

MRC algorithm); transmitter is located at room centre, while receiver moved

along Y axis with X=1M

Fig. 3-5 shows the SNR of CDS, LSMS (wide FOV) and LSMS with ADR (SB and

MRC algorithm), when the transmitter is located at the room centre, while the receiver

is moved along Y axis with x=1m. Two different signals combining method (SB and

MRC) for ADR are considered. The simulation SNR results of MRC and SB are similar.

The SNR of one face dominates over other faces. Compared to CDS, LSMS receives

LOS component from the spotlights on the ceiling which increases the received signal

power. The narrow FOV of ADR suppress the influence of background noise causing

the increasing of LSMS SNR. Compared with the SNR results in [10], the deviations of

the simulation results in Fig. 3-4 are less than 3 percent.
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3.5 Summary

In this chapter, we reviewed the channel model of indoor OWC systems and introduced

the ray tracing model for simulating the impulse response for OWC channel. A

simulator based on ray tracing model is developed in MATLAB. To evaluate the

performance of OWC systems, performance indicators including SNR, RMS delay

spread, impulse response and outage probability are evaluated using our simulator. A

good match was observed, giving confidence in the capability of the author’s simulator

to evaluate new OWC systems.
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Chapter 4: A Delay Adaptation Method

for Relay Assisted OWC Systems

4.1 Introduction

Most of the previous work on indoor OWC system has focused mainly on the

transceiver design. Improving the channel between the transmitter and the receiver is a

challenging task that can enhance the optical power received by users and reduce ISI.

Relay-based communication, which are widely used in RFC systems to improve the

channel, are also proposed for the use in OWC systems [95]-[99]. The work in [98],

addressed the beam blockage by humans sitting or moving in the communication plane

between the main light source and the user. The authors suggested the use of an

additional desk or floor light to assist communication when the beam from the main

light source is blocked. Similarly, the authors in [97] considered nearby mobile phones

with two photodetectors and a transmitter LED array as relay nodes to provide relay-

assisted service to a user. The above-mentioned work focused on the relay assisted

communication in fixed circumstances to overcome blockage and shadowing. The

performance of the relay assisted communication with a moving user was not taken into

consideration. The relay technique was integrated with OFDM in [98] and [99] to

further improve the performance of indoor OWC systems. Both amplify-and-forward

and decode-and-forward relaying techniques were investigated in a relay-assisted Direct

Current biased Optical (DCO)-OFDM VLC system in [99]. These papers [95]-[98] only

considered a relatively stationary situation where only one relay node and one user are

located at fixed locations [95]-[98]. The impact of the number, type, and location of the

relay node (i.e., terminal) were not adequately investigated. In [95] and [96], the authors

introduced a relay-assisted indoor OWC system with multiple relay terminals and

assessed the influence of the relay nodes location on a moving user. However, the

authors did not optimise the locations of the relay nodes.

Multipath propagation in a relay-assisted OWC system with multiple relay terminals

signals, where relayed signals travel different distances and arrive at different times,
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results in serious pulse spread and ISI. In this chapter, we propose a delay adaption

method to address this problem. The proposed method balances the arrival time of the

signals from different relay terminals by adding a pre-calculated delay to different relay

terminals. To study the effectiveness of this method, we consider three different relay

terminals deployment scenarios.

The relay communication mode and the channel model for three different types of

relay terminals are discussed in Section 4.2. The proposed delay adaptation method is

introduced in Section 4.3. The simulation results of the proposed delay adaptation

method considering three different types of relay terminals are presented in Section 4.4.

This chapter is summarised in Section 4.5.

4.2 The Relay Communication Mode and the Channel Modelling for

Different types of Relay Terminals

4.2.1 The Relay Communication Mode in CDS Systems

To investigate the performance of a relay assisted IR-based CDS OWC system, we

utilise a basic relay communication mode with a simple half duplex time division

multiplexing protocol [97], [99]. In this work, the OWC system contains a diffuse AP,

typically located on the communication floor and a Wide-Field-of-View (WFOV)

receiver for each user. In this relay mode, a time slot is divided into 4 phases. In the first

phase, the AP sends a downlink signal to the relay terminals. In the second phase, all

relay terminals amplify and send the downlink signal to the user on the communication

plane. In the third phase, the user sends the uplink signal to the relay terminals while in

the last phase, the relay terminal forwards the amplified uplink signal to the AP. The

flow chart of the basic relay communication mode (i.e., relay-assisted downlink and

uplink communication in one time slot) is shown in Fig. 4-1.

In the first phase, the photodetection current, �� � , at relay terminal � , where � ∈ R ,

and � is the set of all relay terminals, is defined as the following:

�� � = ��� � ⊗ ℎ�� � + �� � , (4-1)
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where � � is the optical power emitted from the AP in W, �� is the responsivity of the

relay terminal � in A W, ℎ�� � is the impulse response for the channel between the AP

and relay terminal �, and ��(�) is the additive white Gaussian noise at relay terminal �.

Figure 4- 1 The Flow Chart of Basic Relay Communication in One Time Slot.

In the second phase, the downlink photodetection current �� � at a user is defined as

follows:

�� � = ��
�∈�

(�� �� ⊗ ℎ�� � ) + ��(�) (4-2)

where �� � is the instantaneous optical power from relay terminal � in �, �� is the

responsivity of the user in � �, ℎ�� � is the impulse response for the channel between

the relay terminal � and the user, and ��(�) is the additive white Gaussian noise at the

user’s transceiver. In this work, we adopt IM/DD OOK. In OOK modulation, logic 1

and 0 are sent by switching the light source on or off, respectively during the bit period.

In the second phase, the SNR of a user (����) is given as [12] and [95]:

���� =
�� �∈� (��1,� − ��0,�)�

��0 + ��1

2

, (4-3)
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where ��1,r and ��0,r are the power levels associated with logic 1 and logic

0, respectively, �u0 and �u1 are the noise associated with the received signal at logic 0

and logic 1 respectively, and can be computed as the following [97], and [25]:

��0 = ��0,�
2 + ���,�

2 + ���,�
2 +

�∈�

��,�
2� (4-4)

��1 = ��1,�
2 + ���,�

2 + ���,�
2 +

�∈�

��,�
2� (4-5)

where ��0,�
2 and ��1,�

2 are the shot noises associated with logic 0 and logic 1,

respectively for user u. According to the experimental results reported in [103], this

signal-dependent noise is very small and is often neglected. ���,�
2 represents the

background shot noise at the user’s receiver, ���,�
2 represents the user preamplifier noise

component at user u, and �∈� ��,�
2� is the sum of the noise components from all relay

terminals at user u. For the uplink (i.e., phase 3 and 4 of the relay communication mode),

the functions of AP and user are exchanged and hence, the SNR for uplink is derived in

a similar way to the downlink SNR. The SNR of the uplink at the terminal, ���� , is

given as

���� =
�� �∈� (��1,� − ��0,�)�

��0 + ��1

2

(4-6)

where ��0 and ��1 are equivalent to �u0 and �u1 in Equation (4-4) and (4-5),

respectively. In the next section, we will focus on the discussion of the downlink for

three different types of relay terminals.

4.2.2 Relay Terminal Types:

Relay terminals can be generally classified into two groups which are amplify-and-

forward relay terminals and decode-and-forward relay terminals [97]. For the amplify-

and-forward type, the relay terminal only amplifies the received signal with an electrical

or optical (e.g., Semiconductor Optical Amplifier (SOA)) amplifier and directly
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forwards it to the user. Therefore, amplify-and-forward relay terminals have a relatively

simple structure, however, it will amplify the signal and noise simultaneously. On the

contrary, a decode-and-forward relay terminal can be seen as a fully functional

transceiver. It will decode the received signal and re-encode it before modulating. To

investigate the influence of the relay terminals type, we consider optoelectronic (O-E-O)

amplify-and-forward, SOA amplify-and-forward, and decode-and-forward relay

terminals. The structure of these relay terminals, the impulse response, and the SNR

calculations are detailed in the next paragraphs.

4.2.2.1 O-E-O amplify-and-forward relay terminal

Figure 4- 2 O-E-O Amplify-And-Forward Relay Terminal.

The structure of an O-E-O amplify-and-forward relay terminal is shown in Fig. 4-2.

The optical signal from the AP is transformed into an electrical signal via a PIN

photodetector. Then, the electrical signal is amplified by an electrical amplifier before

using it to modulate an IR Laser or LED [10] and [11]. We assume that the parameters

of the O-E-O amplify-and-forward relay terminal are constant within the noise

equivalent bandwidth [104]. With O-E-O amplify-and-forward relay terminals, the

photodetection current, �� � , generated by the received downlink optical signal at the

user from the relay terminals in the second phase is defined as follows:

�� � = ��
�∈�

(
ℎ�
�

������ �� ⊗ ℎ�� � ) + ��(�), (4-7)

Where � is the central frequency, ℎ is Planck’s constant, � is the elementary charge, ��

is the external quantum efficiency of the relay terminal, and �� is the amplifier gain of
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the relay terminal. The SNR of the user (���� ) is given by Equation (4-3) where the

values of �u0 and �u1 are given by Equation (4-4) and (4-5). For an O-E-O amplify-and-

forward relay terminal the Gaussian noise, ��
2 is given as [104]:

��
2 = 2���

ℎ�
�

������� 0 ��, (4-8)

where �� and �� are the bandwidth of the user and the relay terminal, respectively, ��

is the noise spectral density at the output of relay terminal �, and ���(0) is the channel

gain from relay terminal � to the user. ���(0) can be given as:

��� 0 =
−∞

∞
ℎ�� � ��.� (4-9)

�� of relay terminal � can be given as:

�� = ���� + ����� + ���� + ����, (4-10)

where ���� = 2� ��
2��

2 ������ , corresponds to the ambient light noise at relay terminal

� , ����� = 2� ��
2��

2���������� , is the shot noise related to the received signal at relay

terminal �, ���� = ��
2��

2��
2, is the shot noise due to the electrical amplifier and ���� =

2�� < ���� > , is the shot noise corresponding to the LED emitter of the O-E-O relay

terminal [104]. �� is the responsivity of relay terminal r, � is relative to the shot noise

level and the external quantum efficiency �� of the relay terminal, �� is the equivalent

input noise current in ( � �� ) of the amplifier, ���� is the received ambient light

power by relay terminal � and �������� is the received signal power by relay terminal �.

Therefore, Equation (4-10) can be rewritten as the following [104]:

�� = 2���
2��

2������ + ��
22���

2��������� � + ��
2��

2��
2 + 2�� < ���� > (4-11)

As �� ≫ 1 based on the result of [104], the term ( 2�� < ���� > ) can be neglected.

Therefore Equation (4-11) can be approximated as:

�� ≈ 2���
2��

2�� ���� + ��������
+ ��

2��
2��

2 (4-12)
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4.2.2.2 SOA amplify-and-forward relay terminal

The structure of the SOA amplify-and-forward relay terminal is given in Fig. 4-3

[105]-[107]. At each SOA relay terminal, the incident light is focused and coupled into

the optical fibre by a converging lens [105]. An SOA is then used to amplify the

received optical field, and the amplified optical signal is forwarded to the user via a

transmitting lens. Optical fibres are used to connect SOA with two lenses in order to

meet the input and output interface requirements of the existing SOA. To discuss the

SOA amplify-and-forward relay terminal in the same conditions, the influence of optical

wireless transceiver lens and optical fibre of SOA relay terminal on the signal is

neglected in the simulation. We assume that the SOA amplify-and-forward relay

terminal is always operating in the unsaturated region to ensure that the amplifier

operates in the linear amplification region [26].

Figure 4- 3 SOA Amplify-And-Forward Relay Terminal.

SOA amplify-and-forward relay terminals, directly amplify the optical signal, � � ,

and hence, there is no responsivity, �� , related to the conversion from optical signal to

electrical signal. Thus, in the first phase, the received optical signal �� � at the SOA

amplify-and-forward relay terminal �, can be given as:

�� � = � � ⊗ ℎ�� � + ��(�) (4-13)



55

In the second phase, the downlink photodetection current �� � at the user is defined as:

�� � = �� �∈� (���� �� ⊗ ℎ�� � ) + ��(�), (4-14)

where �� is the responsivity of the user’s receiver, �� is the amplifier gain of SOA relay

terminal, ℎ�� � is the impulse response from relay terminal � to the user, and ��(�) is

the additive white Gaussian noise at the user’s receiver. With SOA amplify-and-forward

relay terminals, the SNR of a user can be given as Equation (4-3) while the noise

components are defined as [26], [106]:

��0 = ��0,�
2 + ���,�

2 + ���,�
2 +

�∈�

��,�
2�

= ��ℎ,�
2 + ��ℎ��,�

2 + ����−��,�
2 + ���−��,�

2

��� ��1 = ��1,�
2 + ���,�

2 + ���,�
2 +

�∈�

��,�
2�

= ��ℎ,�
2 + ��ℎ��,�

2 + ���−��,�
2 + ����−��,�

2

(4-15)

The noise components are described by the following noise variances that describe the

thermal, shot, signal-spontaneous beat noise and spontaneous-spontaneous beat noise

contributions as [107]:

��ℎ,�
2 = ��

2��,

��ℎ��,�
2 = 2�����(���� + �

� (������� +� ����)),

����−��,�
2 =

4��
2

�∈� �������� �∈� (������� 0 )�� ��

��
,

���−��,�
2 =

��
2

�∈� ������� 0� 2 2�� − �� ��

��
2

(4-16)

where �� and �� are electrical and optical bandwidth, respectively, �� is an equivalent

input noise current ( � ��) of the user’s preamplifier, ���� is the background light
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power at the user, and ���� is the amplified spontaneous emission (ASE) power of relay

terminal � which can be given as:

���� = ��� �� − 1 ℎ���, ���� = ��� �� − 1 ℎ���, (4-17)

where ��� is the population inversion factor (amplifier excess noise factor) of the SOA

relay terminal.

In addition to the noise due to the preamplifier (i.e., ��
2�� ), the SOA amplify-and-

forward relay terminal experiences ambient light (i.e., 2��������� ) at the user’s

transceiver and the shot noises associated with receiving the signal (i.e.,

2�������������
). Therefore, ��

2 can be given as:

��
2 = 2��������� +

4��
2��������

(������� 0 )��

��
+ ��

2 ������� 0 2 2��−�� ��

��
2

(4-18)

4.2.2.3 Decode-and-Forward (DF) relay terminal

Figure 4- 4 Decode-And-Forward relay terminal.
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The general structure of a DF relay terminal is given in Fig. 4-4. When Decode-and-

Forward (DF) relay terminals are deployed, in the first phase, the photodetection current

at relay terminal � is the same as in Equation (4-1). In first phase, the SNR of a DF relay

terminal (����) is given as:

���� =
��(��1� − ��0�)

��1� + ��0�

2

(4-19)

where ��0� and ��1� are the noises associated with the received signal from the AP.

When ignoring the part of the noise related to the signal, these noises can be computed

as the following:

��1� = ����
2 + ����

2 and ��0� = ����
2 + ����

2 (4-20)

where ����
2 represents the background shot noise at the DF relay terminal receiver and

����
2 represents the DF relay terminal preamplifier noise component. In the second phase,

the photodetection current at the user is the same as in Equation (4-2). The SNR of the

user (����) is updated as Equation (4-3), while the noise components are defined as:

��0 = ���
2 + ���

2 and ��1 = ���
2 + ���

2 (4-21)

Note that, the sum of the noise components from all DF relay terminals is neglected as

in the decode and re-encode process, the signal is reshaped to eliminate the influence of

the noise and the multi path reflections. However, compared with amplify-and-forward

relay terminals, a system with DF relay terminal faces the problem of error propagation

due to decoding the signal at the relay terminals and again at the user’s receiver. To

avoid error propagation occurring, the bit error rate at any DF relay terminal should be

lower than a minimum standard value ( �� ≤ 10−9 ) to guarantee acceptable

communication performance [96].

To ensure that the total optical power received from all relay terminals is within eye

safety power limitation, we normalise the average optical power of each relay terminal

r (��) so that the summation of all normalised �� values (i.e., ��
' ) is equivalent to the
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average optical power of the AP (i.e., �� ). This excludes the influence of the

differences in the optical power gain of the systems. To investigate the performance of

different types of relay terminals we use the following Equation:

�∈�

��
'� = �� (4-22)

�� is given as:

�� = lim
�→∞

1
2� −�

� � �� ��. (4-23)

When an OEO amplify-and-forward relay terminal is used, the average optical power

of relay terminal � (�����) is given as:

����� = lim
�→∞

1
2� −�

� ℎ�
�

������ �� �� (4-24)

In order to equate total average optical power of all relay terminals to transmitter, the

amplifier gain �� of relay terminal r is defined as:

�� =
(lim

�→∞

1
2� −�

� � �� ��)

( �∈� lim
�→∞

1
2� −�

� ℎ�
�

���� �� ��� )
(4-25)

When SOA amplify-and-forward relay terminal is used, the average optical power of

relay terminal � (�����) is given as:

����� = lim
�→∞

1
2� −�

�
������ �� �� (4-26)

The amplifier gain �� of relay terminals � is given as:

�� =
(lim

�→∞

1
2� −�

� � �� ��)

( �∈� lim
�→∞

1
2� −�

� ���� �� ��� )
(4-27)
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When DF relay terminal is used as the relay terminal � , the average optical power of

relay terminal �, (����) is given as:

���� =
lim
�→∞

1
2� −�

� � �� ��

�
= lim

�→∞

1
2� −�

�
�� �� �� (4-28)

where � is the number of DF relay terminals deployed in the system.

4.2.3 The delay adaptation method in relay-assisted communication

We invoke the delay adaptation method to overcome the drawbacks of having different

signals arrival time in the IR-based OWC systems with relay terminals. This method

was first proposed in [12] where the authors decreased the time spread by adding

differential delay to different beams.

Figure 4- 5 Description of the Delay Adaption Method Based on Optical

Orthogonal Code Technique.

The method to achieve delay adaption is based on the optical orthogonal code

technique in [80]. The relay terminals and the user synchronise at the start of a frame

before the formal communication begins. Then, each relay terminal simultaneously

sends a special impulse encoded with a unique optical orthogonal code sequence. The

user can identify the signals from different relay terminals with relevant decoders due to
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the auto and cross-correlation properties of the optical orthogonal code. Then, all

decoded signals will be sent to a comparing circuit to compute the propagation delay

between each pair of relay terminals. After the user computes the time delay of all relay

terminals, a feedback message containing information about differential delay values is

sent to each relay terminal via the uplink channel. The description of the delay

adaptation method based on optical orthogonal code technique is shown in Fig. 4-5.

4.2.4 The impulse response and delay spread results for system with O-E-O

amplify-and-forward relay terminal with and without delay adaptation method

To evaluate the advantages of the proposed method, a simulation was performed

considering an empty room with dimensions of 8 m × 4 m × 3 m (length × width ×

height). The room setup is the same as the one described in Chapter 3. The transmitter is

located at the centre of the ceiling while the user is in the communication plane which is

1m above the floor. The room set-up is showed in Fig. 4-6.

Figure 4- 6 The Room Set-Up of Simulation.

We consider three different scenarios of relay terminal deployments in which the O-E-

O amplify-and-forward relay terminals are separately deployed 0.5 m, 1 m and 1.5 m

under the ceiling around the walls. Each scenario contains 12 relay terminals. The

distance between them is 1 m. Additional simulation parameters are given in Table 4-1.
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Table 4- 1 Simulation Parameters

Parameter Configuration

IR Transmitter

Quantity 1

Location (2, 4, 3)

The average optical power 1W

half-power semi-angle 60º

Relay terminal locations

Quantity 12

Locations The relay terminals of three scenarios are

separately deployed 0.5m, 1m and 1.5m

under the ceiling around the wall. Each

scenario contains 12 relay terminals.

Users

Quantity 1

Elevation 90º

Azimuth 0º

FOV 90º

Resolution

Time bin duration 0.1ns

Bounces 1 2

Surface elements 32000 2000

Wavelength 850 nm

In this simulation, only downlink is considered and the influence of the relay terminal

type on the intensity and waveform of the received signal is ignored for simplification.

The received signal of a user can be defined as followed:

�� � =
�∈�

�(� � ⊗ ℎ�� � ⊗ ℎ�� � )� (4-29)

where � is the responsivity of the receiver, � � is the instantaneous optical power at

the transmitter, ℎ�� � represents the channel impulse response for the channel between
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the transmitter and the relay terminal, ℎ�� � represents the impulse response for the

channel between the transmitter and the relay terminal, and ⊗ represents convolution.

The RMS delay spread, which is a good measure of the signal pulse spread is

considered as the main performance indicator. Fig. 4-7(a) shows the RMS delay spread

of the conventional relay system and the relay system with the delay adaptation method

when the relay terminals are deployed at 0.5m, 1m, and 1.5m below the ceiling and the

user moves along the Y axis with x=1m. Fig. 4-7(b) shows the RMS delay spread

results with x=2m. The results show that the RMS delay spread of the IR relay system

with the delay adaptation method are lower than the conventional IR relay system in

different scenarios.

Fig. 4-8(a) shows the impulse response of conventional relay system and the relay

system with the delay adaptation method when relay terminals are deployed at 0.5m and

the user is at the room corner (1,1,1). Fig. 4-8(b) shows the impulse response of the

conventional relay system and the relay system with the delay adaptation method when

relay terminals are deployed at 1 m below the ceiling and the user is at the room corner

(1,1,1). Fig. 4-8 (c) shows the impulse responses of the conventional relay system and

the relay system with the delay adaptation method when the relay terminals are

deployed at 1.5m and the user is at the room corner (1,1,1). The pulse spread of the IR

relay system is effectively reduced by the delay adaption method for the different

deployment.

(a)
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(b)

Figure 4- 7 The root-mean-square delay spread results for (a) x=1m (b) x=2m.

(a)
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(b)

(c)

Figure 4- 8 The Impulse Response Results in the Conventional IR Relay System

and the IR Relay System With the Delay Adaption (D) Method (A) relay terminals

are deployed at 0.5 m below the ceiling, (B) relay terminals are deployed at 0.5 m

below the ceiling, And (C) relay terminals are deployed at 0.5 m below the ceiling.
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4.3 The SNR simulation results of three different types of relay

terminals based on the delay adaptation method

4.3.1 The simulation setup

To evaluate the SNR performance of the delay adaptation method in an indoor IR-

based OWC system, we consider the same empty room in Section 4.2.3 with the

dimensions of 8 m × 4 m × 3 m (length × width × height). The configuration of the

room is the same as the room setup in Chapter 3.

Figure 4- 9 The Locations of RGB-LDs on the Ceiling.

Figure 4- 10 The Distribution of Horizontal Illumination on the Communication

Floor.
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In the considered room, eight RGB-LDs are mounted on the ceiling [108], [109]. The

locations of the eight RGB-LDs are given in Fig. 4-9 [110], [111] while the distribution

of illumination on the communication floor is shown in Fig. 4-10. The parameters in

Table 4-2 are considered. Fig. 4-10 shows that the illumination in the room achieves the

EU standard for comfortable office lighting (i.e., 300 lux to 1500 lux) [112], [113]. The

RGB-LDs impact the SNR performance of the IR-based OWC system with relay

terminals because the power detected by the photodetector of the receiver from the

visible light frequency band is counted as background shot noise as in Equation (4-4).

To fully evaluate the function of the relay terminal, we consider two different scenarios:

1) In the first scenario, the AP is mounted at the centre of the ceiling (i.e., at location

(2m, 4m, 3m) while the user can be in one of 21 positions on the communication plane.

In this scenario, there is a direct link between the AP and the user.

2) In the second scenario, the AP is located at the centre of the communication plane

(i.e., at location (2m, 4m, 1m) as in [10] and [12] while the user is also located as in the

first scenario.

In the following, we consider three different relay terminals deployment schemes in

which the relay terminals are separately deployed at 0.5m, 1m and 1.5 m below the

ceiling. For the two scenarios to investigate the influence of the location, number and

type of relay terminal on the communication, each scheme contains 6 or 12 relay

terminals where the distance between terminals is 4m and 2m, respectively.

The delay adaptation method proposed in the last section is applied to all deployment

schemes. The external quantum efficiency �� of the OEO-relay terminal is given as 0.95

[114]-[116]. The ��� of SOA-relay terminal in this simulation is set as in [107]. The

amplifier used in this study is the positive-intrinsic negative-bipolar junction transistor

(PIN-BJT) design proposed in [116] and [117]. This preamplifier has a noise current

density of 2.7 ��/ �� . The SNR of the uplink and downlink are evaluated with

different user locations on the communication plane. Additional simulation parameters

are given in Table 4-2.
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Table 4- 2 Simulation Parameters for Three Different Kinds of Relay Terminals

Parameter Configuration

IR AP

Quantity 1

external quantum efficiency 0.95

Location (2, 4, 3) or (2, 4, 1)

The average optical power 1W
half-power semi-angle 60º

Relay terminal locations

Quantity 6 or 12

Locations The relay terminals of the three scenarios

are deployed 0.5m and 1.5m under the

ceiling around the walls.

Photodetector

FOV 90º

area 1 cm2

The responsivity of IR

communication

0.5 A/W

The responsivity of illumination 0.4 A/W

Users

Quantity 1

Elevation 90º

Azimuth 0º

FOV 90º

Resolution

Time bin duration 0.1 ns

Bounces 1 2

Surface elements 32000 2000

Wavelength 850 nm
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4.3.2 SNR simulation results

Fig. 4-11 and 4-12 show the SNR of the downlink when the user moves on the

communication plane along the Y-axis in the first scenario (i.e., the AP is in the centre

of the ceiling) while x equals 1m and 2m, respectively. These two X-axis locations are

considered to examine the SNR when the user is at different distances from the wall.

The first value locates the user closer to the wall while the second value locates the user

closer to the centre of the room. We can see that using relay terminals generally results

in worse performance compared to the system without relay terminals (i.e., the black

curve results in Fig. 4-11 and 4-12) especially when the user is closer to the centre of

the room (i.e., Y-axis coordinates between 2m and 6m). Considering the type of relay

terminals, the systems with SOA and O-E-O amplify-and-forward relay terminals were

found to experience more distortion compared to DF relay terminals (i.e., the results in

the purple and red curves) due to the lack of the reshape function. Meanwhile, the

results of the system with SOA amplified-and-forward relay terminals are slightly better

than the results of the system with O-E-O amplified-and-forward relay terminals, as the

impact of ambient light on SOA is comparatively limited compared to OEO amplifiers.

This is primarily because the spectrum bandwidth of SOA amplifiers is typically

narrower than that of OEO amplifiers. For the location of relay terminal, comparing the

curves in the same colour, the system with relay terminals deployed at 1.5m below the

ceiling have better performance compared with the system with relay terminal deployed

at 0.5m below the ceiling when the user moves on the � = 2� axis as in Fig. 4-12.

For the � = 2� case, although the delay adaptation method improves the delay spread

by 30%, some different impacts due to distance differences are experienced. The

distances between relay terminals and the user are similar due to the axial symmetry

which reduces the difference of the signal arrival times from different relay terminals.

The relay terminals deployed at 1.5m below the ceiling are closer to the communication

plane which causes the user to receive more power from the relay terminal via the direct

link. However, when the user moves on the � = 2� axis, the axial symmetry does not

exist. The distortion due to the different signal arrival time dominates and influences the
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SNR of the user resulting in the fluctuations in Fig. 4-11. Considering the number of

relay terminal, the SNR attenuation is more visible for the system with 6 relays

terminals when the user moves to the middle of Y axis than the attenuation in the

system with 12 relay terminals given that the same type of relay terminal. When 12

relay terminals are deployed, the distance between them is reduced and therefore some

of them are deployed closer to the midpoint of Y-axis and hence the SNR is improved.

Figure 4- 11 The SNR of Downlink when the User Moves Along the Y-Axis，on

the X=1m Axis, in the First Scenario.

Fig. 4-13 and Fig. 4-14 show the SNR of the downlink when the user moves on the

communication plane along the Y-axis in the second scenario (i.e., the AP is in the

centre of the communication plane) with x equals 1m and 2m. The system without relay

terminals has slightly better performance when the Y-axis coordinate is between 3m and

5m (i.e., around the centre of the room) compared with the system with relay terminals.
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Figure 4- 12 The SNR of Downlink when the User Moves Along the Y-Axis, on the

X=2m Axis, in the First Scenario.

Figure 4- 13 The SNR of Downlink when the User Moves Along the Y Axis on the

X=1m Axis, in the Second Scenario.
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Considering the type of the relay terminal, the SNR of the system with DF relay

terminal is higher than the system with OEO or SOA relay terminal when the quantity

and location of the relay terminals are the same. Considering the location of the relay

terminals, when other conditions are the same, the system with relay terminals deployed

at 1.5 m below the ceiling has better performance compared with the system with relay

terminal deployed at 0.5 m below the ceiling when the user moves on the � = 1� axis

or the � = 2� axis.

Figure 4- 14 The SNR of Downlink when the User Moves Along the Y Axis on the

X=2m Axis, in the Second Scenario.

It is different from first scenario in that the AP and the receiver are in the same plane in

the second scenario. The relay terminals deployed at 1.5 m below the ceiling get closer

to both transmitter and user. Therefore, the relay terminal can receive more power from

transmitter via direct links and the user can also receive more power from the relay

terminals. The enhanced power at the relay terminal and the user improves the SNR at

the user. Considering the number of relay terminals, except for the DF relay terminal,

the curve of the system with 6 relay terminal experience more fluctuation than the curve

of the system with 12 relay terminals when other conditions are the same.
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Fig. 4-15 and 4-16 show the SNR of the uplink when the user moves on the

communication plane in the first scenario. Similar to the downlink results in Fig. 4-11

and 4-12 for the first scenario, the system without relay terminals generally has better

SNR results. The user location has no major influence on the performance of the system

with DF relay terminals because the location of the AP is fixed, and the system can

correct the distortion and attenuation of the first phase that are associated with the relay

location.

Figure 4- 15 The SNR of Uplink when the User Moves Along the Y Axis on the

X=1m Axis, in the First Scenario.
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Figure 4- 16 The SNR of Uplink when the User Moves Along the Y Axis on the

X=2m Axis, in the First Scenario.

Fig. 4-17 and 4-18 show the SNR of the uplink when the user moves on the

communication plane along the Y-axis in the second scenario. Compared with the

curves of the downlink in Fig. 4-11, 4-12, 4-13 and 4-14 the curves of downlink and

uplink of the system with SOA or OEO relay terminals possess similar fluctuations

(values are different). These fluctuations are a result of the influence of the arrival time

and signal distortion due to the location and number of relay terminals. We can see that

the system with DF relay terminals has an advantage at the corner of the room

compared to the system without relay terminals. Compared with the first scenario, the

best SNR result of the system with DF relay terminals at 1.5m below the ceiling gets

closer to the result of the system without relay terminal, when user is moving along the

� = 1 ��� 2�.
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Figure 4- 17 The SNR of Uplink When the User Moves Along the Y Axis on the

X=1m Axis, in the Second Scenario.

Based on the second scenario results, better SNR values are achieved when the relay

terminals are placed closer to the AP and the user. However, when the user and the AP

are in different planes as in the first scenario, the influence of the relay terminals height

is not clear as in the second scenario. In the uplink, the access point's location remains

constant, allowing for the attenuation and distortion in the third phase to be corrected

using the reshape, re-timing, and amplification function of the DF relay terminal.

Additionally, the attenuation and distortion caused by the location and quantity of relay

terminals in the fourth phase are fixed, making it relatively easy to determine an optimal

allocation scheme for the relay terminals. However, in the downlink, the optimal

deployment scheme for relay terminals must consider the impact of both the quantity

and location of relay terminals on different user locations in the second phase. This

requires balancing the influence of relay terminals on various user locations. The

optimal allocation scheme for relay terminals in the downlink and uplink, taking into

account different user locations, is discussed in detail as a multiple constraints and large

optimization problem in next chapter.



75

Figure 4- 18 The SNR of Uplink when the User Moves Along the Y Axis on the

X=2m Axis, in the Second Scenario.

4.4 Summary

In this chapter, a four-phase relay assisted OWC system based on the CDS is proposed.

We considered three different types of relay terminals including the O-E-O amplify and

forward, the SOA amplify and forward, and the DF relay terminal. The noise

calculations and channel models of the three types are presented. To reduce the ISI due

to multiple relay terminals, a delay adaption method is applied. The results show that

the RMS delay spread of relay terminals with the delay adaptation method is 30% less

than the relay terminals without the delay adaptation method. Considering the delay

adaptation method, the SNR performance of the different types of relay terminals is

evaluated in different scenarios. The results show that the DF relay terminal has better

SNR performance in different scenarios compared with the other two types of relay

terminals. Hence, general rules about optimal relay terminal deployments cannot be

provided. In the following chapter, we develop a MILP model to optimise the relay

deployment (i.e., the locations and type of relay terminals) in OWC systems. This
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model can be used to determine the best relay deployments under several AP and

receiver location scenarios.
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Chapter 5: Optimising the locations and

type of different relay terminals in relay

assisted OWC system

5.1 Introduction

In the previous chapter, a relay assisted OWC system based on a CDS system was

introduced. Different relay terminal deployment schemes were evaluated in different IR

AP location scenarios. The influence of the number and location of relay terminals on

the SNR performance of the OWC system was investigated. In this chapter, we propose

an Optimised Relay Terminal Allocation (ORTA) method in Section 5.2 to optimise the

type and location of activated relay terminals with the objective of maximising the sum

of the uplink and downlink SNR under different user locations in the communication

plane. In Section 5.2, the details of the ORTA method (i.e., the MILP model and its sets,

parameters, variables, objective function, and constraints) are introduced. The

optimisation results comparing a relay assisted OWC system optimised using ORTA to

the relay terminal deployment schemes in Chapter 4 are presented in Section 5.3. This

chapter is concluded in Section 5.4.

5.2 ORTA

We develop a MILP model to determine the optimum relay terminal deployment for an

indoor environment. This model selects the optimal location and relay type when

considering a certain number of active relay terminals with the objective of maximising

the sum of uplink and downlink SNR values at different user locations in the

communication plane for the user. We optimise the location and type of relay terminals

considering different number of active relay terminals. We considered 81 candidate

locations for deploying three types of relay terminals. The distance between them is 1m.

There are 21 test points for the user location on the communication plane. The locations

of the user test points, and the candidate user locations are shown in Fig. 5-1.
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Figure 5- 1 The candidate locations for relay terminals on the walls and ceiling

and test points for the user on the communication floor in the room.

The sets, parameters and variables of ORTA MILP model are provided below,

followed by the objective and the constraints.

Table 5- 1 Sets of ORTA:

� Set of different types of relay terminals including O-E-O amplify-

and-forward, SOA amplify-and-forward and DF relay terminal.

� Set of user locations in the room.

� Set of candidate locations for the relay terminals in the room.

� Set of indices of break points of piecewise-linearisation.

Table 5- 2 Parameters of ORTA

� Relay terminal type index, � ∈ �.

� User location index, � ∈ �.

� Relay terminal location index, � ∈ �.

��
��� The preamplifier noise for the user at location �, � ∈ �.

��
�� The ambient light shot noise for the user at location � , � ∈ � .
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This is precalculated using the ray tracing channel model,

discussed in Chapter 3, with LOS, first and second reflections.

���� The preamplifier noise of the AP.

��� The ambient light shot noise at the AP. This is precalculated

using the ray tracing channel model, discussed in Chapter 3, with

LOS, first and second reflections.

���� The received signal current produced by the user at location

�, � ∈ �, related to the downlink signal from candidate relay

candidate location �, � ∈ �, deploying a relay terminal of type

�, � ∈ �. ���� is the multiplication of the responsivity of the user

receiver and the received optical power which is precalculated

based on the ray tracing algorithm.

���� The noise power of the user at location �, � ∈ �, related to the

downlink signal from candidate relay candidate location �, � ∈

�, deploying a relay terminal of type �, � ∈ � . This value is

precalculated based on the ray tracing algorithm.

��� The received signal current produced by the user at location

�, � ∈ �, related to the uplink signal from candidate relay

candidate location �, � ∈ �, deploying a relay terminal of type

�, � ∈ �. ���� is the multiplication of the responsivity of the user

receiver and the received optical power which is precalculated

based on the ray tracing algorithm.

���� The noise power of the user at location �, � ∈ �, related to the

uplink signal from candidate relay candidate location �, � ∈ �,

deploying a relay terminal of type �, � ∈ � . This value is

precalculated based on the ray tracing algorithm.

� The number of relay terminals.

� Large enough number.

� The ��� threshold to guarantee a bit error rate �� ≤ 10−9 ,

� = 36.31 ≡ 15.6 ��

�� The break points of the non-linear function to be linearised,
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� ∈ �.

� The total number of the pieces used in the piecewise-

linearisation. (i.e., � = 1,2,3, …, �)

��� The SNR of downlink at relay candidate location �, � ∈ � ,

considering DF relay terminals.

��� The SNR of uplink at candidate relay location �, � ∈ � ,

considering DF relay terminals.

Table 5- 3 Variables of ORTA:

��� A binary variable that is equal to 1 if the downlink and uplink of

the communication go through relay terminal of type �, � ∈ � at

candidate location �, � ∈ � and is equal to zero otherwise.

O The sum of uplink and downlink SNR of the system for all user

locations.

�� The SNR of downlink at user location �, � ∈ �.

�� The SNR of uplink at the receiver at the AP from a user at

location � , � ∈ �.

���� A non-negative linearisation variable where �� = ����� . This

value reflects the SNR of downlink at user location �, � ∈ � if

relay terminal of type �, � ∈ � deployed at candidate location

�, � ∈ � is selected for the communication.

���� A non-negative linearisation variable where ���� = ����� . This

value reflects the SNR of uplink at user location �, � ∈ � if relay

terminal of type �, � ∈ � deployed at candidate location �, � ∈ �

is selected for the communication.

��� A variable related to the break point �, � ∈ � of the quadratic

term of downlink for a user at location �, � ∈ �.

��� A variable related to the break point �, � ∈ � of the quadratic

term of uplink for a user at location �, � ∈ �.

��� A binary variable related to the adjacent break points selected to

represent the value of the linearised function of downlink for a
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user at location k ∈ K, �, � ∈ �.

��� A binary variable related to the adjacent break points selected to

represent the value of the linearised function of uplink for a user

at location � ∈ �, �, � ∈ �.

The objective of ORTA is to maximise � which is equals to the sum of uplink and

downlink SNR of the system for all user locations given as:

�������� � =
�∈�

��� +
�∈�

��� (5-1)

The SNR calculations of uplink and downlink are as follows:

Based on Equation (4-3), the downlink SNR for the user at location � (��) is defined as:

�� =
�� �

� (��1 − ��0)�
��0 + ��1

2

, ∀� ∈ � (5-2)

We use the ray tracing algorithm to pre-calculate the signal current ���� = �(��1 −

��0) and hence Equation (5-2) can be rewritten as:

�� =
�∈� �∈� �������

1
���

2

��
��� + ��

�� + �∈� �∈� ���������
, ∀� ∈ � (5-3)

where the numerator represents the sum of received optical power from different relay

terminals. In the denominator, ��
���= ���

2 is the preamplifier noise of the user, ��
�� =

���
2 is the shot noise due to ambient light, 1

�
is used to restrict the total optical power of

all active relay terminals to 1 W, and ��
2 = ���� is the shot noise for the downlink going

through relay terminal of type � at candidate location � . For the OEO and SOA relay

terminal types, the value of ���� is precalculated based on Equations (4-7) and (4-17).

Considering that the DF relay terminal can retime and reshape the signal, the ���� of DF

relay terminal is set to zero. Equation (5-3) can be rewritten as:



82

��
����� + ��

���� +
�∈� �∈�

����������� = (
�∈� �∈�

���� ���
1
��� )2, ∀� ∈ � (5-4)

The third term in the left side of Equation (5-4) is a nonlinear quadric term containing a

multiplication of a continuous variable by a binary variable. To linearise Equation (5-4),

an alternative non-negative linearisation variable, ���� = ����� is used. The

inequalities that define the linearisation are as follows [117]:

���� ≤ β���

���� ≤ ��

���� ≥ β��� + �� − β

∀� ∈ �, ∀� ∈ �, ∀� ∈ �,

(5-5)

where β is a large enough number. Therefore, Equation (5-4) can be rewritten as:

��
����� + ��

���� +
�∈� �∈�

���������� = (
�∈� �∈�

���� ���
1
��� )2, ∀� ∈ � (5-6)

The quadratic term in the right-hand side Equation (5-6) can dramatically increase the

computing complexity so we linearise the quadratic term using the piecewise-

linearisation method in [118], and [119] used to linearise �(�) . In our work,

�∈� �∈� ���� ���
1
�

�� represent � and ( �∈� �∈� ���� ���
1
�

�� )2 represents � � = �2 . We

break the root axis of the quadratic term (i.e., ( �∈� �∈� ���� ���
1
�

�� )2) into � pieces.

We use ��(� ∈ �) to denote the break points of the quadratic term where �1 < �1 <

�2⋯ < �� .To linearise the quadratic term we use the following Equations [118], and

[119]:

�∈� �∈�

���� ���
1
���

2

≈
�∈�

��
2� ���, (5-7)
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�∈� �∈�

���� ���
1
��� =

�∈�

������ ,

�∈�

���� = 1 ∀� ∈ �.

Only two adjacent ��� values should be nonzero [118], [119]. To ensure this, ��� is

restricted by the following equations:

��� ≤
≤ ��� ��� � = 1

��−1,� + ��� ��� � = 2,3, ⋯� − 1
≤ ��−1� ��� � = �,

,

�=1

�−1
���� = 1

∀� ∈ � � ∈ �

(5-8)

Based on Equations (5-7) and (5-8), we can rewrite Equation (5-3) into a linearised

equation as follows:

��
����� +

�∈� �∈�

���������� + ��
���� =

�∈�

��
2� ���

∀� ∈ �

(5-9)

Based on Equation (4-5), the SNR of uplink when the user is at location � is given as:

�� =
( �∈� �∈� �������

1
��� )2

���� + ��� + �∈� �∈� ���������
, ∀� ∈ � (5-10)
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where the numerator of the right term of Equation (5-10) represents the power of the

sum of received optical current from different relay terminals. Equation (5-10) can be

rewritten as:

��
����� + ��

���� +
�∈� �∈�

���������� = (
�∈� �∈�

�������
1
��� )2, ∀� ∈ �, (5-11)

where the non-negative linearisation variable ���� is used to replace ����� . The

relationship between them is as the follows [117]:

���� ≤ β���

���� ≤ ��

���� ≥ β��� + �� − β

∀� ∈ �, ∀� ∈ �, ∀� ∈ �

(5-12)

As the downlink, the quadratic term of uplink is linearised by the following equations:

(
�∈� �∈�

������
1
�

�� )2 ≈
�∈�

��
2� ���

�∈� �∈�

�������
1
��� =

�∈�

������

�∈�

���� = 1 ∀� ∈ �

(5-13)

As ���, ��� is restricted by the following equations:

���

≤ ��� ��� � = 1
≤ ��−1,� + ��� ��� � = 2,3, ⋯� − 1

≤ ��−1���� � = �
,

�=1

�−1
���� = 1

� ∈ �

(5-14)
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We can rewrite Equation (5-11) as follows:

��
����� +

�∈� �∈�

���������� + ��
���� =

�∈�

��
2� ���

∀� ∈ �
(5-15)

To prevent error propagation and to guarantee QoS as explained in Chapter 4, the SNR

of at user locations and the DF relay terminals should at least meet the threshold � =

15.6 �� for �� ≤ 10−9. The SNR for the user at location � should satisfy the following

constraints:

�� ≥ � , �� ≥ � , ∀� ∈ � (5-16)

For DF relay terminals, the SNR of downlink and uplink at the relay terminals is

precalculated by the ray tracing algorithm. If it is less than �, then these locations will

not be considered, thus for DF:

�� ��� < � , ���� = 0 ∀� ∈ �, ∀� ∈ �, � = ��,

�� ��� < �, ���� = 0 ∀� ∈ �, ∀� ∈ �, � = ��.
(5-17)

To investigate the influence of the number of active relay terminals on the SNR of the

system, ��� is restricted as the following:

�∈� �∈�

����� = � (5-18)

Since only one kind of relay terminals can be deployed at a candidate location, ��� is

restricted by the following Equation:

�∈�

���� ≤ 1, ∀� ∈ � (5-19)

5.3 The optimisation results of ORTA

To investigate the performance of ORTA, we considered three different scenarios of

the AP location as illustrated in Fig 5-2.
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Figure 5- 2 Room set-up for ORTA optimisation.

5.3.1 Scenario 1

In scenario 1, the AP is mounted at the centre of the ceiling. The sum rate of the

downlink and uplink SNR for all user locations for ORTA (the objective of ORTA)

under scenario 1 for up to � = 12 relay terminals are given in Fig. 5-3. The best overall

results are achievable by deploying 2 relay terminals, i.e., � = 2. As can be seen in Fig.

5-3 for � = 3 , the objective of ORTA decreased due to the asymmetrical locations of

relay terminals. The distances between relay terminals and test points are uniform due to

locating relay terminals at the middle of the walls. We use the SNR sum of the system

with no relay terminals deployed given in Chapter 4 as a reference.

The downlink and uplink SNR of the 21 user locations with ORTA for � = 2, � = 4,

� = 6 and no relay terminals are shown in Fig. 5-4. As shown in Fig. 5-4, for the

systems with relay terminals, the fluctuation of the uplink plus downlink SNR at

different test points are smoother than the system without relay terminals. This is due to

the signals received from optimally selected relay terminals. Also, the results in Fig 5-

4(b) show that through deploying relay terminals, the SNR of uplink at the test points at

the corner of the room is improved. Since the signal from the AP can directly arrive at

the user’s receiver without reflections, the SNR results of the system without relay



87

terminals are better than the systems with relay terminals for user locations toward the

centre of the room.

Fig. 5-5 gives the optimal locations and types of the relay terminals for � = 2, 4 ��� 6

in scenario 1. The red points represent the optimal location of relay terminals in the

room. All the relay terminals are optimally selected to be DF relay terminals. Note that

the optimisation of the relay terminal type with the ORTA objective will always result

in selecting the DF terminal as it gives the best SNR. This result verifies the results in

Chapter 4 where the DF relay terminal has better SNR compared with OEO and SOA

relay terminal in different scenarios. Considering cost or power consumption in

objective functions can result in the selection of other types of relay terminals. The relay

terminals are optimally deployed symmetrically on two opposite walls. Relay terminals

form a line at the middle of two opposite walls.

Figure 5- 3 The sum of uplink and downlink snr for all user locations (objective of

ORTA) for scenario 1.
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(a) Downlink

(b) Uplink

Figure 5- 4 SNR of downlink and uplink of each test points with different

numbers of relay terminals in scenario 1.
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Figure 5- 5 The locations and types of relay terminals in scenario 1.

Fig. 5-6 shows the variation in the uplink and downlink SNR for the different user

locations. The red line represents the mean value of the SNR considering the 21 user

locations, the blue rectangle represents 25th percentile and the 75th percentile values (i.e.,

the lower side and the upper side, respectively), the black vertical dashes show the

upper and lower value, and the plus sign represents outlier SNR values.

We also compare the results of ORTA under scenario 1 with the 3 deployment schemes

discussed in Chapter 4 as shown in Fig. 5-7 and 5-8. We compare the situation where 6

relay terminals are deployed in the room with ORTA to two cases of fixed relay

terminal deployment case where the 6 relay terminals are deployed on the walls 0.5m

and 1.5m below the ceiling. The distance between the relay terminals is 4m. The

downlink performance of ORTA is on average better by 0.4% and 9% than fixed

deployment at 0.5m and 1.5m below the ceiling, respectively. The sum of downlink

SNR results of ORTA is greater than the previous two schemes. As shown in Fig. 5-7

(a), test points 4 and 18 contribute a major part of the sum of downlink SNR. An extra

constraint can be used to limit the upper bound of SNR at any test points to balance the

SNR among the different test points. On the contrary, the uplink performance of ORTA

is better by 54%, and 70% than fixed deployment at 0.5m and 1.5m below the ceiling,

respectively, as can be seen in Fig. 5-7 (b) and Fig. 5-8. We choose the sum of uplink



90

and downlink with similar importance, however the results show that ORTA focuses on

maximising the uplink SNR to maximise total SNR instead of balancing the value of

uplink and downlink.

Figure 5- 6 SNR of downlink and uplink of each test points with different

numbers of relay terminals in scenario 1.

(a) Downlink
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(b) Uplink

Figure 5- 7 SNR of downlink and uplink of ORTA compared to previous schemes.

Figure 5- 8 The summary result of downlink and uplink of ORTA compared to

previous schemes in scenario 1 with 6 relays.

5.3.2 Scenario 2

In scenario 2, the AP is in the centre of the communication floor. The results for the

sum SNR of uplink and downlink considering the 21 user locations are shown in Fig. 5-

9 versus up to � = 12 relay terminals. The maximum value of the sum of downlink

and uplink SNR (i.e., ORTA objective is achieved when one relay terminal is deployed.
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Let us focus on the cases when � = 1,2, 4, and 6 as shown in Fig. 5-10 and Fig. 5-11.

For � = 4 ��� 6 , the SNR of downlink transmission for test points at the edge of the

room is higher compared to the case of � = 1. However, the sum of SNR when � = 1

is higher compared to the other values of �.

Fig. 5-12 shows the optimal locations and types of relay terminals for � =

1, 2, 4 and 6. The DF relay terminal is selected as it has better performance compared

to SOA and OEO relay terminals. Note that, for � = 1, the relay terminal at the centre

of ceiling is selected and for � > 1 the relay terminal at the centre of ceiling and other

candidate relay terminals around it on the ceiling are selected to enhance the SNR of the

system. When the number of relay terminals exceeds 6, the SNR of uplink and

downlink decreases significantly regardless of the user location. This shows that the low

channel gain of the user degrades the SNR in relay-based wireless communication

systems.

Figure 5- 9 The objective of ORTA for all user locations considered in scenario 2.
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(a) Downlink

(b) Uplink

Figure 5- 10 SNR of downlink and uplink of each test point with different

numbers of relay terminals in scenario 2.
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Figure 5- 11 The summary results of downlink and uplink of each test point with

different numbers of relay terminals in scenario 2.

Figure 5- 12 The locations and types of relay terminals in scenario 2.

In Figs. 5-13 and 5-14, the performance of ORTA with 6 relay terminals is compared

with the two fixed deployment schemes where the DF relay terminals are mounted 0.5

m below the ceiling and 1.5 m below the ceiling. The results show that the downlink

SNR of ORTA is 19% and 9% better than the fixed deployment at 0.5m and 1.5m

below the ceiling, respectively while the uplink SNR of ORTA is 127% and 86% better

than the fixed deployment at 0.5m and 1.5m below the ceiling, respectively.
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Figure 5- 13 The summary results of downlink and uplink of ORTA compared to

previous schemes in scenario 2 with 6 relays.

(a) Downlink

(b) Uplink

Figure 5- 14 SNR of downlink and uplink of ORTA compared to previous schemes

in scenario 2 with 6 relays.
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5.3.3 Scenario 3

For an extreme situation, the optical AP in this scenario is located at the corner of the

communication plane, specifically at (1 m, 1 m, 1 m). The ORTA objective (sum of

downlink and uplink SNR) are presented in Fig. 5-15 versus the number of relay

terminals. The optimal number of relay terminals in this scenario is 4. Note that, the

number of relay terminals is limited to 7 due to the constraint in Equation (5-17), i.e.,

the condition of only accepting SNR values that are equal to or higher than 15.6dB.

Furthermore, the downlink and uplink SNR values for all test points with 1, 2, 4 and 6

terminals are shown in Fig. 5-16 and Fig. 5-17. Deploying the optical AP at the corner

of the room without relay terminals results in low SNR. Note that, the sum SNR of

downlink and uplink increases once the relay terminals are deployed according to the

optimal locations given in Fig. 5-18.

To conclude, the optimum number of relay terminals depends on the location of the

optical AP and the best results in the three scenarios are obtained when a fewer number

of relay terminals are used as this results in signals that can be constructively combined

giving relatively high received power.

Figure 5- 15 The objective of ORTA which is the sum of SNR for all user locations

involved uplink and downlink in scenario 3.
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(a) Downlink

(b) Uplink

Figure 5- 16 SNR of downlink and uplink of each test points with different

numbers of relay terminals in scenario 3.
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Figure 5- 17 The summary results of downlink and uplink of each test points with

different numbers of relay terminals in scenario 3.

Figure 5- 18 The optimal locations and types of relay terminals in scenario 3.

5.3.4 ORTA with different numbers of uplink relays and downlink relays

In the previous optimisation, we considered that the uplink and downlink go through

the same set of relay terminals. To further investigate the system, we considered a

scenario where uplink and downlink transmissions are sent through different sets of

relay terminals. The binary variable ��� (� ∈ � �, � ∈ �) is replaced by two new binary
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variables ��� and ��� (� ∈ � �, � ∈ �). ��� is a binary variable that is equal to 1 if the

downlink transmission goes through a relay terminal at candidate location �, � ∈ �, of

type �, � ∈ �. ��� is a binary variable that is equal to 1 if the uplink transmission goes

through a relay terminal at candidate location �, � ∈ �, of type �, � ∈ �. In this context,

Equation (5-18) is replaced by:

�∈�

���� = � ,
�∈�

���� = �, (5-20)

where � and � are the number of active relay terminals for downlink and uplink,

respectively. Constraints (5-3) and (5-10) which relate to the SNRs of downlink and

uplink, are replaced by:

�� = �∈� �∈� �������
1
���

2

��
���+��

��+ �∈� �∈� ���������
, ∀� ∈ � (5-21)

�� =
( �∈� �∈� �������

1
��� )2

���� + ��� + �∈� �∈� ���������
, ∀� ∈ � (5-22)

respectively, the processes of piece-wise-linearisation of Equations (5-21) and (5-22) is

the same as the method described for the linearisation of Equations (5-8) -(5-15) and

thus, the details of the linearisation of Equations (5-21) and (5-22) are not given here.

We evaluate the objective of ORTA while varying the values of � and �. The sum SNR

is shown in Fig. 5-19, where � is the number of active relay terminals for uplink, and �

is the number of active relay terminals for downlink. For 1 downlink relay terminal and

3 uplink relay terminals are active, the sum SNR of uplink and downlink reached the

maximum value. In Fig. 5-20 (a), (b), and (c), the results show that the sum SNR of

downlink and uplink when the uplink and downlink are allowed to be relayed through

different number of relay terminals are better by 3% and 5% compared to the case

where the downlink and uplink go through the same number of relay terminals. The sum

SNR is obtained with � = 1, �=3.
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Figure 5- 19 The objective of ORTA in scenario 3 that uplink and downlink go

through different group of relay terminals.

(a) Downlink

(b) Uplink
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(c) Summary of results

Figure 5- 20 SNR of the system where uplink and downlink go through different

relay terminals versus uplink and downlink go through same relay terminals in

scenario 3 when the total number of relay terminals is equal to 4.

The optimal locations of the relay terminals are shown in Fig. 5-21. The relay terminal

for downlink is deployed at the centre of the ceiling while the relay terminals for uplink

are distributed on two walls and the ceiling to ensure coverage in the corner of the room.

Figure 5- 21 The locations of relay terminals for uplink and downlink (All are DF

relay terminals).
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5.4 Summary

In this chapter, ORTA is introduced to optimise the location and type of relay terminals

(i.e., the deployment scheme) considering different numbers of relay terminals. The sum

SNR of uplink and downlink for ORTA are evaluated considering different locations of

the optical AP and compared with the fixed deployments of relay terminal in Chapter 4.

For the first scenario the optical AP is located at the centre of the ceiling. The best

performance of ORTA is obtained with 2 relay terminals resulting in 19% and 9%

improvement in downlink SNR and 127% and 86% improvement in uplink SNR

compared to fixed deployments of relay terminals at 0.5m and 1.5m below the ceiling,

respectively.

For the second scenario where the optical AP is in the middle of the communication

floor at the same level as the user, the results show that the best sum SNR uplink of

ORTA using DF relay terminal is 54%, and 70% better than the fixed deployment of

relay terminals at 0.5m, and 1.5m below the ceiling, respectively.

For the third scenario where the optical AP is placed on the communication floor at the

corner of the room, the best performance of ORTA is achieved when 4 relay terminals

are active. By adjusting the variables and constraints of ORTA to deploy different

number of relay terminals for downlink and uplink, the results show that the sum SNR

is 3% and 5% for downlink and uplink, respectively better compared to the case where

the downlink and uplink go through same relay terminals.
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Chapter 6: Multiuser Beam Steering

OWC system based on NOMA

6.1 Introduction

To enhance the achievable throughput in multiuser downlink of OWC systems, several

multiple access schemes were proposed, including Carrier Sense Multiple Access

(CSMA) [120], Orthogonal Frequency Division Multiple Access (OFDMA), Code

Division Multiple Access (CDMA), Time Division Multiple Access (TDMA) [121],

and Non-Orthogonal Multiple Access (NOMA). Among these, NOMA and its spectral

efficiency and user fairness have attracted extensive research [122].

NOMA was proposed in [123] as a spectrum-efficient multiple access scheme for

downlink in VLC systems. The signals of different users in NOMA systems are

superimposed in the power domain with different power levels. The power levels are

associated with users according to their channel conditions. Based on this, a user can

share frequency and time resources leading to increased spectral efficiency. NOMA

allocates higher power levels to users with worse channel conditions than those with

good channel conditions to balance the influence of the channels on different users. As a

result, the user with the highest allocated power can directly decode its signal while

treating the signals of other users as noise. The rest of users in the system perform

Successive Interference Cancellation (SIC) for the multi-signal separation for lower

decoding orders prior to decoding its signal while treating the signal of high decoding

orders as noise. Therefore, accurate channel state information (CSI) and successive SIC

are two important processes for NOMA deployment [122].

In [123], assuming precise CSI, a Gain Ratio Power Allocation (GRPA) scheme was

proposed which dynamically adjusts the power allocation factor related to CSI between

different users. Compared with NOMA with fixed power allocation factor, the

achievable rate and BER results show that NOMA has better performance when the

GRPA scheme is deployed. However, precise CSI is hard to acquire. A noisy CSI
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model is introduced in [124] while an outdated CSI model is reported in [122]. Outdated

CSI errors may result from the variations in the channel realisations due to the mobility

of users and/or shadowing effects that occur after the latest channel estimate update.

These two imperfect CSI channel models, i.e., noisy CSI and outdated CSI models, are

extensively investigated as they are considered to be closer to the actual channel state.

Motived by this, different techniques are proposed to improve the imperfect CSI as well

as the SIC. In [125], random linear network coding is applied to enhance the success

probability of NOMA-based transmission while the two Constellation Coding variants

were adopted in [126], [127] to cancel the influence of imperfect SIC. The results show

that the extra coding scheme reduced the bit error rate (BER) of NOMA-based OWC

system while increasing the complexity of the transceiver. In [128], the power allocation

of different users is converted into a Convex Semidefinite Program (SDP) with the

objective to minimise the BER of all users. Similarly, the authors in [129] proposed a

user pairing and power allocation scheme based on letter leveraging Fractional Transmit

Power Allocation (FTPA) and Improved Power-Law Strategy (IPLS) methodologies.

The studies in [130] and [131] focused on constructing a dynamic power allocation

scheme. However, the power allocation algorithms in [130], [131] are highly complex.

In [132], [133] a Convolutional Neural Network (CNN) based signal demodulator that

mitigates both linear and nonlinear distortions in NOMA-OWC was proposed.

For NOMA-based OWC systems, currently most of the research focuses on the diffuse

transmitters which are modelled as typical Lambertian diffuse beam [124-131]. While

diffuse transmitters can provide effective ubiquitous connectivity in an indoor

environment, they suffer, as explained in Chapter 2, from inter-symbol interference due

to signal reflected by the walls, ceiling, floor, and other furniture in the room and low

SNR due to the free space propagation loss and signal spread. Beam steering was

proposed in recent studies to solve the drawbacks of OWC as explained in Chapter 2.

The transmitter of beam steering OWC provides a narrow beam steering that follows the

mobile user. The narrow beam size reduces free space propagation loss and the ISI due

to the reflection from walls and ceiling. LDs, which possesses high modulation

bandwidth, can be efficiently integrated in beam steering OWC systems as the light

source. The authors in [34] used beam steering to achieve a data rate of up to 25 Gbps.
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The beam steering technique of OWC can be generally divided into two groups. The

first group is the mechanical beam steering (i.e., piezoelectric actuators-controlled lens),

and the second group is non-mechanical beam steering (i.e., SLM and Micro

Electromechanical Systems (MEMS) controlled mirrors). Compared with mechanical

beam steering, non-mechanical beam steering consumes less power, have faster reaction

speed, possess a smaller size, and does not suffer from mechanical wear and failure

[134]. Non-mechanical beam steering is the mainstream solution for the beam steering

OWC at present [134]-[137].

Beam steering technology for OWC transmitter based on SLM mounted with a phase

Fresnel zone plate is widely discussed in [77], [134]. Compared with a diffuse

transmitter, beam steering transmitter suffers less from inter-symbol interference due to

narrow light beam which provides high SNR [132]. Meanwhile, via mounting multiple

phase Fresnel zone plates on SLM [88], [120], the optical signal that passes through

SLM can be divided into multiple narrow light beams to different targets. Based on

multiple targets beam steering technology, a NOMA-based OWC with beam steering

transmitter for downlink is proposed in this work for the first time to the best of our

knowledge. Beam steering is thus investigated in this chapter as an alternative to the use

of relays and potentially as a complementary technology.

In this chapter, we introduce beam steering in a NOMA-based OWC system and

investigate the influence of the number of users and a static power allocation scheme on

the performance of the system. Our results show that with a power allocation factor

equals of 0.4 and 6 users, a BER of 1.7 × 10−4 and average bit rate of 3.6 × 1011 b/s

can be achieved. The narrow divergence angle of the AP light beam in beam steering

OWC systems causes blockage by humans resulting in communication outage. In this

chapter we also introduce a relay cooperative OWC system to reduce outage probability

in beam steering NOMA based OWC systems.

The rest of this chapter is organised as follows: Section 6.2 describes the beam steering

configuration and NOMA based OWC system. Section 6.3 describes the room setup and

presents the simulation results and related discussion. In Section 6.4, the relay
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cooperative OWC system is introduced to reduce the shadowing and blockage due to

humans moving in the room. Finally, this chapter is concluded in Section 6.5.

6.2 Beam steering configuration for a NOMA based OWC system

6.2.1 Beam steering setup for all APs

In this work, the beam steering configuration consists of a SLM rendered with a digital

Fresnel Zone Plate (FZP) pattern and an Angle Magnifier (AM) which is a telescope

configuration as shown in Fig. 6-1. A uniform, near-flat-field irradiance is produced by

the light source to cross the SLM and the beam profile remains Gaussian over the full

steering range of SLM with FZP [134].

Figure 6- 1 The beam steering configuration of the transmitters (i.e., the APs).

Let (�0, ��) represents the coordinates of FZP zone centre on SLM. The phase pattern

of FZP is derived from a spherical wavefront whose field is given by [134]:

� �, � = exp  −��
(� − �0)2 + � − �0

2

��
(6-1)

where � is the wavelength of the incident light, and � is the focal length of FZP. The

phase calculated from the field is modulo 2π normalised to an 8-bit grey-scale level as

shown in Fig. 6-2 where different grey level represents different phase pattern.
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Figure 6- 2 FZP pattern with phase range from 0 to �� (8 bit).

The maximum steering angle (�� ) of the SLM with FZP is limited by the pixel size

and the incident light wavelength. It is approximated by the first null in the Fraunhoffer

diffraction pattern for a square aperture which is given as [134]:

�� = ���−1 �
� , (6-2)

where � is the pixel pitch of the SLM. In this work, we consider an SLM with � = 8��

and infrared incident light with � = 850��. �� in this case is limited to ~6° . The

usable steering range is restricted because the intensity diffracted from a rectangular

aperture falls off (in one dimension) with increasing angle according to [134], [139]:

� = �0����
�sin  ɸ

�

2

, (6-3)

where � is the light power of zeroth order in far field, �0 is the light power on the

incident axis of the light source and ɸ is the beam steering angle. For a SLM with � =

8��, infrared incident light with � = 850��, and light power �0 of the incident light is

normalised to 1, the light power � with increasing beam steering angle is shown in Fig.

6-3. The half power point is at ~3°.
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Figure 6- 3 The light power of SLM with varying the steering angle.

The limited beam steering range and power efficiency makes using only the SLM with

FZP not adequate to achieve the actual requirement in a real environment. An extra AM

is required as shown in Fig. 6-1 and Fig. 6-4 [134], [138]. AM is an afocal system

which is constructed from three lenses. The magnification factor γ is defined as � = �1/

�2 , where �1 and �2 are the focal lengths of lens 1 and 2, respectively. Let ����

represents the steering angle of the incident light beam from the SLM, the steering angle

��� is defined as [138]:

��� = �����, (6-4)

Let γ=10, the maximum steering angle of SLM via an AM is ��
' = γ�� ≈ 60°.

However, the non-negligible thicknesses and limited field of view (FOV) of the actual

lens provides a quasi-linear angle magnification and an actual maximum steering angle

lower than ��
' [138]. For the sake of simplicity, these two factors are ignored in the

simulations in this chapter (the FOV of AM is set as 60°). The power of light beam via

SLM and AM is impacted by the penetration factor of AM and SLM as well as the

phase scale level of SLM. Therefore, Equation (6-3) is re-defined as [138], [140]:
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� = �0����
�sin  ɸ

�

2

����
1
�

2

�������, (6-5)

where � is the phase scale level which is defined as 256 (8 bit) of SLM, ���� is the

penetration factor of SLM and ��� is the penetration factor of AM.

Figure 6- 4 AM system.

Via dividing the surface of SLM into several smaller areas, the beam steering system

proposed can steer beams to multiple targets simultaneously. For each area, a unique

Fresnel phase zone plate is generated for each user [122], [124]. The phase patterns of

SLM with 2 or 4 targets are shown in Fig. 6-5(a) and (b), respectively.

(a) Two targets.
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(b) Four targets.

Figure 6- 5 phase pattern of SLM with phase range from 0 to �� (8 bit).

The phase pattern of FZP of user � (� ∈ ��, where �� is the set of all users served by

�th AP) is given as [134]:

� ��, �� = exp  −�� (�−��)2+ �−��
2

��
,

����
� ≤ � ≤ ����

� ,

����
� ≤ � ≤ ����

� ,

(6-6)

where (��, ��) is the zone centre of user �, and (����
� , ����

� ), (����
� , ����

� ) are the range

of the area allocated to target � on � and � axis. For multiple targets, Equation (6-5),

used to calculate the optical power, is re-defined as:

�� = �0����
�sin  ɸ

�

2

����
1
�

2

���������, (6-7)

where �� is percentage of the area on SLM which is allocated to the user � and

j∈��
�� = 1� .

6.2.2 NOMA

We consider a realistic indoor environment where multiple APs are mounted on the

ceiling as shown in Fig. 6-6. All APs are inter-connected with fibre and connected to a

central unit that controls the allocation of the network. Multiple users are distributed in

the room. We assume an AP finds the location of the users based on LEA proposed in
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[123] and acquire perfect CSI. Considering a maximum AP beam steering angle of 30

degrees, the beam steering range of an AP is partially covered by the service area of

adjacent APs. When the user stays in this area, the user will receive the signals from

multiple APs. Using NOMA and unipolar intensity modulation (LDs only works in

positive area), each AP transmits real and positive signals to intended users. The

information for different users are modulated separately, and assigned different power

level based on their CSI. After modulating and assigning power, the signals of different

users are superimposed or combined together, allowing them to be modulated on LD

and conveyed simultaneously. Let us now denote the set of users serviced by the ��ℎ AP

by ��. The superposition signal transmitted from the ��ℎ AP can be given as [123]:

�� =
�∈��

� �����,� (6-8)

Figure 6- 6 beam steering OWC system for multiuser.

where � is quantum efficiency of the AP, �� is the signal to user � , �� is the

superposition optical signal from the AP, �� is the total transmit optical power of the AP

and �� is the total electric power of ��ℎ AP. These are defined as:

�� =
�∈��

� ���� , (6-9)
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�� =
�∈��

����

Considering that the users in the room are represented by set � (� ∈ ��, �� ⊆ �), the

received signal at the receiver of user � can be represented as [122]:

�� =
�=1

�

����� ⊗ ℎ��� + ��, � ∈ �� (6-10)

where � is the total number of APs, �� is the additive Gaussian noise, which is the sum

of the shot noise and thermal noise at the receiver of user � , and ℎ�� is the impulse

response of the link between AP � and user � . Based on the result in [132], the light

beam after the SLM is still a Gaussian beam.

Using SIC, user � decodes the signal of the lower decoding order and treat the signal of

high decoding order as noise. The SINR of user � is given as [126]:

����� =
�=1

�
(�������)2

��
2 + �>� (��������)2�

� (6-11)

��� is the channel gain from AP � to the user �. ��� can be given as:

��� =
−∞

∞
ℎ�� � ��.� (6-12)

The achievable rate of user � is given as:

�� =
1
2

� ���2 1 + ����� , (6-13)
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where the scaling factor (1
2
) is due to the Hermitian symmetry. The decoding order of

the users is related to the CSI, ℎ�� , which is collected during the process of the AP

locating the user. After APs report the CSIs of all users to the central unit, the decoding

order of user � is decided by the sum of CSIs, ℎ��, of all APs:

�1< �2 < ⋯ < ��⋯ < ��−1 < �� ⇒
�=1

�

��1� >
�=1

�

��2� > ⋯
�=1

�

���� ⋯

>
�=1

�

���−1� >
�=1

�

����

(6-14)

where � is total number of users in the room. For ��ℎ AP, the power allocation of the

� and � − 1 sorted users (�, � − 1 ∈ �� and ��−1< ��) are related as:

��−1 = α�� (6-15)

where � is the power allocation factor.

6.2.3 SIC

SIC algorithm is implemented at users with maximum likelihood detector. After the

receiver receives and samples the signals of all user groups, decode the user group with

the highest power using SIC. By subtracting the decoded user group signals from the

received signals, interference from other user groups can be eliminated. Assuming

perfect CSI is acquired, user �1 obtains the superposition optical signal of N users from

APs and it is the lowest order of decoding of the received signal (�1 < �2⋯ < ��). The

probability of error for user �1 can be given as [124]:
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��1
����� =

�=1

2�−1

� ��1,�1 = 1 �1 = 0 � �1 = 0
�=2

�

�� ����

+
�=1

2�−1

� ��1,�1 = 0 �1 = 1 � �1 = 1
�=2

�

�� ����

(6-16)

where �1 is the received signal symbol of user �1 , ��1,�1 is the decoded signal symbol

of user �1 , � �1 = 0 ��� � �1 = 1 are the probability of receiving symbols 0 and 1

respectively, � ��1,�1 = 1 �1 = 0 is the probability of user �1 receiving signal symbol

�1 = 0 while the decoded signal symbol of user �1 is ��1,�1 = 1, �(��1,�1 = 0|�1 = 1)

is the error decoding probability when the received signal symbol of user �1 is �1 = 1

and ��(��) is the probability of the received symbol to be of high decoding order users.

Considering that the symbol of a user may be 1 or 0, there are 2�−1 symbol

combinations of high decoding order users and the signal received at this user �1 can be

represented as:

�1 =
�=1

�

(
�∈��

�� ��1�1��1� +
�=2

�

�� ��1����1� ) + �1� (6-17)

where �1 is the additive noise and � is the responsivity of photodetector.

Considering that the symbol of a user can be 1 or 0, �� can be represented as matrix

��� including all symbol combinations of high decoding order users which is given as:



115

��� =

�2,1 �3,1
�2,2 �3,2

�4,1 ⋯
�4,2 ⋯

��−1,1 ��,1
��−1,2 ��,2

�2,3 �3,3
⋮

�2,2�−1

⋮
�2,2�−1

�4,3 ⋯
⋮

�3,2�−1

⋮
⋯

��−1,3 ��,3
⋮

��−1,2�−1

⋮
��,2�−1

=

0 0 0
0 0 0
0 0 0

⋯ 0 0
⋯ 0 1
⋯ 1 0

0 0 0
⋮ ⋮ ⋮
1 1 1

⋯ 1 1
⋮ ⋮ ⋮
1 1 1

(6-18)

where each row (�) of the matrix ��� represents a possible combination of the signal

symbols of high decoding order users. The element of ��� can be represented as ���

which represents the signal symbol of user � of the combination �.

We assume the symbols of different users are independent and are equi-probable.

Equation (6-16) is re-defined as:

��1
����� =

�=1

2�−1

1
2� �(

�=2

�

�∈��

�� ��1�����1�� + �1 > ��1,�1)�

+
�=1

2�−1

1
2� �(

�=2

�

�∈��

�� ��1�����1�� + �1�

+
�∈��

�� ��1� ��1) < ��1,�1)

(6-19)

where ��1,�1 = �� ��1�1��1/2 is the threshold of user �1 for distinguishing the

received symbol �1 . Equation (6-19) can be transformed based on Gauss error function

as follows [124]:

�1
����� =

�=1

2�−1

1
2� �(

�� ��1��1 − 2 �=2
� �� ��1�����1�

2��1

)�

+
�=1

2�−1

1
2� �(

2 �=2
� �� ��1�����1� + �� ��1��1

2��1

)�

(6-20)
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where ��1 is additive noise at user �1. Considering user �2 as the second priority in the

decoding order, the probability of error for user �2can be given as:

��2
����� = (��2,�2

�����)'��1,�2
����� + (1 − ��1,�2

�����)(��2,�2
�����)'' (6-21)

where ��1,�2
����� is the error probability of the symbol �1 of user �1 being decoded at user

�2 , (��2,�2
�����)'' is the error probability of user �2 decoding the symbol �2 , when the

symbol �1 of user �1 is successfully decoded at user �2 and (��2,�2
�����)' is the error

probability of user �2 decoding the symbol �2 when the symbol �1 of user �1 is

unsuccessfully decoded at user �2. ��1,�2
����� can be give as:

��1,�2
����� =

�=1

2�−1

� ��1,�2 = 1 �1 = 0 �(�1 = 0)
�=2

�

�� ����

+
�=1

2�−1

�(��1,�2 = 0|�1 = 1)�(�1 = 1)
�=2

�

��(��)��

(6-22)

where ��1,�2 is the decoded signal symbol of user �1 at user �2. Based on Equations (6-

18), and (6-19), Equation (6-22) can be rewritten as:

��1,�2
����� = �=1

2�−1 1
2� �( �=2

� �� ��1�����2� + �2 > ��1,�2)� +

�=1
2�−1 1

2� �( �=2
� �� ��1�����2� + �2 + �� ��1��2 < ��1,�2)�

(6-23)

where ��1,�2 = �� ��1�1ℎ�2/2 is the threshold for distinguishing the symbol �1 at user

�2. Equation (6-23) can be transformed based on Gauss error function as follows:
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��1,�2
����� =

�=1

2�−1

1
2� �(

�� ��1��2 − 2 �=2
� �� ��1�����2�

2��2

)�

+
�=1

2�−1

1
2� �(

2 �=2
� �� ��1�����2� + �� ��1��2

2��2

)�

(6-24)

The signal at user �2 after successful implementation of SIC is given as:

�2
' =

�∈��

�� ��2�2ℎ�2� +
�=3

�

�� ��2��ℎ�2� + �2 (6-25)

With the threshold ��2,�2 = �∈��
�� ��2�2ℎ�2� /2 for the symbol �2 decode at user �2,

the error probability (��2,�2
�����)'' is given as:

(��2,�2
�����)'' =

�=1

2�−2

1
2�−1 �(

�=3

�

�� ��2���ℎ�2� + �2 > ��2,�2)�

+
�=1

2�−2

1
2�−1 �(

�=3

�

�� ��2���ℎ�2� + �2 + �� ��2ℎ�2)�

< ��2,�2)

(6-26)

Based on Equation (6-18) and (6-19), Equation (6-26) can be transformed into:

��2,�2
����� '' = �=1

2�−2 1
2�−1 �( �� ��2ℎ�2−2 �=3

� �� ��2���ℎ�2�
2��2

)� +

�=1
2�−2 1

2�−1 �( 2 �=3
� �� ��2���ℎ�2� +�� ��2ℎ�2

2��2
)�

(6-27)

On the contrary, if the implementation of SIC failed at user �2 , the received signal �2
''

is given as:
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�2
'' = �� ��1�1��2 + �� ��2�2��2 +

�=3

�

�� ��2����2� + �2

− �� ��1�1���2

(6-28)

where �1� represents the error decoding sample of �1 at user �2 . The relevant error

probability (��2,�2
�����)'��1,�2

����� is represented by the following equation:

(��2,�2
�����)'��1,�2

���� = �=1
2�−2

� �(�2, �2) = 1 � �(�1, �2) = 1 � �1 = 0 � �2 =�
0 �=3

� �� ��� + �=1
2�−2

�(�(�2, �2) = 0)�(�(�1, �2) = 1)�(�1 = 0)�(�2 =�
1) �=3

� �� �� + �=1
2�−2

�(�(�2, �2) = 1)�(�(�1, �2) = 0)�(�1 = 1)�(�2 =��
0) �=3

� �� �� + �=1
2�−2

�(�(�2, �2) = 0)�(�(�1, �2) = 0)�(�1 = 1)�(�2 =��
1) �=3

� �� ��� (6-29)

With the threshold ��2,�2 = �∈��
�� ��2�2ℎ�2� /2 for symbol �2 decoded at user �2 ,

the error probability (��2,�2
�����)'��1,�2

����� is transformed into Q function mode as：

(��2,�2
�����)'��1,�2

����� = �=1
2�−2 1

2� �(( ��1 − 2 �=3
� ��1���)�� )�(( ��2 −�

2 �=3
� ��2��� + 2 ��1)� �) + � ��1 − 2 �=3

� ��1��� −�

2 ��2 � � 2 �=3
� ��2���� + ��2 − 2 ��1 � + � ��1 +

2 �=3
� ��1���� � � −2 �=3

� ��2���� + ��2 − 2 ��1 � + � ��1 +

2 �=3
� ��1��� + 2 ��2� � � 2 �=3

� ��2���� + ��2 + 2 ��1 � (6-30)

where � = ��ℎ�2/2��2 . Finally, substituting Equation (6-22), (6-27) and (6-30) into (6-

21), we can get the error probability of user �2. Similarly, for user ��( 1 ≤ � < �), the

error probability of user �� is given as [135]:

���
����� =

�=1

2�−1

���,��,�
������

�=1

�−1

��� − ���,��
������ (6-31)



119

where���,��
����� represents the error probability of symbol �� for user ��(� < �)being

decoded at user ��, ���,��,�
����� represents the error probability of decoding �� at user �� of

SIC implementation situation �, and ��� is the elements of matrix ��� which is given

as:

��� =

�1,1 �1,2
�2,1 �2,2

⋯ �1,�−1
⋯ �2,�−1

⋮ ⋮
�2�−1,1 �2�−1,2

⋮ ⋮
⋯ �2�−1,�−1

=

0 0 0
0 0 0
0 0 0

⋯ 0 0
⋯ 0 1
⋯ 1 0

0 0 0
⋮ ⋮ ⋮
1 1 1

⋯ 1 1
⋮ ⋮ ⋮
1 1 1

(6-32)

where ��,� = 0 represents that the decoding of symbol �� at user �� is a failure while

��,� = 1 represents that the decoding of symbol �� at user �� is a success. Each row of

the matrix ��� represents a possible situation of the symbols.

6.3 Simulation setup and results for a NOMA system without relay

terminals

To evaluate the performance of a NOMA system in an indoor IR-based OWC system,

we consider an empty room with the dimensions of 8m × 4m × 3m (length × width ×

height) as in Fig. 6-7. The room configuration is the same setup in Chapter 3.

Additional simulation parameters to those in Table3-1 are given in Table 6-1.

Table 6- 1 ROOM SETUP

Parameter Configuration

IR AP

Quantity 8

Location of Access Points
(1, 1, 3) (1, 3, 3) (1, 5, 3) (1, 7, 3)

(3, 1, 3) (3, 3, 3) (3, 5, 3) (3, 7, 3)
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Power 1 mW

beam divergency 2.1 mrad

user

Quantity 1

Elevation 90º

Azimuth 0º

FOV 90º

area 1 cm2

The responsivity of IR 0.5 A/W

The responsivity of illumination 0.4 A/W

Resolution

Time bin duration 0.01 ns

Bounces 1st reflection 2nd reflection

Surface elements 32000 2000

Wavelength 850 nm

Bandwidth (BW) 10 GHz
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Figure 6- 7 The room setup of beam steering multiuser system

The locations of the APs are shown as Fig. 6-7. 8 APs are interconnected by fibre and

controlled by a central controller. Considering 4 to 10 users in the room, their locations

are randomly generated following a uniform distribution [141]. According to [134], the

light beam after the SLM is still a Gaussian beam. The transmitted Gaussian beam has

an irradiance distribution as follows [142]:

� � = 2�
��2 �

−2�2

�2 , (6-33)

where � is the total transmitted optical power by the SLM as in Equation (6-5), � is the

transverse distance from the normal axis of AP, and ω is the distance from the centre

axis of the beam where the irradiance drops to 1
�2 which is defined as [142]:

tan � = � �
�
, (6-34)

where � is the angle of divergence of the Gaussian light beam, and � is distance

between the AP and the user plane as shown in Fig.6-8. The power contained within

radius �, is obtained by integrating power from 0 to � as [142]:
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�(�) =
0

�
� � ��� (6-35)

Figure 6- 8 Gaussian beam spot at user plane.

The on-axis beam divergency of the Gaussian beam from the AP is 2.5 mrad [142].

Considering that the user moves on the communication plane, which is 1m above the

floor as shown in Fig.6-7, APs only scan the square area whose length equals to 1m in

the vicinity of the AP. The beam spot with � = 0.05 � on the user plane contains 87%

of the optical power from the AP. For � = 0.25 � , the beam spot on the user plane is

almost 100% of the optical power from the AP. Because the walls and floor are already

modelled as Lambertian reflectors, when partial power of light beam is reflected by the

floor, it becomes a second order Lambertian source. The received power �� is the sum

of contribution from the Gaussian LOS beam and the Lambertian NLOS reflection from

the walls, ceiling and floor. ��is given as:

�� = ���� + �����1 + �����2 (6-36)

where ���� is the LOS component of received light power as in Equation (3-4), and

�����1 and �����2 are the first order and second order NLOS component of the

received light power. ���� is given as:



123

���� =
0

�
2 2I

πω2 �
−2�2

ω2� cos � ��, (6-37)

where � is the diameter of the photodetector. �����1 is given as:

�����1 =
�=1

�

0

�1
2 2�

��2 �
−2�2

�2� ��� � ��
�1 + 1
4�2�1

2 �1�

cos�2 � cos ��� ����(�/���)

(6-38)

where �1is the diameter of reflecting element for first order, �1 is the radiation mode of

a reflection element for the first order, �1 is the Euclidian distance between the

reflection element and receiver, �1 is the reflection efficiency of the reflecting element

for the first order, � is the ray incident angle to the normal of the reflecting element, � is

the angle between the normal to the reflecting element and the emitting direction, and

��1 is the integration of the photodetector area of the reflection element for the first

order. �����2 is defined as:

�����2 =
�=1

�

0

�1
2 2I

πω2 �
−2�2

ω2� cos � ��
�1 + 1 �2 + 1

4�2�1
2�2

2 �1�2�

cos�1 � cos � cos�2 � cos ��� ��2����(�/���)

(6-39)

where �2 is the mode number of the radiation pattern of the reflecting element for the

second order, �1 is the Euclidian distance between the reflection element for the first

order and the reflection element for second order, �2 is the Euclidian distance between

the reflection element for second order and receiver, �2 is reflection efficiency of the

reflecting element for second order, � is the angle between the normal of reflecting

element for second order and incident signal, � is the angle between the normal of

reflecting element for second order and emitting direction, ��2 is the integration of the

photodetector area of the reflection element in second order and M is total number of

element for second order.

We study different scenarios representing different number of users. For each scenario,

the simulation is repeated for 100 times to generate different user locations and the

power allocation factor α is varied between 0.2 to 0.8. Fig. 6-9 shows the sum rate of
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the system versus the power allocation factor considering different numbers of users. It

can be seen that the sum rate decreases as the power allocation factor increases. Note

that, an increase in � means that the users classified as weak users according to their

channel gains receive low power, and therefore low SINR is experienced by these users.

On the other hand, the strong users receive high power as � increases. However, the

sum rate decreases due to the fact that the strong users apply SIC to decode their

information, and high power allocated to the strong users increases noise. The figure

further shows that the sum rate increases with the number of users, which is expected as

all the users in the network experience different channel gains.

Fig. 6-10(a) shows the average BER for different number of users versus power factor

� and Fig. 6-10(b) zooms up the BER of the scenarios where 4, 5, and 6 users are

considered. For � ≤ 0.5 , the BER of all scenarios decreases as the power allocation

factor increases, since each user receives a decent power level to decode the desired

information. However, when � > 0.5 , high power is allocated to the users with high

channel gains, which negatively impacts the SINR of the system. Note that, the signal

intensity difference between the users increases when � = 0.8 , which leads to high

probability of successive decoding for the strong users at the cost of low fairness.

However, the results show that a power allocation factor of 0.4 is a good choice to

achieve high sum rate and low BER.

Figure 6- 9 the sum rates of users versus the power allocation factor of NOMA.
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(a)

(b)

Figure 6- 10 Average BER against the power allocation factor.

6.4 Relay cooperative NOMA system based on RWP model

6.4.1 RWP model of human moving in the room

Compared with the shadowing and blockage due to the furniture and devices in the

room, the shadowing and blockage due to humans moving in the room (Fig. 6-11) is
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unpredictable and irregular, we consider the RWP model where the human moves along

a straight line at a uniform velocity to a random destination in the room, before reaching

its destination, the human selects another destination randomly according to a uniform

distribution and moves toward it at a different velocity. For the sake of simplicity and

without loss of generality, we use the RWP model without any pause time at any

destination. As the human continues moving in the room, the probability density

function ���� of this human location in a rectangle room is defined as follows [84]:

���� = � � � � =
36

��
3 ��

3 �2 −
��

2

4
�2 −

��
2

4 ,

−
��

2
≤ � ≤

��

2
, −

��

2
≤ � ≤

��

2

(6-40)

Figure 6- 11 Human body block the signal from the access points.

where (�, �) is the location of this human on the floor, (��, ��) are the dimensions of

the floor. The probability density function of the location of the human in the room can

be represented as in Fig. 6-12. A human is modelled as a cylinder (Height=1.8m,

Radius=0.3m). For a link between transmitter (��, ��, ��) and receiver (��, ��, ��), where

the transmitter can be an AP or a relay terminal, and the receiver can be a relay terminal
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or a user, we can find an area � in the (�, �) plane that the human (cylinder) may block

the direct link between the transmitter and the receiver. The method for calculating the

blocked area is given in Appendix A. To reduce computing complexity, the narrow

Gaussian beam is simplified as a straight line.

The cumulative probability density function ���� for a blocked LOS link ��� between the

transmitter (��, ��, ��) and the receiver (��, ��, ��) is given by:

���� = ���� =
�

� � �� (6-41)

Figure 6- 12 Probability density of RWP in the room.

where ���� is the probability that link ��� is blocked by the human. Considering M

persons randomly and independently moving in the room. The probability ����
� of link

��� been blocked is defined by:
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����
� = 1 − (1 − ����)

� (6-42)

Considering a signal from AP (��, ��, ��) to reach user ��, ��, �� via a relay node

(��, ��, ��), the probability � ����
� of link ���� to be blocked is defined as following:

� ����
� = 1 − (1 − ����)� × (1 − ����)� (6-43)

where ����
� is the probability that a link between the AP and the relay node is blocked

and ���� is the probability that the link between the user and the relay node is blocked.

To evaluate the impact of the human body blockage, the outage probability, adopted as

the performance metric, is defined as follows:

���� = P ���� ≤ ����ℎ (6-44)

where ����ℎ is the SNR threshold (15.6dB) for normal communication which is

equivalent to bit error rate of 10−9 [25].

6.4.2 Direct and relay cooperative communication modes

Two different communication modes are considered in studying the influence of

human blockage. The first mode is direct communication mode. APs directly send

signal to users as in Section 6.3. The second mode is cooperative communication mode

based on relay terminals. For cooperative communication mode, APs send signals to

users and relay terminals in its vicinity. Compared with DF relay terminal, the structure

of O-E-O amplify-and-forward relay terminal is relatively simpler, but the optical signal

needs to be decoded at DF relay terminal before being forwarded to a user. The

superposition of signals of multiple users increases the probability of decoding error at

DF relay terminals. Therefor O-E-O amplify-and-forward relay terminals are considered

in this chapter. As is given in Fig. 4-2, the optical signal from the AP is transformed

into an electrical signal via a PIN photodetector. Then, the electrical signal as well as



129

the noise are amplified by an electrical amplifier before using it to modulate an IR laser.

Then the amplified signal is forwarded to the user. We assume that the parameters of the

O-E-O amplify-and-forward relay terminal are constant within the noise equivalent

bandwidth. The MRC algorithm is used at the user’s device to combine the received

signals. For the direct communication mode, considering the influence of the blockage

and shadowing, Equation (6-11) is redefined as:

����� = �=1
� (�����������)2�

��
2 + �=1

�
�>� (�����������)2��

(6-45)

where ��� is the blockage factor for the link between AP � and user � which is defined as:

��� = 1 �� ���� �� ��� �������
0 �� ���� �� �� �������

(6-46)

We can get the probability ��� of ��� = 1 as follows:

��� = 1 − 1 − ����
� = 1 − 1 −

�

�����

�

(6-47)

where ���� is the cumulative density function of a human moving in the room, ���� is

the probability density function of a human moving in the room, � is the number of

humans in the room, and � is the area that a human will block.

For cooperative communication, in the first phase, each AP sends the signal to the user

and only one relay node in its vicinity. The AP produces an extra beam steering target to

that relay node. The received signal in the first phase at user � (��
1) and relay node � (��

1),

where � ∈ �, are defined as the following:

��
1 =

�=1

�

�����⨂ℎ��� + ��
(6-48)
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��
1 =

�=1

�

�����⨂ℎ��� + ��
(6-49)

where �� is the superposition symbols of different users, �� and �� are the optical power

allocated to user � and relay node �, and ℎ�� and ℎ�� are the channels from AP � to user �

and relay node �, and �� ��� �� are the additive Gaussian noise at user � and relay node

�.

In the second phase, relay � sends an amplified signal to user � . The received signal

from the relay nodes is defined as:

��
2 = �∈� �(ℎ�

�
�� ���

1⨂ℎ��)� + ��, (6-50)

where � is the set of relay nodes, � is the centre frequency, ℎ is Planck's constant, � is

the elementary charge, �� is the external quantum efficiency of the relay terminal, and

�� is the amplifier gain of the O-E-O relay terminal. MRC is used to combine the

received signal from both phases applied at user (i.e., ��
1 and ��

2 ) through an adder

circuit. The output signals are combined using MRC. Each input to the circuit is directly

proportional to its SNR by adding a relevant weight as in Equation (2-3) and (2-4). The

SINR of user � based on cooperative communication is given as:

�����
��� = �����

1�� �ℎ��� + �����
2�� �ℎ���

= �=1
� (�����������)2�

��
2 + �=1

�
�>� (�����������)2��

+ �∈� (���������������)2�
��

2 + �>� (���������������)2 + �∈� ������
2��

(6-51)

where ���� is the blockage factor for the link between AP � and user � via relay � which is

defined as:
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���� =

1 �� �ℎ� link between AP �
and user � via relay ��� ��� �������

0 �� �ℎ� �ℎ� link between AP �
and user � via relay � �� �������

(6-52)

Figure 6- 13 The outage probability of direct communication mode and relay

cooperative communication mode.

The equation for calculating the probability of ���� = 1 is the same as Equation (6-50).

The noise term ��
2 is discussed in Section 4.2.2.1 in Equations (4-7), (4-8), (4-9) and (4-

10). We assume that there are six users in the room. Their locations are given as

(1m,1m,1m), (1m,4m,1m), (1m,7m,1m), (2m,1m,1m), (2m,4m,1m) and (2m,7m,1m).

The locations of the users are set to represent different situations where the users are

served by 1, 2 or 4 APs. There are eight relay terminals mounted on the walls. Each of

the relays can receive the signal from one AP. The locations of the relay terminals are

(0m, 1m, 1.5m), (0m, 3m, 1.5m), (0m, 5m, 1.5m), (0m, 7m, 1.5m), (4m, 1m, 1.5m), (4m,

3m, 1.5m), (4m, 5m, 1.5m) and (4m, 7m, 1.5m). The outage probability of the two

communication modes are shown in Fig. 6-13. The outage probability of cooperative
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communication mode is lower than direct communication mode for all users. For user 5,

the outage probability of the cooperative communication mode is almost three orders of

magnitude lower than the direct communication mode. User 5 is located at the centre of

the room. The outage probability of direct communication mode of user 5 is higher than

other users. With cooperative communication, user 5 can receive signals from 4 relay

terminals which efficiently reduces the influence of the blockage. Compared with user 5,

the outage probability degradations of the other users are distributed in the range from

one order of magnitude to two orders of magnitude. The degradation degree is related to

the number of relay nodes that provide service to each user.

6.5 Summary

In this chapter, a beam steering OWC multi-user system based on NOMA is introduced.

We investigated the achievable bit rate and BER of the proposed system while changing

the power allocation factor, �. The achievable rate of users is degraded when increasing

the power allocation factor while the BER fluctuates with increase in the power

allocation factor. The results show that a balance between the BER and the achievable

rate can be achieved when � = 0.4.

We also proposed using cooperative communication based on optoelectronic (O-E-O)

amplify-and-forward relay terminals to reduce the influence of the blockage and

shadowing resulting from human movement in a beam steering Optical Wireless

Communication (OWC) system. The cooperative communication system consists of

two phases. In the first phase, APs transmit the signal to relay terminals and user. In

second phase, relay terminals forward the received signal to users. The user combines

the signals of the two phases using MRC. The simulation results show that outage

probability of the cooperative communication mode is two orders of magnitude lower

on average than direct communication without relay terminals. The results show that the

user that has links with more relay terminals observes higher robustness to the human

body blockage.
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Chapter 7: Conclusions and Future

Work

7.1 Conclusions

Understanding and tackling the design challenges of indoor OWC systems, such as

ambient noise, multipath dispersion, the shadowing and blockage due to humans, and

eye and skin safety regulations is important for practical implementation of indoor

OWC systems. In Chapter 3, we modelled and analysed the characteristics of the indoor

optical wireless channel by developing a ray-tracing algorithm that considers direct

LOS (Lambertian and Gaussian light source) and first and second order reflections

(Lambertian reflections). We first studied a CDS system, which is a basic infrared OWC

system that depends more on the diffuse reflections due to the ceiling and walls and less

on the LOS link. It allows the system to operate even when the receiver is obstructed

from the transmitter. Nonetheless, a diffuse transmitter is subject to multipath dispersion,

which may result in pulse spread and ISI. The considered systems were evaluated in a

typical rectangular room with a size of (4m × 8m× 3m) (width × length× height). The

simulation results were performed by using a light ray-tracing algorithm where the

transmitted optical signal travels through various paths (direct, first, and second order

reflections) with different distances before it reaches the receiver. Computations and

ray-tracing algorithm in this thesis were implemented using MATLAB. The impulse

response, RMS delay spread SINR, outage probability and SNR were considered as the

performance indicators of the system and were evaluated using the ray-tracing

algorithm. We compared our simulation results with CDS and LSMS systems in

previous studies. Good agreement was observed, giving confidence in the ability of our

simulator to assess new novel optical wireless systems.

Previous work focused on improving the structure, mechanical or working mode of

OWC APs. In this thesis, we focused on optimising the channel between the transmitter

and the receiver. In Chapter 4, we reduced the influence of multipath dispersion and free

space propagation loss by utilising relay terminals. We also reduced the outage
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probability by utilising relay terminals that create more potential alternative links. We

studied three different types of relay terminal (OEO, SOA and DF) for indoor OWC

system and proposed a delay adaptation method for reducing the delay spread due to

multiple relay terminals. These three types of relay terminals are applied in two

different relay terminal deployment schemes (i.e., an AP in the centre of the ceiling and

an AP in the centre of the communication floor). With SNR as a performance indicator,

we compared three different types of relay terminals in the two scenarios while varying

the number and location of relay terminals and considering various locations for the

user. The results show that the DF relay terminal has better SNR performance in

different scenarios compared with the other two types of relay terminals.

To optimise relay terminal deployment, in Chapter 5 we proposed ORTA to optimise

the location and type of relay terminals (i.e., the deployment scheme) considering

different numbers of relay terminals and considered three scenarios for the AP location

which are the centre of the ceiling, the centre of the communication floor and a corner

of the room. We developed a MILP model that we coded and compiled using A

Mathematical Programming Language (AMPL) and solved using the CPLEX Optimiser.

For the first scenario, where the AP is located at the centre of the ceiling. The best

performance of ORTA is obtained with 2 relay terminals resulting in 19% and 9%

improvement in downlink SNR and 127% and 86% improvement in uplink SNR

compared to fixed deployments of relay terminals at 0.5m and 1.5m below the ceiling,

respectively. For the second scenario where the optical AP is in the centre of the

communication floor at the same level as the user, the results show that the best sum

SNR uplink of ORTA using DF relay terminal is 54%, and 70% better than the fixed

deployment of relay terminals at 0.5m, and 1.5m below the ceiling, respectively. For the

third scenario where the optical AP is placed on the communication floor at the corner

of the room, the best performance of ORTA is achieved when 4 relay terminals are

active. By adjusting the variables and constraints of ORTA to deploy different numbers

of relay terminals for downlink and uplink, the results show that the sum SNR is better

compared to the case where the downlink and uplink go through same relay terminals

by 3% and 5% for downlink and uplink, respectively.
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In Chapter 6, a beam steering OWC multi-user system based on NOMA is introduced.

The achievable rate and BER, as the performance indicator of proposed system, were

investigated under different values of the power allocation factor �. The achievable rate

of users degrades when the power allocation factor is increased while the BER

fluctuates with the increase in the power allocation factor. The results show that a

balance between the BER and the achievable rate can be achieved when � = 0.4 . We

also proposed a cooperative communication mode with two phases based on O-E-O

amplified-and-forward relay terminal to reduce the influence of the blockage and

shadowing resulting from human movement in a beam steering OWC system. In the

first phase, APs transmit the signal to relay terminals and the user. In the second phase,

relay terminals forward the received signal to the user. The user combines the signals of

two phases using MRC. The simulation results show that outage probability of the

cooperative communication mode is two orders of magnitude lower on average than

direct communication without relay terminals. The results show that the user that has

links with more relay terminals observes higher robustness to human body blockage.

7.2 Potential areas of future work

The following is a list of proposed future areas of research that require further

investigation:

1) In relay-based systems, there is a potential to reduce wastage in the time domain by

studying coded diversity methods and network coding. By allocating different code

sequences for downlink and uplink separately, it is possible to operate both the

downlink and uplink in the same time phase. This approach enhances the bandwidth

efficiency in the time domain by reducing wastage.

2) DF relay terminals can be studied in the context of multiuser OWC systems and

compared with O-E-O amplified-and-forward relay terminals. In multiuser OWC

systems, the superposition signal combines the signals from different users. In order to

deploy the DF relay terminals to successfully decode and forward the signal to the

intended user, a mechanism needs to be developed. This mechanism should enable the

DF relay terminals to decode the received signal and efficiently forward it to the target

user.
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3) Reconfigurable Intelligent Surface (RIS) consists of a large number of passive reflecting

elements, such as antennas or metamaterial elements, that are capable of altering the

propagation of the wireless signals. The key idea behind RIS is to manipulate the

wireless signal's amplitude, phase, and direction by adjusting the configuration of the

reflecting elements. By intelligently controlling the reflection properties of the surface,

RIS can enhance the signal strength, improve coverage, reduce interference, and enable

secure and energy-efficient communication. RIS can be investigated in multiuser OWC

system and compared with O-E-O amplified-and-forward relay terminals.

4) OFDM is a digital modulation technique widely used in modern wireless

communication systems. It is a multi-carrier modulation scheme that divides the

available bandwidth into multiple subcarriers and transmits data simultaneously on each

subcarrier. By using many narrowband subcarriers, OFDM can efficiently utilize the

available bandwidth and achieve a higher data rate compared to other modulation

techniques. OFDM can be considered to improve the spectrum efficiency of multiuser

OWC systems.

5) Currently, SLMs pre-store many phase patterns (Fresnel zone plates). However, the

actual indoor environment may be more complex. Instead of predefined phase pattern,

the phase pattern can be generated by Artificial Intelligence (AI) (e.g., Deep Neural

Networks (DNN) or Reinforcement Learning (RL)). It can efficiently and instantly

adjust the phase pattern of LSM while adopting to the real environment. Based on this

method, a future area is to develop a real time user tracking algorithm for low and high

speed users.

6) The huge size of current optical access points and user limit the application of OWC

system. Integrating the optical transceiver, phase modulator and other optical devices on

photon silicon chip is a potential idea to realize miniaturization of optical equipment.

These chips serve as a promising solution to replace conventional transceivers in OWC

systems, achieving more compact and efficient system-on-chip designs. The photon

silicon chip has gained significant attention in both academia and industry as a light

detection and ranging device. Its potential for integrating communication function

makes it a promising candidate for achieving integrated sensing and communication in

the 6G system.
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Appendix A

The blocking area calculation for fixed location of transmitter and

receiver

Considering a man (cylinder) with height H and diameter ɸ with horizontal movement

on the floor only, the blocked areas of the link between the transmitter and the user can

be defined as in Fig. A-1(a)(b)(c)

(a)

(b)
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(c)

Figure A- 1 The block area of different scenarios.

The black dash line in Fig. A-1(a), (b), (c) is the area that the human blocks the link

(red dash line) between transmitter (relay node) and user (relay node) if located in those

locations. In Fig. A-1 (a), the location of transmitter and receiver are different, while

the user is not at the edge of the room. In Fig. A-1 (b), the location of the transmitter

and the receiver are the same on the communication plane. In Fig. A-1 (c), the location

of transmitter and receiver are different, while the receiver is at the edge of the room.

While the receiver is not at the edge of the room and (�� ≠ ��, �� ≠ ��), the location of

receiver and transmitter in communication plane are different, the block area is shown

as black dash line as above in Fig. A-1 (a). We can divide this area into 2 semicircles

and a rectangle. For the area of the rectangle:

Let � = �� + � represent the line that passes through (��, ��), (��, ��)

� =
�� − ��

�� − ��
, � = �� −

�� − ��

�� − ��
��

(8-1)
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where (��, ��, ��), (��, ��, ��) are the locations of the transmitter and the user

respectively in the room. Let (�0, �0) represents the centre of circle on the left of

rectangle. We can get following equation:

(1 + �2)�0
2 + (2k � − �� − 2��)�0 + x�

2 + � − ��
2 − �1

2 = 0

� = 1 + �2 , d = 2k � − �� − 2��, � = x�
2 + � − ��

2 − �1
2

�0 =
−� ± �2 − 4��

2�

(8-2)

where �1 can be represented as:

�1 =
����

�� − ��

��� =
2

�� − ��
2 + �� − ��

2

(8-3)

where H is the height of human. The distance between (�0, �0) and (��, ��) should

satisfy following equation:

2
�0 − ��

2 + �0 − ��
2 = ��� − �1 (8-4)

Based on equation (8-4), we can determine (�0, �0) . Let � =− 1
�

� + �1 ��� � =−

1
�

� + �2 represent the dash line which are perpendicular to � = �� + � direct link pass

points (�0, �0) and (��, ��), then:

�1 =
1
�

�0 + �0, �2 =
1
�

�� + �� ��� − �1 (8-5)
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Let � = �� + �3 ��� � = �� + �4 represent the dash line which are parallel to the

direct link. The distance from (�0, �0) to � = �� + �3 equals to
∅
2
as following equation:

∅
2 =

��0 − �0 + �3

1 + �2
(8-6)

where ∅ is diameter of human. We can get:

�3 =
∅2

4 (1 + �2) − ��0 − �0 ,

�4 =−
∅2

4
(1 + �2) − ��0 − �0

(8-7)

The cumulative probability density function for rectangle area is defined as:

�� =
�

� � � �� =
�

36
��

3 ��
3 �2 −

��
2

4
�2 −

��
2

4
� (8-8)

Let� = y − kx and � = y + 1
�

�, we can get �1 = �3, �2 = �4, �1 = �1, �2 = �2 as the

range of double integration.

� �, �
� �, �

=

��
��

��
��

��
�

��
��

=
−� 1
1
�

1 =− � −
1
�

=−
�2 + 1

�

� �, �
� �, �

=
� �, �
� �, �

−1

= −
�

�2 + 1

(8-9)
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We can get � �, � = �−�

�+1
�

and � �, � = �+�2�
1+�2 . The probability function for rectangle

area is given as:

�� =
36

��
3 ��

3 � �, � 2
−

��
2

4
� �, � 2

�

−
��

2

4
� �, �
� �, �

������ ����

=
36

��
3 ��

3
� − �

� + 1
�

2

−
��

2

4
� + �2�
1 + �2

2

−
��

2

4 −
�

�2 + 1
������ �����

(8-10)

For the area of half circle (�0, �0) on the left of rectangle, let � − �0 = �����, � −

�0 = � sin �

� �, �
� �, � =

��
��

��
��

��
��

��
��

= cos � −� sin �
sin � � cos � = � cos � 2 + � sin � 2 = � (8-11)

If − 1
�

> 0, �1 = tan−1 − 1
�
, the direction vector ��� of � =− 1

�
� + �1 is (1, − 1

�
). If

− 1
�

< 0, �1 = tan−1 − 1
�

+ �
2
, the direction vector ��� of � =− 1

�
� + �1is ( − 1, − 1

�
).

The direction vector �0���� of (�0, �0) is defined as (�0 − ��, �0 − ��) . If ��� × �0���� > 0, �0����

is rotating on the anti-clockwise direction of ��� . The boundaries of the half circle(�0, �0)

are 0 ≤ � ≤ ɸ
2

, �1 ≤ � ≤ �1 + � . If ��� × �0���� < 0 , �0���� is rotating on the clockwise

direction of ��� . The boundaries of the half circle(�0, �0) are 0 ≤ � ≤ ɸ
2

, �1 − � ≤ � ≤

�1. The probability of the area of the half circle(�0, �0) is defined as:
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��0 =
�

� � � ��

=
36

��
3 ��

3 � �, �
2

−
��

2

4
� �, �

2
−

��
2

4
� �, �
� �, �

������ �����

=
36

��
3 ��

3 �0 + � cos � 2 −
��

2

4
�0 + � sin � 2 −

��
2

4 � ������ �����

(8-12)

For the half circle (��, ��) on the right side of rectangle. Let � − �� = �����, � −

�� = � sin � . The direction vector ������ of (��, ��) is defined as (�� − �0, �� − �0) . If

��� × ������ > 0, ������ is rotating on the anti-clockwise direction of ��� . The boundaries of the

half circle(��, ��) are 0 ≤ � ≤ ɸ
2

, �1 ≤ � ≤ �1 + �. If ��� × ������ < 0,������ is rotating on the

clockwise direction of ��� . The boundaries of the half circle(��, ��) are 0 ≤≤ ɸ
2

, �1 −

� ≤ � ≤ �1. The probability of the area of the half circle(��, ��) is defined as:

��� =
�

� � � ��

=
36

��
3 ��

3 � �, � 2
−

��
2

4
� �, � 2

−
��

2

4
� �, �
� �, �

������ �����

=
36

��
3 ��

3 �� + � cos � 2 −
��

2

4
�� + � sin � 2 −

��
2

4
� ������ �����

(8-13)

Then we can get the blocking probability of the entire area in Fig. A-1(a) as:

�� = �� + ��0 + ��� (8-14)
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When (�� ≠ ��, �� = ��) , the black area is shown as black dash line as Fig. A-1(a)

and parallel to x axis. Let (�0, �0) represent the centre of circle on the left of the

rectangle.

�0 = ��, �0 = �� +
�
�

∗ (�� − ��) (8-15)

If �0 ≤ �� , the boundaries of �� are �0 ≤ � ≤ �� ��� �0 − ɸ
2

≤ � ≤ �0 + ɸ
2
, else the

boundaries of �� are �� ≤ � ≤ �0 ��� �0 − ɸ
2

≤ � ≤ �0 + ɸ
2
. For the half circle

(�0, �0) , the direction vector ���� of (�0, �0) is defined as (�0 − ��, �0 − ��) . Let � −

�0 = �����, � − �0 = � sin �

If (0,1) × ������ > 0 , ������ is rotating on the anti-clockwise direction of (0,1) . The

boundaries of the ��0 are 0 ≤ � ≤ ɸ
2

, �
2

≤ � ≤ �
2

+ � . If (0,1) × ������ < 0 , ������ is rotating

on the clockwise direction of (0,1). The boundaries of the ��0 are 0 ≤ � ≤ ɸ
2

, �
2

− � ≤

� ≤ �
2
. ��0 can be calculated based on equation (8-12) and the above boundaries.

Similarly, we can get the boundaries of ��� , (��, ��) represented as 0 ≤ � ≤ ɸ
2

, �
2

≤

� ≤ �
2

+ � or 0 ≤ � ≤ ɸ
2

, �
2

− � ≤ � ≤ �
2
. ��� can be calculated based on equation (8-

13). The direction of vector ������ of ��� is on the contrary of ������ . Then we can get the

block probability of entire area.

When (�� = ��, �� ≠ ��) , the black area is shown as black dash line as above Fig 8-

1(a) and parallel to y axis. let (�0, �0) represents the centre of circle on the left of

rectangle.

�0 = ��, �0 = �� +
�
� ∗ (�� − ��) (8-16)
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The probability function for rectangle area is defined as equation (8-10). If �0 ≤ �� ,

the boundaries of �� are �0 ≤ � ≤ �� ��� �0 − ɸ
2

≤ � ≤ �0 + ɸ
2
, else �� ≤ � ≤

�0 ��� �0 − ɸ
2

≤ � ≤ �0 + ɸ
2
. For the half circle (�0, �0) , the direction vector ���� of

(�0, �0) is defined as (�0 − ��, �0 − ��) . Let � − �0 = �����, � − �0 = � sin � ,
� �,�
� �,�

= �. If (0,1) × ��� > 0, ��� is rotating on the anti-clockwise direction of (0,1). The

boundaries of ��0(�0, �0) are 0 ≤ � ≤ ɸ
2

, 0 ≤ � ≤ �. If (0,1) × ��� < 0, ��� is rotating on

the clockwise direction of(0,1) . The boundaries of ��0(�0, �0) are 0 ≤ � ≤ ɸ
2

, − � ≤

� ≤ 0 . Similarly, we can get the boundaries ��� of the half circle of (��, ��) are 0 ≤

� ≤ ɸ
2

, 0 ≤ � ≤ � or 0 ≤ � ≤ ɸ
2

, − � ≤ � ≤ 0. ��� can be calculated based on equation

(8-13). The direction of vector ������ of ��� is on the contrary of ������ .Then we can get the

block probability of entire area.

When (�� = ��, �� = ��) the location of receiver and transmitter in communication

plane are the same as Fig. A-1(b). The black area is a circle. Let � − �0 = �����, � −

�0 = � sin �, � �,�
� �,�

= �. Then we can get the blocking probability of entire area:

�� =
36

��
3 ��

3 � �, � 2
−

��
2

4
� �, � 2

−
��

2

4
� �, �
� �, �

������ �����

=
0

ɸ
2

0

2�
36

��
3 ��

3 �0 + � cos � 2 −
��

2

4
�0 + � sin � 2 −

��
2

4
� ������ ������

(8-17)

if the receiver is located at edge of the room, (�� ≠ ��, �� ≠ ��) and the location of

receiver and transmitter in communication plane are different. �, �1, �2, �3, �4 can be

obtained from Equations (8-1), (8-2) and (8-3). When receiver at the wall on x axis

(�� =− ��
2

�� ��
2

), Let � = y − kx and � = y + 1
�

�, we can get �1 = �3, �2 = �4, �1 =

�1, �2 = �� � + 1
�

+ � as the range of right-angled trapezoid in Fig. A-1(c). When

receiver at the wall on Y axis (�� =− ��
2

�� ��
2

), Let � = y − kx and � = y + 1
�

� , we
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can get �1 = �3, �2 = �4, �1 = �1, �2 = �� 1+�2 −�
�2 as the range of right-angled

trapezoid in Fig. A-1 (c). The cumulative probability density equation of right-angled

trapezoid in Fig. A-1 (c) is same as (8-9). We can get the probability ��. The probability

��0of half circle of (�0, �0) can be obtained based on equation (8-13). The probability

�� of entire area of black dash line in Fig. A-1 (c) is defined as:

�� = �� + ��0 (8-18)
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