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Abstract

Energy Storage is an increasingly prevalent part of the modern electricity system.

With rapid development and innovation, energy storage is being deployed across an

ever-increasing range of applications.

The limitations of mature energy storage technologies such as Li-Ion Batteries are

now more widely understood, and with use-based degradation becoming a dominant

factor in selecting the appropriate energy storage medium for a given application

other technologies may hold an advantage. To this end, specialist energy storage

systems focusing on very short-duration storage, such as Flywheels, are becoming a

more viable option for certain applications, both as standalone and hybrid systems.

This study looks in detail at the role that Flywheel Energy Storage Systems

(FESSs) can play within the electricity generation and distribution system from

both a technical and economic standpoint, giving a detailed assessment of the con-

figurations and pricing that would need to be achieved in order for FESSs to be

viable for deployment, whilst also opening up further avenues for the research and

development of FESSs.

A detailed modelling framework is presented for both a Battery Energy Storage

System (BESS) and a FESS, offering a fast and modular method for simulating new

energy storage applications. The BESS model is verified against a real-world in-

stallation, and the degradation element is also verified against experimental results.

The work demonstrates a novel and reliable model that can be used as a tool for

rapid complex assessments of ESS deployment.

The novel application of energy storage in locally driven export-limited dis-

tributed generation is introduced for the first time. A high-level investigation ex-

ploring the theory of implementing a system utilising a FESS is performed showing

significant potential techno-economic benefit, which is then followed up with a spe-

cific site case study that verifies these findings and shows the economic impact can

be even higher in a real-world scenario. A comparison between BESSs and FESSs for

this application is presented, showing that excessive cycling limits the effectiveness

of a BESS but makes a FESS more suitable.

The work then moves to an investigation into the feasibility of FESSs for per-

forming frequency response services. Initially, this is done by assessing standalone

FESSs performing Dynamic Frequency Response (DFR), where it is shown that low

energy capacity storage is unsuitable for this application and that hybridising with

a high energy ESS does not necessarily improve the performance of the site. The

effect of introducing a FESS into an existing BESS installation for this application

is then explored, with multiple novel control strategies for hybrid control introduced

and analysed. It is shown that significant economic benefits can be achieved through
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hybridisation, with FESSs able to provide a positive impact up to a total capital

cost of £5,855/kW depending on configuration and control strategy.

Finally, the study looks towards the future of frequency response services and

the role that flywheels may be able to play. Firstly, this is done by conducting a

novel analysis of FESSs performing the new suite of National Grid Electricity Sys-

tem Operator (NGESO) frequency response services. This study shows that whilst

some configurations of FESS may be technically capable of delivery, the state of

energy requirements makes their deployment prohibitive. This leads to the final

investigation of the work, where a bespoke service is designed specifically for de-

livery by a FESS, showing that a 20C FESS could provide 95% availability whilst

performing the service 24/7. The subsequent economic analysis shows that if this

response envelope were implemented a FESS could compete with and in some cases

economically outperform BESSs.
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PESS Power delivered by ESS.
fk Positive knee point.
f−k Negative knee point.
Plimit Limit of allowed export power at a wind generation site.
Prated Rated power of wind generation site.
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Chapter 1

Introduction

1.1 Background & Motivation

The ever-increasing proportion of renewable energy present in the generation mix

is driving unprecedented challenges for the generation and distribution industry

within the United Kingdom (UK) and the wider world. Beyond this, the current

geopolitical situation introduces further instability into the future electricity network

with ongoing uncertainty over the continued dependence on imported gas as one of

the main forms of electricity generation worldwide.

The widely acknowledged evidence that climate change represents a severe threat

has led to both legislation and international agreements regularly being introduced

over the past 30 years [3] [4] [5]. These commitments all highlight the main objec-

tive of increasing renewable generation to take the place of conventional fossil fuel

generation. It is readily apparent from Figure 1.1 that the share of renewable gen-

eration in the U.K. is steadily increasing along with a rapid reduction in coal-based

generation. At the same time, the demand for and the way in which electricity is

used in the U.K. is undergoing rapid transformation due to the electrification of

heat and transport [6].

National Grid Electricity System Operator (NGESO) predicts in its ‘Future En-

ergy Scenarios’ report that by 2050 annual demand for electricity will have increased

from 294 TWh in 2020 to a minimum of 459 TWh, whilst the worst-case scenario

puts this figure at 702 TWh. The peak electricity demand is also predicted to in-

crease from 58 GW in 2020 to a minimum of 92GW and a maximum of 113GW

by 2050 [7]. NGESO are the electricity system operator for the Great Britain grid,

with the Northern Ireland electricity system being operated by the system operator

for Northern Ireland (SONI). Some key statistics that illustrate these changes are

shown in Table 1.1, where it is important to note the significant predicted increase

in reliance on electricity to power transportation and residential by 2050, lending

1
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Figure 1.1: U.K. Electricity supply statistics from 1996 to 2020 [8]

further unpredictability to the generation and distribution balance.

The work contained in this thesis seeks to address some of the most important

challenges presented to the electricity generation, distribution and consumption net-

work. Two specific areas of interest are that of frequency response services and the

economics that allow different energy storage mediums to participate in these mar-

kets, and the rapid rise of distributed generation (DG) putting increasing strain on

local distribution networks.

Distributed generation is defined as an electricity generating plant that is con-

nected to the distribution network, rather than to the higher voltage transmission

network. It has recently been shown that DG constitutes 35% of the total generation

capacity within Great Britain, all of which cannot be used for controlling the oper-

ation of the system as a whole and thus causing significant challenges in balancing

the system [9].
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1.1. BACKGROUND & MOTIVATION CHAPTER 1. INTRODUCTION

Figure 1.2: Deviations outside of operational frequency limits (+/-0.2Hz) each year
from 2014-2022 [10]

One of the key areas of the electricity distribution system that is being affected

by these rapid changes is the obligation for NGESO to maintain the frequency

of the national grid within statutory (49.5Hz - 50.5Hz) and operational (49.8Hz

- 50.2Hz) limits at all times [11]. It has been shown that the regularity of high

or low-frequency events (when the frequency goes above 50.2Hz or below 49.8Hz

respectively) has been increasing rapidly in recent years with [12] discussing the fact

that between 2016 and 2018 the frequency of these events occurring increased by

almost four times. Using frequency data from NGESO, the number of times that the

frequency deviated outside of the normal operation limits (+/-0.2Hz from 50Hz) for

each year from 2014 to 2022 was plotted in Figure 1.2, showing an increasing trend

in these occurrences. These events can cause tripping of generators, disconnection

of demand, or in the most severe cases damage to equipment and danger to life.

Within the current electricity system, many mechanisms exist that are designed

to balance supply and demand in order to maintain the correct operation of the

grid and keep it within these limits. One branch of such mechanisms falls under

the terminology of ‘frequency response services’ with Fig. 1.3 showing the various

services that are currently either active or recently decommissioned. The new suite

of services shown did not exist at the outset of the work contained in this thesis.

These services operate by providing a framework for operators to bid to provide a

4
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Frequency Response
Services

Mandatory Frequency
Response

New Dynamic Response
Services

Firm Frequency
 Response (FFR)

Non-Dynamic

High Frequency

Primary

Secondary

Dynamic Frequency
 Response (DFR)

Primary

Secondary

High Frequency

Dynamic Containment

Dynamic Moderation

Dynamic Regulation

Currently being phased out of service

Figure 1.3: Frequency Response Services in Great Britain [13], with the specific
areas of interest for this thesis highlighted

service for varying durations and power outputs, with each service having its own

bespoke response profile that determines how the operator needs to either provide

or take energy from the grid according to the level of deviation away from 50Hz. At

the time of writing, NGESO is in the process of replacing firm frequency response

with a new suite of dynamic response services consisting of dynamic containment

(DC), dynamic moderation (DM) and dynamic regulation (DR). The dynamic arm

of the firm frequency response branch (referred to as dynamic frequency response

(DFR)) has extensive performance and payment data available and hence represents

an excellent tool to benchmark different solutions against when considering the

viability of providing these services. The mechanisms for payment and terms of

operation for both the existing and proposed services are detailed within Chapter 5

and 7. As the new suite of services is still relatively new, the terms of operation are

still being refined through continuous feedback between NGESO and the industry.

Another important area that is both a present and future challenge is the dis-

tribution network infrastructure within Great Britain. A 2016 report from the UK

Government highlighted that new connection requests continued to rise rapidly along

with concerns for geographical variations in costs for these connections [14]. The

drive towards DG is putting an increasing strain upon the ability of Distribution

Network Operators to connect new DG sites. Within Great Britain, there are 6 ma-

5
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Figure 1.4: Map of the Distribution Network Operators in Great Britain [15] (Note
that Western Power Distribution is now operated as National Grid Electricity Dis-
tribution)

jor distribution network operators covering a total of 14 geographical areas, as shown

in Figure 1.4. They are responsible for operating and maintaining the distribution

infrastructure within their geographical area such as substations, transmission lines,

and new connections.

To illustrate the difficulties faced by many distribution network operators, Fig-

ure 1.5 shows all of the substations owned by the largest Distribution Network

Operators in the UK (National Grid Electricity Distribution, previously known as

Western Power Distribution) that do not have the capacity for generation in excess

of 1MW to be connected. The 1MW criterion is linked to the requirements for the

‘Embedded Capacity Register’, which requires all distribution network operators to

provide information on generation and storage resources which are connected or ac-

cepted to connect to the National Grid’s distribution network. In total, 56.4% of

the substations operated by National Grid Electricity Distribution are rated ‘red’ in

their online capacity map, meaning a connection is unlikely to be achieved without

significant investment. The impact of this can be seen primarily in the increas-

ing prevalence of ‘Export Limitation Schemes’ (ELSs) agreed by local distribution

network operators to limit the export of a DG site below an agreed value. This

could be driven by equipment limitations such as substation, transformer or distri-

bution cable capacities [16]. Conditions under which an ELS would be considered

for implementation include:

• A DG site wishes to install more generation in order to offset their imported

electricity costs, but the extra generation would exceed the local distribution

network capacity. An ELS may be proposed to allow the generation to be

6
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Figure 1.5: National Grid Electricity Distribution Network Capacity Map showing
the sites currently rated as ‘Red’ [17]

connected without adding to the local distribution network.

• A new DG site is proposed but there is insufficient local capacity to connect

to the local distribution network. In this instance, an ELS could be sought to

allow the project to go ahead without the need for immediate reinforcement

works.

Often, a major driving factor in applying for an ELS is the avoidance of the re-

quirement to contribute to upstream network reinforcement, or the need to wait for

the potentially lengthy reinforcement works to be completed [18]. Both of these fac-

tors play a significant role in the viability of both DG and ESS sites and so an ELS

can allow them to be implemented whilst remaining technically and economically

viable. As the rapid deployment of DG continues and more parts of the network

reach capacity, these local distribution network limitations will become more preva-

lent impacting both the feasibility of DG projects and the wider national electricity

system picture.

When considering solutions to the issues faced by the electricity network in the

U.K. and across the world, one of the key areas that receives extensive research and

development is energy storage systems (ESSs). In this thesis, the two energy storage

technologies primarily focused on are flywheel energy storage systems (FESSs) and

Battery energy storage systems (BESSs). A detailed assessment of the strengths and

7



1.1. BACKGROUND & MOTIVATION CHAPTER 1. INTRODUCTION

Table 1.2: High-level FESS and BESS characteristics [1]

Characteristics FESS BESS (Li-Ion)

Energy Density 5-200 Wh/kg 30-300 Wh/kg
Application duration Seconds to minutes Hours to days
Self discharge rate 20-100% per day 1-10% per day
Cycle life 100,000+ 2,000-10,000
Calendar life 20 years+ 10-20 years

weaknesses of both of these energy storage mediums is contained within Chapter 2.

During the course of this work, the BESS technology being considered is Li-ion

unless stated otherwise.

Lithium-ion has been selected as the technology of choice as it is the most widely

deployed and commercially mature BESS technology used for grid-scale ESSs [19]

[20]. An overview of the high-level characteristics of the two mediums is shown in

Table 1.2 and shows that the two types of ESS have significantly different attributes,

which this thesis will seek to exploit.

Within this thesis, FESSs are defined as very short duration energy storage,

referring to the fact that generally they are considered best at dispatching power

in the region of seconds to minutes. BESSs are generally considered to be short

to medium duration ESSs. They mostly operate in the region of hours to days of

storage.

The research contained within this thesis was initially sponsored by the company

OXTO Ltd [21]. This sponsorship resulted in access to technical specifications of the

FESS being developed as well as an introduction to third parties who were interested

in developing case studies for grid-based applications such as renewable integration

and frequency response services.

1.1.1 Study Period

Unless otherwise stated, the frequency data utilised throughout this thesis is from

the period between November 2020 and October 2021. This was the most up-to-date

data available at the start of the majority of the studies contained in this thesis,

and in order to maintain consistency the same data was used throughout subsequent

studies.

To provide context for this time period, Figures 1.6 and 1.7 show the operational

frequency data from January 2014 to December 2022 for Great Britain. From Figure

1.6 it is clear that the average frequency for each month stays in a very narrow range,

from a high of 50.00078Hz in February 2014 to a low of 49.99828Hz in January 2018.

In Figure 1.7 the same trend can be observed, with the maximum and minimum

8
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Figure 1.6: Mean frequency of the Great Britain electricity network from January
2014 to December 2022

frequencies staying in a narrow range. The only outlier is August 2019 when a

minimum frequency of 48.787Hz was observed due to an event occurring on 9th

August 2019 which included a simultaneous loss of generation across the network

[22].

Figure 1.8 shows the duration of time that the frequency went outside of the

operational (+/-0.2Hz) or regulatory (+/-0.5Hz) limits from January 2014 to De-

cember 2022. It can be seen that from January 2018 onwards the time spent outside

of these limits becomes more prominent, suggesting that the grid frequency is be-

coming more unstable.

Overall, it can be determined the grid frequency maintains a similar pattern

across the past 8 years of operation, and hence the study period selected is likely to

be representative of typical grid conditions.

For the wind generation-based studies, the period chosen for the study was dic-

tated by the data made available by the industrial sponsor for this project, and

the effects of changing the studied time period for this application are discussed in

Chapter 4.

9



1.1. BACKGROUND & MOTIVATION CHAPTER 1. INTRODUCTION

Figure 1.7: Maximum, minimum and mean frequency of the Great Britain electricity
network from January 2014 to December 2022

1.1.2 Thesis Objectives

The main aim of this research is to explore in detail ways of exploiting the unique

characteristics of a FESS to provide a standalone solution to grid stability and distri-

bution network issues, or by using the advantages of both FESS and BESS units to

attempt to counter the disadvantages of each individual system by introducing a hy-

brid energy storage system (HESS), creating a better techno-economic solution. The

research has been conducted with an underlying theme of viability considering not

just the technical performance of these systems but also the economic performance.

The key overarching objectives are detailed below, with more specific objectives

detailed at the start of each technical chapter:

1. Develop a model that can rapidly and accurately simulate both flywheel and

battery energy storage systems that are also easily configurable to different

applications. (Chapter 3)

2. Explore the potential for energy storage systems to provide support to DG sites

that are export limited, exploring the techno-economic benefits of different

types of ESS (Chapter 4)

3. Produce a detailed exploration of the suitability of FESSs for the provision of

10
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Figure 1.8: Duration of time frequency was outside of regulatory and operational
limits from January 2014 to December 2022

traditional frequency response services, both as standalone and hybrid units.

(Chapter 5, 6)

4. Explore the possibilities of designing frequency response services specifically

for delivery by FESSs, and what technical and economic parameters would be

required for this to be feasible. (Chapter 7)

5. Provide an expansive investigation into the required economic parameters that

need to be met in order to allow FESSs to be deployed as competitive energy

storage units in different applications. (Chapter 4, 5, 6 and 7)

1.1.3 Thesis Contributions

In four novel chapters, this work looks at past, present and future scenarios to

investigate the ability of a FESS to play a meaningful role in providing solutions to

the mounting challenges faced by electricity networks.

A detailed modular FESS and BESS model is developed for fast and accurate

modelling which allows for easy re-configuration between different applications. This

model is then used as the basis for investigations into grid services and local distribu-

tion network applications, firstly looking at how FESS, BESS and HESS technology

can be implemented to mitigate export limited DG sites including a specific site case

11
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study. This study illustrates the potential for providing greater techno-economic

performance at such sites and allowing further deployment of DG that is important

if the electricity grid is to reach the required capacity levels in coming years.

A detailed analysis is also conducted into the feasibility of using a FESS for the

provision of frequency response services. Initially, this is done by assessing both

FESS and HESS configurations under the operational characteristics of DFR. A

techno-economic analysis is conducted across a range of different scenarios, with the

well-defined parameters of DFR providing a framework that gives insight into the

potential performance across other frequency response services. By exploring HESS

configurations both in terms of sizing and control, it is possible to create additional

value for such installations and allow a wider range of technologies to be deployed, as

well as potentially decreasing the environmental impact of such systems by ensuring

they operate over a longer duration of time.

Finally, a novel bespoke frequency response service is designed for provision by

FESSs, showing for the first time how such very short duration storage can be

effectively deployed as a continuous provider of response services. The economic

analysis conducted shows that flywheels could compete with or even surpass the

performance of BESSs when their relative strengths are utilised as a key part of the

design process.

The novel works produced by this research and contained within this thesis have

been presented in four journal articles and seven conference proceedings papers, a

list of which is contained at the start of the thesis.

Rapid application-based modelling and simulation of energy storage sys-

tems

Modelling of ESSs is an essential part of the research and development of new so-

lutions to the challenges discussed in this work. Across the literature, many forms

of modelling are utilised such as mathematical or electrical models, across a wide

range of different programs. In terms of application-based research, it is often dif-

ficult to rapidly model and simulate new applications due to the range of detailed

input information required for such models. The resources that do exist within the

MATLAB/Simulink environment also call for detailed knowledge of the technical

characteristics of the system being modelled.

In Chapter 3, a novel set of modular simulation subsystems is introduced, sim-

plifying and speeding up the process of modelling FESS, BESS and HESS systems

and providing a basis for similar components to be created for other energy stor-

age mediums. The BESS model is verified against a University of Sheffield-operated

2MW/1MWh lithium titanate battery known as the Willenhall ESS where the model

is shown to be an accurate representation of the operation of the real-world ESS.

12
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The work also implements a degradation algorithm for the BESS model, spinning

losses for the FESS model, cycle counting based upon instantaneous micro-cycles,

and a suite of easily modifiable efficiencies, metrics and control mechanisms.

A second verification exercise is then performed on the degradation aspect of the

BESS model, comparing a set of Li-ion cells that have been subjected to cycling tests

with the simulated levels of degradation for varying load profiles. These results show

a high degree of accuracy between the achieved and simulated levels, illustrating the

model’s importance as an energy storage application assessment tool.

Export Limitation: Unlocking the potential of distributed generation us-

ing energy storage

Chapter 4 looks in detail at the export limitation issue facing DG sites in Great

Britain. A novel study into the alleviation of export limitation is conducted, show-

ing for the first time how a FESS can be used as an effective method of extract-

ing the full potential from a wind generation site subjected to export limitation.

A sensitivity analysis shows that significant capacity factor (CF) increases can be

achieved across a range of different scenarios, whilst a novel economic sensitivity

analysis shows the total capital cost (TCC) in £/kW that must be achieved to pro-

vide a positive economic impact to the site for a variety of different scenarios and

FESS specifications. This is important to the continued commercial development

of FESSs, with the research providing realistic targets for researchers and manufac-

turers to aim for in order to develop FESSs that are economically viable for this

application.

Subsequently, a novel site-specific case study is undertaken utilising a real-world

scenario of an export-limited wind generation site. For this case study, a comparison

between FESS and BESS solutions is presented, highlighting the difficulties with

using cycle sensitive ESSs for highly cyclic applications such as these, and performing

economic analysis to illustrate the scenarios in which either a FESS or BESS may

perform better. It is shown that due to the degradation suffered by a BESS for

this application, a FESS is a much more suitable candidate, showing real-world

applicability to the results produced in this novel application.

Flywheels as standalone providers of Frequency Response services

Moving on from the local distribution level discussion of Chapter 4 to a system-

level approach, Chapter 5 initially considers the effectiveness of a FESS to provide

a DFR service as a standalone storage system. From this, it is shown that for

most commercially available FESS configurations, the provision of a 24/7 frequency

response service is too energy-intensive to be viable at the commonly found existing

13
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TCC values.

However, the research does identify for the first time the threshold at which

various configurations of FESS would become economically viable to provide this

service, once again providing key insight for technology developers to aim for specific

cost and specification targets. From this study, hybridisation with a BESS is then

introduced. An initial sensitivity analysis is conducted on introducing small amounts

of BESS to the standalone FESS to determine the techno-economic impact. It is

shown that there is a fine balance between the cost of the individual systems and

the proportion of each storage medium present in the HESS.

Hybridisation of flywheels for frequency response service delivery

Following on from the previous chapter, this work builds upon this initial assess-

ment, firstly by presenting a suite of novel HESS control schemes. These control

schemes are introduced and detailed, all representing different ways of attempting

to lessen the strain on the BESS whilst increasing or maintaining an acceptable level

of technical performance.

Following this, the analysis of hybrid systems is split into two subsections. The

first concerns the use of a genetic algorithm to determine the optimum FESS con-

figuration that will provide the greatest increase to the economic performance of

the site, showcasing that a wide range of different configurations can have a positive

impact on the net present value of the installation.

The approach is then shifted to an iterative one, through various sensitivity

analysis both the economic performance and the required level of total capital cost

to provide a positive impact is explored. This provides important information for

FESS researchers and manufacturers, as a guideline for the cost that different con-

figurations will be required to achieve to perform this service.

Assessment of flywheel energy storage for participation in future fre-

quency response markets

The final chapter looks to the future of providing frequency response services for

the Great Britain grid. In Chapter 7, the suitability of FESSs for providing the new

suite of frequency response services is assessed for the first time in a novel sensi-

tivity analysis study. It is shown that whilst a wide range of FESS configurations

can provide the required level of availability for DC, the current rules around the

minimum duration and energy capacity rule FESSs out of delivering it. Looking at

the remaining two new services, it is shown that no configuration of FESS analysed

can provide the requisite level of performance for DR and only a narrow window

of configurations can provide DM. These results are key in continuing the dialogue
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with NGESO to encourage revisions that allow a wider range of ESS mediums to

participate, often stated as an original goal of the new suite of services.

To fully explore this issue, Chapter 7 closes with the development of a novel

frequency response service designed specifically for delivery by a FESS. A response

envelope is developed through an iterative design process incorporating similar fea-

tures to the currently marketed services, followed by a sensitivity analysis on how

varying configurations of FESS perform when attempting to deliver the service 24/7.

It is shown that under this novel response envelope, a significant range of different

FESS sizes can achieve the required performance levels delivering a constant service

over the course of a year, with increasing levels of performance as the energy capac-

ity of the FESS is increased. This is a significant advancement in the field of FESS

research, as it shows that services previously dominated by BESS technology and

where a FESS is considered unsuitable, can in fact be provided competitively by a

FESS.

Finally, an economic analysis is conducted, outlining the profitability of vary-

ing FESS configurations providing such a service. It shows that there would be a

significant economic benefit in using the bespoke response profile to provide a sim-

ilar service to those that are existing or proposed by NGESO. This conclusion can

help shape the narrative of grid-scale frequency control, and allow a wider range of

storage devices to be utilised in this market.
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Chapter 2

Energy Storage Systems -

Characteristics, Applications and

Economics

This chapter concentrates on an overview of ESSs, before specifically focusing on

the areas of concern for this thesis. In lieu of a traditional literature review section,

the relevant literature is explored within the chapter in which it is most suited as

shown in Figure 2.1, and listed below;

• Chapter 3 - Modelling of ESSs, economic analysis methods, modelling of degra-

dation within Li-ion batteries, genetic algorithms

• Chapter 4 - ESSs for curtailment avoidance and mitigation

• Chapter 5 - ESSs for frequency response services

• Chapter 7 - New frequency response services

In the following sections, reference will be made to the specification and operation

of different types of ESS. A common set of terminology exists between all ESSs to

enable easy comparison between them. The following list sets out the key terms of

reference for an ESS;

• State of charge (SOC) - Defined as the total amount of available energy within

an ESS at time t as a proportion of the total energy capacity as shown in

Equation 2.1 where Et is the energy currently stored within the ESS at time

t. For example, a 10kWh ESS with 5kWh of energy currently available would

be at 50% SOC.

• Depth of discharge - The most common definition of this is the total energy

discharged within one discharge event as a percentage of the total energy
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capacity. For example, an ESS at 50% SOC that discharges to 40% SOC would

have experienced a 10% depth of discharge. However, in some applications

where microcycling is present, this is difficult to extract due to rapid changes

in SOC in both directions and this aspect will be discussed in further detail

in Chapter 3.

• Energy capacity - The total amount of energy available to be stored within

the ESS at 100% SOC, given in kWh throughout this thesis unless otherwise

stated.

• Power rating - The maximum power that the ESS can either charge or dis-

charge at, given in kW throughout this thesis unless otherwise stated.

• C-Rate - The C-Rate provides an immediately recognisable metric that can be

produced and compared between all ESS mediums. It represents the speed at

which an ESS can be fully charged or discharged. For instance, a 1kWh ESS

rated at 10C will fully discharge at 10kW in 6 minutes, whilst a 1kWh ESS

rated at 1C will fully discharge at 1kW in 60 minutes. Equation 2.2 can be used

to calculate the rated C-Rate for a given ESS using energy capacity (EESS)

in kWh and rated power (PESS) in kW. The units are not relevant within

Equation 2.2, as it is purely a ratio between the two values, and no conversion

is required between the kWh value and kW value. It is important to note that

this is the maximum rated C-Rate for a given ESS, and the instantaneous C-

Rate can be lower than this value, i.e. the ESS can be charged or discharged

slower than its maximum capability [23]. It can also be described on a basic

level as the Power/Energy ratio of the system. In this thesis, all BESSs are

considered as 1C unless stated otherwise.

• Cycle life - The most basic indicator of the potential serviceable lifetime of an

ESS, the cycle life represents the total number of complete charge/discharge

cycles that an ESS can perform before reaching end-of-life. In this thesis, 1

cycle is defined as the energy required to transition an ESS from 0-100% SOC

or vice versa.

SOC(t) =
Et

EESS

(2.1)

Crated =
PESS

EESS

(2.2)

17



CHAPTER 2. ENERGY STORAGE SYSTEMS

F
ig

u
re

2.
1:

D
iv

is
io

n
of

L
it

er
at

u
re

R
ev

ie
w

18



CHAPTER 2. ENERGY STORAGE SYSTEMS

ESSs have been a prevalent part of the electricity distribution system since the

early 1900s in the form of pumped hydro storage which still dominates the world-

wide deployed level of ES capacity [20]. As the electricity system has evolved the

requirement for a wide variety of different energy storage mediums has increased,

leading to a vast range of different types of storage as seen in Fig. 2.2. In fact, energy

storage is now becoming so prevalent that in June 2022, the electricity mix in the

U.K. consisted of 1.0% from energy storage, higher than the 0.4% generated from

coal [24]. It is also highly likely that the landscape for energy storage technologies

will change significantly in the coming decades, as emerging technologies such as

hydrogen energy storage, compressed air energy storage and alternative chemistries

of BESS reach commercial maturity.

Beyond economic considerations, some of the key characteristics that define ESSs

are power density (W/kg), energy density (Wh/kg) and C-Rate. Figure 2.3. shows

a diagram of various ESS mediums, the scale of power at which they are typically

deployed, the duration they take to discharge fully and typical applications. It

is immediately apparent that Li-ion batteries are one of the most versatile ESS

mediums currently available, occupying a significant range of both discharge time

and power ratings. Looking at other ESS mediums that occupy unique spaces,

compressed air energy storage (CAES) and pumped hydro storage both traditionally

deliver power at the highest levels and store their energy over significant durations.

However, they generally require vast amounts of space or intrusive environmental

impacts meaning they are unsuitable for smaller scale and local level systems [26].

Emerging technologies such as thermal energy storage are also being developed to

store energy for long durations as well as being able to discharge this energy in

multiple forms (either as heat or power).

Of particular interest to the work presented in this thesis are FESSs which offer

shorter duration energy storage than other mediums, whilst retaining an excellent

power range. FESSs and BESSs constituted the highest proportion of installed

capacity (excluding pumped hydro storage) as of 2016 accounting for 28% and 41%

respectively [20]. Supercapacitors are the main type of ESS that challenges in a

similar region of operation. It is these contrasting areas of operation that will be

investigated in detail within this project, looking at how the longer and shorter term

ESSs can operate together to create a stronger techno-economic solution for various

applications.

The main ESS medium that competes in a similar space to FESSs is superca-

pacitors, also sometimes referred to as Ultracapacitors. They generally consist of

two metal plates with a thin separator between them but differ from traditional ca-

pacitors in the fact that the plates are contained within an electrolyte which allows

them to create a small ‘double layer’ of charge between the two plates, thus allowing
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Figure 2.2: Classification of Energy Storage technologies with the areas of interest
of this thesis highlighted

them to store more energy due to increased surface area.

2.1 Flywheel Energy Storage Systems (FESSs)

FESSs fall under the category of ‘mechanical energy storage’. At their base level,

they primarily consist of a rotating mass that can be sped up (charged) or slowed

down (discharged). This is achieved by using a bi-directional electrical machine

connected to the rotor that can be used as a motor to spin the flywheel faster, or

that can be driven by the flywheel rotor as a generator when discharging. Figure 2.4

shows a diagrammatic representation of a flywheel, with the key elements consisting

of the rotor, the housing (or containment), the electrical machine and the bearings.

The representation in Fig. 2.4 is of a horizontal axis FESS which is more common

than vertical axis FESSs.

Figure 2.5 shows some examples of different FESS internal design and structure

where ‘A’ shows one of the most common set ups, with the rotor consisting of a

disc shape with the electromagnetic machine being connected in line either inside

or outside of the containment housing. ‘B’ illustrates the barrel type where the

flywheel rotor is ‘hollow’, whilst ‘C’ shows the integrated design type where the

electromagnetic machine is integrated directly into the rotor construction.
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Figure 2.3: Schematic diagram of various ESSs and their associated power and
energy capacities adapted from [25]

Figure 2.6 shows three examples of FESS installations. Flywheel systems can

vary significantly in size and orientation, with the example in Figure 2.6c show-

ing an installation where the flywheel is submerged below ground as part of the

containment. Figure 2.6a and 2.6b show containerised systems consisting of multi-

ple individual units. The FESS in 2.6b is the system being considered within this

project as part of the work done by industrial sponsor OXTO Energy.

On a fundamental level, the operation of a flywheel is governed by a set of

equations. In Equation 2.3, the energy density of the flywheel is determined where

E is energy in joules, V is the volume of the flywheel, K is the shape factor of the

flywheel and σmax is the maximum hoop stress in megapascals. Some examples of

different flywheel forms and their associated shape factors are shown in Figure 2.7.

In this thesis, a solid disc flywheel is utilised in the models as this was the chosen

shape of the industrial sponsor of this work.

E

V
= Kσmax (2.3)

Following on from this, equations 2.4, 2.5 and 2.6 show further detail on the

various factors that influence a flywheel’s operation, where I is the moment of inertia

in kg/m2, mf is the mass of the flywheel in kg, ω is the angular velocity in radians

per second, ρ is the density of the rim in kg/m3 and r is the outer radius of the

flywheel.

E =
1

2
Iω2 (2.4)
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Figure 2.4: Structure of a Flywheel Energy Storage System [27]

I =
1

2
mfr

2 (2.5)

σmax = ρr2ω2 (2.6)

The important thing to note from these equations in relation to the work pre-

sented in this thesis is that the energy stored within the flywheel is mostly dependent

on angular velocity, mass, density of the material, and radius of the flywheel. The

angular velocity is one of the main categories where different types of FESS become

distinct, being divided into two primary sub-categories consisting of low-speed fly-

wheels (typically 1,000-10,000 rotations per minute) and high-speed flywheels (up

to and sometimes beyond 100,000 rotations per minute). Table 2.1 shows a selection

of key characteristics from low-speed and high-speed flywheels.

For the purposes of the work presented in this thesis, all of the FESSs that

are discussed are low-speed flywheels, specifically due to their low cost, commercial

maturity and technical suitability for the applications being discussed. High-speed

flywheels are more applicable in very high-power and low-energy applications, such

as motor racing or space exploration [33].

The primary characteristic that makes a FESS suitable for this set of research is

its excellent resistance to cycle-based degradation. Much of the literature quotes the

cycle lifetime of flywheels to be anywhere between 10,000 to 1,000,000 full charge-

discharge cycles before failure [35] [36] [37]. The main method of degradation within

a FESS is the wear on mechanical bearings (where present) although this is reversible

with regular, inexpensive maintenance [27] [38]. Another key method of degradation
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Figure 2.5: Examples of different types of FESS structure [28]

Table 2.1: Table illustrating differences between low and high-speed flywheels
adapted from [27] [31] [32] [33] [34]

Low Speed Flywheels High Speed Flywheels

Typical Rotor Material Steel
Composite such as glass
or carbon fibre,
sometimes steel

Typical Material
Energy Density
(MJ/kg)

0.15-0.3 0.05-2.5

Specific Energy ∼5Wh/kG ∼100Wh/kG

Bearing
Mechanical or
magnetic

Magnetic

Rotations per minute 1,000-10,000 10,000-100,000+

Containment method
Partial vacuum, light
gas

Full vacuum

Enclosure weight
2 times weight of
flywheel

0.5 times weight of
flywheel

Maturity Commercialised Early commercialisation

Typical applications
Short/Medium term
power applications

High power, short
duration applications such
as traction and aerospace

Integration of electrical
machine

None or partial
integration

Full or partial
integration
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Figure 2.6: Examples of flywheel installations - a) Stornetic b) OXTO c) Amber
Kinetics [29] [21] [30]

occurs within the Motor/Generator, with increased heat causing the windings to

degrade. A figure of 20 years is the most often quoted statistic for calendar-based

lifetime but this can vary based on manufacturers’ specifications and warranties.

Magnetic bearings represented a significant advancement in the viability of fly-

wheels for an increased range of applications. Whilst they offer a much-decreased

level of self-discharge along with increased lifetime and higher speeds, they also rep-

resent a significant increase in the costs of the overall system primarily due to the

complexity of design and control [33] [27]. They are mainly utilised for high-speed

flywheels and hence are not generally applicable to the class of flywheel that will be

studied in depth within this thesis.

Another commonly discussed feature of FESSs is their high levels of self-discharge,

often referred to as spinning losses. A flywheel will typically lose between 20-100%
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Figure 2.7: Shape factors for different Flywheel forms [28]

of its stored energy over the course of a day [39] [40]. It is for this reason that

flywheels are generally most suited to applications where there will be frequent

charge/discharge operations enabling them to minimise time spent in an idle state.

Where an ESS is required to charge and discharge frequently the efficiency of

the system is an important aspect. Throughout the literature a range of different

values for efficiency is quoted spanning from 80% to over 95%, once again indicating

a dependence on manufacturer-specific information to be sure of the capabilities of

a system. However, it is generally agreed within the literature that flywheels do

have a high efficiency compared with other mediums [26] [41] [42]. These efficiency

values take into account the total system efficiency, including aspects such as mo-

tor/generator efficiency as well as ancillary loads such as the vacuum pump and

control systems.

In terms of commercial maturity, there is a wide range of companies operating

within the FESS market. Contained in Table 2.2 are details of a range of such manu-

facturers including information on technical specifications and commercial consider-

ations wherever this information is available. Across the industry, there is increasing

variety between both energy-centric and power-centric flywheels giving a good foun-

dation for the investigation of a wide range of applications. Even within the suite of

available manufacturers the specified round-trip efficiency ranges between 85% and

99.4%. Several manufacturers claim to have developed flywheels capable of very low

rates of self-discharge (0.2-0.3% per hour) which would remove one of the major

drawbacks of the technology. The quoted cycle life for many manufacturers is un-

limited, whilst all that have the information publicly available specified a minimum

of a 100,000 cycle lifetime as well as a minimum calendar lifespan of 20 years.
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Table 2.3: Characteristics of different BESS technology [40] [39] [42] [53] [54] [1] [55]

BESS Type
Lifetime
(years)

Cycle life
(cycles x
103)

Estimated
cost
(£/kWh)

Round trip
efficiency
(%)

Volumetric
energy density
(kWh/m3)

Lead-Acid 3-20 0.3-4.5 300-600 65-90 25-90
Nickel
Cadmium

10-20 2-10 500-1,500 60-90 10-80

Sodium Nickel
Chloride

10-15 1-4.5 150-1,800 85-90 100-200

Lithium Ion 2-20 0.5-10 1,200-4,000 75-98 90-750
Vanadium
Redox/Flow

2-20 0.8-20 600-1,500 60-90 10-70

Sodium
Sulphide

10-15 2.5-4.5 1,000-3,000 65-90 150-350

2.2 Battery Energy Storage Systems (BESSs)

By far the most utilised form of energy storage after pumped hydro storage, the

International Energy Agency stated that Li-ion systems consisted of 93% of the total

annual installed capacity of storage in 2018, excluding pumped hydro storage [19].

Whilst Li-ion systems are the dominant technology, there are significant numbers

of alternative types of BESS either being actively developed or already deployed.

In Table 2.3 an overview of the most widely researched different types of BESS is

shown.

Across the literature, there is a vast difference in specified characteristics for

the various technologies resulting in wide ranges of values for most categories. The

key takeaway however is that whilst Li-ion is currently the dominant type of BESS,

there are many alternatives that are either in development or commercially available

seeking to occupy the same space or to remove some of the drawbacks faced by Li-

ion batteries. One area where it is clear that the majority of the systems trying

to challenge Li-ion batteries fall short however is round trip efficiency, with none of

the other technologies quoted above 90%. The costs included in Table 2.3 represent

the whole system cost, including the balance of plant, power electronics and other

ancillaries.

For the purposes of this research, the focus will be specifically on Li-ion as

the most technically and commercially mature technology that is already operating

in many of the areas investigated across this thesis. Due to its maturity, there

are widely available statistics on many major metrics such as cost, performance,

degradation and sustainability enabling benchmarks to be effectively created when

comparing with FESSs.
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Figure 2.8: Structure of a Li-ion Battery [53]

Throughout this thesis, the BESS configurations used in the investigations are

specified as 1C to provide a baseline for comparison with the typically higher C-Rate

FESSs being studied. This also represents a ‘typical’ BESS system, with 1C being

the most commonly specified C-Rate for a BESS [23].

Figure 2.8 shows a diagram of a typical Li-ion battery. The basic configuration

consists of a positive and negative electrode within a liquid electrolyte with a porous

separator in between. The anode will typically be made of a carbon-based metal

such as graphite, whilst the cathode will be constructed from a metal such as cobalt,

nickel or manganese. During charging, ions are transferred from the cathode to the

anode through the application of a potential difference across the terminals, and the

discharging process is this reaction in reverse [53].

In terms of advantages, Li-ion batteries offer an excellent level of energy density

along with a good power density. These two factors combined, result in a highly

versatile energy storage device able to be utilised in a wide range of applications

when compared to other ESSs that trade off one of these factors for a benefit in the

other, such as a FESS with a high power density but low energy density. They are

also commonly characterised as having low self-discharge rates, with most systems

generally suffering a loss of state of charge (SOC) in the region of 0.2-5% of per day

depending on the specific design of the system. Table 2.4 gives an overview of the

most prominent types of Li-ion battery cells as well as their typical characteristics.

The Willenhall energy storage system used as a baseline for the models in this thesis

is a lithium titanate battery.

Conversely, the major downside of Li-ion batteries is their susceptibility to cycle-

based degradation. In Table 2.5 some of the main mechanisms for Li-ion battery

degradation are listed where it can be clearly seen that factors such as temperature,
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Table 2.4: Types of Lithium-ion battery cells [2]

Typical Cell
Voltage (V)

Specific En-
ergy Capac-
ity (Wh/kg)

Maximum
C-Rate

Cycle Life

Lithium Cobalt
Oxide

3.0-4.2 150-200 1C 500-1000

Lithium Man-
ganese Oxide

3.0-4.2 100-150 10C 300-700

Lithium Nickel
Manganese
Cobalt Oxide

3.0-4.2 150-220 2C 1000-2000

Lithium Iron
Phosphate

2.5-3.65 90-120 25C 2000+

Lithium Nickel
Cobalt Alu-
minium Oxide

3.0-4.2 200-260 1C 500

Lithium Ti-
tanate

1.8-2.85 50-80 10C 3000-7000

current and state of charge are all key components of the degradation of a Li-ion

battery. It is for this reason that Li-ion systems are often specified with narrow

tolerances for operational regions where operating the system outside of these zones

will result in a rapidly decreasing lifetime of the BESS. Factors such as C-Rate,

temperature, energy throughput, depth of discharge, and SOC have all been shown

in the literature to have negative impacts on battery lifetime [56] [57]. BESSs are

generally considered to reach the end of life when their capacity falls to 80% of the

original capacity. This will be covered in depth within Chapter 3 where a literature

review of modelling of BESS degradation is discussed in detail. This thesis explores

in depth how this disadvantage can be mitigated through hybridisation and control

to extract greater techno-economic performance from a Li-ion BESS.
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Figure 2.9: Willenhall Energy Storage System

2.3 Willenhall Energy Storage System

Willenhall ESS is a Lithium titanate 2MW/1MWh battery system owned by The

University of Sheffield [58]. It has been operational since 2016 participating in a

range of different markets and services, and for this reason, represents an excellent

benchmark for operational data collection and verification.

Figure 2.9 shows the Willenhall installation, with the battery cells situated within

the left-hand container, and the power electronics situated within the right-hand

container. The electrical connections at the site are shown in Figure 2.10.

This installation is used as the basis for model verification works detailed in

Section 3.8. Willenhall has been used due to the extensive access to operational

data allowing for a robust verification process. The battery model presented in this

thesis is intended to be generic in nature, therefore it is not considered that the

specific battery chemistry will have an impact on the validity of the results. This is

discussed in further detail within Section 3.9.1.

2.3.1 Energy Storage Installations in the United Kingdom

The Renewable Energy Planning Database tracks the progress of renewable energy

projects across the U.K [59]. Using the July 2023 database, Figure 2.11 shows the

amount of operational Battery ESSs in the U.K. The majority of systems fall in

the 0-5MW range, followed by 20-25MW and 45-50MW systems. The work in this

thesis concentrates on projects in the 0-5MW range.
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Figure 2.10: Willenhall Energy Storage System Electrical Connections Overview

2.4 Electrical System Topology

Whilst this thesis focuses on system-level studies and applications without emphasis

on the electrical circuit configuration of the systems being investigated, it is still

important to explore the options available for the structure of the electrical systems

in question.

A key difference between the operation of flywheels and that of batteries or

supercapacitors is that the immediate output from a flywheel via a drive system will

most commonly be alternating current whilst from a battery or supercapacitor it will

be a direct current. DC output from a flywheel is also possible in certain scenarios,

granting it a degree of flexibility when designing the electrical topology. This means

that generally, the approach to electrical system design is slightly different between

the different ESS mediums. Figure 2.12 shows the two main options for configuring

a FESS co-located with distributed generation.

The AC current generated by the FESS will always be passed through a recti-

fier/inverter combination in order to ensure the outgoing electrical signal synchro-

nizes with the load (whether that be a local microgrid or the main national grid).

The point at which the configuration can be varied is where the two separate systems

connect together. The topology to be chosen is highly dependant on the application

being considered, as the separate DC links can offer greater control over the opera-

tion of the FESS, whilst the combined DC link reduces the power electronics costs

significantly [36] [60] [61].

For BESSs, the approach is very similar to the BESS operating on DC but with

options to convert and connect at either the DC or AC points of the system. This

allows for a variety of implementations of electrical system design, with the work

in [62] discussing the difference between passive, semi-active and active topologies of

a hybrid battery/supercapacitor system. Whilst the passive and semi-active topolo-
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Figure 2.11: Histogram of Operational UK Battery Energy Storage Systems (As of
September 2023)

gies are more cost-effective due to a lack of power electronics, they lose significant

amounts of control over individual components and can cause excessive strain to be

placed on the battery.

Throughout this body of work, HESSs combining FESSs and BESSs are dis-

cussed for a variety of applications. Again, the detailed topology of these systems

is not covered within the scope of these works, however, three examples of how the

topology for such a system would work in practice are shown in Figure 2.13. The

work in [63] discusses topologies of such hybrid systems in depth, reviewing vari-

ous storage technologies, their relative strengths and weaknesses and the control of

hybrid systems.

For the purposes of the work contained within this thesis, there will not be a need

to discuss the detailed electrical architecture of the systems being considered. It is

important that the architecture is designed in order to allow sufficient independent

control of various parts of the system and for that reason, the topology assumed will

be the separate DC link topology.
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Figure 2.12: Electrical connection options for FESS co-located with distributed
generation showing a) separate DC links b) combined DC link
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Figure 2.13: Electrical connection options for HESS showing a) passive BESS b)
active BESS with DC link c) active BESS with AC link
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Table 2.6: Total Capital Costs for Li-Ion BESSs in £/kWh from two selected reports

IRENA US DoE

Best Worst Best Worst

2016 150 630 - -
2018 - - 295 436
2025 - - 231 314
2030 59 251 - -

2.5 Economic Outlook

An economic analysis will factor significantly into the work undertaken within this

thesis. It is therefore important that the costs associated with the relevant ESSs

are understood in order to correctly carry out any economic studies. The most

widespread method of stating the cost of an individual ESS is to use total capital

cost (TCC). This can be expressed either in terms of cost per kW (power-based) or

cost per kWh (energy-based).

In 2018 the International Renewable Energy Agency produced its ‘Electricity

Storage and Renewables: Costs and Markets to 2030’ report, whilst in 2019 the

United States Department of Energy produced the ‘Energy Storage Technology and

Cost Characterization Report’. Both of these reports looked at the present-day and

future costs of ESSs. The costing information in £/kWh for Li-Ion BESS systems

produced by these reports is shown in Table 2.6, with the original values in dollars

converted to pounds using the average exchange rate for 2018 of (£0.7501/$1) to

reflect the time at which the figures were produced. These prices represent the whole

system’s cost.

It should be noted that with the current global economic struggle with inflation,

the actual values are likely to have increased in the time since publication, especially

as battery prices have stagnated and even begun to rise in recent years [64]. This is

in contrast with the previously predicted trend of a constant reduction in price.

Based on this information from two highly detailed and respected reports and

the literature review shown in Table 2.8, the cost of a BESS in the work contained

in this thesis has been set as £400/kWh wherever a cost is required to be fixed. It

is acknowledged that this cost could vary either higher or lower depending on the

system in question and outside market forces, however, this cost represents a strong

middle ground between previously documented prices and current energy storage

cost trends. Table 2.7 shows a selection of installed or upcoming battery projects

along with their estimated costs from reported figures. The average of the values for

estimated cost is £463/kW which gives confidence to the value of £400/kWh used

in this thesis.

36



2.5. ECONOMIC OUTLOOK CHAPTER 2. ENERGY STORAGE SYSTEMS

Table 2.7: Grid scale battery projects along with estimated costs based on report
values

Site Energy
Capacity
(MWh)

Power
Capacity
(MW)

Reported
Project
Cost (£m)

Estimated
Cost in
£/kWh

Year Ref

Zenobe Stor-
age Portfolio

2000 1000 750 375 2022 [65]

Tag Energy
Luton

99 49.5 30 303 2022 [66]

Normanton
Energy Re-
serve

1000 500 350 350 2023 [67]

RWE Ger-
many

235 220 125 532 2023 [68]

Iberdola 25 50 24 960 2022 [69]
Trafford Low
Carbon En-
ergy Park

2080 1040 750 361 2023 [70]

Harmony
Pillswood

196 98 75 383 2023 [71]

With flywheels being a less commercially developed energy storage medium, the

approach to setting a cost differs slightly. For this cost, a wide-ranging literature

review has been undertaken with the results shown in Table 2.8 and Figure 2.14,

also including a review of literature for BESS costings in order to verify the previous

assumption. Figure 2.14 has been produced by converting the costs listed as using

other currencies in Table 2.8 into Great British pounds using the relevant exchange

rates of the given year.

There is significant variation across the literature in terms of specifying an exact

TCC for the two different ESSs. It is evident that from the literature analysed,

there is more disagreement over assigning an energy-based cost when compared to

power-based costs.

Firstly looking at energy-based costs, the FESS clearly has a significant degree

of uncertainty within the literature, which can likely be attributed to its status as

a still evolving industry for manufacturers to develop products form with a mean

value across the literature of £2468/kWh. Additionally, because FESSs are specified

over a much wider range of C-Rates, there is a significant degree of variability in

their system costs. For BESSs on the other hand, which are generally specified

over a much smaller range of C-Rates, the mean value for the BESS is calculated

as £812/kW. This value is significantly higher than the value determined from the

two studies discussed above in Table 2.6. Additionally, the median of the values
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Table 2.8: Total Capital Costs for Li-ion BESSs and FESSs in literature (values in
US Dollars)

Ref
Li-Ion FESS

kWh kW kW kWh Year

[72] 2500 4000 350 5000 2014
[73] - 300-2500 130-500 - 2014
[74] 1272 - - - 2014
[39] - 1228 918 - 2015
[42] 600-2500 1200-4000 250-350 1000-5000 2016
[75] 440 - - - 2016
[76] 400 - - 1600 2017
[77] 325-450 - 600-2400 - 2017
[78] 469 - 2880 - 2018
[79] 901 1859 - - 2018
[80] 100-2500 - 300-1000 100-2500 2019
[40] 200-1260 - - 1500-6000 2020
[81] 262 - - - 2021

Figure 2.14: Ranges of Total Capital Costs for BESSs and FESSs in literature
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presented in Table 2.8 is £402/kWh, suggesting that the BESS systems are quoted

more commonly at the lower end of the scale.

When considering power-based costs, the literature categorises the FESS TCC

over a much smaller range suggesting greater agreement across different studies. For

these costs, FESSs have a mean of £780/kW. This is the value that will be used as

the starting point in any studies where the cost is required to be fixed, and will then

be varied across the range of values where relevant.

Considering the disagreement between different studies when considering TCC

in terms of energy-based costs, power-based TCC costs will be used in this thesis due

to the narrower range of values available within the literature. Wherever relevant,

TCC sensitivity analysis is conducted to illustrate a range of values.

2.6 State-of-the-art

This section presents the current ‘state-of-the-art’ for the three distinct strands

of work considered in this thesis, namely the modelling of energy storage devices,

export limitation support, and frequency response services.

2.6.1 Modelling of Energy Storage Devices

There are many different approaches to modelling FESSs and BESSs, however, this

thesis focuses on the bucket modelling approach. Bucket modelling has been promi-

nent in energy storage studies for many years. It is used extensively in studies where

the operation of the energy storage system is not the primary objective. However,

the bucket models present in literature today are implemented as generic repre-

sentations with minimal application-specific complexities. They are mostly used in

optimisation studies rather than in techno-economic analysis of applications.

This thesis exploits this gap to produce a more detailed and modular version

of a bucket model, that can be applied generically to a wide range of operations

but also enables specific ESS characteristics to be implemented creating a more

representative model.

2.6.2 Export Limitation Support

Export limitation is an emerging and sparsely researched area of energy storage

deployment. There are very few studies that consider this issue, and this thesis in

itself is state-of-the-art in that regard. The closest comparable area of research is

in the field of wind curtailment mitigation, but this is conducted at a much larger

operational scale rather than on a more site-specific basis as is investigated in this

thesis.
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2.6.3 Frequency Response Services

This thesis concentrates on frequency response provision by FESSs, and a literature

review of this area is provided in Chapter 5. The state-of-the-art in this field is

the existing wide-spread deployment of BESSs that are currently active in providing

this service. FESSs providing such services as standalone units have received little

to no research as they have been widely dismissed as being unsuitable.

In terms of the new frequency response services being deployed by NGESO,

there was no prior research conducted in this area before the commencement of

the work in this thesis, as they were introduced during the development of the

work contained here. The state-of-the-art is generally accepted to be the further

deployment of BESSs for these services, but even this has not been extensively

researched. This thesis looks to provide the first exploration of this area of frequency

response provision.

2.7 Conclusions

In this section, the two key types of ESS that are studied in this thesis have been

introduced and discussed along with an explanation of the relevant terms of reference

that will be used throughout the thesis. The overview contained within this chapter

provides the key groundwork upon which the remaining sections of this thesis are

built, most specifically the relative strengths and weaknesses of FESSs and BESSs.

Key amongst the discussions within this chapter is that concerning the economic

outlook of the respective ESSs. It is clear that the two main storage mediums have

differing economic outlooks, with a FESS generally costing less on a power basis,

and a BESS generally costing less on an energy basis. This will be key to exploiting

the strengths and weaknesses of each technology in order to generate significant

techno-economic improvements.

In the coming chapters, application-specific literature is explored in greater depth

wherever it is most appropriate as outlined at the beginning of this chapter.
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Chapter 3

Rapid Application Based

Modelling and Simulation of

Energy Storage Systems

3.1 Introduction

Computer-based modelling and simulation of energy storage systems is an integral

part of what is still very much an emerging field. There is a wide range of different

techniques used, all suitable for different types of energy storage technologies and

areas of interest. Beyond the purely technical modelling of different energy storage

mediums, there are other aspects equally as important that inform the decisions

that both researchers and industry take.

Key amongst these is economic modelling of the benefits that an ESS can bring,

along with techniques for optimisation of a given system. Within the field of BESSs

the process of modelling the degradation of a battery according to different use cases

is key in understanding how to extract maximum value from an installation, and

to determine whether an economic case can be made for an ESS being deployed in

certain scenarios.

In this chapter, a detailed review of the available literature on energy storage

modelling is undertaken with a particular focus on the reasoning why different ap-

proaches are taken along with a discussion of the most appropriate method to be

utilised within this thesis. Other energy storage technologies are also discussed, in-

cluding supercapacitors, compressed air energy storage, and hydrogen energy stor-

age, in order to provide a range of comparisons with the state of the art in the

field.

Other aspects covered within the literature review include the different methods

for modelling BESS degradation and an overview of the use of genetics algorithms
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(GAs) to optimise a given installation. A literature review of the different metrics

used for economic analysis in the field of energy storage is presented along with the

reasoning behind using specific methods.

The second section of this chapter details the development of two novel models

within MATLAB/Simulink, one of a FESS and one of a BESS. A detailed breakdown

of the major components along with the benefits of the modular framework is pre-

sented, followed by a verification of the BESS model against a physical 2MW/1MWh

Lithium-Titanate BESS (referred to within this thesis as the Willenhall ESS) [58].

A degradation algorithm is implemented and then verified against lab-based cell

cycling experimental work to replicate real-world operation.

3.2 Modelling of Energy Storage Systems

When considering which method of energy storage modelling is most appropriate

for the study being conducted, there are a number of different aspects to consider

in order to choose the most suitable method. This section considers both BESS

and FESS approaches to modelling, as well as providing additional context for these

approaches by also looking into alternative energy storage technologies.

Firstly, the purpose of the study is paramount when choosing a modelling ap-

proach. Within this review, the two main purposes for modelling ESSs have been

divided into two categories; ‘Technology Modeling’ (TM) and ‘Application Mod-

eling’ (AM). The first of these, TM, covers all studies where analysis of the ESS

technology itself is the goal of the study, such as when modelling a new method

of modelling a FESS [82] or representing the degradation rates of certain Li-BESS

chemistries [83].

The second of these purposes, AM, covers the studies where the ESS is being

deployed for a specific application and the objective is to assess its technical, eco-

nomic, or techno-economic performance. This could cover aspects such as assessing

a supercapacitor/BESS hybrid for electric vehicle applications [84], or the feasibility

of deployed compressed air energy storage for wind generation support [85].

The other main consideration when determining a modelling approach is to en-

sure it is appropriate for the intended duration of the simulation. In this thesis, the

durations of simulation are categorised as follows;

• Short Duration - 0 to 60s

• Medium Duration - 60s to 1 day

• Long Duration - Longer than 1 day
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Figure 3.1: Different modelling approaches for BESSs a) Bucket Model, b) Equiva-
lent Circuit Model and c) Electrochemical Model [88]

The simulation duration is important in choosing the correct modelling ap-

proach, as using a computationally intensive approach to simulate a long-duration

application may result in prohibitively long simulation times. For this reason,

there are trade-offs between advantages and disadvantages for each modelling ap-

proach [86] [87]. In this section, each approach will be introduced in detail, with

examples of existing literature discussed and commentary provided on what scenar-

ios may suit the approach best.

3.2.1 Types of Energy Storage Modeling

The field of energy storage modelling and simulation can be categorised into three

distinct types of approaches, as detailed in the following sections. In Table 3.1, an

overview is given showing examples of what Electrical or Physical modelling would

represent for a selection of different ESS technologies. Examples of these approaches

for a BESS are shown in Figure 3.1
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Bucket Model

The first of these is referred to in this work as the ’Bucket Model’ approach, although

it is also commonly referred to as an ’Energy Reservoir Model’ and the ’Power-

Energy Model’.

The basic approach to this method is to model the ESS as an ideal unit, where the

energy currently stored within the ESS is based upon either adding or subtracting

energy from that which was stored at the previous time step. This method of mod-

elling can be made more complex by introducing other aspects such as efficiencies,

degradation and self-discharge rates [89] [90].

The main benefit of this method is when seeking to perform system-level studies

that will be performed over significant periods of time. As it removes the requirement

for more complex calculations, the computational requirements are lower and hence

long periods of time can be simulated rapidly. This method also lends itself to

studies where the performance of storage in regard to specific applications is being

assessed, rather than the technical response of the storage itself.

It also benefits from not requiring detailed knowledge of the parameters of the

ESS being studied and therefore can be utilised as a generic representation of all

types of ESS. This model also provides an easier base from which to easily modify

the study for different applications.

However, the drawback remains that the method as a whole is the least tech-

nically detailed of the three methods presented in this thesis. Whilst complexities

can be added to the model to create a more representative system, the lack of mod-

elling of the mechanisms of the ESS means that certain studies are not possible,

or inadvisable from a technical standpoint, to be undertaken using this model. For

example, whilst voltage and current can be implemented in the bucket model ap-

proach through appropriate conversions, it is less accurate than modelling these

characteristics from the start in an Electrical Model.

Electrical Model

The second category of ESS modelling is referred to in this work as the ’Electrical

Model’ although it is also commonly referred to as an ’Equivalent Circuit Model’.

This approach consists of representing the ESS from an electrical point of view,

where the electrical characteristics of both the system as a whole and the ESS are

modelled, usually with the main variables being studied within the application being

Voltage and Current. There are many different levels of electrical models, from a

basic simplified model to complex electrical representations.

The main advantage of utilising this method is the ability to study transient

events from an electrical perspective in applications such as power quality and in-
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stantaneous frequency response.

This method offers greater detail than the bucket model, although that comes

with the requirement for more detailed knowledge of the parameters of the ESS being

modelled. The electrical characteristics are required to provide an accurate model,

and in some cases, further information will be required. The electrical distribution

characteristics of the system being modelled are also required, which can make

switching between different applications from the same base model more difficult.

It should also be noted that the individual short-term electrical behaviour of

the ESS being modelled is ’hidden’ behind the power converter, and hence from

the viewpoint of the electrical interface with the ESS, the majority of different

technologies will operate identically through the power converter.

Physical Model

The final category of ESS modelling discussed in this work is referred to as the

’Physical Model’. In the context of BESSs, these are often referred to as an ’Elec-

trochemical Model’ or ’Concentration Based Model’.

For this approach, the physical or chemical characteristics of the ESS are mod-

elled. They are primarily used when the objective of the study is to simulate the

inherent properties of specific ESS types, such as a particular Li-Ion cell or a new

type of steel for a FESS. It also encompasses scenarios where the degradation of an

ESS is being modelled, and where the application is of limited impact on the study.

The key advantage of this model is its high degree of accuracy and very detailed

level of output. It is critical when attempting to understand the design and operation

of the ESS itself. It also enables new materials to be simulated prior to fabrication,

and can also be used to characterise different types of ESS.

These models require extensive knowledge of the specific ESS being modelled,

such as material type, cell chemistry or other proprietary knowledge. They also

often require significant simulation durations. They should only be utilised when

the ESS being used is well-defined with detailed information on its construction.

3.3 Modelling Applications

This section explores the literature available for different ESS technologies including

the simulation duration, the modelling objective, the model utilised and the software

used to carry out the simulation.

First, some statistics from the literature review are analysed. In Figure 3.2 the

proportion of times that each model type is used in literature for each technology is

presented. Note that in some studies multiple approaches are used.
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Figure 3.2: Number of times in reviewed literature that a given modelling approach
is used as a proportion of total literature studied for that ESS technology

From this data, it can be seen that the approach utilised is highly dependent on

the storage technology being researched. For example, a FESS is modelled using the

bucket model method in only 11.8% of the literature surveyed whilst it is utilised in

54.1% of BESS studies reviewed. Another key aspect to note is that modelling of

a supercapacitor is most commonly conducted using the electrical model approach

with 78.6% of literature utilising an electrical model.

The duration of the simulations within the literature, according to the ESS tech-

nology being studied, is shown in Figure 3.3. Again there are some immediate

conclusions to be drawn from this figure, notably that for compressed air energy

storage and hydrogen ESS the general trend is for mostly long-duration simula-

tions with some medium-duration simulations. Short-duration simulation is most

prominent for supercapacitors and FESSs which is to be expected considering their

position as limited energy capacity assets. The versatility of the BESS is illustrated

in the fact that the duration of the simulation is spread fairly evenly across all three

durations.

Finally, the software that has been utilised for each study is shown in Figure

3.4. MATLAB/Simulink dominates the software distribution with 42 out of 68

studies analysed utilising this software. Other than MATLAB/Simulink, the soft-

ware HOMER and DigiSELENT Power Factory are both used in several studies

whilst an algorithmic modelling approach is used in 6 studies. Some other pack-

ages such as Python and Aspen Plus are used occasionally, but it is apparent that

MATLAB/Simulink dominates the software approach to energy storage modelling.
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Figure 3.3: Number of times in reviewed literature that a given simulation duration
is used as a proportion of total literature studied for that ESS technology

Figure 3.4: Number of times in reviewed literature that a given software package is
used for energy storage modelling
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3.3.1 Battery Energy Storage Systems

The application of BESS models spans many different purposes and approaches.

Multiple different models have been proposed and utilised for modelling the physi-

cal mechanisms of BESSs, with a wide range of models discussed in literature con-

centrating on modelling the degradation of a BESS. This is a key aspect of BESS

operation; therefore, it is important that the models utilised are accurate, which

often leads to significant complexity.

In [99] a complex life cycle model which utilises a combination of equations and

electrical modelling to expand a BESS model to include a cycle-life calculator. This

model also incorporates thermal aspects and power loss and utilises equivalent cycle

counting to predict the maximum number of cycles that a BESS can withstand at

different depths of discharge. This work is an example of developing and applying

a BESS model with a specific application-neutral approach where the focus is on

modelling the technology itself.

A similar approach is taken in [103] which includes an assessment of the single

particle method of modelling. In this work, the degradation of a BESS is modelled for

different ageing parameters, with the effectiveness of the three model types (physical

model, electrical model and bucket model) compared for this application. The single

particle model is claimed to be the most accurate, with accuracy decreasing with

decreasing model complexity. This further illustrates the need for detailed physical

modelling when attempting to simulate the technical characteristics.

A combination of the electrical model and physical model is utilised in [83] where

the outputs of an equivalent circuit model are used as an input to the battery

degradation model that uses experimental data, literature models, and datasheets

to estimate battery lifetime. The authors suggest that this combined approach is

effective in accurately modelling the degradation of the BESS and shows the ability

of different models to be used together to provide a more effective result.

An electrical model is utilised in a significant number of studies within the

literature, with many varied approaches for model development and deployment.

In [104] two different approaches to modelling BESSs, a detailed and average elec-

trical model. Small modifications are made to the detailed model to reduce compu-

tational demand and the two models are then used to simulate the same frequency

response events. Whilst the paper presents that in many cases the two models are

equivalent, there are certain scenarios in which the two models diverge, suggesting

that it is important to utilise the correct model for the application being simulated

to avoid erroneous results.

Elsewhere in [105] a complex electrical model is proposed for grid fault analysis,

including detailed converter models and control strategy. The model is then utilised
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in a case study, again comparing an average value model with a detailed model

showing the average model is accurate for usage in this application with only minimal

differences between the two.

Many studies utilise an electrical model with a generic BESS element that has

been previously developed and included as a pre-installed unit within software such

as MATLAB/Simulink or DigiSILENT PowerFactory. An example of this is seen

in [106] which uses the DigiSILENT PowerFactory BESS model within a larger

electrical islanded microgrid model. This approach is often utilised in optimisation

studies like this one where the operation of the BESS itself is not critical to the

objectives of the analysis.

The bucket model method is also used extensively throughout the literature

representing an effective method for fast application-specific studies. In [107] this

approach is used to simulate capacity degradation in an arbitrage study, an example

of introducing additional complexity to a bucket model to achieve the objectives

required whilst avoiding over-complication of the model.

A range of different techniques are used when implementing a bucket model, such

as in [108] where a memory block within MATLAB/Simulink is used to represent

the BESS current state of energy. An alternative approach is shown in [109] where

an integrator block, again in MATLAB/Simulink, is used to track the current state

of energy. Both studies show effective implementation of these approaches without

additional complexities.

3.3.2 Flywheel Energy Storage Systems

Referring back to Figure 3.2, it is clear that the majority of FESS models reviewed

here are of electrical model or physical model types with limited usage of the bucket

model method. However, there are some instances of bucket model usage such as

in [110] which concentrates on primary frequency support in an algorithmic model,

representing the FESS using simple state of energy equations. As with BESSs, this

approach focuses on the deployment of a FESS rather than its operation.

The bucket model approach is also utilised in [111] where the flywheel is modelled

using the generic library model within the HOMER library, with the focus of this

study being on designing a microgrid for the highest renewable penetration.

Far more common for FESSs is the electrical model approach seen in a sig-

nificant number of studies within the literature. Often, this comes in the form of

representing the FESS using a permanent magnet synchronous motor block in MAT-

LAB/Simulink such as in [82]. This study aims to accurately model the FESS motor

speed and current for usage in future microgrid simulations. Additionally in [112]

the same approach is used within MATLAB/Simulink as part of a wind-diesel power
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system, to control excess active power.

The work in [113] combines the physical model and electrical model approaches,

modelling the FESS in terms of aspects such as rotor speed, electromagnetic torque

and stator currents and linking this with a larger electrical microgrid model for power

quality applications. This approach is also taken in [114] where the FESS is modelled

as an equation for rotating mass linked to a permanent magnet synchronous motor

and subsequently implemented in an electric rail transport system and [115] where

the FESS is modelled with a series of equations within a wind turbine system for

power smoothing.

When modelling the physical operation of a flywheel the approach most com-

monly taken is to develop a series of equations to represent the technical character-

istics of the system. This approach is taken in both [116] and [117]. Firstly, in [116],

the model is developed in a step-by-step process taking into account torque, mechan-

ical power, rotational frequency and inertia before being implemented in a combined

heat and power plant model. The model is also validated with field tests showing a

good correlation between the model and real-world tests. In [117] the model is also

validated with an experimental set-up as part of a study looking to optimally size

the FESS for a frequency regulation application.

3.3.3 Supercapacitors

Electrical modelling is the most prevalent type of supercapacitor modelling within

the literature presented in this thesis. Despite this, there are some instances of the

use of the physical model and bucket model techniques. In [118] the supercapacitor

is represented using a set of equations governed solely by the energy contained within

the supercapacitor, the SOC limits, and the available power, showing an equation-

based representation of the bucket model. As has been the case for other storage

technologies, this approach is used in an optimisation study of the size and control

of a hybrid system.

In terms of a physical model, the work in [119] combines an electrical model

with a thermal model that approximates the physical state of the supercapacitor’s

thermal characteristics during operation. The thermal model is split into a heat

generation and heat transfer model, which feeds back into the electrical model. It

also gives an overview of the varying complexities of different types of electro-thermal

models for supercapacitors.

Numerical approaches are also used in literature, such as in [120] which concen-

trates on modelling for electric vehicles. The model includes a thermal element, and

tests are undertaken to simulate a hybrid BESS/supercapacitor system for different

driving profiles.
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An extensive review of the different equivalent circuit models available for repre-

senting supercapacitors is conducted in [121]. This study looks at 7 different types

of electrical model and analyses their effectiveness for modelling energy storage ap-

plications, concluding that of the techniques with a reported accuracy level, the

’Classical Equivalent Circuit II’ is the most accurate.

Another study that looks at a range of different supercapacitor electrical model

models is [122]. This work was conducted to reduce the complexity of the model to a

point that the requirements were readily available from datasheets, whilst retaining

the required accuracy. This results in scenario-based recommendations where the

effectiveness of different models varies based on the application being modelled.

[123] proposes a new electrical model for supercapacitors utilising MATLAB/

Simulink using a simplified equivalent circuit approach. The supercapacitor is mod-

elled by performing simple charge/discharge cycles and follows this with an experi-

mental set-up to verify the model claiming good agreement between the datasheets,

model and experimental test system.

3.3.4 Compressed Air Energy Storage

Due to the nature of its operation, compressed air energy storage often requires the

modelling of both physical (air flow, recuperator, expander etc) and electrical ele-

ments. Referring back to Figure 3.2 none of the studied literature utilised the bucket

model method, with a majority of modelling using the physical model method.

A common approach to modelling compressed air energy storage is mathematical,

where a significant number of operational equations can be linked together to form

a complex model of the physics behind the operation of the system. This approach

is taken in [124], [125] and [126]. In [124] a mathematical model is presented for

analysing the charging and discharging characteristics, with verification undertaken

against literature and experimental results.

The work in [126] presents another mathematical model including operation

strategy, this time to design a hybrid compressed air energy storage and wind tur-

bine system for managing power fluctuations. Finally, [125] uses the same approach

to develop a micro compressed air energy storage which is verified through extensive

experimental tests. The range of different mathematical models available for this

technology shows that they are an effective method for modelling compressed air

energy storage, and can be deployed for a range of different applications.

In [85], the model is implemented using a combination of Aspen Plus for the

compressor and turbines, whilst Microsoft Excel is used to model the cavern itself.

This study once again looks at the implementation of compressed air energy storage

for wind power support and shows a different approach to the mathematical model
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for the same application.

Finally, [127] provides another mathematical that is executed in MATLAB/Simulink.

It develops separate control algorithms for charging and discharging modes and fol-

lows this up with a simplified model which is implemented in a case study of the

model following different step change profiles. The study shows the extensive knowl-

edge of the system characteristics required to model the system accurately with a

significant number of parameters stated to inform the case study from both a control

and a system perspective. It highlights that when considering the modelling of a

compressed air energy storage system, the complexity of the system often requires

a more detailed level of the model than other technologies discussed in this thesis.

3.3.5 Hydrogen Energy Storage Systems

The software package HOMER is used throughout the literature for hydrogen ESS

studies, including in [128], [129], [130] and [131]. The HOMER package has pre-

designed blocks for use in power studies that enable the hydrogen ESS to be effec-

tively studied without the requirement for comprehensive system knowledge and is

primarily used in economic studies.

In [128] this approach is utilised to demonstrate the potential of H2ESSs as long-

term storage for high renewable penetration. The hydrogen ESS presented consists

of an electrolyser, fuel cell and hydrogen tank, with the study concentrating on

calculating economic benefits from the deployment of a hybrid BESS/hydrogen ESS

system.

Another use of HOMER for a hydrogen ESS economic analysis is presented

in [131] where a techno-economic analysis is performed for a rural electrification

study using a hybrid BESS/hydrogen ESS system. Again, this approach to appli-

cation modelling for H2ESSs is focused on exploring economic benefits for different

scenarios and providing insight on the optimum configurations under varying oper-

ating conditions. The fact that this approach is found commonly in the literature

suggests it is a robust method of hydrogen ESS modelling for this type of study.

Equation-based modelling of a hydrogen ESS system is presented in [132] where

the development of a seasonal storage system using hydrogen storage within salt

caverns is discussed. In this case, the modelling of the hydrogen ESS in this way

is driven by the complexity of modelling the dynamics of the salt cavern and the

long durational nature of the simulation. Through this approach, the significant

complexities can be accurately modelled for the given application.

A simulation framework (SimSES), which also includes models for Li-BESSs and

RFBs, is presented in [133]. This framework involves interconnected electrical and

thermal models, with an integrated techno-economic analysis model. The hydrogen
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package is split into four modules, a management system, a fuel cell model, an

electrolyser model, and a storage model. The input to the model is power, with a

range of analytical outputs available. This package represents a good example of

a fully self-contained modelling suite enabling different applications to be studied

easily and effectively.

3.4 Degradation Models

A significant characteristic of BESSs is the degradation that they experience under

different operating conditions, something that will be integral throughout the work

presented in this thesis.

One significant piece of work when considering battery degradation modelling is

[90] which compares the three main methods of modelling a BESS (Bucket, Electrical

and Physical) and assesses their accuracy in predicting degradation compared to

empirical results. Whilst the work concludes that the Physical method of modelling

produces the most accurate results along with the Bucket method being the least

accurate, there are areas where refinement could provide a more accurate result.

The bucket model does not consider any other variable than energy throughput

which leads to an underestimation of degradation, whilst the temperature is not set

equally between the model and experimental works. There is also no mention within

the study of the comparative simulation time between the different methods, a key

aspect when considering the usability of a modelling system.

There are many approaches to modelling the degradation of batteries taken

throughout literature, ranging from estimations based upon numbers of cycles com-

pleted to derived equations from known quantities such as SEI formation. There is

also a subset of literature that derives equations from empirical testing, matching

known degradation curves from laboratory-based experiments to exponential-based

curves.

3.4.1 Equation-based Degradation Modelling

There are many different options available for the modelling of the degradation of

batteries based on equations developed from the mechanical and chemical processes

that cause degradation. Some of the most prominent techniques are listed below.

The specific workings and equations that these techniques utilise are not within the

scope of this research, and therefore will not be covered here.

• 1D+1D+1D multi-scale - This method utilises an electrochemical model that

combines different ageing mechanisms such as SEI formation, mechanical crack-

ing of the SEI layer and loss of active material. It uses time-upscaling to sim-
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ulate the required timeframes and the main variables that affect the outcome

of the calculation are temperature, cycle depth and average SOC. The results

in [134], which first presented this method, claim a high prediction accuracy,

but overall this approach would be far too complex for integration with the

work in this thesis.

• Psuedo-2D - This method, originally developed in [135], uses complex gov-

erning models to simulate lithium transport and diffusion. It has often been

stated in literature that this method is too complex for real-time applications

and hence it is not suitable for this thesis, despite some recent works attempt-

ing to simplify the model. An example of this is seen in [136] which concludes

that there are still many shortcomings to this approach for such applications.

• Single particle method - A simplification of the 1D model discussed above, this

method treats concentration gradients as a lumped solution resistance term

and accounts for the solid diffusion in electrode particles and intercalation

reaction kinetics [137]. Whilst simplified, this method is still computationally

intensive and requires a complex range of known characteristics of individual

cells, which does not align with the generic nature of the intended battery

model.

• Double exponential - This method represents the battery capacity fade in the

form of Equation 3.1 where Q is the capacity of the battery, k is the cycle

number, a and b are related to internal impedance and c and d refer to the

ageing rate. This is a commonly used approach where the objective is focused

purely on analysing the degradation rate of a given battery, but still requires

extensive parameterization and machine learning to be implemented, rendering

it too computationally intensive for this work [138].

Q = a. exp(b.k) + c. exp(d.k) (3.1)

The work in [139] gives an overview of the different mechanical-chemical degrada-

tion modelling approaches for lithium-ion batteries. It implements multiple different

physical degradation models under an overarching single-particle model framework.

The risks of combining different degradation models are highlighted, and significant

differences between models’ effectiveness are claimed. The importance of selecting

the correct model for a given cycle regime is also emphasised.

The double exponential is discussed in depth in [140] in which it is implemented

in tandem with an adaptive filter and genetic algorithm in an attempt to increase

the accuracy of the prediction. The authors present that the solution increases
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the prediction accuracy for remaining useful life, but this comes at the expense of

increased complexity of implementation.

The problem of introducing additional complexity for minor improvements in

results is seen again in [141] which proposes a single exponential model with an

integrated neural network as an improvement to the double exponential model.

The conclusion from reviewing these studies is that the additional requirements

for parameterization and computational impact far outweigh the benefits in the

context of this thesis. Whilst this approach may well provide a more accurate

method of estimating battery degradation, it does not provide a significant enough

advantage to warrant being utilised in these works. For the studies being conducted,

this approach would be significantly over the top, especially when the majority of

estimations of lifetime contained in this thesis could be conducted using simple

cycle life estimation. The inclusion of a degradation equation within the model in

this thesis is intended to be a comparison to cycle-based calculations and does not

therefore warrant the additional complexity.

3.4.2 Data Driven Methods

This thesis will implement a degradation model developed using data-driven meth-

ods due to ease of implementation within the Simulink model and faster computa-

tional speed. Additionally, this implementation is intended to be an estimate that

works in tandem with the cycle counting to give a useful approximation of battery

lifetime for use in economic calculations, rather than an exact detailed analysis.

An example of an empirically derived equation is seen in [142] which presents a

complex sequence of equations designed to model the mechanical degradation that a

Li-ion battery experiences according to cycling, an approach also seen within [143].

Modelling such as this provides a foundation for extracting key equations to be

utilised in more streamlined models but would be unsuitable for implementation

within larger system models due to the computational drain of the calculations re-

quired. An effective implementation of these equations without the computational

strain is shown to good effect within [144] which takes an equation developed em-

pirically within [56] and uses the outputs of an electrical system model to inform an

ongoing degradation co-efficient.

In [145] and [146] a derived equation from [147] is utilised to perform analysis

on the lifetime of batteries providing frequency services. This method of modelling

battery degradation can be effectively used within any model where metrics such

as instantaneous C-Rate, SOC, depth of discharge and energy throughput can be

monitored. There is a risk with utilising these models as the basis for further work

that the equations being referenced and utilised are not theoretically sound, and
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hence caution should be exercised when adapting them for alternative purposes. The

empirical derivation contained within [56] is a thorough and detailed exploration of

the subject matter. The testing performed is an extensive study across a range of

different temperature coefficients and depths of discharge which lend credibility to

the results produced.

[148] attempts to compare the double exponential model with a polynomial

model similar to that proposed in these studies. Whilst the article claims that the

double exponential model is more accurate, the results show a very minor difference

between the two approaches in terms of fitting the curve of battery degradation,

suggesting a minimal difference between the two. It subsequently attempts to meld

the two approaches together, but this produces limited improvements for significant

additional complexity.

This approach has been used as the basis for a significant number of further

studies across the subject area and whilst the chemistry does not align with that

installed at the Willenhall ESS, it presents a robust analytical derivation that can

be adapted to use as a benchmark in tandem with the cycle counting contained in

the model presented in this thesis. This element of the model is not intended to be

a definitive answer, but rather to work in tandem with cycle counting to provide

additional context to the calculations performed. These equations are discussed in

more detail later in this chapter.

3.4.3 Cycle Counting

As discussed previously and shown in Table 2.3, most Li-ion systems are specified

with a recommended maximum number of charge/discharge cycles in the region of

500-10,000 cycles before they reach the end of life. Cycle counting can therefore

provide a rudimentary method of estimating the working lifetime of a BESS, and

give a useful benchmark to compare with when generating rates of degradation from

empirical equations.

To understand the complexities of cycle counting within energy storage for elec-

trical power applications, it is important to be aware of the non-linear nature of

the SOC profile commonly found in ESSs participating in electrical systems. An

example of a ‘basic’ charge/discharge profile along with a typical profile showing

microcycling from an ESS providing a frequency response service is shown in Fig-

ure 3.5. Note the smaller charge/discharge events within the microcycle profile, as

opposed to the simple linear typical profile. Microcyles are defined as frequent and

rapid changes in the direction of charge, usually referring to durations of seconds

rather than minutes or hours [149].

Because of these microcyling events, and the effect that different levels of depth
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Figure 3.5: Example of different types of ESScycling

of discharge, SOC and C-Rate have on the lifetime of a battery, cycle counting is

not as simple as counting the occasions where the ESS moves to and from 0-100%

SOC. Instead, the individual peaks and troughs need to be extracted and summed

to create an equivalent cycle number.

One of the main methods for microcycle counting is known as the rainflow algo-

rithm, a method that has been most commonly used in the field of semiconductor

fatigue analysis [150] [151] and is now being used more extensively in battery cy-

cle life estimation [152] [153]. The basic principle of this method of cycle counting

is to identify extreme points within a varying load/SOC profile and convert these

into partial cycles through different levels of filtering to remove smaller microcycles,

followed by a process of assigning amplitude, mean and quantity of cycles between

different SOCs. An example of how this is conducted is shown in Figure 3.6 How-

ever, there are some key deficiencies present within the rainflow counting method

that render it unsuitable for use within this thesis.

Firstly, as discussed within [155], some microcycles will be removed as part of the

hysteresis filtering. When considering a system operating over multiple years this

can subsequently add up to significant degradation that is not considered via this

method. Additionally, the method only increments the cycles in steps of 0.5, losing a

degree of granularity in the data. As mentioned within [149] and [156], this method

is traditionally only viable as an offline tool once any simulations are completed, as it

58



3.4. DEGRADATION MODELS CHAPTER 3. MODELLING FRAMEWORK

Figure 3.6: Rainflow algorithm cycle counting [154]

relies on a complete data set to be conducted. In applications such as those discussed

in this thesis, both the degradation and cycle count must be monitored as the

simulation progresses hence rendering the rainflow method insufficient. Whilst [151]

presents a real-time implementation of the rainflow counting method, it still requires

complex implementation and does not completely solve the issue of memory space,

especially when considering long simulations. The other disadvantages of rainflow

counting also remain despite the real-time implementation.

Beyond rainflow counting, there have been multiple studies conducted on alter-

native methods for cycle counting for ESS applications. One such study is shown

in [99], which takes a similar approach to the rainflow counting algorithm with-

out the post-processing requirements or loss of resolution in the number of cycles.

The method presented is also tied intrinsically to a battery degradation model and

rather than necessarily counting the number of cycles experienced, it assigns degra-

dation values to the cycles and counts these instead. It is an efficient and accurate

form of degradation calculation and effects from SOC, depth of discharge and av-

erage C-Rate are all contained within the work presented in this thesis albeit with

alternatively derived equations.

In [149], the author implements a novel method of cycle counting whereby the

change in SOC over each time step of the simulation is recorded and assigned to

an ‘Up index’ and a ‘Down index’, counting the individual directions of travel for

each instantaneous SOC change. Once the up and down directions reach a count of

either 100% or -100% respectively they are recorded as a half cycle and the index

is reset. Figure 3.7 shows how this works in practice. This presents several benefits

over other cycle counting methods, such as the ability to count every variation in

SOC no matter how small. Additionally, it requires minimal computational power

and can be executed over the course of a continuous simulation. However, a slight
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Figure 3.7: Up-Down index cycle counting method [149]

drawback appears to be that splitting the charging and discharging events into sepa-

rate counters does not achieve any significant benefit whilst introducing unnecessary

complexity. Overall this method presents a foundation for development within this

thesis to further develop and refine the method.

3.4.4 Discussion

It is clear from the literature review conducted that there is a gap in the current

field of modelling of ESS systems for a framework that offers a rapid simulation of

new applications whilst retaining the complexities associated with more technical

models.

When choosing an approach to modelling the ESSs detailed in this thesis, it is

important to fully understand the aims and objectives of the projects being under-

taken. The general approach taken throughout the works presented here is that

the investigations are not looking into how the specific energy storage medium is
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operating, rather instead it is assumed that the ESS acts as intended and purely the

application is being assessed. For this reason, a physical representation of either a

FESS or BESS would provide no benefit to the studies being conducted.

Secondly, a large majority of the systems being investigated are being simulated

over significant periods of time, in the region of months and years. It is therefore

important that computational time is a significant consideration in the modelling

approach taken, which is most effectively provided by the Bucket model.

In terms of modelling the degradation of a BESS, it is clear from the literature

that there has been extensive work undertaken to define the degradation experienced

based upon key operational criteria. These equations can effectively be used to

include degradation elements that do not significantly increase computational time,

even in system-level simulations and more simplistic models. This approach of

introducing complexity into the more simplistic bucket model approach is one that

has been utilised throughout the modelling performed within this thesis.

3.5 Economic Analysis of Energy Storage Systems

Whenever an ESS is studied with regards to specific applications, an integral aspect

of any study is the consideration of both the technical performance and the eco-

nomic benefits (or negative impacts) that introducing an ESS can provide. Techno-

economic studies are prevalent throughout the literature, and this section will discuss

the relative merits of some of the key methods for economic analysis, focusing mainly

on net present value (NPV) and levelized cost of electricity.

3.5.1 Net Present Value

NPV is a metric that seeks to represent the value of an investment by comparing

the current value of cash inflow with the present value of cash outflow where a

positive NPV represents all costs being met with the required return on investment

provided [157]. NPV is calculated using a generic formula (Equation 3.2) where

Cinvestment is the initial investment in the system, Ccosts is the yearly operational

costs such as operation and maintenance, ancillaries and part replacement, Crevenue

is the yearly income (£), N is system lifetime in years and d is the discount rate.

Electricity cost is not included in this thesis as the impact from this when comparing

different ESSs would be minimal and would introduce unwarranted complexity to

the calculations.
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NPV =
N∑

n−1

Crevenue − Ccosts

(1 + d)n
− Cinvestment (3.2)

NPV offers an easily comparable value for how economically viable an installation

will be under set conditions [158] [159] [160]. One of the main advantages of using

NPV is that it can be applied across any application where there are associated

costs and income, whether that be generation sites where revenue is generated from

exported energy or applications where revenue is generated from providing a given

service such as DFR.

In this thesis, where BESS replacement costs are present, they are set as 75% of

the original Total Capital Cost and included within the Ccosts calculation.

[157] explores the potential for residential investment in photovoltaics and bat-

teries, with NPV being the main metric utilised for the analysis. Interestingly, it

compares the baseline NPV of no investment with the predicted change to NPV

provided by different levels of investment. This is a very useful tool especially when

considering the introduction of energy storage into existing systems, with the con-

clusion of the study showing that for several scenarios there is actually a negative

impact on the NPV of the system, showing how important such studies can be to

prevent incorrect utilisation of ESSs. This potential negative is also shown in [161]

where introducing an ESS to a DC rail system produces a negative NPV under cer-

tain conditions as well as in [162] which claims a negative NPV for supercapacitors

used in tandem with solar road lighting systems.

A key aspect of the NPV equations is the discount rate d. The discount rate

accounts for the fact that due to a myriad of factors, discussed below, the value of

money in the present day is worth more than its future value. Using a given discount

rate, if the resulting NPV is positive it means that the projected earnings for the

project will exceed the costs, whilst a negative NPV means that the reverse is true.

The discount rate chosen for a given study is impacted by many factors, with the

primary influences being as follows [163];

• Inflation - The rate at which goods and services increase in price from year

to year. In the UK, during the period 2000-2021, the rate of inflation peaked

at 3.86%, with the average inflation in this time being 1.98% [164]. In the

final year of this thesis after the completion of the studies included in this

work, inflation in the UK increased rapidly, with the value for 2022 standing

at 7.92%, the highest level for 32 years. The Bank of England’s target for

inflation is 2%, so this value is considered an outlier due to temporary market

conditions. However, it should be noted that if inflation continues to stay high

then the discount rates used throughout this thesis would need to be raised in

order to reflect current trends.
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• Cost of Energy - Whilst this variable will partially impact the value of inflation,

it will have its own specific impact on the calculations involving the storage of

energy. In the UK, the cost of electricity varied in the range of £24.13/MWh

to £67.69/MWh between 2013-2021. However, in 2020 the market experienced

considerable variability, peaking at £576.67/MWh in September 2022. After

starting 2023 at a price of £201.89/MWh, the average up to and including

September 2023 has fallen to £91.86/MWh, more in line with historical prices

[165].

• Cost of Debt - This is generally taken as the interest rate applied to any loan

required to finance the construction of a project. In the UK, during the period

of 2009-2021, historically low interest rates were applied by the Bank of Eng-

land, with the value not rising above 1.5% during this time. As with the rate

of inflation, interest rates are continuing to rise and in August 2023 reached

their latest peak of 5.25%. The studies conducted in this thesis were com-

pleted before these increases were implemented, but it is worth noting again

that continued higher levels of interest rates would require larger discount

rates in order to accurately reflect the value of the time in which the project

is implemented [166].

With these variables in mind, selecting a discount rate presents many challenges.

It is therefore important to consider the literature from a range of time prior to

the studies conducted in this thesis. An overview of different discount rates used

throughout the literature and the applications they are used to assess is shown in

Table 3.2. It is immediately apparent that there is significant variation from study

to study and that NPV is utilised as a reliable metric across a wide range of different

applications. The average discount rate from Table 3.2 is 5.3%, providing a good

indication of a common starting point for discount rates in energy storage-related

studies. This is also shown in Figure 3.8, where it can be seen that the majority

of discount rates used in this time period are in the range of 2-5%, whilst there are

some studies that consider discount rates as high as 13%.

Not included within the table is [185] which performs a sensitivity analysis vary-

ing the required discount rate between 0-12%. This produces interesting results as

it claims the threshold at which the installation can provide positive NPV under

different scenarios of operation, as well as once again highlighting the risk of reduc-

ing the value of a site by introducing incorrectly specified ESS technology. Both of

these aspects will be utilised at various points throughout this thesis.

63



3.5. ECONOMIC ANALYSIS CHAPTER 3. MODELLING FRAMEWORK

Figure 3.8: Discount rates in literature from 2011-2021

3.5.2 Levelized Cost of Electricity

Levelized Cost of Electricity is a similar metric to NPV that is primarily related to

electricity generation, broadly defined as the total capital cost per unit of electricity

generated for a given installation. It is intrinsically linked to the NPV calculation,

but now with a focus on energy generation and income. It is represented by Equation

3.3 where it is shown as the NPV of the total lifetime costs over the NPV of the

total lifetime income from energy production.

LCOE =
NPVExpenditure

NPVIncome

(3.3)

Generally, this metric is utilised when considering the economic implications of

generation installations such as new wind farms or solar generation sites [186]. In

[187], which discusses the relative Levelized Cost of Electricity for various generation

types in China under different subsidy approaches, it is shown to be a powerful tool

for analysing the effectiveness of different types of generation. This method is most

commonly utilised for generation sites, and therefore in order to keep consistency

throughout the thesis, it is considered that this metric would not be as suitable for

the work in this thesis as NPV, which will provide a more consistent account to use

the same metric for all applications assessed.

Levelised Cost of Storage is an alternative to Levelized Cost of Electricity, which

64



3.5. ECONOMIC ANALYSIS CHAPTER 3. MODELLING FRAMEWORK

Table 3.2: Discount Rates used within previous NPV studies

Description Discount
Rate

Year Ref

Different implementations of ESS on a grid-scale 7,10,13 2011 [167]
Optimising the operation of an ESS within a wind
curtailment scheme

3.5,10 2012 [168]

Study into the optimal approach for integrating dis-
tributed ESSs in energy grids

5 2013 [169]

Different scenarios for Hydrogen storage at a wind
farm

4 2014 [170]

Introduces a novel method for economic studies of
ESSs in energy and ancillary markets

2 2015 [171]

Energy arbitrage applications for Battery ESSs 6 2016 [172]
Comparing network improvements and electrolysis
investment as options to reduce wind curtailment

2.5 2017 [173]

Wayside energy storage for a DC rail system 5 2017 [161]
Analysing the effectiveness of combining wind genera-
tion with compressed air energy storage and Biomass
Gasification Energy Storage

10 2018 [174]

Residential investment in solar panels and BESSs 4 2018 [157]
BESS viability for frequency regulation in European
markets

3 2018 [175]

Solar energy integration within a microbrewery 3 2019 [176]
Study into supercapacitors and batteries for integra-
tion with solar road lighting systems

2 2019 [162]

Evaluating PV and ESSs for domestic energy systems
in the UK

2 2020 [177]

Strategies for combining wind farm and BESS 8 2021 [178]
Financial analysis of a hybrid battery, wind and solar
renewable system

3.5 2021 [179]

Grid-connected BESS providing frequency regulation
in different markets

2.5 2021 [180]

Combining a thermal power plant with liquid air en-
ergy storage

4 2022 [181]

Analysing the payback time for deploying used elec-
tric vehicle batteries for residential energy storage

3.5 2022 [182]

Integration of compressed air energy storage with an
industrial plant

9 2023 [183]

Optimising the size of a hybrid hydrogen and battery
system for seasonal storage

5 2023 [184]

discounts the electricity cost of charging the asset within NPV Expenditure in Equation

3.3 [188]. This metric was considered for use in this thesis, but the more easily

comparable nature of NPV when considering different applications was chosen as a

greater benefit.
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3.5.3 Conclusions

The techno-economic analysis will be a key part of the work presented in this thesis,

and it is, therefore, important to understand the correct use of different tools for

determining the positive or negative economic impact that introducing ESSs can

have. The key metric that has been discussed is NPV which represents a reliable

and widely used method of determining the economic impact that can be used

consistently across all of the studies presented in this body of work. Levelized Cost

of Electricity has also been discussed, and whilst it provides a solid and also widely

used metric, it is deemed to be less applicable to this body of work as a whole and

hence has been discounted. Discount rates utilised across a range of studies have

also been introduced, giving context for the decisions that will be made throughout

the following chapters.

3.6 Genetic Algorithms in Energy Storage Re-

search

An important tool for the research and design of energy storage systems, especially

HESSs, is the Genetic Algorithm (GA). A GA is a process commonly used for the

optimisation of a set of variables when given a specific criterion to minimise. An ini-

tial population of variables is randomly created within a set of bounds (Generation

1), with each set of variables tested to produce a specific reward value. The GA then

creates a second generation by taking the best-performing individuals from genera-

tion 1 and creating a new set of individuals through a range of different methods.

An overview of how a GA operates within the MATLAB/Simulink environment is

shown in Figure 3.9.

The key variables when implementing a GA consist of the following;

• Population Size (NP) - The number of individuals within each iteration of the

algorithm. For instance, for a population size of 20, the simulation will be

conducted for 20 different sets of variables at each iteration.

• Number of Generations (NG) - The total maximum number of iterations that

the algorithm loops through before reaching its conclusion. This, combined

with the population size, determines the total number of individuals that are

assessed as part of the algorithm.

• Crossover Rate (XR) - This is the probability that any two individuals will

swap their characteristics to create a new individual at the end of each gener-

ation
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Figure 3.9: Operation of a genetic algorithm
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• Mutation Rate (MR) - This is the probability that an individual will have a

characteristic randomly altered at the end of each generation

An overview of selected literature where GAs have been utilised for energy stor-

age research is shown in Table 3.3 along with the variable settings for each study.

Where a cell is left blank this indicates that the information was not made available

in the published study. The key aspect to highlight from this is that the crossover

rate is generally several orders of magnitude higher than the mutation rate. The

mutation rate is commonly set at 0.05, which is the default setting in the MAT-

LAB/Simulink Genetic Algorithm toolbox. Population and Generation sizes are

highly variable, which is to be expected as they will need to be tailored specifically

to the range of values to be tested for each specific application.

In [189], a genetic algorithm is utilised to reduce the unit cost of electricity by

optimising the parameters of the site. This study highlights a commonly found

effect when using GAs, whereby the algorithm very quickly reaches a ‘good’ solu-

tion, and plateaus early as minimal improvements are made into late generations.

Of a 100-generation algorithm, both examples presented experienced little further

improvement after the 20th generation.

Another relevant piece of work is contained in [190] where the study consists

of optimal sizing and siting of a BESS to reduce the effect of renewable energy

generation on distribution networks. The GA reaches a plateau quite early on in

the process, this time at around the 300th generation of a 1000 generation set up.

This is the result that is sought after when running genetic algorithms, as it gives a

degree of certainty that the algorithm has found the optimal solution.

The works in [191], [192] and [193] all discuss different implementations of the

genetic algorithm toolbox within MATLAB/Simulink. This offers a user-friendly

and reliable method for implementing a GA and is widely used throughout the

literature. All 3 studies claim to show strong results from using this method, and it

allows any associated Simulink model to be integrated directly into the GA process.

This is the method for implementing a GA used within this thesis, with the results

of this exercise discussed in more detail in Chapter 5.
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3.7 Overview of ESS Model

In this section, a detailed overview of the MATLAB/Simulink model that has been

developed is presented. The most important element of the model and one of its key

advantages is the modular subsystems with which it can be built. This enables it to

be easily switched from one scenario to another with minimal overall adjustments,

thus representing a significantly improved timescale from the conceptualisation of

a scenario to producing accurate results. Whilst the core components of the model

are built from simple blocks from the main Simulink library, they have been brought

together in a way that adds further complexity without sacrificing computational

speed.

A high-level overview of the model is shown in Figure 3.10 whilst the model set

up with both the FESS and BESS active in a hybrid scenario is shown in Figure

3.11. This is a simplified diagram illustrating the variables required for each block,

with the Simulink extracts for each block detailed in the following sections.

As it is the focus of the majority of the work contained in this thesis, the model

presented in this section is set up to perform analysis on a DFR service. The main

modular components are detailed below;

Application Block

This block is modified according to what application is to be simulated. It will

consist of whatever components are necessary to generate a power-request signal to

the ESS. For delivery of DFR for example, this would consist of input of second-

by-second frequency data that can then be converted into a power request using a

lookup table populated to provide the required response envelope. This response

envelope is set in terms of the proportional power requested and therefore needs to

be multiplied by the service block to provide the required output power in kW. Grid

services are typically contracted for a given power rating. For example, if the service

being provided was 1MW, the value of service would be set to 1000 (to represent

1000kW). The output of this block is the requested power in kW which is the input

to the inverter block. The application block as used in a DFR simulation is shown

in Figure 3.12.
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Figure 3.12: Application block from Simulink model

Figure 3.13: Inverter block from Simulink model

Inverter Block

This block represents the inverter, calculating the losses experienced by the power

electronics present in the system, accounting for these losses by either increasing the

request in a discharging scenario or decreasing the request in a charging scenario so

that the input/output that the ESS sees is accurate. The output of this block is the

requested power in kW, adjusted to represent losses in the power electronics. The

model performs this adjustment at this stage to ensure that the ESS experiences

the correct change in SOC accounting for the losses. Figure 3.13 shows this block.

Control Block

This block consists of a MATLAB function block that controls how and when the

ESS charges or discharges. The inputs are power request, current SOC and any

required ESS specifications such as capacity, C-Rate and SOC limits which can

either be specified as inputs taken from the rest of the model, or within the MATLAB
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Figure 3.14: Control block from Simulink model

function. The outputs will be charging power and discharging power in kW. Figure

A1 within the Appendix shows the control function code for a DFR service, with

the Simulink extract shown in Figure 3.14. In a hybrid scenario, the control block

will have information from both ESS blocks and make decisions on which to request

power from based on control strategy.

FESS Block

The block representing the FESS forms a closed loop with the control block, receiving

its input from the control block before feeding its output back to it for the next

second of simulation. It mainly consists of an integrator block representing the

SOC of the flywheel, along with several other sub-systems representing efficiencies,

spinning losses and cycle counting. An overview of this block is shown in Figure

3.15. Spinning losses are calculated as a percentage of SOC lost per second. The

main parameters of the model have been taken from the manufacturer data sheet

provided by OXTO Ltd with parameters such as capacity, C-Rate, and initial SOC

able to be specified depending on the system being modelled.

Cycle Counting Block

The details cycle counting block seen in Figure 3.15 are shown in Figure 3.16. This

block compares the current SOC with that of the previous simulation step and

converts the difference in SOC into an equivalent cycle as a proportion of the FESS

energy capacity based upon Equation 3.7. This block is identical for both the FESS

and BESS models.
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Figure 3.19: Self-discharge block from Simulink model

Spinning Loss Block

The spinning loss block specific for the FESS model is shown in Figure 3.17. This

block subtracts the spinning loss as a % per second loss for every second that the

flywheel is idle. Spinning losses are not applied when the flywheel is charging or

discharging.

BESS Block

The block representing the BESS contains the same basic structure as the FESS

block. The key feature is once again an integrator block representing the SOC of the

battery, along with several other sub-systems representing efficiencies, degradation,

self-discharge, and cycle counting. The cycle counting block is the same as that

discussed for the FESS model. An overview of this block is shown in Figure 3.18.

Self Discharge Block

The self-discharge block in Figure 3.19 operates in a similar way to the previously

discussed spinning losses block. It applies a reduction in the SOC of the battery at

any time step where the BESS is neither charging nor discharging.

Degradation Block

In terms of degradation, The equation presented in [56] is used to calculate the in-

cremental degradation for a period ∆t as shown in Equations 3.4, 3.5 and 3.6. This

is represented in Simulink as shown in Figure 3.20. It is primarily based on instanta-

neous C-Rate and energy throughput, with temperature treated as a constant. This

decision has been made in the knowledge that any of the systems proposed within

this thesis would be deployed within temperature-controlled units. The general tem-

perature range experienced by the cells at the Willenhall ESS installation is 18-30°C
and experiences the largest temperature during constant high C-Rate charging and

discharging events. Considering the applications this work is being applied to, these
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Table 3.4: BESS degradation equation coefficient values [56]

Coefficient values and units

a 8.61E-6
b -5.13E-3
c 7.63E-1
d -6.7E-3
e 2.35

events are rare and hence it is a fair assumption to keep the temperature constant.

The main parameters of the model have been taken from the manufacturer data

sheet for the Willenhall installation with parameters such as capacity, C-Rate, and

initial SOC able to be specified depending on the system being modelled.

The chemistry utilised to derive the equations in [56] is Lithium Nickel Man-

ganese Cobalt, and as part of works contained in this thesis the modelling im-

plementation has been verified against a different chemistry, the Willenhall ESS

(Lithium Titanate) which was discussed in Section 2.3. This gives confidence that

the formula is appropriate to be utilised as representative of BESS degradation for

a generic model such as that presented here. Whilst it is acknowledged that dif-

ferent chemistries will have different degradation rates, for the models contained in

this thesis, which are intended to be generic fast operating models, it is considered

that this approach will provide robust results that are backed up by cycle counting

estimation.

∆Qcycleloss(t) = B1.e
B2.Irate .Ah∆t (3.4)

B1 = a.T 2 + b.T + c (3.5)

B2 = d.T + e (3.6)
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Table 3.5: Simulation time in minutes for different models and applications for one
year of simulation PC specifications - Intel Core i7-6700k CPU @ 4GHz

Application BESS Model FESS Model HESS Model

Frequency response 4.2 2.5 4.9
Wind generation support 7.6 5.8 -
Solar generation support 4.9 3.4 4.5
Electric vehicle charging 3.2 2.8 -

Where ∆Qcycleloss(t) is the % degradation experienced over a given time period

t due to cycling, the values of a, b, c, d, and e are constants as given in Table 3.4,

Irate is the C-Rate for that period, Ah is the energy throughput over that period and

T is the temperature. For the purposes of this thesis, it has been assumed that the

energy storage is kept in a temperature-controlled housing unit maintaining 20°C
(293K). In this model, all instances of ∆t are 1 second, with the C-Rate calculated

as the rate at which the BESS is asked to charge/discharge over that 1 second and

the energy throughput calculated over the same period.

Figure 3.21 shows an example simulation in operation, with degradation increas-

ing incrementally with each partial cycle. Higher C-Rates and energy throughput

cause greater incremental increases in the overall degradation total. This approach

has been used previously across the literature [147] [201].

Metric Block

This block takes inputs from the other blocks and converts them into metrics for

export and assessment. Base functions that this block will always carry out include

the total number of cycles, analysis of average C-rates and power discharged. For

different applications, additional subsystems can be included such as calculating

payment transactions or system availability. In other applications more complex

metrics are available that can define the SOC and C-Rate ranges that the ESS

operates over, something that is explored further in Section 3.9.

3.7.1 Simulation Times

To illustrate how effective the newly developed models are at simulating different

applications for significant periods of time, the total simulation time was recorded

for a range of different applications over the course of a year for the FESS, BESS

and HESS models, with the results shown in Table 3.5

Of all the combinations shown in Table 3.5, none exceed 10 minutes to simulate

an entire year. The FESS model is generally faster, which is the result of the BESS

model being slightly more complex due to the real-time degradation simulation.
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Figure 3.21: Example simulation output showing BESS degradation

Figure 3.22: Metric block from Simulink model
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The fact that 20 years of operation can be simulated in the worst case in under 3.5

hours is significant, as it means complex techno-economic analyses can be conducted

quickly for multiple applications, offering an important tool in feasibility studies.

3.8 Verification of BESS Model

Using the data available from Willenhall ESS, a verification exercise was undertaken

to validate the developed BESS model against a real-world system. To verify that

the model is operating correctly, two validation exercises were performed. For the

purposes of this verification exercise, two SOC readings utilized by Willenhall were

used to validate the model. The first is termed ‘BMS’ and represents the in-built

battery management system reading provided by Toshiba. The second is derived

from a dual sigma point kalman filter implementation, termed ‘DSPKF’, and is taken

from work previously conducted to produce a more reliable and accurate reading of

large-scale battery systems SOC [202].

Firstly, 6 power profiles representing periods of time where the Willenhall ESS

provides different levels of constant outputs were extracted from the monitoring

system. These power profiles were then used as the input to the model, with the

SOC of the model and the two Willenhall SOC readings then compared to determine

the root mean square error (RMSE) of each verification exercise. These are referred

to in this chapter as ‘step-change profiles’.

Following that, the SOC data for 6 different 30-minute periods of the Willenhall

installation providing DFR were extracted, with the matching frequency profile for

these periods used as the input to the DFR battery model discussed previously in

Section 3.7. RMSE values were then derived for each of the 6 DFR verification

exercises between both the BMS and DSPKF measurements for SOC. These are

referred to in this chapter as ‘Frequency response profiles’.

The time periods used in this assessment were chosen based on an initial ex-

ploration of appropriate operational characteristics. The step-change profiles were

chosen to represent different levels of power and changes of charge/discharge. The

frequency profiles were chosen based on periods of time that the Willenhall ESS was

operating with the correct level of service provision and providing the correct DFR

service.

RMSE is a method that can be used to measure modelling errors and has been

used extensively across a variety of different applications. For battery modelling, it

is commonly used to compare battery metrics such as SOC as presented in various

studies [203] [204] [205]. The available literature suggests that an RMSE in the

region between 0.50% to 2.00% is considered to be an accurate approximation of the

SOC that is being compared.
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Figure 3.23: SOC profiles for Verification 3 as the variables are modified per ‘sets’
in Table 3.6 – a) Set 1 b) Set 3 c) Set 7 d) Set 10

In [204] a li-ion BESS connected to the grid is discussed, with RMSE used to

verify the accuracy of the model in regards to capacity fade whilst [202] assesses

the accuracy of a state of charge estimation system by using RMSE as a basis of

accuracy. In [206], RMSE is used to assess uncertainty in forecasting wind speeds

compared to subsequent power curves from wind turbines, with the RMSE broken

down into ‘bias’ and ‘variance of the error’ to show the impact of different component

factors on the RMSE.

3.8.1 Initial Model Refinement

As the Willenhall ESS site has been operational for several years now, it is unlikely

that the efficiencies and discharge rates initially quoted are still valid today. There-

fore, a degree of refinement was necessary to manually tune certain variables within

the model with a view to decreasing the RMSE across the range of verification exer-

cises. The variables that were varied to decrease the overall RMSE were the charging

efficiency, discharging efficiency, and the self-discharge rate of the Willenhall ESS.
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An example of how this process was conducted is shown in Table 3.6 and the

accompanying Figure 3.23. This preliminary exercise aimed to derive the settings

that best represented the current reality of the physical system. The refinement

exercise was conducted across the entire range of verification sets, Verification 3

is used as an example illustrating how this process was conducted. In Table 3.6,

the ‘sets’ referred to are the sets of values used for that particular instance of the

refinement process.

3.8.2 Step Change Verification

To validate the model’s response to power profiles that are simple step-change events,

a set of 6 varying profiles as seen in Figure 3.24 were simulated with the resulting

SOC curves compared with each Willenhall ESS SOC monitoring system.

Each individual comparison of SOC profiles for the step change verification is

contained within the appendix (Figure A2 to Figure A13) showing the curves from

which the RMSE values were derived. In Table 3.7, the RMSE for each set of

verification data is shown. The top row shows the RMSE between the two systems

already in operation at Willenhall (an average RMSE between the two systems of

1.41%), the closest correlation being Verification 1 with 0.78% and the furthest

apart being Verification 5 with 1.72%. This shows that there is still variance even

between the two systems in operation at Willenhall, although generally, they are

well-matched.

Of the two SOC system measurements, the model matches most closely with the

DSPKF algorithm with an average RMSE of 0.94% across the 6 verification exercises.

However, the RMSE when compared to the BMS algorithm is only slightly larger

at 0.96%. Under the BMS comparison, the lowest RMSE is 0.27% in Verification

1, whilst the highest is 1.62% under Verification 6. Under the DSPKF comparison,

the lowest RMSE is 0.25% in Verification 5 compared to its highest at 1.74% in

Verification 4. These results suggest that the model is performing accurately when

asked to operate according to step change load profiles.
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Table 3.7: RMSE values when comparing the SOC at each point between Willenhall
BMS, Willenhall DSPKF and the MATLAB/Simulink model for the Step-Change
power profiles

Comparison V1 V2 V3 V4 V5 V6 Average

BMS/DSPKF 0.78% 1.53% 1.66% 1.29% 1.72% 1.50% 1.41%
BMS/Model 0.27% 1.06% 1.00% 1.53% 0.28% 1.62% 0.96%
DSPKF/Model 0.72% 0.81% 0.42% 1.74% 0.25% 1.71% 0.94%

3.8.3 Frequency Response Verification

To validate the model’s ability to interpret frequency signals and convert this into

an accurate service and resulting SOC profile, a set of 6 varying profiles as seen

in Figure 3.25 were simulated with the resulting SOC curves compared with each

Willenhall ESS SOC monitoring system.

Once again each individual comparison of SOC profiles for the frequency response

verification is contained within the appendix (Figure A14 to Figure A25) showing

the data from which the RMSE values were derived.

The RMSE values for each verification exercise when performing frequency re-

sponse load profiles are shown in Table 3.8. The first row shows the RMSE values

when comparing the two SOC monitoring systems at Willenhall with each other,

where they achieve an RMSE of 1.26% on average across the 6 frequency response

load profile verification sets. They match most closely with each other under Veri-

fication 12 and differ the most under Verification 10.

For this set of verifications, the model again most closely matches the DSPKF

algorithm with an average RMSE of 1.16% compared to the average RMSE of 1.61%

when compared to the BMS. Compared with the DSPKF algorithm the most ac-

curate verification set is Verification 7 and the least accurate verification set is

Verification 8. Compared with the BMS the most accurate verification set is Ver-

ification 7 whilst the least accurate is Verification 11. The results again suggest

that the model is performing accurately when compared to the real-life installation

performing the same DFR service. The RMSE is slightly higher for the frequency

verification when compared to the step-change profiles, which is likely due to the

more complex response expected from the model although it still maintains a low

overall RMSE.

3.8.4 Discussion

The SOC calculation section of the developed BESS model has been verified against

the Willenhall ESS installation resulting in ranges of 0.27%-2.20% RMSE when

performing Step-Change load profiles and ranges of 0.25%-2.78% when performing
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Table 3.8: RMSE values when comparing the SOC at each point between Willen-
hall BMS, Willenhall DSPKF and the MATLAB/Simulink model for the frequency
response profiles

Comparison V7 V8 V9 V10 V11 V12 Average

BMS/DSPKF 1.20% 1.39% 1.09% 1.99% 1.08% 0.79% 1.26%
BMS/Model 0.56% 2.78% 1.85% 1.24% 1.97% 1.28% 1.61%
DSPKF/Model 0.25% 1.91% 1.81% 0.71% 1.54% 0.74% 1.16%

frequency response services. The average RMSE across all 12 verification exercises

was 1.29% when compared to Willenhall BMS and 1.05% when compared to the

Willenhall DSPKF algorithm. The levels of RMSE determined by this analysis

suggest that the model is performing accurately when compared to the real-life

installation. The model matches most closely with the DSPKF algorithm which has

been shown previously to be the more accurate measurement of the Willenhall ESS

SOC [202].

3.9 Analytical Framework Overview

In this section, a detailed overview of the different analytical options available within

the modelling framework that has been developed is provided, with commentary on

how this can be used to inform ESS design and operation. In the literature review

presented earlier in this chapter, existing methods for cycle counting were discussed,

and within this section, the novel cycle counting method is utilised and the effect

this has on the model’s ability to provide detailed operational characteristics is

presented.

Within this section, the example of a HESS consisting of a 500kWh/1C BESS

and a 50kWh/5C FESS providing a DFR service of 500kW is utilised. Further

analysis of the effect that changing control systems has on the way that the BESS

and FESS operate is contained within Chapter 5. The information contained in this

chapter concentrates purely on the mechanics of how the model works, and what

options for data processing are available as a result of the implementation of the

cycle counting method.

The method presented has been developed to provide greater granularity for the

number of cycles experienced during operation to enable a wider range of analysis

on how metrics such as C-Rate and SOC affect the degradation of a BESS. Where

previously in [149] the cycle counting was conducted so that the cycle number in-

cremented in steps of 0.5 according to a charging and discharging accumulator, this

method concentrates solely on total energy throughput for a given second and con-

verts this into an equivalent partial cycle occurring over a 1s period as shown in
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Figure 3.26: Cycle counting algorithm output example

Equation 3.7, where the change in SOC is determined over each 1 second period as

a proportion of 100% SOC.

EPC =
dSOC
dt

100
(3.7)

Cycles =

∫ t

0

EPC (3.8)

The output of this, an equivalent cycle for any given second of operation, can

then be either continuously integrated to give cycles over the length of the simulation

as in Equation 3.8, or used on a second-by-second basis for further analysis. This

ability to extract cycles on such a granular level represents a complex and effective
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Figure 3.27: Flow diagram showing the filtered analysis approach for 5 equal bins
of SOC and C-Rate

tool with which to analyse how the ESS operates for a given application. An ex-

ample of how this cycle counting happens within the simulation is shown in Figure

3.26 demonstrating the operation of the hybrid FESS/BESS system providing DFR.

The total cycles shown represent the cumulative equivalent partial cycle across the

simulation duration. It can be seen that with the algorithm in operation for just

over one day using frequency data from January 2019, the cycles are counting up-

ward for every individual charge/discharge event that each ESS experiences. From

this example, the BESS is shown to only experience 0.6 equivalent cycles whilst the

FESS experiences 19.1 equivalent cycles.

The flow diagram in Figure 3.27 illustrates how the output of this equation can

then be filtered further to provide a more detailed overview of the operation of the

ESS. The example shown uses dividers shown in Table 3.9 but this can be set with

higher or lower levels of granularity as required. Note that in Table 3.9 the columns

are separate from each other and there is no link between values on the same row.

The equivalent partial cycles are assigned and summed for each individual range

(also referred to as a ‘bin’) providing a view of how frequently the ESS is operating

within the specified ranges. These bin sizes can be modified to provide more or less

granularity depending on the level of assessment required. Each equivalent cycle

can be determined to have occurred at a given SOC and a given C-Rate. In this

context, this is the instantaneous C-Rate as represented in Equation 3.9 where P t

is the power output by the ESS at time t and EESS is the rated energy capacity of
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Table 3.9: Dividers used in ESS operation analysis example

FESS C-Rate BESS C-Rate FESS SOC BESS SOC

0-1 0-0.2 0-20% 0-20%
1-2 0.2-0.4 20-40% 20-40%
2-3 0.4-0.6 40-60% 40-60%
3-4 0.6-0.8 60-80% 60-80%
4-5 0.8-1 80-100% 80-100%

Figure 3.28: Separately filtered number of cycles at varying SOC and C-Rate ranges
for a FESS and BESS

the ESS. This illustrates that whilst a system will be rated at a given C-Rate, it can

provide power at any C-Rate up to and including this value, i.e. a 1C BESS may

provide power in the region of 0-1C.

Cinst =
Pt

EESS

(3.9)

The outputs shown in Figure 3.28 and Figure 3.29 illustrate the type of op-
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Figure 3.29: Combination filtered number of cycles at varying SOC and C-Rate
ranges for a FESS

erational visualisations that are available when utilising this model. Figure 3.28

illustrates the basic level of filtering, where each microcycle is allocated separately

to an SOC range and a C-Rate range. This provides a good overview of how an ESS

is operating based purely upon one metric at a time. However, Figure 3.29 shows a

much more detailed representation of ESS operation, where the SOC and C-Rate for

each microcycle are allocated to a combined matrix, giving a two-variable represen-

tation of the ESS operation. Many large scale BESSs come with specific warranties

that specify operational restrictions to avoid certain regions of C-Rate and SOC, and

this analytical framework can be easily used to determine whether these operational

restrictions are feasible for a given application and keep the operation of the ESS

within warranty requirements.

Additionally, it is commonly found in the literature that higher C-Rates result

in faster degradation, and this method of visualisation can be used to determine the

C-Rate that an ESS is most commonly operating at and with this information de-

velop control mechanisms or size hybrid equipment in order to control the operation

of the ESS in desired ranges. This novel modelling and visualisation framework pro-

vides a foundation for tailoring control schemes and configurations to keep the ESS

operating in certain regions of SOC or C-Rate, something that is discussed further

within Chapter 5 where these visualisations are used to inform the development of

novel HESS control schemes.
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Table 3.10: Scenarios used for cycling degradation experiment

Settings

CS-1 BESS only
CS-2 FESS acting as a filter for response requests before BESS operates
CS-3 FESS operating when frequency is outside of the 49.9-50.1Hz range,

BESS inside range
CS-5 50:50 split of any given request between BESS and FESS
CS-6 30-second average power provided by FESS, BESS provides the

difference between average and instantaneous
CS-7 30-second average power provided by BESS, FESS provides the

difference between average and instantaneous

3.9.1 Degradation Modelling Verification

This section details the verification undertaken to demonstrate that the degradation

mechanism used within the MATLAB/Simulink model presented in this chapter is

a good approximation of real-world degradation rates. This experiment is currently

ongoing, and the intermediate results are presented in this section. Currently, the

cells have simulated 189 days of frequency response service provision.

For this analysis, multiple different control strategies were utilised to produce

load profiles that have then been applied to individual DMEGC (Model:INR18650-

29E) lithium-ion cells. The scenarios studied are detailed in Table 3.10, all using a

0.5MW 1C BESS with a 0.5MW 8C FESS delivering a 0.5MW DFR service. The

control strategies are explained in depth within Chapter 6. This section does not

seek to provide commentary on the effects of changing control strategies and instead

uses these different strategies to expose the cells to different levels of degradation.

Table 3.11 shows the equivalent number of cycles experienced under each control

strategy at each iteration number of the experiment. The cycles contained in the

table are the cumulative sum of the equivalent partial cycles from Equation 3.7.

Shown in Figure 3.30a are the results of the cycling experiment as of the com-

pletion of the 9th iteration of the test profile. A capacity check was performed at

the end of each iteration. When these results are compared to those contained in

Figure 3.30b it is apparent that the degradation is following a similar trajectory to

that predicted by the model.

In the experimental results, there is a degree of uncertainty over the first 4

iterations due to the cell being exposed to cycling for the first time and beginning to

normalise, whereas in the simulated results this is not accounted for and hence stays

along a more linear path. It should also be noted that these test profiles represent

the same load profile being repeatedly cycled, hence the result in general will be

more linear than what could be expected from a real-world response service profile.
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Table 3.12: Predicted Cycles for Simulated Degradation to reach 80%

Control Iteration at 80% Cycles Per Iteration Total Cycles

CS-1 41 105.5 4325
CS-2 47 79 3713
CS-3 70 30.4 2128
CS-5 65 37.1 2411
CS-6 44 89.1 3920
CS-7 47 76.4 3590

Table 3.13 shows the results as of the 9th iteration for each control strategy

tested, along with the simulated results and the difference between the two methods.

In terms of the final degradation value after 9 iterations, the largest deviation is

found in CS-2 which finishes at a degradation level 0.66% lower than the simulated

result. However, to assess the accuracy across all iterations, an RMSE analysis was

carried out comparing each individual simulated iteration degradation level with the

corresponding experimental level. The result of this is also shown in Table 3.13.

Another exercise was conducted to extrapolate the results of the simulated ex-

ercise to determine how many cycles each control strategy would complete before

reaching 80% capacity, which is shown in Table 3.12. These results illustrate how

the differences between the control strategies can allow the cells to operate for a

longer duration of time before reaching end of life, with the maximum number of

iterations achieved as 70 for CS-3. The manufacturer data sheet does not provide

information on cycles to reach 80% of the original capacity, however it does show

that after 1500 cycles the cells will have reached 87% of their original capacity [207].

This falls in line with the predicted values in Table 3.12.

From the results so far, an overall average RMSE of 0.43% has been produced,

suggesting a strong correlation between the degradation being simulated by the

model and that being experienced when real-world cells are subjected to the same

cycling patterns. When looking at individual values of RMSE for each control

strategy utilised, the least accurate is CS-6 which has an RMSE of 0.60%, showing

that even at the lowest achieved correlation between simulated and experimental

results there is still a high degree of accuracy achieved.

Conclusions

Intermediate results have been presented to illustrate the process being undertaken

to verify the degradation modelling detailed in this thesis. These results suggest

that the model is accurately representing the degradation rate of Li-ion BESSs and

gives more certainty to the reliability of the results obtained. Throughout the work

presented here, both the calculated degradation rate and the total number of cycles
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Table 3.13: Overall results from intermediate degradation verification

Experimental
Result

Simulation
Result

Difference after
9 iterations

Overall RMSE

CS-1 4.47% 4.72% -0.25% 0.43%
CS-2 3.86% 4.52% -0.66% 0.41%
CS-3 2.60% 2.62% -0.02% 0.20%
CS-5 2.81% 2.70% 0.11% 0.30%
CS-6 4.11% 4.48% -0.37% 0.60%
CS-7 3.88% 3.54% 0.34% 0.50%

have been used as indicators of ESS lifetime to provide increased reliability to the

results and to enable any outliers to be identified.

3.10 Conclusions

A detailed overview of the options available when modelling an ESS has been pre-

sented, along with commentary on related areas such as degradation modelling,

techno-economic analysis and cycle counting. All of this information has been com-

bined in order to develop a new FESS and BESS model for use in the rapid simulation

of ESS applications.

The modelling and simulation framework presented in this chapter represents

a novel blend of simplistic and modular modelling tools with complex sub-systems

to add outputs to the overall system. It has been shown that when compared

to a real-life installation, the BESS model can accurately approximate the SOC

profile of the Willenhall ESS installation when responding to identical inputs, a

significant milestone that illustrates the effectiveness of the overall philosophy behind

the modelling framework.

The fast computational speeds of the developed models have been presented,

showing that under 4 different applications, the maximum simulation time experi-

enced was 9.9 minutes for a year of simulation. This chapter has shown that the

new model can balance speed and technical accuracy to great effect, allowing a wide

range of applications to be assessed in greater depth than traditional longer-duration

simulations would allow.

Additionally, the novel microcycle identification and analysis system has been

introduced, offering a range of different options for visualizing the intricacies of ESS

operations and providing the foundation for further works to use these tools to refine

operational parameters such as control schemes or ESS configurations in order to

ensure the ESS remains within optimal regions of operation.

Finally, preliminary results from an experimental cycling exercise were presented
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and discussed. After 9 iterations of the experiment, it has been shown that the model

is a good approximation for the level of degradation experienced across a range of

different operational modes with an overall RMSE of 0.43%.
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Chapter 4

Export Limitation: Unlocking the

Potential of Distributed

Generation Using Energy Storage

4.1 Introduction

As previously discussed within Chapter 1, the increasing deployment of DG is caus-

ing significant hurdles for both DG sites and network owners and operators alike.

With parts of the network increasingly reliant on ELS agreements to restrict the

level of connection for DG owners, this results in the full potential of many new

renewable generation sites not being reached. In this chapter, a literature review of

utilising ESSs for wind generation curtailment is introduced. With minimal previous

work being conducted in the field of ELS mitigation, parallels are drawn between the

studies presented for grid-level curtailment and the locally limited generation sites

showcased in this chapter. A novel scheme for reducing or removing the impact of

ELSs is then introduced for the first time, firstly with a generalised higher level study

followed by a real-world case study that includes a full techno-economic assessment

comparing the effectiveness of BESS and FESS in delivering this application.

The main objective of this chapter is to explore the possibilities of ESSs being

deployed effectively to alleviate export limitation issues and enhance the techno-

economic performance of DG sites. Specifically, the work seeks to verify the suitabil-

ity of FESSs and BESSs to perform this service both on a theoretical and real-world

basis. It also aims to provide an economic framework to enable the research and

development of FESSs that can be realistically deployed in this scenario.

The wind speed data utilised in this chapter was provided by the industrial

sponsor for this project. As such, it reflects a specific period of time (January 2018

to December 2018). If alternative data sets were utilised then it is expected that
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only minor changes to the results would occur, as the wind speed in the UK remains

consistent year on year [208].

The key difference between the research presented in this chapter and the pre-

vious extensive body of work that has looked into wind curtailment is that ELSs

are completely local with no involvement in forecasting or receiving payments for

having their generation forcibly reduced. There are two distinct sub-categories of

reduction in export of a wind farm;

• Curtailment - This is enforced upon a wind generation site due to grid stability

issues such as excess generation being present on the system at a national level.

It is compensated in the form of curtailment payments proportionate to the

size of the generation site.

• Limitation - This is enforced upon a wind generation site where there is insuf-

ficient local infrastructure to support the full capability of the site. There are

no compensation payments for this type of reduction.

In essence, export limitation represents a permanent enforced decrease in the

capacity factor of the site. This work represents an important and novel step in

increasing the understanding of an emerging issue and providing a viable energy

storage-based solution for mitigating their impact and raising the capacity factor

back to the intended levels.

4.1.1 Export Limitation Schemes

Export limitation in the context of U.K. Distribution Network Operators can best be

explained with reference to Figure 4.1, which shows how an ELS works in practice,

limiting the export of the site in real-time and preventing it from breaching the

agreed limit. In this example, a site is limited to an export level of 0.2MW despite

being capable of generating power in excess of this (0.3MW), thus resulting in a

significant reduction in energy exported (14.2% less energy over the course of the

4000s of operation in this example). When considering different levels of limitation,

the more limited the system is, the more potential for increasing the overall capacity

factor there is. This is due to more excess energy being available for charging an

energy storage device to then subsequently be discharged when the output drops

back below the export level.

Capacity factor is a common metric for measuring the overall output of a gen-

eration site as a proportion of the theoretical maximum a continuous peak-rated

output of the site would yield over the course of a year and is calculated as given

in Equation 4.1 where Eactual is the total amount of energy generated by the site

in MWh and P rated is the rated power of the site in MW. Capacity factor has been
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used extensively as a metric for improvements to generation sites throughout the

literature [209] [210] [211].

Capacity Factor =

∫ 0

T
Poutdt

PratedT
=

Eactual

PRated × 24 × 365
(4.1)

Governed by Engineering Recommendation G100 [18], the two main characteris-

tics of ELSs are that the exported active power must be reduced to less than or equal

to the maximum export capacity within 5 seconds and that the whole system must

be fail-safe so that should any part of the ELS management system fail, the export

will be ceased completely. It therefore acts as a constant limiter on the export of a

given site, causing particular issues when a Distribution Network Operator needs to

impose stricter requirements at a generation site due to upstream capacity, poten-

tially leading to significantly oversized equipment, unfulfilled generation potential,

and loss of potential revenue and lower return on investment. The main technical

specifications of G100 are summarised below;

• The ELS must reduce the exported active power to less than or equal to the

agreed export limit within 5 seconds

• The system must be fail-safe, both in terms of component failure and inad-

vertent breaches of the export limit. This means that if any component of the

export limitation system fails then the exported active power will be reduced

within 5 seconds.

4.2 ESSs for Wind Curtailment Avoidance

In terms of local, site-specific restriction of DG export levels, there is very little pre-

vious work conducted in the field. This is likely due to the fact it is still an emerging

problem which will become increasingly relevant as local Distribution Network Op-

erator networks reach their capacities. Of the literature available, a focus is found

on strategies for investing in both DG and Distribution Network Operator network

improvements such as found in [212], which presents a modelling scenario where

curtailment rules, Distribution Network Operator incentives and local renewable

generators are balanced according to the game theory principle. Whilst this is an

interesting study and raises some good points about the balance between various

stakeholders, there is no reference to ESSs which could be proposed as part of the

solution. A similar theme is found in [213] where energy trading between generation

sites is proposed as a solution to reducing constraints on local distribution networks,

but once again there is no suggestion of utilising energy storage to assist in reducing

such constraints.
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Figure 4.1: Example of ELS operation

The main previous work in locally limited DG is discussed in [214] which com-

ments upon the fact that there has been very little exploration of the issues faced

by DG sites. It proposes smarter connection schemes such as the ‘Flexible Plug and

Play’ scheme trialled by UK Power Networks from 2012 to 2014, which concentrated

purely on connection-based innovation with no focus on deploying energy storage to

assist in relieving curtailment issues beyond a limited simulation trial [215]. This

project was funded with almost £10m back in 2011, suggesting that there is signif-

icant commercial interest in managing these issues. Clearly, there is a significant

opportunity for the investigation of novel use of ESSs to alleviate local distribution

curtailment issues.

A study in [216] looks at transmission-limited wind generation sites in the United

States, with an important aspect representing the TCC analysis that suggested a

BESS could be economically beneficial up to a ceiling of $780/kW. Whilst the focus

of this study is still on a much larger scale than those sites subjected to ELSs in

the U.K., it illustrates the importance of performing sensitivity analysis on the ESS

costs under differing scenarios. A similar study is undertaken within [217] which

investigates the impact of the income provided by the BESS at different costs on

the NPV of the system. The key takeaway from these studies is that sensitivity

analysis is a key aspect of any wind generation-related economic study and should

be utilised effectively wherever possible.
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Grid-scale wind curtailment in the U.K. is increasing, with more than £500m

spent on paying wind farms to stop generating in 2021, a significant increase from

over £200m in 2020 [218]. It is important to consider some of the main pieces of

literature available as parallels can be drawn between the methods used at the grid

level and potential solutions that can be used in local-level studies.

In [173], three different methods of dealing with wind curtailment are proposed

consisting of direct curtailment, network investment, and electrolysis (essentially

representing energy storage in this scenario). Taking a whole system approach, it

analyses the economic benefit of each technique based upon the resulting NPV. The

study is quite high level and broad in its execution but raises the interesting point

of comparing changes in NPV according to different scenarios.

Another important area to note is the work presented by [219], which focuses

solely on the control and operation of a wind turbine to directly reduce curtailment

by variation in torque control in tandem with pitch angle modifications to good ef-

fect. Something that has not been discussed, however, is utilising this ability to vary

the output of a turbine in order to maximise the effect of an ESS being introduced,

combining the two methods to produce a better techno-economic solution.

In many studies, the aim of introducing an ESS to a wind generation site is to

smooth the power output of the site, an objective that aligns well with restricting the

output of a site to fall in line with export limitation. Three key studies in this area

are [74], [98] and [220]. Firstly, in [74], a BESS integrated with a wind generation

site is minimized in order to reduce costs and increase economic performance, whilst

maintaining the correct level of technical performance. It also looks into the optimal

topology of BESS installation at a large wind farm, concluding that a BESS that

is distributed throughout the site rather than in one location is more effective. It

claims that a BESS is a suitable candidate for wind smoothing applications such as

the export limitation mitigation discussed in this chapter. However, it neglects to

discuss the effect that operating this service has on the lifetime of the BESS, which

represents significant scope for further work in this field, something this thesis will

build upon.

Within [220], a FESS is utilised for wind power smoothing. This study claims

a significant benefit to utilising FESSs for wind smoothing applications, although

the smoothing achieved is minimal due to the objective being more closely related

to reducing the power spectrum variance when exporting to the grid. Despite this

though, it suggests that a FESS can effectively provide this type of support and

thus warrants further investigation in this chapter.

When considering other potential ESS technologies for wind power smooth-

ing, [221] discusses the potential for supercapacitors to provide a smoothing service.

Whilst it claims good results when utilising supercapacitors, the investigation is
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somewhat limited in its scope and focuses more on the transient characteristics that

can be better supported with the shorter storage duration times of supercapacitors.

The study concludes that longer-term storage would be required to effectively pro-

vide a preset power output, as the work in this thesis sets out to do, suggesting they

would be unsuitable for consideration.

4.3 Export Limitation Mitigation using a FESS

In this section, a detailed assessment of using FESSs to alleviate export limitations

caused by local distribution restraints is presented for the first time, with the objec-

tive of unlocking further techno-economic potential that is currently unable to be

realised when subjected to an ELS.

Export limitation on a local scale is only going to become more of an issue as

the demand for more DG installation increases. The UK government is currently

looking to loosen restrictions on the deployment of onshore wind [222] [223] which

will lead to increasing levels of deployment of wind generation. This work presents a

timely investigation into allowing new installations to consider additional methods

to extract the maximum amount of value from their existing or proposed generation

site. It also allows previously discounted sites to be considered for the deployment

of new onshore wind generation sites.

The financial benefits of utilising flywheels in this way are also presented for the

first time. The work contained in this section can cause a significant impact on the

viability of generation sites across Great Britain. The key technical metrics that

will be assessed within this study are as follows;

• Capacity factor increase - For this study, the capacity factor for the base site

with no ESS has been calculated followed by the CF for the site with the ESS

introduced. The capacity factor increase is then determined by calculating the

difference between the two values.

• Limited time proportion - The limited time proportion represents the amount

of time that the wind generation site is limited under the terms of the ELS

as a proportion of the total operational time, as shown in Equation 4.2 where

tlimited is the duration of time that the export is limited and toperational is the

total time the system is operational for. It can be used as a metric to determine

how the introduction of the FESS is affecting the duration of time that the

site is operating without any restrictions.

• FESS Cycles - The total amount of cycles experienced by the FESS, an im-

portant metric to monitor the lifetime of the system which has initially been
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Figure 4.2: Export limited site diagram with no FESS

set as a limit of 100,000 cycles before a replacement for all the work contained

within this thesis unless otherwise stated.

LTP (%) = (1 − tlimited

toperational
) × 100 (4.2)

4.3.1 Study Overview

In this study, a 1MW wind power site is considered using real-world wind data to

simulate a year of generation in a MATLAB/Simulink model as previously discussed

in Chapter 3. The wind generation site has been modelled based on 4 co-located

turbines using the publicly available power curves of the WindTechnik WTN250

[224]. Basic site diagrams showing the system without a FESS present and with a

FESS installed are shown in Figure 4.2 and Figure 4.3 respectively.

A sensitivity analysis has been conducted on the level of export limitation the

site is subjected to. This consisted of limiting the output by 5%, 10% and 20% of

the total site output. For instance, a 1MW site subjected to a 20% export limita-

tion would be allowed to export a maximum instantaneous power of 0.8MW. The

technical performance of the system is then assessed when varying the energy-to-

power ratio of the FESS, with three different power capacities considered (0.05MW,
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Figure 4.3: Export limited site diagram with FESS installed

0.1MW and 0.2MW). Throughout this chapter, FESSs that are specified with dif-

ferent power or energy ratings are referred to as different FESS configurations.

The energy-to-power ratio of an ESS is referred to as C-Rate within this thesis

as previously discussed in Chapter 2, in line with the definition commonly used for

BESSs. This value is varied between maximum C-Rates of 1C and 20C to represent

changing the energy capacity of the system, illustrated in Table 4.1. Subsequently,

an economic analysis is performed to evaluate the viability of introducing the FESS

in terms of real-world benefit. This is an important metric to consider as it can

provide guidance about the specifications that they will be required to design FESSs

to in order to participate in different markets, and encourage further research to

achieve the required specifications.

Subsequently, an economic analysis is performed to evaluate the viability of

introducing the FESS in terms of real-world benefit. The income generated by the

site has been set as £0.06/kW in line with available data from both existing wind

generation sites consulted as part of this study, and publicly available information

[225]. With the current energy picture being uncertain, this value has been chosen

as a conservative option in order to produce a more robust set of results. The wind

data was provided by the industrial sponsor for this project in collaboration with

several existing wind generation sites where ELS is an issue.
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Table 4.1: Different FESS configurations considered in the ELS Wind Generation
study

Energy capacity in kWh of the FESS at
specified power ratings

C-Rate 0.05MW
FESS

0.1MW
FESS

0.2MW
FESS

1 50.00 100.00 200.00
2 25.00 50.00 100.00
3 16.67 33.33 66.67
4 12.50 25.00 50.00
5 10.00 20.00 40.00
6 8.33 16.67 33.33
7 7.14 14.29 28.57
8 6.25 12.50 25.00
9 5.56 11.11 22.22
10 5.00 10.00 20.00
11 4.55 9.09 18.18
12 4.17 8.33 16.67
13 3.85 7.69 15.38
14 3.57 7.14 14.29
15 3.33 6.67 13.33
16 3.13 6.25 12.50
17 2.94 5.88 11.76
18 2.78 5.56 11.11
19 2.63 5.26 10.53
20 2.50 5.00 10.00
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Figure 4.4: Application block for wind generation simulation

4.3.2 Wind Site MATLAB/Simulink Model

Following on from the model outlined in Chapter 3, this section describes the specific

elements that enable the model to be utilised for wind generation site simulation.

An overview block diagram has previously been discussed in Figure 3.10.

Firstly, Figure 4.4 shows the application block for a wind generation site. In this

scenario, any number of wind turbines and associated wind profiles across a given

site can be utilised to generate the overall output power of the site, in this example,

there are four 250kW turbines stationed at the site. The input data utilised was

provided by the industrial sponsor of this project at a frequency of 10 seconds which

was subsequently interpolated to provide 1 second data. A slew rate block has been

included for each turbine to represent the inertia of the system. The slew rate is set

at -4.5/4.5 and was determined through a process matching the simulation output

data to the known output data provided by the industrial sponsor.

The other major difference with the model discussed previously in Chapter 3

is in the control block. For this application, the request is fed through a different

calculator that takes the calculated output power from the application block and

compares it with the site limit. If the output power is higher than the limit, it

attempts to charge the ESS and if the output power is lower than the limit then it
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Figure 4.5: Control block for wind generation simulation

attempts to discharge the ESS. This is represented in Equations 4.3 and 4.4, where

P dis is the discharge power of the ESS in kW, P cha is the charge power of the ESS

in kW, SOC low and SOChigh are the low and high limits of the ESS SOC range,

SOCESS is the current SOC of the ESS, P base is the output of the site before any

adjustments due to ELS in kW, and P limit is the export limit of the site in kW.

Pdis =

{
|Pbase − Plimit| SOClow ≤ SOCESS ≤ SOChigh and Pbase ≤ Plimit

0 otherwise
(4.3)

Pcha =

{
|Pbase − Plimit| SOClow ≤ SOCESS ≤ SOChigh and Pbase ≥ Plimit

0 otherwise
(4.4)

The remaining aspects of the model are the same as previously explained in

Chapter 3.

4.3.3 Technical Analysis

A sensitivity analysis was performed over a range of C-Rates for three power capaci-

ties and varying levels of limitation. To demonstrate how the system operates within

MATLAB/Simulink, Figure 4.6 shows the simulation output for a 20% limited site,

with a 5C 0.2MW FESS installed to assist with export limitation.

The FESS is seen to be charging whenever the site output power exceeds the

ELS threshold until it reaches its SOC high limit, at which point the remaining

excess power will be dissipated by an ELS panel. The FESS then discharges when

the output power falls below the agreed export limit.

In the following analysis, the x-axis on Figures 4.7-4.10 shows varying levels of
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Figure 4.6: Example simulation output for ELS site simulation showing a) Wind
Speed b) Site output without any ELS scheme in place c) Site output with ELS and
integrated FESS d) FESS output power e) FESS SOC
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Figure 4.7: Limited Time Proportion (%) for different levels of limitation and FESS
sizes over a range of C-Rates including baseline without any FESS for each limitation
level

C-Rate. The results are presented for three different levels of FESS power capa-

bility (0.05MW, 0.1MW and 0.2MW). Thus, the changing C-Rate is varying the

energy capacity of the system. For example, a 0.05MW FESS at 1C will have an

energy capacity of 0.05MWh, whilst at 20C this will represent an energy capacity

of 0.0025MWh as previously shown in Table 4.1.

The first of the three technical criteria to be assessed is limited time proportion,

with the results shown in Figure 4.7. This metric gives a good idea of how often the

FESS is operating for a given set of conditions and how sensitive the system is to

changes in C-Rate (and therefore energy capacity as power is fixed).

From Figure 4.7 it is clear that for all three levels of limitation, a significant

reduction in the amount of time spent being limited can be achieved. It is also

clear that regardless of the level of limitation, the lower C-Rate configurations per-

form best but then plateau rapidly to suggest that increasing the C-Rate further

does not have a significant detrimental effect on performance, suggesting that the

application could be taken on by a wide range of flywheel specifications. Whilst it

is acknowledged that the results would likely continue to improve at even lower C-

Rates, such specifications are very uncommon in FESSs and therefore the minimum
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C-Rate considered was maintained at 1C.

When the site experiences a smaller degree of limitation, then the impact from

introducing a FESS becomes more apparent suggesting that the more oversized the

generation in relation to the site export limit, the less potential there is for improving

the site performance through this method. From a baseline of 8.5% limited time

proportion, introducing varying sizes of FESS reduces this to between 1.2% and

5.1% limited time proportion. At the lowest point, the limited time proportion of

1.2% suggests that the site is almost operating at its full potential. Even for higher

levels of limitation, there is still a significant reduction available by using a FESS,

with the 20% limitation level showing a reduction from 15.3% to a range of 10.2%

to 13.7% depending on C-Rate and rated power.

Interestingly, in scenarios where the energy capacity is equal but with different

configurations (for instance a 4C 0.1MW FESS has the same energy capacity as a

2C 0.05MW FESS) they do not perform at the same level, with the higher power

system performing better. For the example previously mentioned, a 2C 0.05MW

FESS at a limitation level of 5% shows a limited time proportion of 3.8% whilst

the 4C 0.1MW FESS at the same level of limitation has a limited time proportion

of 3.8%. This shows that whilst the energy capacity is important, a higher power

rating also allows the system to contribute more effectively.

In Figure 4.8 the total amount of cycles that the FESS is subjected to per year

is shown. From the literature review, it was found that a FESS can commonly

withstand at least 100,000 cycles before the end of life whilst in some cases can

withstand significantly more.

Considering the results with this in mind, it is clear that under all but 3 of the

simulated scenarios, the FESS will not come close to reaching 100,000 cycles over a

25-year lifetime. However, the three configurations with a 0.05MW flywheel would

reach between 106,000 and 111,000 cycles in 25 years of operation. Even with these

values, it is likely that when considering the information in Table 2.2, the majority

of FESSs would be able to be designed to withstand these levels of cycling as 100,000

cycles are generally quoted as the lower threshold of allowable cycles.

The final metric to be discussed is capacity factor increase. This shows the effect

that the changing levels of limitation have on the overall capacity factor of the site,

and will subsequently lead to how much more income the site can generate. The

results of this study are shown in Figure 4.9

For all of the studied FESS configurations and limitation levels, the capacity

factor increase decreases as the C-Rate is increased with a significant decrease when

comparing low C-Rate systems to higher C-Rate ones. However, after an initial rapid

decrease in capacity factor increase as the C-Rate is increased from 1C, all of the

configurations experience a plateau where further increasing of the C-Rate does not
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Figure 4.8: Cycles per year experienced by the FESS for different levels of limitation
and FESS sizes over a range of C-Rates including baseline without any FESS for
each limitation level

result in a significant reduction in capacity factor increase, suggesting again that a

wide range of FESS configurations can be suitable for this application. Additionally,

as limitation is increased, all systems experience immediate reductions in the CFI

that they provide although this feature is again more prominent at lower C-Rates

than higher ones.

It is interesting to note that whilst the 0.2MW FESS achieves the two best

capacity factor increase results under the 20% and 10% limitation scenarios, it is

then the 0.1MW FESS under the 20% and 10% limitation scenarios that produces

the next best results rather than the 0.2MW FESS under 5% limitation. This

suggests that the 5% level of limitation does not contain a sufficient duration of

time where the export is limited to provide scenarios where the FESS is justified.

When considering different levels of limitation, the more limited the system is

the more potential for increasing the overall capacity factor there is. This is due

to more excess energy being available for charging the FESS to then subsequently

be discharged when the output drops back below the export level. At its peak, a

capacity factor increase of 0.44% can be achieved. Whilst the numbers for these

increases appear small, considering the scale of the site the value becomes clear.
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Figure 4.9: Capacity Factor Increase (%) for different levels of limitation and FESS
sizes over a range of C-Rates

A capacity factor increase of 0.44% for a 1MW site would result in an additional

38.5MWh of generation over the course of a year. The lowest increase of 0.07%

would lead to an additional 6.1MWh of generation over the course of a year.

4.3.4 Economic Analysis

In order to verify the real-world viability of the systems being analysed, an economic

analysis was conducted. This economic analysis is based upon comparing the differ-

ence between the baseline NPV of the system without an energy store, and the new

NPV that could be achieved with an ESS present to produce a net present value

change. This is calculated as shown previously in Equation 3.2 over a period of 25

years, with the additional income of the wind site from export of additional energy

enabled by the ESS included in the Cincome part of the equation.

For the initial assessment, the TCC was set at £500/kW along with a discount

rate set at 5% in order to provide a baseline for further analysis. This value was

provided by the industrial sponsor for this project at the time of writing as an

approximate cost for their system. This TCC has been set to provide an initial

baseline result, with the TCC then varied to show the ranges of values for TCC that
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Figure 4.10: NPV change for varying FESS and site configurations across a range
of different C-Rates with discount rate of 5% and TCC of £500/kW

should be targeted in order to provide an economically viable product. The NPV

change has been calculated for varying C-Rates at a TCC of £500/kW, with the

results of this baseline study shown in Figure 4.10.

It is clear that the lower end of the C-Rate spectrum creates the most favourable

increase in NPV, before beginning to plateau around the 4-10C range depending on

the configuration being assessed. Across the range of C-Rates studied, the level of

limitation and energy capacity has a significant impact on which C-Rate will provide

the most significant economic benefit, with the following configurations representing

the greatest increase at the given C-Rate ranges;

• 1C-2C - 0.2MW FESS (20% limited)

• 3C-7C - 0.1MW FESS (20% limited)

• 8C-13C - 0.05MW FESS (20% limited)

• 14C-20C - 0.05MW FESS (10% limited)
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These results are particularly interesting, as it shows that in the lower C-Rate

ranges the larger FESS systems are more favourable, as well as there being a greater

advantage from higher levels of limitation. However, as the C-Rate is increased this

changes until at 11C a lower level of limitation coupled with the smallest FESS

power rating becomes the best performing configuration. Again these results show

that at this TCC a wide range of different FESS configurations can be introduced

to add value to a site.

However, the results are not uniformly positive. The 0.2MW FESS in a 5% lim-

ited system fares particularly badly with only a 1C and 2C FESS providing a positive

NPV change under these conditions. Additionally, the other two levels of limitation

for a 0.2MW FESS fall into negative NPV change at different points. Here then we

have at one end of the spectrum a 0.2MW FESS (20% limited) providing the biggest

NPV increase but at the other end providing a negative change to NPV highlighting

the fine line between positive and detrimental effects from deploying energy storage

systems. It is therefore evident that it is important to ensure the energy storage

technology, energy capacity and power capacity are all carefully chosen depending

on the scenario at an individual site.

Following on from this a sensitivity analysis was conducted for the 0.2MW FESS

under 20% limitation, varying the TCC between £200/kW and £2500/kW and

varying the discount rate between 2% and 10%. The results of this are shown in

Figure 4.11.

Firstly consider the varying levels of TCC. This has a big impact on the overall

level and direction of NPV change compared to the baseline. If the TCC could be

reduced down as low as £200/kW then the change to NPV would be positive regard-

less of the required discount rate or indeed C-Rate. However, all of the discount rate

combinations for £2000/kW and above result in exclusively negative NPV changes.

An interesting point to note is that the lower the TCC gets the less vulnerable the

system is to changes in the discount rate. Taking the 1C system as an example, the

£200/kW TCC only varies by 0.176% between its highest and lowest NPV change

whilst the £2500/kW TCC varies by 3.21%. The discount rate, therefore, becomes

a more important metric as the TCC of the system is increased. Whilst the NPV

increases are small, they still represent a positive impact and are dependant on the

level of economic return that site owners require, as well as the level of risk they

are willing to accept. These results provide the foundation for further analysis in

this field, looking into increasing the impact of ESS deployment and enhancing the

economic impact.
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4.3.5 Alternative Energy Storage Economic Assessment

It is prudent to analyse the significantly more mature technology of Li-ion BESSs

in order to compare their economic performance for this application and determine

whether the FESS can provide a legitimate advantage over the generally cheaper

and more commonly deployed Li-ion BESS. The technical performance of a BESS

for this application will be looked at in more detail in the following section.

For this assessment, the BESS C-Rate was set as 1C to represent the most com-

mon type of system configuration with the energy capacity varied between 20kWh

and 200kWh. The same simulations were then conducted as in the previous sec-

tion, with the TCC of the BESS set as £400/kWh in line with current industry

economic conditions, representing the whole TCC including aspects such as battery

cells, power electronics and integration costs.

Figure 4.12 shows the results of this study. Across the range of capacities stud-

ied and over all three levels of export limitation the BESS will actually cause a

negative economic impact on the site apart from under a small number of specific

combinations. This is in sharp contrast to the results from the FESS study, where

multiple different combinations experienced a positive NPVC across the entire range

of C-Rates studied.

When deployed in the lowest level of export limitation, the BESS does not pro-

vide a positive NPVC under any configuration. This is because the additional in-

come generated does not outweigh the cost of multiple replacement systems being

required over the operational lifetime due to excessive cycling, which in this study is

considered as the point at which the system reaches 10,000 cycles. Under the 10%

limited scenario, the BESS provides a positive NPVC for energy capacities of 90-

110kWh and 130-150kWh, whilst in the 20% scenario a positive NPVC is provided

for 150kWh and 180-190kWh. Even when the NPVC is positive, the peak value

achieved is 0.09%, much lower than many values achieved by the FESS.

Rather than the smooth exponential lines from Figure 4.10, the NPVC for the

BESS configurations studied fluctuates significantly as the energy capacity is in-

creased. This is due to the balance between additional income from the extra ca-

pacity and additional costs from the number of cycles experienced by the system.

This is further illustrated in Table 4.2, which highlights the results from BESS ca-

pacities of 140kWh to 160kWh at a 20% limitation rate. This shows that due to the

years before replacement increasing beyond 5 years from 140kWh to 150kWh there

is a significant drop in lifetime cost, improving the NPVC. However, at the next

energy capacity, the increased cost of the system due to a larger energy capacity is

counteracted by a minimal increase in yearly income, resulting in a drop in NPVC.

Figure 4.13 shows the number of years that the BESS will be operational before
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Figure 4.12: NPV change for varying BESS energy capacities under differing levels
of export limitation

requiring replacement. This application places a significant strain upon a BESS

which results in a reduced lifetime. As previously discussed in Section 2.2, it is likely

that all of the FESS configurations studied would not need replacement during the

25-year operational lifetime. This is the key area in which the FESS is shown to be

a superior energy storage technology for use in this application.

There are circumstances where this could change, for instance, if the BESS cycle

lifetime was significantly enhanced, the replacement costs would then not impact the

NPVC and the overall outlook for BESSs for this application would be improved.

Table 4.2: Simulation results from a BESS performing export limitation at a 20%
limitation level for selected energy capacities

BESS Size
(kWh)

CFI Years before
replacement

Total Life-
time Cost
(£)

Yearly In-
come (£)

NPVC

140 1.64% 4.98 672000 28519 -0.01%
150 1.69% 5.17 600000 29360 0.09%
160 1.74% 5.34 640000 30325 -0.01%
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Figure 4.13: Years of Operation before BESS would need replacement due to exces-
sive cycling

Additionally, if the BESS cost was reduced sufficiently that the replacement costs

were minimal then the same effect would occur. These are two areas that will need

to be pursued for a BESS to be competitive with a FESS in this application.

4.3.6 Discussion

A novel application of FESSs has been introduced and analysed from both a technical

and economical perspective. The scale of the issue that this work seeks to address

has been highlighted, showing how this application has the potential to generate

additional income for new and existing sites across Great Britain. Flywheels are

ideally suited to perform this service due to their rapid response time, high power

capabilities and resistance to cycle-based degradation.

In terms of technical performance, increases to the overall capacity factor of the

site can be achieved up to 0.44% for a 1MW site being limited by 20%. Additionally,

the duration of time that the site is export limited for can be reduced dramatically

under a wide range of FESS configurations and operational restrictions. The FESS is

also shown to experience a number of cycles that it is more than capable of handling

over the course of its lifetime.
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In terms of economic performance, a peak increase to the NPV of the site of

0.85% was achieved at a £500/kW TCC whilst a sensitivity analysis conducted

shows that the relationship between the discount rate and TCC and the effect this

has on the economic viability of introducing a FESS. The key takeaway from this

section is that as the TCC is reduced the effect of increasing discount rates on the

NPV change is reduced. From the analysis conducted it is clear that aiming for a

TCC of £500/kW in the short term with an aim to reduce this as low as possible will

provide the greatest range of options for deploying varying configurations of FESS.

Now referring back to the information presented in Chapter 2 and Figure 2.14,

where it was shown the mean value for FESS TCC within the studied literature was

£780/kW, it can be concluded that at this price point, there would only be a limited

selection of scenarios where a FESS could be implemented, although it is not far

off the required level to begin entering regions where significant economic value can

be achieved. Some existing systems on the market could likely be deployed for this

application, especially if they fall at the lower end of the TCC range.

Finally, the study looked at the impact that BESSs could have when being

deployed for this application, focusing on the potential economic return from the

site. It was shown that in only 9/57 studied combinations of BESS energy capacity

and level of limitation could a BESS can be deployed and achieve a positive economic

impact. Even when a positive economic impact is achieved, the peak impact achieved

is minimal at 0.09%. This is due to the excessive cycling required by this application,

with the maximum lifetime of the BESSs studied being 13.9 years.

4.4 Case Study

The previous section represented a generalised view of the potential for energy stor-

age to be deployed at export-limited sites. This section now explores a case study

using operational and economic data from a generation site subjected to an ELS

located within the UK. This allows the economic conclusions to be re-assessed in

a real-world scenario, which can provide greater clarity on the required techno-

economic specifications for a FESS to be deployed for this application.

The site in question has the following main operational criteria;

• The turbine is rated to deliver a maximum power output of 300kW

• The site export limit is 250kW.

• The turbine can be set via pitch control to modify the output power of the

turbine. The set point for the output power is referred to in this study as

‘Targeted site output’.
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Figure 4.14: Example simulation output showing FESS operating to reduce export
limitation issues showing a) Wind Speed b) Site Output without ELS c) Site Output
with ELS and FESS d) FESS Power e) FESS SOC

Wind speed data for the site was made available at a resolution of 10 seconds.

This data was linearly interpolated to create data of 1-second resolution. Linear

interpolation was chosen in line with the approach taken across multiple studies in

similar areas [226–229]. It is considered that within the 10-second time frame, the

inertia of the system will not react sufficiently to any very short-duration fluctuations

to a degree that would affect the validity of the simulation. An example simulation

output showing a FESS operating to maintain the site output at 250kW is shown

in Figure 4.14

With a site that has the ability to generate power in excess of its agreed export

limit, this study is an ideal opportunity to showcase the technical and economic
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Table 4.3: ESS configurations used for ELS Case Study

Identifier ESS Type Energy
Capacity
(kWh)

C-Rate

F1 FESS 7.5kWh 8
F2 FESS 22.5kWh 8
F3 FESS 37.5kWh 8
B1 BESS 30kWh 1
B2 BESS 60kWh 1
B3 BESS 90kWh 1

benefits that can be achieved by introducing an ESS. For this case study, three

configurations of FESS will be compared against three configurations of BESS to

show the impact of utilising the two different technologies for this application and

the effect that their relative strengths and weaknesses have on the operation of the

system.

The case study has been conducted using the specifications of the OXTO Fly-

wheel, an 8C 60kW, 7.5kWh modular FESS. Table 4.3 summarises the configurations

studied. The approach taken is to represent the installation of 1, 3 and 5 individual

flywheel units at the site, and compare this against a range of different BESS con-

figurations. The BESS configurations have been chosen to represent small modular

systems in the same way as the FESS configurations, across a range of power ratings

that would be suitable for this application given that the maximum additional power

to be absorbed at any one time is 50kW. It is not considered useful to utilise an 8C

BESS for this comparison as such systems are uncommon and as such prohibitively

expensive, therefore for the BESS analysis it was determined most appropriate to

play to the relative strengths of the BESS to ensure a fair comparison. Additionally,

utilising a 1C FESS would not be appropriate as the majority of commercial FESS

systems are higher C-Rate units.

An economic study is then undertaken to determine the required TCC at which

the FESS and BESS configurations would be viable for installation at the site based

upon the requirement of providing a positive NPV change.

4.4.1 Performance Analysis

As with the previous study, the main performance statistics that will be considered

are limited time proportion and capacity factor increase whilst also considering the

degradation that takes place on the BESS during the course of operation.

Each metric has been assessed over a range of targeted site outputs, with the

aim of looking at whether the ESS can offer greater benefits if the site is continu-
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Figure 4.15: Limited Time Proportion for varying FESS and BESS sizes across
different target outputs

ously generating above the export limit. In this example, the ELS panel would be

operating at the grid connection point, with any energy that is over 250kW instan-

taneous power and is not absorbed by the ESS being ‘dumped’ into a resistor bank

to maintain the output within the export limit. This study aims to capture as much

of that energy that would otherwise be wasted as possible.

Initially, looking at the limited time proportion for this site as shown in Figure

4.15, it is clear that the introduction of any ESS technology or configuration will

result in an immediate reduction in LTP, with the effect slightly lessening as the

target output is increased.

Comparing the two different ESS technologies it is apparent that in general

terms the BESS is more adept at reducing the limitation experienced by the site,

reducing by more than the best performing FESS in 2 of the 3 configurations. This is

likely due to the greater levels of energy capacity available that enables the BESS to

operate for longer durations of excess power duration before becoming fully charged.

In fact, the only situation in which the FESS will work better than the BESS is when

the FESS has a higher energy capacity when comparing configuration F3 with B1.

From this standpoint, it appears that the application is largely technology agnostic
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Figure 4.16: Capacity Factor Increase for varying FESS and BESS sizes across
different target outputs

with equal performance available depending on energy capacity.

Capacity factor increase for the analysed configurations is shown in Figure 4.16,

This metric is where the differences between the two technologies begin to become

a bit more apparent with a clear, albeit relatively small, difference in the shape of

the two sets of curves.

For all of the FESS configurations, the capacity factor increase peaks in the

region of 270-290kW targeted site output before beginning to fall back down whilst

for the BESS configurations there is a continuous trend upwards as the targeted site

output is increased. The reason for this difference between the two systems is that

because of their higher C-Rates, the FESSs charge much quicker when the export

level is above the limit, meaning they reach fully charged status sooner and hence

are able to manage the higher targeted site output less effectively than the BESSs.

Once again there is a clear correlation between the energy capacity and effective-

ness in improving capacity factor increase, with the highest energy capacity BESS

configuration (B3) achieving a peak increase of 0.9% (representing an additional

23.6MWh of energy over the course of a year), whilst the highest energy FESS con-

figuration provides a peak increase of 0.63% (an additional 16.6MWh of energy over
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Figure 4.17: Cycles and Degradation for varying FESS and BESS sizes across dif-
ferent target outputs

the course of a year).

Finally, Figure 4.17 shows the cycles experienced by each FESS per year and

how much degradation each BESS configuration experiences.

First let us consider the FESS cycle numbers, which across all configurations

peak at 2925 cycles across a single year (configuration F3 for 300kW target output).

Extrapolating this across the expected 25-year lifespan would result in just over

73,000 cycles, well below the marketed cycle limit across the flywheel manufacturer

industry (as shown in Table 2.2). This suggests that all the configurations studied

can easily handle this application without the need for anything more than standard

levels of maintenance.

However, when considering the level of BESS degradation experienced each year,

the lowest value is 1.9% per year for configuration B1 at a 260kW target output.

Even at this lowest level of degradation, the BESS would still only be expected

to last into its 11th year of operation before it would require replacement due to

degradation. In addition to this, at the worst levels of degradation, the BESS would

last just over 5 years before requiring a replacement.

It is in this last set of analyses that the issue with installing BESSs over FESSs
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Figure 4.18: NPV change for varying FESS and BESS sizes across different target
outputs

for this application becomes apparent. Whilst the BESS can perform technically

better than the FESS, when we begin to consider the effect that this application

has on the lifetime of the BESS the drawbacks outweigh the positive effects. This

factor is particularly important when considering the economics of the site.

4.4.2 Economic Analysis

To further inform the results of the technical analysis and the comparison between

BESSs and FESSs for this application, an economic analysis was performed using

the same theories as discussed earlier in this chapter. Firstly, the NPV for each

combination studied so far at a TCC of £500/kW and a discount rate of 5% is

shown in Figure 4.18 to provide a baseline economic analysis to build from.

It is seen in Figure 4.18 that of the configurations assessed, configuration F1 (a

7.5kWh 8C FESS) is the best performing from the initial economic assessment. The

low cost of installing just one of the modular FESSs coupled with the diminishing

returns of installing further FESS modules results in the net present value change

becoming worse as the FESS is increased in size. It is also important to note that

configuration F1 peaks at 270kW target output, with any further increase in targeted
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output bringing the NPVC down rather than up. This is because the FESS is now

sitting at 100% SOC for longer periods of time, rendering it less effective than when

capturing more of the available additional energy at the lower target outputs. The

key aspect to be aware of to explain why this impacts the NPV in this way, it is

important to note that at the higher targeted site outputs, the base NPV that is

being compared against is also increasing, and the resulting drop in NPVC at the

higher target outputs is actually the result of the relative increase becoming smaller.

When considering the BESS configurations, they are grouped together far more

closely than the FESS configurations. B1 is the best performing by a narrow margin

(£18,000 NPVC compared to £17,000 NPVC for B3), but is also the only configura-

tion where the NPVC falls at the higher target outputs. This is due to the complex

trade-off between increasing income from the additional energy available, and the

resulting increase to degradation from the BESS being required to operate more

frequently. Where for B1, an additional replacement BESS is required when the

target output reaches £300/kW, this does not happen for B2 and B3, although it

can be observed happening initially at the step between 260kW and 270kW target

outputs. This is an important aspect to note, as it highlights the importance of

sizing these systems appropriately in order to avoid negative impacts and generate

the greatest NPVC.

The best-performing combinations of both FESS and BESS were then analysed

under a discount rate and TCC sensitivity study to investigate over what range of

values each system can provide a positive economic impact. The two configurations

being investigated further consisted of configuration F1 with a 270kW target output,

and configuration B1 with a 280kW target output. In this section, reference will

also be made to the previous study conducted in this chapter, including specifically

Figure 4.11. Firstly, the results for the FESS are considered, as shown in Figure

4.19.

When comparing the results in 4.19 with those produced in Figure 4.11 it is

evident that for this case study the reality is actually much more favourable for the

introduction of a FESS. For this 8C system, a positive NPVC can be achieved across

a wide range of different TCC values and discount rates, suggesting that other C-

Rates beyond the 8C system used in this study could potentially have an even more

significant impact.

As the TCC is increased, the related improvements to NPV are reduced, but

even at a TCC of £1000/kW, above the mean value taken from the literature review

in Chapter 2, there is still the potential for providing a positive NPVC all the way up

to a discount rate of 7%. It is also important to note that the economic performance

in this case study, using an 8C FESS, is significantly better across the entire range of

values when compared to the 5C and 10C systems shown previously in Figure 4.11.
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Figure 4.19: NPV change for varying discount rates and TCCs for a 7.5kWh 8C
FESS at a site with a targeted output of 270kW

This suggests that actually, a wider range of FESSs could be viable in real-world

scenarios than previously suggested.

Conversely, for the BESS sensitivity analysis, the results do not look quite as

promising. Referring back to the previous subsection (specifically Figure 4.17), it is

clear that the impact of the degradation on the BESS is having a significant impact

on the ability for the BESS to provide a positive economic impact.

Only under a £200/kW TCC does the BESS provide a positive NPVC across

the entire range of discount rates, and will only provide positive NPVC at a TCC

of £500/kW for a discount rate of 2% and 3%. It appears that unless the BESS can

be deployed at a lower TCC than the current approximation of around £400/kW,

then it would have a negative impact on the economic performance of the site.

4.4.3 Discussion

A case study has been presented exploring the techno-economic potential of both

FESSs and BESSs for assisting a real-world site operating under ELS restrictions.

This study has been vital in providing context to the theoretical work conducted in

the first part of the chapter.

From a technical perspective, the BESS configurations performed generally bet-

ter than the FESS configurations due to the increased energy capacity from the

131



4.4. CASE STUDY CHAPTER 4. ELS MITIGATION

Figure 4.20: NPV change for varying discount rates and TCCs for a 30kWh 1C
BESS at a site with a targeted output of 280kW

configurations studied. However, the performance gap is not significant enough to

indicate a preference for one ESS technology or the other. Additionally, there is the

potential for different configurations from different manufacturers to perform either

better or worse than those discussed in this chapter. The key takeaway from a tech-

nical perspective is the evidence that an ESS can be introduced to effectively assist

an export limited site on a smaller local scale with the potential to improve perfor-

mance at many sites across Great Britain currently operating under such schemes.

In terms of the economic sensitivity analysis, it has been shown that the excessive

strain placed upon a BESS being used for this application and the subsequently

required replacement rates of the BESS units has a significant impact on its ability

to be economically viable. The FESS on the other hand can easily withstand the

required cycle rates and provides a strong economic performance across a range of

different TCC and discount rate values. This study provides real impactful data to

build upon when considering an emerging area of research, whilst also informing the

industry on the impact that can be achieved for DG owners and FESS developers

alike.
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4.5 Chapter Conclusions

This Chapter presented a first-of-its-kind study into the feasibility of utilising FESSs

to mitigate the effect of ELSs at a wind generation site. At a high level, it has been

shown that there is significant potential for FESSs to be applied to this area with

them providing a solid technical level of performance across a range of different

scenarios.

First, a detailed theoretical techno-economic study was conducted to explore

the potential for implementing FESS into a site subjected to ELS. The results of

this study showed that across a wide range of FESS configurations and economic

parameters, a significant benefit can be introduced by installing a FESS. This is

important in opening up a new area of research for implementation of FESSs as

well as the exploration of other storage technologies and is significant in showing

the potential gains that can be achieved.

These studies have been conducted for specific wind speed profiles, and hence if

profiles from different locations were utilised the results may vary. However, using

the varying levels of limitation has shown how these ESSs operate under different

conditions. At sites with more sustained periods of high wind speeds then the

Limited Time Proportion would be higher, meaning larger energy stores would be

more suitable whilst at sites with less wind energy available would likely lead to

smaller energy stores being more appropriate.

The case study, presented in the second half of this chapter, shows that the

research presented is viable in a real-world scenario with the potential to provide

a positive techno-economic impact to DG sites across Great Britain. It has been

shown for the site studied that whilst a FESS can have a positive economic impact

across a wide range of parameters, a BESS can only be profitable in a narrow band

of circumstances due to excessive cycling requirements. The work presented here

can have a significant impact on both real-world DG sites and FESS manufacturers,

as well as providing direction for future research into the development of FESSs and

the type of system that will need to be developed to fully realise the potential of

this application.

A key outcome of this study is the detailed guidelines surrounding the economic

considerations of this application. For the first time, an outlook of the required TCC

for their systems to be viable for deployment in this field is produced, something

that provides a strong basis for further investigation for other applications. The

theoretical research has been shown to be sound with a detailed real-world case

study.

At the beginning of this chapter, the objective of exploring the potential for

FESSs to be installed to effectively enhance export limited generation sites was
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discussed. This objective has been comfortably met, with a wide range of sound

conclusions drawn from the work presented, ultimately showing that FESSs are

suitable for this type of application. Additionally, the economic framework objective

of this chapter has also been met, providing extensive data on the technical and

economic parameters that will need to meet in order for FESSs to be able to be

deployed for this application.
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Chapter 5

Flywheels as Standalone Providers

of Frequency Response Services

5.1 Introduction

One of the most prominent applications that ESSs are being developed and deployed

for is providing frequency response services. By far the most popular ESSs to be

deployed for this purpose are BESSs [53]; however, with such services, BESSs do

have specific drawbacks when used for this application due to their high susceptibility

to cycle based degradation [230]. On the other hand, higher C-Rate ESSs cannot

provide the service for long enough to be viable as standalone systems due to reaching

high or low SOC limits too quickly to sustain long periods of frequency deviation in

a single direction.

This section concentrates specifically on the DFR service offered by NGESO

[231], an existing frequency response service for the Great Britain grid with exten-

sive publicly available data. This represents a good benchmark for assessing the

effectiveness of ESSs delivering frequency response services in general. The chap-

ter begins with a literature review of ESS provision of frequency response services,

specifically concentrating on the use of FESSs for this purpose although the appli-

cation of HESSs is also discussed.

The main technical contribution of the chapter comes in the form of a techno-

economic analysis of a standalone FESS providing DFR, showcasing both the bene-

fits and challenges that are faced when attempting to use FESSs for this application.

The study is then evolved into a hybrid study, introducing varying sizes of BESS to

be co-located with the FESS (creating a HESS) to analyse the effect that hybridis-

ation has on the techno-economic performance of the site.
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Figure 5.1: DFR Response Envelope

5.2 Literature Review

DFR is a service offered for the Great Britain grid and is defined in relation to the

response envelope shown in Figure 5.1. The basic premise of the service is that as the

frequency deviates further from the rated frequency of 50Hz, the contracted ESS will

provide higher proportions of either the rated charging or discharging power [231].

The central region of Figure 5.1 represents the ’dead-band’ where no response is

required from the ESS.

The main metric for measuring an ESSs ability to provide DFR is termed ‘Avail-

ability’ and is expressed as a percentage of time that the output of the ESS matches

the requested output from the service, as shown in Equation 5.1 where PDFR is the

power requested by the service, PESS is the power provided by the ESS, and tend is

the overall contracted delivery period, or in the context of this research, the simula-

tion time end as the service is being modelled on a 24/7 basis. This metric is highly

important, as it is used as a basis for determining whether payment is provided for

that service period, with payments reducing as soon as the availability drops below

95% [232]. The ESS will drop below 100% availability when it either reaches its low

SOC limit and is unable to discharge if requested to do so or if it reaches its high

SOC limit and is unable to charge when requested to do so.

Throughout this thesis, the approach has been taken to simulate the 24/7 deliv-

ery of these services in order to provide easily comparable results between different

operations and help inform the ongoing development of these services. For a real-
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Figure 5.2: Average availability payments to ESS units between November 2020 and
October 2021

world installation, the provision of the service would be subject to operator success

in bidding for delivery periods, alongside other revenue opportunities in the balanc-

ing and wholesale markets. The maximum available revenue to a site performing

this service would be to participate in all periods, and hence if a ESS solution

can be found that achieves 100% availability across a whole year then this could

have a significant impact on ESS deployment. Additionally, the connection costs of

a grid-connected ESS mean that the benefits of providing a service, even at a low

availability fee, would outweigh not providing the service by covering the connection

costs.

Avail(%) =

∑tend

t=0 x

tend

{
x = 1

x = 0

PDFR = PESS

otherwise
(5.1)

Payment for this service is based upon a tendering process, and Figure 5.2 shows

the average availability price across all accepted tenders from ESS units between

November 2020 and October 2021. This time period has been chosen to align with

the frequency data used throughout this thesis, which covers the same period of time.

The overall average availability payment is £11.67/MW/hr, which is the value that

will be used in all financial calculations going forward.

Another service commonly discussed within literature is enhanced frequency re-

sponse which is a separate service that was offered by NGESO and that has since

been discontinued. Whilst the service itself will not be offered out for auction again,
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there still exists a wide range of research on the topic which can be used to inform

research into DFR and other frequency response services.

The relevant research for BESSs providing DFR falls into two broad areas,

economic-based studies and studies concentrating on degradation effects from pro-

viding the service including how best to mitigate against this.

In terms of nomenclature, ‘Frequency Response’ is often referred to as ‘Frequency

Regulation’. However, these terms are also often used to refer to responding to very

short-duration frequency events, rather than the continuously operating services

discussed in this thesis. This type of frequency regulation is not within the scope of

the work contained in this thesis.

A key study in [233] discusses the market within the New York Independent

System Operator portion of the electrical grid in North America. Whilst there is

no technical study undertaken and the paper is more focused on explaining the

mechanisms available, there is an important aspect raised that claims an energy

storage system would be expected to see over 6,000 cycles per year operating as a

frequency regulation service. Clearly, this would be excessive for some forms of ESS

susceptible to cycle-based degradation.

A significant area of research focuses on extending the life of a BESS being used

for frequency response services. In [159] the approach taken is to use a specific

control mechanism to maintain the BESS SOC within a certain range. Whilst the

study concluded that a positive NPV was achievable, this came with the caveat that

no BESS control method led to a lifetime longer than 5.9 years, however, this is

based on simulated rather than experimental data and hence should be treated with

caution. This thesis defines end-of-life as a reduction to 80% of the original battery

capacity.

A similar study into BESS degradation whilst performing frequency response

services is undertaken in [234] where different methods of control and participation

are analysed to determine their effects on the degradation of a Li-ion BESS. In

this paper, it is claimed that the maximum lifetime achieved was 13.5 years under

favourable conditions, with the shortest lifetime achieved being just 4.8 years. Again,

this suggests a significant interest in the area of extending the lifetime of BESSs

providing frequency regulation, and that more work needs to be undertaken to

begin to consistently achieve longer lifetimes. This work is again simulation-based,

however, this does allow more direct comparisons with the simulation-based studies

in this thesis.

Continuing in the area of battery energy management, the works in [235] and

[236] discuss various methods of managing the SOC of a BESS whilst providing en-

hanced frequency response. Both studies consist of in-depth technical assessments

with [235] then also considering revenue possibilities when combining with other
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services. Again, this work concentrates on the control of the BESS to extract max-

imum performance, whereas consideration could also be given to the hybridisation

of the system to provide a performance boost.

In terms of studies on FESSs providing frequency response services as a stan-

dalone unit, there is minimal literature available due to their perceived unsuitability

for this application. The main area of research that has parallels with that contained

in this thesis is the work on frequency regulation, where FESSs have been regularly

investigated for instantaneous frequency event management [110] [117] [31]. One

such study is the work in [237] which discusses high-speed flywheels for voltage

and frequency support, and concludes that the FESS is well suited to the applica-

tion. In [238], a hardware-in-the-loop approach is presented for utilising flywheels

for frequency support, with the results claiming again that a FESS is suitable for

deployment in this area. A key aspect to take away from this work is the fact that

the FESSs are suggested to be fast-acting in response to frequency deviations, and

if this ability can be extended to providing continuous rather than instantaneous

support, then they could have a significant impact and suggests an area of work

that is worthwhile further exploration.

By far the most relevant piece of work previously conducted in the field of

BESS/FESS hybrids is that presented in [102]. This work looks at utilising FESSs

to counter the ageing of a BESS providing frequency response. Whilst this study is

promising, especially in its conclusion of a circa 20% extension of battery lifetime,

there are significant gaps that can be exploited and improved upon. The main area

that is not considered by the work is that the analysis is conducted on a generic

level, with little analysis of the actual performance of the system in providing the

service. Additionally, the ageing cycles are repeated short-duration events, rather

than a long-scale simulation exposing the system to different types of charge pro-

files. Finally, no economic analysis is conducted to determine whether this battery

life extension would be offset by the cost of introducing the flywheel. Clearly, there

is significant scope for a far more in-depth study from both a technical and economic

perspective.

Generally, then, it can be seen from the literature that a gap exists for both

the provision of frequency response services by very short duration storage such as

FESSs, and for the hybridisation of systems to extract maximum techno-economic

benefit.

5.2.1 NPV Calculations

Throughout this chapter, and continuing throughout the rest of the work contained

in this thesis, reference is made to calculating the NPV of the system. This equation
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has previously been detailed in Equation 3.2 (in Chapter 3), and for the purposes

of this chapter the revenue of the site (Crevenue) is calculated as shown below in

Equation 5.2

Crevenue = 0.5AFeePESSPFactor


Avail > 95% PFactor = 1

60% < Avail < 95% PFactor = 0.75

10%Avail < 60% PFactor = 0.5

Avail < 10% PFactor = 0

(5.2)

Where AFee is the availability fee (set as £11.67 as detailed above), PESS is

the rated power being delivered by the site in MW and PFactor is the performance

factor corresponding to the availability calculated for that period using Equation

5.1. The equation is multiplied by 0.5 to represent the calculation being calculated

in half-hourly periods.

5.3 Techno-economic Analysis of FESSs Provid-

ing DFR

This section discusses the techno-economic assessment of both an independent FESS

and a hybrid FESS/BESS system when performing DFR services providing novel

results on the technical effectiveness of these systems to meet the required perfor-

mance criteria and the required TCC to produce a system economically viable for

operation in this market. The work contained in this section is important in both

exploring the capabilities of standalone FESSs and in emphasising the advantages

gained by considering hybridisation as an option when delivering these services.

5.3.1 FESS-Only Analysis

FESS configurations have been assessed by keeping the power rating constant and

changing the C-Rate. In the first (FESS-only) analysis the system was matched

as a 1MW service with a 1MW FESS with the C-Rate being varied to represent

changing energy capacity. The simulations consisted of running a DFR service 24/7

across a year utilizing frequency data from November 2020 to October 2021. The

C-Rates have been chosen to represent the range of FESS configurations available

in today’s market, ranging from 0.25C to 20C. Table 5.1 shows a summary of the

different configurations used in the analysis.
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Table 5.1: FESS Configurations analyzed in FESS-Only DFR study

Configuration Energy (kWh) Power (kW) C-Rate

A 4000 1000 0.25
B 1000 1000 1
C 400 1000 2.5
D 200 1000 5
E 100 1000 10
F 66 1000 15
G 50 1000 20

Technical Analysis

The main performance metric for the system is to remain available for response

services at least 95% of the time. If the system has no stored energy (0% SOC) then

it is not available for export, if it has reached capacity for energy stored (100% SOC)

then it is not available for import. The equation for availability has been defined

previously in Equation 5.1.

Initially, the average availability was calculated across the 12 months studied

(November 2020 to October 2021), with the results of this shown in Figure 5.3. The

first conclusion to be drawn is that there is significant variability in the demands

present from month to month, with some months such as March and December

showing significantly lower availability than less strenuous months such as April

and January. This is noted as it does highlight a certain degree of unpredictability

inherent in providing this service.

Figure 5.3 shows that for time period studied the 95% target is achieved across all

months for configurations A and B whilst failing to reach this for 3 out of 12 months

for configuration C. Configuration D maintains an average availability of more than

90% across the year but all higher C-Rated systems fall below the 90% mark meaning

they would be less desirable for the DFR service. This shows how important energy

capacity is for providing this service, and suggests that more power-centric FESSs

may not be suitable as standalone ESSs. The results contained in Figure 5.4 help

inform this conclusion, showing the average availability falling dramatically as the

energy capacity is reduced.

The energy throughput shown in Figure 5.4 illustrates how the changing C-rate

affects the performance of the system for this metric along with average availability

across the whole year. Configuration A will provide the best performance in this

regard, with a steady decrease in energy throughput as the C-Rate is increased (due

to their decreasing energy capacity) which is tied intrinsically to the availability of

the system.

From the C-Rate analysis conducted, the range of viable C-Rates for a power-

141



5.3. STANDALONE FESS CHAPTER 5. DFR USING A FESS

Figure 5.3: Availability per month for varying configurations of FESS

Figure 5.4: Average availability and energy throughput across the year for varying
configurations of FESS
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Table 5.2: Performance statistics for varying FESS configurations performing DFR

Configuration Average SOC (%) Cycles per Year

A 77 742
B 61 1322
C 54 2341
D 52 3828
E 51 6292
F 50 8373
G 50 10138

matched system is between 0.25 and 2.5C. When considering average availability

across the year, this metric goes from 100% average availability for a 0.25C system

to 99.18% for a 1C system. The only other system with an average availability

above 95% is configuration C which recorded a 95.74% average availability across

the year which is a fairly significant drop off in overall availability. Again, whilst this

does not suggest the traditional configurations of FESS would work for providing

this service, it does not rule out FESSs generally as there are similar configurations

available on or coming to the market.

Table 5.2 shows the results of further performance monitoring tests. There is

a clear increase in the number of cycles per year as the C-Rate is increased and

with life cycle estimates for existing Flywheels previously discussed as ranging from

100,000 to 500,000+, flywheels at the lower end of this estimate may struggle to

provide sufficient lifetime at higher C-Rates.

Economic Analysis

For the economic analysis, the FESS TCC was varied between £200/kW and £900/kW.

This range of values was chosen after an iterative simulation process showed this

range to sufficiently show the financial trends in both directions for analysis purposes

and falls in line with the lower end of the power based TCCs detailed previously in

Chapter 2. The results of calculating the NPV of the system over an operational pe-

riod of 20 years for different TCC values and FESS configurations is shown in Figure

5.5. The discount rate was set at 8% for this study, intended to represent the fact

that this application is already dominated by BESSs, and as such any competing

technology would need to offer an attractive return in order to be considered.

At the lower end of the C-Rate scale, the 0.25C and 1C systems both cross the

threshold into positive NPV from £500/kW and lower. This is likely to be achievable

as further advancements in flywheel technology are made, but would only represent

a marginally positive NPV. More strenuous targets would be the £400/kW threshold

for a 5C system which would require more significant advancements to be made.
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Figure 5.5: NPV for a 20-year lifespan for varying configurations of FESS

A 15C FESS only achieves positive NPV at a target price of below £250/kW

whereas a 20C FESS would have to reach a target TCC of lower than £200/kW

to achieve a positive NPV. This is not a realistic aim considering the previously

discussed average £/kW value of £780/kW and therefore these should be considered

unlikely candidates for providing this service.

There is a sizeable decrease in the economic prospects from configuration E to

G, and this is mainly due to the rapidly increasing number of cycles leading to a

potential for the system not achieving a 20-year lifespan.

The total cycle limit was been set at 100,000 to represent the lowest commonly

referred value within the literature; however, a higher NPV could be achieved for

the higher C-Rate systems if this limit were to be increased. For example, with

configuration G experiencing 10,138 cycles per year, it would require a threshold

set at 206,360 to increase the NPV by reducing the replacement system costs. This

would not be an unreasonable cycle limit to assume considering the cycle limits

stated by FESS manufacturers, and the study was repeated considering a 250,000

cycle limit.

The results of increasing the cycle limit available are immediately apparent in

Figure 5.6 for configurations E, F and G. Whilst still seeing a decreasing level of

NPV, the decrease is now much more shallow, as even the worst performing config-

uration (G) can now achieve a positive NPV under a £200/kW TCC. Whilst it is

unlikely that this price point would become a reality, it now opens up a wider range

of configurations for potential use in this application.

144



5.3. STANDALONE FESS CHAPTER 5. DFR USING A FESS

Figure 5.6: NPV for a 20-year lifespan for varying configurations of FESS with
increased cycle lifetime

Whilst the 0.25C and 1C FESS both produce promising results with good tech-

nical and economic performance, they are of the less common energy-centric type

of FESS. A likely target range for more widespread FESS configurations of 2.5-5C

aiming for no more than £400/kW could provide a financially viable FESS-only

DFR service. However, it must be considered that these results are associated with

a discount rate of 8% and hence higher TCC values would result in a positive NPV

if a lower level of profit was allowed for.

To illustrate this, a discount rate sensitivity study was conducted for configu-

rations B, C and D which were identified as the most realistic options for FESS

configurations under current market conditions. The discount rate was varied be-

tween 2% and 10% with the results shown in Figures 5.7-5.9.

Immediately it becomes apparent that by reducing the discount rate, a far more

promising picture for the viability of a FESS providing these services emerges. Even

configurations C and D are able to provide significant positive NPV scenarios across

a much wider range of TCC with lower discount rates.

The best-performing system is still configuration B, which can provide a posi-

tive NPV for all discount rates when the TCC is £400/kW or below, whilst when

looking at the more realistic region of £700/kW the configuration can still provide

a positive NPV across discount rates ranging from 2-4%. However, at £700/kW for

configurations C and D, there are fewer positive results, with C providing positive

NPV at discount rates of 2-3% and D only providing positive NPV at 2%.
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Figure 5.7: Discount and TCC Sensitivity Analysis for Configuration B

This sensitivity analysis highlights the fine line between economic viability and

negative repercussions. For configuration B (the 1C system), 59.7% of the studied

combinations resulted in a positive NPV, whilst for configuration C (2.5C system)

this value is 51.4% and for configuration D (5C system) the value is 44.4%.

The information presented so far details an indication of the challenges when

considering FESS capability of providing standalone DFR services. However, it

is clear that the energy capacity of the FESS is a significant disadvantage when

considering the higher C-Rate systems. The question then needs to be asked, for a

system such as configuration D, which stands at the edge of achieving the requisite

technical levels of performance, what can be done to increase the effectiveness of

its implementation? It is from this starting point that this thesis now begins to

consider the benefits of hybridisation of FESSs and BESSs to attempt to extract

further value from the respective systems.

5.3.2 Hybrid Analysis

For this section, configuration D has been chosen to be studied further in a hybrid

scenario, as this configuration represents a fairly common FESS C-Rate specification,

as well as showing promising results without quite achieving the ideal level of 95%

average availability. For this reason, it is an ideal candidate to take forward to

understand the effects of hybridisation in this way, and determine if a better techno-

economic performance can be achieved.

A key criterion of the hybridisation scheme is to ensure that the required power

rating of the system (1MW) is maintained across all configurations. For this reason,

146



5.3. HYBRID ANALYSIS CHAPTER 5. DFR USING A FESS

2 3 4 5 6 7 8 9 10 11

£-600,000

£-400,000

£-200,000

£0

£200,000

£400,000

£600,000

£800,000

Discount Rate (%)

N
P

V

£200/kW

£300/kW

£400/kW

£500/kW

£600/kW

£700/kW

£800/kW

£900/kW

Figure 5.8: Discount and TCC Sensitivity Analysis for Configuration C
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Figure 5.9: Discount and TCC Sensitivity Analysis for Configuration D
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Table 5.3: Hybrid Configurations analyzed in HESS DFR study

FESS kWh
Rating

FESS kW
Rating

C-Rate BESS kWh
Rating

BESS kW
Rating

C-Rate

D 200 1000 5 - - -
H 200 1000 5 50 50 1
I 200 1000 5 100 100 1
J 190 950 5 50 50 1
K 180 900 5 100 100 1
L 160 800 5 200 200 1

two different approaches have been taken, with the configurations to be studied

shown in Table 5.3. The first approach, with configuration H and I, represents an

additional quantity of BESS being introduced on top of the existing FESS that was

analysed as configuration D. The second approach consists of decreasing the size of

the FESS and replacing this with different amounts of BESS capacity as shown with

configurations J, K and L.

The control strategy for the hybrid system operates such that the FESS will fulfil

any request that it is able to, and only in the event of the FESS being unable to

fulfil the request will the BESS operate. This control strategy is discussed in more

detail in Section 6.2.

HESS Technical Analysis

Figure 5.10 shows the technical performance of the different hybrid configurations.

The main aspect to note is the fact that the average availability over the course of

a year increases by at least 1.5% across all configurations, with the peak increase

occurring under configuration L which achieves an average availability of 94.1%.

Were the energy capacities of the BESS portions to be increased further then this

would have a knock-on effect of increasing the average availability.

Additionally, there are positive increases to the overall energy throughput of the

system, illustrating the hybrid configurations’ abilities to operate for longer periods

of time before reaching SOC limits.

The remaining performance characteristics are shown in Table 5.4 and show a

similar pattern of slight performance benefits from the introduction of a hybrid

system.

As the FESS size is reduced, the number of cycles it is exposed to increases,

with configuration L expected to complete 89,900 cycles over 20 years. It is clear

that further reductions in FESS size beyond that specified in configuration L would

likely result in a cycle limit of 100,000 being reached before the specified 20-year

lifetime and hence having a potentially significant impact on economic viability if
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Figure 5.10: Average availability and energy throughput across the year for varying
configurations of HESS

Table 5.4: Performance statistics from hybrid configurations study

Configuration Average
SOC
Flywheel

Average
SOC
Battery

FESS
Cycles

BESS
Cycles

D 51.82 - 3828 -
H 49.29 47.61 3829 434
I 49.29 48.38 3829 429
J 49.27 47.55 3973 458
K 49.25 48.32 4130 477
L 49.20 48.57 4495 478
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using a system that specified this lower cycle limit.

The number of BESS cycles for all configurations leads to a 20-year cycle ex-

pectancy of between 8580 (configuration I) and 9560 (configuration L). In this study,

the cycle limit has been assumed to be 10,000 before system replacement would be

required and therefore any excess cycling beyond this limit could have a significant

impact on economic viability. However, some literature suggests cycle limits lower

than this, and that should be taken into account when considering the data pro-

duced here. The cycle intensity should be a key consideration when sizing ESS for

frequency response services and the balance between the two different ESS technolo-

gies cycle capacities that make up the HESS should be carefully managed, with any

ESS utilised being chosen with specific cycle limits in mind.

HESS Economic Analysis

For the economic portion of this analysis, the FESS TCC has been set to £780/kW

in line with the average found previously in the literature review. From the baseline

NPV for configuration D at this TCC, further analysis has been undertaken to assess

the impact of BESS TCC and discount rate on the feasibility of hybridisation from

an economic standpoint. The results of this analysis are shown in Figures 5.11 -

5.13.

This analysis reveals several interesting trends. For analysed TCC values of

£600/kW and above configuration J is the option that consistently performs best.

This is due to the small amount of BESS required for this configuration, so the

benefits provided are less affected by the higher TCC.

In the other direction, at lower TCC values, configuration L provides the highest

NPVC again due to the complex balance between increase in performance and cost.

As the BESS cost goes below the FESS cost, it becomes more beneficial to replace

more of the FESS with quantities of BESS. Thus there is a balancing act to be

achieved depending on the relevant costs of each component.
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Figure 5.11: NPV Change under different HESS Configurations for a discount rate
of 4%
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Figure 5.12: NPV Change under different HESS Configurations for a discount rate
of 6%
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Figure 5.13: NPV Change under different HESS Configurations for a discount rate
of 8%

Additionally, it is interesting to note that at the lower end of the BESS TCC

values, increasing the discount has a positive effect on the NPVC. This runs counter-

intuitively to the common understanding of NPV; however, it is easily explained by

acknowledging that as the discount rate is changed, the baseline NPV of configura-

tion D is also changing. Consequently, the effect of hybridisation is actually having

more of a positive effect as a ratio of the original NPV.

This conclusion now leads us to consider the actual NPV achieved by these sys-

tems, and whether the increases seen under these varying scenarios are sufficient to

make the selected configuration (D) economically viable. To illustrate this, the base

NPV values when using a TCC of £780/kW for the FESS and the best-performing

value of £200/kW for the BESS are shown across varying discount rates in Figure

5.14.

Despite the hybridisation improving the NPV in all of these scenarios, the NPV

remains negative unless the discount rate is reduced to 2%. This leads to the con-

clusion that whilst the NPV can be improved, the system as a whole is still likely

to not be economically viable.

To further explore this, the section will conclude by considering the effect that

hybridisation has on configurations B and C. To do this, the analysis previously

conducted was repeated for both configurations in order to replicate the results

shown previously in Figure 5.14 but for the two new configurations. Once again, the

FESS TCC was set as £780/kW with the BESS TCC set as £200/kW to illustrate

the best case scenario for BESS impact when installing with a FESS of average
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Figure 5.14: Total NPV under different HESS Configurations for varying discount
rates from a baseline of Configuration D

cost. The results of this analysis are shown in Figure 5.15 and 5.16. The updated

Configurations considered in this analysis are shown in Table 5.5

As expected, the hybridisation with Configuration B produces the highest over-

all NPV. However, the effect of hybridisation still remains fairly minimal, with a

negative NPV only turning positive in one scenario in Figure 5.15, when considering

a 4% discount rate for which configuration Q can provide a positive NPV when

configuration B does not.

The impact is also not uniformly positive. With Configuration B and C already

performing to a higher economic level than Configuration D, there are scenarios

where the introduction of a BESS at as low a TCC as £200/kW will have a negative

impact on the overall NPV even at the lowest discount rate. This is due to the fact

that in these configurations, the addition of the BESS components does not provide

a sufficient technical performance boost to offset the additional economic cost.

5.3.3 Discussion

Under current economic conditions, it is unlikely that a FESS could be deployed as

a standalone system providing DFR. At the price point of £780/kW, only configura-

tions B and C can provide a positive NPV and even then this can only be achieved

with a small discount rate of 2%. This suggests that a significant reduction in the

cost of FESSs would be required in order for it to be deployed for this application.

This section has however opened up the discussion around energy-limited assets for

frequency response services, suggesting that the potential is there for deployment,
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Table 5.5: Further Hybrid Configurations analyzed in HESS DFR study

FESS kWh
Rating

FESS kW
Rating

C-Rate BESS kWh
Rating

BESS kW
Rating

C-Rate

B 1000 1000 1 - - -
M 1000 1000 1 50 50 1
N 1000 1000 1 100 100 1
O 950 950 1 50 50 1
P 900 900 1 100 100 1
Q 800 800 1 200 200 1
C 400 1000 2.5 - - -
R 400 1000 2.5 50 50 1
S 400 1000 2.5 100 100 1
T 380 950 2.5 50 50 1
U 360 900 2.5 100 100 1
V 320 800 2.5 200 200 1

Figure 5.15: Total NPV under different HESS Configurations for varying discount
rates from a baseline of Configuration B
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Figure 5.16: Total NPV under different HESS Configurations for varying discount
rates from a baseline of Configuration C

but this would require further research and development in order to improve FESS

energy capacities and lower costs. It has also provided a detailed set of targets for

flywheel manufacturers to meet in both the costing and technical specifications in

order to be able to competitively deploy their systems for this application.

In a hybrid scenario, as BESS TCC is increased the impact that it has on the

overall NPV is lessened to the point where it will then cause a loss of NPV, with the

same sensitivity being present in FESS TCC as well. What this part of the study

shows, however, is that the balance between positive and negative techno-economic

impact is dependent on many different factors. There are scenarios in which a FESS

could operate as a standalone DFR service provider, just as there are then scenarios

in which hybridisation with a BESS can improve its techno-economic performance.

However, this should not be taken for granted as a perfect solution as the vari-

ables involved have a significant impact on the performance of the site. There will

be multiple crossover points between BESS and FESS configurations, discount rates,

and TCC of the relevant ESSs where the economic impact swings between positive

and negative.

5.3.4 Chapter Conclusions

This chapter focused upon the ability for FESSs to provide a DFR service for

NGESO. This is an important study in understanding the ability of very short-

duration energy storage such as flywheels to play a relevant part in frequency re-

sponse markets across the world. The results from this study suggested that as a
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standalone entity, a FESS with a low C-Rate will be most effective at providing the

service, as the 0.5C system showed the best overall performance.

Realistically however, FESSs are rarely specified as high energy assets, and as

such further analysis was performed on 1C, 2.5C and 5C systems to determine the

conditions under which they can be profitable in providing DFR. The results from

this analysis show that whilst the economic performance declines as the C-Rate is

increased, there is still potential for a higher C-Rate FESS to provide a positive

NPV, especially at lower values of TCC and discount rate. Overall, a comprehen-

sive economic study has been produced over a range of different configurations and

variables to illustrate how a FESS can be economically viable in this scenario.

Building upon this, a hybridisation study was undertaken to determine the effect

of introducing a small amount of BESS to a standalone FESS. To do this, a config-

uration shown to have a negative NPV in the previous analysis was used to analyse

whether this could become positive through the use of a BESS. In summary, the

answer to this question was yes, however, this was only possible under very specific

and limited scenarios of low discount rates and very low BESS TCC. It can be con-

cluded from this section that whilst hybridisation can be beneficial, there are other

scenarios where a negative impact can be produced. This is an important distinction

to make, as it shows that sometimes introducing energy storage can have negative

repercussions and as such should be carefully considered depending on application,

cost and performance.

Using this work as a baseline, the following Chapter now moves forward into a

more detailed assessment of hybrid systems and the ability to exploit further value

from such systems through appropriate control and sizing.
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Chapter 6

Hybridisation of Flywheels for

Frequency Response Service

Delivery

6.1 Introduction

After the introduction to hybridisation in the previous chapter, the contribution of

this chapter focuses on the optimisation and operation of a HESS. Firstly, a suite

of novel hybrid control methods is introduced and discussed. Two control schemes

are then used to showcase the degradation mitigation analysis modelling framework

that was introduced in Chapter 3, and the impact that this can have on designing

and operating HESSs.

Following this, each control system is assessed on a technical basis before un-

dergoing refinement to improve the performance of the control strategy. This com-

prehensive analysis using multiple analytical tools provides the first example of an

in-depth review of novel hybrid control strategies, different approaches to the refine-

ment of said control strategies, and the impact that these different strategies have

on the overall economic potential of the site.

6.2 Using a FESS to Enhance a BESS Installation

For this section, the thesis now flips the question of the previous section to consider

what impact a FESS can have on a BESS providing a DFR service. This research

is particularly important, as BESSs are already widely deployed in this application

and plan to be deployed for further similar applications. The possibility of extending

BESS lifetime and the associated techno-economic benefits would be beneficial to
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Table 6.1: Overview of studies conducted on the novel control strategies

Control
Strategy

Method FESS
Energy
Range
(kWh)

FESS
C-Rate
Range

FESS
Power
Range
(kW)

Other Control
Variables

CS-2 GA 10-100 4-15C 40-1500 None
CS-3 Iterative 30-100 4-8C 120-800 Lower and Up-

per frequency
thresholds

CS-4 Iterative 100-1000 4C 400-4000 Lower and Up-
per frequency
thresholds

CS-5 Iterative 15-200 4-12C 60-2400 % contribution
from each ESS

CS-6 GA 10-100 4-15C 40-1500 Average power
calculation (tav)

CS-7 GA 10-100 4-15C 40-1500 Average power
calculation (tav)

CS-8 Iterative 83-200 4-12C 1000 Duration of time
that each ESS
operates per
hour

asset owners and the wider electricity grid by enabling assets to continue operating

beyond their currently predicted lifespans. This also has environmental implications,

by helping batteries to stay online longer it removes the requirement for more regular

replacement and increased usage of the materials used in the construction of these

systems.

In the following sections, the minimum FESS C-Rate considered is 4C. This

is intended to represent the FESSs typical role as a very short duration energy

storage. Whilst it is acknowledged that lower C-Rate FESSs do exist, they are

far less common and therefore less relevant to the objectives of this section, which

focuses on enhancing existing installations rather than providing a standalone service

as detailed in the previous chapter. Note that in some cases where multiple similar

figures are presented, the axis limits are not constant and therefore care should be

taken when comparing figures.

Table 6.1 gives an overview of the approaches taken to studying each control

strategy, along with the variables that were used in each process.
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6.2.1 Novel Control Strategies Overview

Eight different control schemes have been assessed within this work, consisting of a

BESS only baseline and 7 hybrid control schemes. Table 6.2 contains a description

of each control strategy. The baseline control strategy consists of a 1MW/1MWh

BESS delivering a 24/7 1MW service set at a TCC of £400/kW. Using this approach

it can be shown how the key metrics such as availability, net present value and BESS

degradation change according to hybrid configuration and control mechanism. The

NPV is calculated using the same approach as previously defined in Section 5.2.1.

For all of the hybrid control strategies detailed in this section, the BESS spec-

ification is kept constant at 1MW/1MWh/1C. This has been fixed to allow direct

comparison between the effects that the different strategies and FESS configurations

have on the techno-economic performance of the BESS. This was not considered as

a variable as the intention of this section is to represent the addition of a FESS to

an already existing or pre-planned BESS installation.

Each control strategy has an associated control flowchart. In the following sec-

tions, each control strategy is presented with commentary on how it was developed

and the goals of investigating the control strategy.

Where included, the SOC limits for the respective ESSs are shown in Table 6.3.

These limits are based upon known operational conditions of the different ESSs,

and the addition of such limits helps account for aspects such as cell balancing.

The limits for the FESS were taken directly from the industrial sponsor’s technical

specifications whilst the limits for the BESS were taken from those currently in

operation at Willenhall ESS.

In general, these strategies have been developed over the course of several years of

iterative design and case studies. The knowledge gained from repeated simulations

of different hybrid systems has been used to identify areas that could become control

variables, which have then been tested and refined over the years to arrive at the

7 control strategies presented in this section. An example of each control strategy

operating for 24 hours providing DFR as a 1000kW 1C BESS and 100kW 10C FESS

is contained in the Appendix as Figures A26-A32 illustrating how each individual

ESS participates in the response service.

Because this process has been iterative over a significant timescale, not all of

the control strategies have been investigated in the same way. Initially, Genetic

algorithms were utilised in order to explore the typical optimum ranges for the

variables involved. Subsequently, the information gained from these studies was

used to perform iterative investigations and provide greater insight into the effects of

changing certain parameters. Once the control strategies have been introduced and

explained, this chapter is broken down to discuss each control strategy in the manner
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Table 6.2: Description of each control strategy to be assessed

Control
Strategy
Designation Description

1 A 1MW/1MWh battery was used as a baseline to compare with
the remaining control schemes. The BESS delivers the required
DFR power for all requests whilst it remains within SOC limits.
No FESS is included.

2 The FESS acts as a filter to the BESS, responding to any request
that it is available to meet. Only if the FESS cannot meet the
power requirements is the request passed on to the BESS.

3 The FESS takes on any requests outside of a designated frequency
range, with the BESS responding to any requests inside the range.
For example, a FESS could meet any requests below 49.9Hz and
above 50.1Hz, whilst the BESS meets any requests in the 49.9-
50.1Hz range.

4 The FESS takes on any requests inside of a designated frequency
range, with the BESS responding to any requests outside the range.
For example, a BESS could meet any requests below 49.9Hz and
above 50.1Hz, whilst the FESS meets any requests in the 49.9-
50.1Hz range.

5 Any power request is split between the two systems according to
the ratio of the FESS maximum power output to the agreed service.
For example, a 1MW service and a 0.2MW FESS would have each
power demand split at a ratio of 5:1 between BESS and FESS.

6 The FESS provides the 30-second rolling average of the requested
power, with the BESS making up any difference between the power
delivered by the FESS and the instantaneous request.

7 The BESS provides the 30-second rolling average of the requested
power, with the FESS making up any difference between the power
delivered by the BESS and the instantaneous request.

8 The responsibility for providing the service alternates between the
two systems over a set period. For example, a FESS will deliver
the service for 30 minutes followed by the BESS delivering for the
next 30 minutes.

Table 6.3: SOC Limits used for individual ESS models

FESS BESS

SOClow 2% 5%
SOChigh 98% 95%
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Figure 6.1: Control flowchart for Control Strategy 1

in which they were originally assessed with a concluding section tying together the

results of the separate studies.

Many of the control strategies discussed here could be extended with fallback

options for when requests are not met and additional control measures; however,

the strategies presented are intended to be a baseline investigation into the possibil-

ities available, with future works expected to refine and extend the most promising

strategies.

Control Strategy 1

This is the baseline control strategy against which all other strategies will be mea-

sured. For this reason, this strategy consists solely of a BESS, enabling each hybrid

system to be compared to determine whether it causes a positive or negative effect.

Unless otherwise stated, this consists of a 1MW/1MWh/1C BESS delivering a 1MW

service. The control flowchart is shown in Figure 6.1.

This strategy is the most basic of the set, where the BESS is asked to provide

a power determined by the frequency and response envelope (PDFR) and as long

as the energy associated with that request (EReq) is less than or equal to the en-

ergy currently available in the relevant direction in the BESS (either charging or
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Figure 6.2: Control flowchart for Control Strategy 2

discharging) (EBESS) then the BESS can respond so that PBESS is equal to PDFR.

The request will not be fulfilled if the BESS does not have the spare capacity in the

relevant direction to accommodate the energy EReq.

Control Strategy 2

This control strategy was developed as the initial method of implementing a hybrid

system, this consists of asking the FESS to take on any request that it can with the

BESS only activating when the FESS is unable to. The philosophy for this strategy

is to try and allow the BESS to operate as little as possible whilst still maintaining

high availability. Figure 6.2 shows the control flowchart for this strategy.

The approach to this strategy is broadly the same as that in CS-1 but with

the additional step of the request passing through the FESS. The FESS is asked

to provide a power determined by the frequency and response envelope (PDFR) and

as long as that request is less than or equal to the power currently available in the

relevant direction in the FESS (either charging or discharging) (PFESS) then the

FESS can respond so that PFESS is equal to PDFR. In this scenario, PBESS would
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be equal to zero, and the request is wholly met by the FESS.

There are then occasions where the FESS is not able to meet the entire request,

such as when the FESS is sized lower than the service being provided. In this

scenario, PFESS will be equal to the maximum amount of power that the FESS can

provide, and the new request that the BESS sees is the difference between what

the FESS can provide and the requested power. If the BESS can meet this request,

then the request is met through a combination of the two ESSs, and if not then the

request is not met.

Finally, if the FESS has reached its high or low SOC threshold and hence cannot

provide any response, then the request that the BESS sees is simply PDFR as with

CS-1.

Control Strategy 3

The third control strategy was developed as part of testing to determine if there

were ways of reducing the impact on BESS degradation by only cycling it in certain

regions. To this end, it was noted that there was the potential for splitting the

requests up by the frequency associated with them and hence allowing the maximum

power experienced by each ESS to be controlled. Figure 6.3 shows the control

flowchart.

This strategy is the first to have a filter stage before the ESSs are instructed to

operate. Each request is separated according to the frequency, and directed to either

the BESS or FESS depending on what boundaries have been set. For this control

strategy, the BESS will take on any request within a set range, and the FESS will

take on any request outside of a set range.

To give an example, if the upper threshold (fhigh) was set to 50.1Hz and the lower

threshold (f low) was set to 49.9Hz, then a frequency of 49.95Hz would be directed

to be responded to by the BESS and a frequency of 49.8Hz would be responded to

by the FESS. From the point that the request is assigned, there is no interaction

between the two ESSs, with the request being solely delivered by either the FESS

if the frequency is within the assigned range, or by the BESS if the frequency is

outside the assigned range.

Control Strategy 4

This control strategy is the reverse of CS-3, again developed with the aim of con-

trolling how the BESS is operated within set regions. Figure 6.4 shows the control

flowchart.

For this control strategy, the FESS will take on any request within a set range,

and the BESS will take on any request outside of a set range, the opposite allocation
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Figure 6.3: Control flowchart for Control Strategy 3

to CS-3. Figure 6.4 shows the flowchart for how this strategy is executed, where

fLow is the lower frequency threshold, fHigh is the high-frequency threshold, PDFR

is the required power requested by the response envelope and PBESS and PFESS are

the power output from the BESS and FESS respectively.

To give an example, if the upper threshold (fhigh) was set to 50.1Hz and the lower

threshold (f low) was set to 49.9Hz, then a frequency of 49.95Hz would be directed

to be responded to by the FESS and a frequency of 49.8Hz would be responded to

by the BESS. From the point that the request is assigned, there is no interaction

between the two ESSs, with the request purely dealt with based upon the ability of

the assigned ESS to accommodate it.

Control Strategy 5

This strategy takes a different approach to the same philosophy detailed in CS-3 and

CS-4. Instead of splitting the request according to frequency, it is always distributed
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Figure 6.4: Control flowchart for Control Strategy 4

between the two ESSs according to a set ratio as in Figure 6.5.

As an example of the operation of the system, if a 1MW/1MWh/1C BESS and

a 0.2MW/0.05MWh/4C FESS were paired together, then the ratio would be set

at 5:1 between the BESS and the FESS. Once the power has been proportionally

separated, the ESSs do not interact and both must provide the full requested power

for the overall request to be met. If either ESS fails to provide the requested power

then the overall request will not be met.

Control Strategy 6

This strategy was developed with the objective of smoothing out the operation of the

ESSs, by using the average request as well as instantaneous requests. This operates

in tandem with reducing the power throughput that the BESS experiences by only

assigning it the difference between the average and instantaneous power. Figure 6.6

shows the control flowchart

For this strategy, the 30-second average of requested power is calculated (PAv)

and assigned to the FESS. The BESS control unit is then provided with PDFR and

PAv with which it calculates the difference between the two to produce PDif. The
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Figure 6.5: Control flowchart for Control Strategy 5 *note that if either branch
results in a ‘no’ decision then this overrides the control and sets the output to the
‘zero’ outcome

average power is a simple rolling average of the previous 30 seconds of requested

power and is not predictive, with an example power profile for the baseline and

average powers shown in Figure 6.7. From this point, the two ESSs are independent

and both must provide the power requested of it in order for the overall request to

be met.

Control Strategy 7

This strategy was developed as the opposite of the strategy described as CS-6. The

roles of the BESS and FESS are reversed to assess whether this method provides an

improvement in availability and degradation. Figure 6.8 shows the control flowchart.

For this strategy, the 30-second average of requested power is calculated (PAv)

and assigned to the BESS. The FESS control unit is then provided with PDFR and
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Figure 6.6: Control flowchart for Control Strategy 6

PAv with which it calculates the difference between the two to produce PDif. From

this point, the two ESSs are independent and both must provide the power requested

of it in order for the overall request to be met.

Control Strategy 8

The final control strategy was developed by considering operational time as a control

variable. For this method, the ESS which is responsible for delivering the requested

power is varied at set intervals, such as every 30 minutes, as shown in Figure 6.9.

For this control strategy, each ESS operates independently for the given time

frame in the same manner as with CS-1, only alternating between ESS responsibil-
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Figure 6.7: Example simulation output for CS-6 showing a) Frequency b) Baseline
power request (PDFR) c) Average power request (PAv)

ity.n If the ESS responsible for service provision at that time cannot provide the

requested power then the request will not be met.

Discussion

The range of novel control strategies developed as part of this thesis has been in-

troduced and their operation explained. Represented in this section is a significant

endeavour to develop strategies to extract the maximum impact from the hybridis-

ation process and thus improve the techno-economic viability of the whole system.

It is important to note that several control strategies execute the control in

such a way that if either one of the ESSs fails to provide the requested power then

the other ESS does not compensate for this and hence the overall output is set to

zero. This approach was taken for ease of implementation purposes, however, these

control strategies could be expanded upon by allowing each ESS to compensate for

the other in the future. The potential impact of this would be twofold. Firstly, the

average availability of the system would likely increase leading to increased revenue.

However, the degradation of the battery would likely increase from becoming more

active and therefore result in negative economic implications.

From this point onwards, the control strategies will be analysed and optimised
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Figure 6.8: Control flowchart for Control Strategy 7

in order to assess their effectiveness in improving the techno-economic performance

achieved by CS-1.

6.2.2 Degradation Mitigation Modeling Framework

Before the control strategies are assessed in detail, this section details the complex-

ities of the modelling framework previously discussed in Chapter 3 and how it can

be used to inform the decisions that are made with regard to refining each individ-

ual control strategy. This visualisation was key in designing the control strategies

discussed in the previous section, as it allows the areas of operation to be clearly
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Figure 6.9: Control flowchart for Control Strategy 8

visualised in order to inform decisions on the control set points and philosophy. The

main objective from these visualisations is to illustrate how different control schemes

can try and maintain BESS operation at low C-Rates and SOC values in the region

of 20-80%. These have been shown throughout literature as operating regions more

beneficial to extending battery lifetime due to reduced heat losses and unwanted

side reactions [142] [239] [240].

Chapter 3 gave a brief introduction to the 3-D data analysis possible within

the modelling framework, including an example of this in Figure 3.29. This section

will now present how the operation of the BESS can be visualised under three

different control strategies, namely CS-2, CS-3 and CS-6. These three strategies

have been chosen to highlight different areas of operation for the individual ESSs

when control strategies are varied. In this analysis, the configuration studied consists

of a 0.5MW/0.5MWh/1C BESS operating with a 0.25MW/0.05MWh/5C FESS to

provide a 0.5MW DFR service and showcases the analysis possible from filtering the
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Figure 6.10: Total number of cycles at combined ranges of C-Rate and SOC for the
BESS under CS-1

SOC operational ranges and C-Rate operational ranges into 5 separate ranges or

‘bins’. The control strategies presented in this section have been selected to showcase

the effects that different strategies can have on the operation of the two systems and

this section is not intended to be an exhaustive exploration of all control strategies.

Note that in the following sections, the axis limits are not constant between each

figure, and therefore care should be taken when comparing different figures. The

following figures were generated using the hybrid DFR model previously described

in Chapter 3.

CS-1

Firstly, in order to provide context for the following graphs, the visualisation for CS-

1 where the BESS is operating without any hybridization with a FESS is presented.

This is shown in Figure 6.10 where it can be seen that the BESS is operating mostly

in the 0-0.4 C-Rate region, concentrated mainly at lower SOC regions but with some

activity across all SOC ranges.

CS-2

Figure 6.11 and Figure 6.12 illustrate the 3-D operation visualisation for the BESS

and FESS respectively operating under CS-2. From the analysis presented, both

ESSs perform the majority of their cycling at lower C-Rate ranges compared to
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Figure 6.11: Total number of cycles at combined ranges of C-Rate and SOC for the
BESS under CS-2

their overall C-Rating with the FESS operating across the whole spectrum of SOC

ranges whilst the BESS tends to operate much more frequently in the 0-40% SOC

range which could be detrimental in terms of battery degradation.

This visualization of the operation of the system provides a foundation for tailor-

ing the operation of the systems to concentrate the activities of the ESS in specific

favourable areas, potentially through the introduction of certain control schemes.

In this specific example, the fact that the BESS operates almost exclusively in the

0-0.4C region and the FESS operates over the 0-3C range suggests both aspects of

the hybrid ESS may be oversized from a power-rating perspective. Additionally, it

can be used to design control strategies that manage the SOC in more beneficial

ranges for extending battery life as opposed to the low SOC range demonstrated in

this analysis.

CS-3

Figure 6.13 and Figure 6.14 show the same presentation of C-Rate and SOC range of

operation but this time for CS-3. The impact of this change in the control strategy is

significant, with the FESS now operating almost exclusively in the 2-3 C-Rate range

with no cycles experienced above 4C which suggests the FESS could be alternatively

sized at 4C rather than 5C with no performance impact and significant cost savings.

The BESS now operates in an even more concentrated region, with the majority

of cycles taking place in the 0-0.2C and 0-20% SOC ranges. This suggests that
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Figure 6.12: Total number of cycles at combined ranges of C-Rate and SOC for the
FESS under CS-2

despite the lower number of cycles experienced in this application, the SOC will be

maintained in a region that is generally considered throughout literature to have a

detrimental effect on battery lifetime.

CS-6

Figure 6.15 and Figure 6.16 show the FESS and BESS operational statistics when

operating under CS-6. For the FESS, the SOC range is still spread evenly across

the spectrum whereas it operates mostly in the 4+ C-Rate range with small degrees

of usage in the lower C-Rates. For this control strategy, the FESS is sized at an

appropriate level with the system making use of the full range of power capabilities.

The activity from the battery is now almost exclusively within the 0-0.2 C-Rate

with the SOC spread more evenly across the entire range of operation. This is likely

to have a much better effect on battery lifetime than the other control strategies

presented in this section. Additionally, the C-Rate being maintained mostly in the

0-0.2C and 0.2-0.4C ranges will also have a positive impact. However, this analysis

does suggest that the battery is significantly oversized for this control strategy and

likely could be specified as a lower C-Rate battery.
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Figure 6.13: Total number of cycles at combined ranges of C-Rate and SOC for the
BESS under CS-3

Figure 6.14: Total number of cycles at combined ranges of C-Rate and SOC for the
FESS under CS-3

174



6.2. DEGRADATION MODELING CHAPTER 6. HYBRIDISING A FESS

Figure 6.15: Total number of cycles at combined ranges of C-Rate and SOC for the
BESS under CS-6

Figure 6.16: Total number of cycles at combined ranges of C-Rate and SOC for the
FESS under CS-6
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6.3 Genetic Algorithm Optimisation of

Hybrid Control Strategies

In this section, a GA will be used to optimise the configuration of a FESS being used

in CS-2, CS-6 and CS-7. This analysis is conducted based on an initial exploration

of the variable space and provides the foundations for further iterative work in the

following section of this chapter.

6.3.1 Study Overview

The analysis was conducted using the Genetic Algorithm toolbox within MAT-

LAB/Simulink. The Genetic Algorithm has been used in this work in order to

explore a wide range of FESS configurations in a bounded population set, offer-

ing a good degree of certainty in the optimal configuration whilst simultaneously

providing economic performance data across the entire population range.

The reward value for the algorithm is the overall NPVC of the system. In the

scenario presented in this work, the reward value needs to be maximized rather than

minimised. The reward value is calculated by measuring the increase (or decrease)

in NPV compared to CS-1. For this reason, the fitness function needs to be set

up in such a way that negative values are not considered beneficial and calculate

the reward value accordingly. The initial part of this process is to use Equation 6.1

ensuring that as the minimisation function decreases, the NPV change is maximized.

MinimisationFunction =
1

(1 + (NPVHESS −NPVCS1))
(6.1)

The drawback of this however that is if the NPVC becomes negative, then that

would automatically be counted as a higher fitness than a positive NPVC. To coun-

teract this, a subfunction was introduced to parse any negative NPVC values and

assign higher fitness values as the NPVC becomes more negative. This function is

shown in Figure A33 in the Appendix. The variables that the GA was given to

optimise were FESS C-Rate and FESS energy capacity in kWh.

The constraints for the GA were determined based upon providing a sufficient

range for the GA to operate across and be worthwhile, whilst simultaneously ensur-

ing solid bounds to prevent excessive simulation durations. The lower FESS C-Rate

of 4C was chosen to allow the optimisation to be based purely on power centric

FESSs as a better representation of the most common FESS configurations, whilst

the upper bound of 15C was chosen in the knowledge that energy capacity is still

an important characteristic for this application. The energy capacity boundaries

of 10-100kWh were similarly chosen to offer an appropriate range of values for the

GA to explore whilst maintaining it in the range of representing a small number of
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Table 6.4: Parameters used in the GA Optimisation process

Parameter Setting

Crossover Rate 0.8
Mutation Rate 0.05

Initial Population 40
Generations 20

individual FESS units.

The crossover rate was set as 0.8 and the mutation rate was set to 0.05 in order to

allow the GA to reach a solution within the generations specified without sacrificing

exploration of outlying areas of the population. Considering the boundaries that

have been set cover a total number of possible individuals of 1092, The population

size was set as 40 with the maximum number of generations as 20, to give a total

possible number of individuals as 800 and hence allow a thorough exploration of the

available options without performing an exhaustive search. These parameters are

summarised in Table 6.4.

6.3.2 Control Strategy 2

Control Strategy 2 was outlined in the previous section and consists of the FESS

acting as a filter to the BESS, taking on any request that it is capable of either

completely meeting or contributing to before passing on any remaining requests to

the BESS.

Figure 6.17 shows the best configuration at each generation of the genetic algo-

rithm where C-Rate refers to the rating of the ESS as defined previously in Equation

2.2. It is clear that the algorithm very quickly finds the best region for configuration

settings before slightly refining the energy capacity. From generation 2 onwards no

further advancement is made from the best configuration of 91kWh energy capacity

and 4C C-Rate.

In terms of the actual performance of the control strategy, Figure 6.18 shows the

NPV achieved across the generations.

A modest increase in NPVC was achieved across the GA, rising from an initial

value of £1,115,000 to a peak value of £1,188,000. The significant positive NPVC

achieved suggests the control strategy is highly effective in producing a system that

balances technical performance with economic impact.

To illustrate how the NPVC changes across the range of values studied, Figure

6.19 shows all individuals studied across the GA and the NPVC values that they

achieved. Each individual is a combination of the chosen C-Rate and energy capac-

ity. It is clear that the algorithm spends the majority of its time looking at solutions
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Figure 6.17: Best individuals per generation for CS-2

at the lower C-Rates, and that when higher C-Rate individuals are included in the

population they represent dramatic reductions in the overall NPVC. It is interesting

to note the ridged aspect of the graph, as the energy capacity is increased the NPVC

tends to decrease up to a point where it experiences a sudden jump upwards, and

this repeats multiple times. This represents the points where the additional energy

capacity of the FESS is causing the BESS to cross the threshold of requiring an

additional replacement over the course of the studied lifetime.

The results of Figure 6.19 give confidence that the outcome of the GA is the

optimum solution within these bounds, with clear trends that indicate less favourable

outcomes for individuals that were not generated as part of the algorithm process.

Finally, Figure 6.20 shows the number of times each individual was chosen over

the course of the GA. This shows the convergence towards the low C-Rate, high

energy capacity region of the population. Interestingly, the best individual selected

(91kWh, 4C) was not the combination that was selected the most often by the GA,

being selected 17 times compared to a 92kWh 4C individual being selected 18 times.

The C-Rate selected most often was 4C, with the frequency of selection decreasing

as the C-Rate rises. This ties up with the information presented previously in Figure

6.19, with the best regions in that figure lining up with the most frequently selected

individuals in Figure 6.20.

Due to the nature of this control strategy, there is little further optimisation or

sensitivity analysis that can be performed as the only main variables are the energy

capacity and C-Rate of the FESS. Unlike the other control strategies, there are no

178



6.3. GA OPTIMISATION CHAPTER 6. HYBRIDISING A FESS

Figure 6.18: NPV achieved per generation for CS-2

variables within the strategy itself that can be tuned to produce different results.

The results of the genetic algorithm, therefore, represent the best performance pos-

sible for this control strategy, showing a significant positive NPVC and making this

strategy a worthwhile consideration for HESS control.

6.3.3 Control Strategy 6

Control Strategy 6 was outlined in the previous section and consists of the FESS

delivering a 30-second average of the requested power whilst the BESS delivers the

difference between the instantaneous and average request.

Illustrating how the genetic algorithm refined the configuration to achieve a

better NPV, the best individuals per generation are shown in Figure 6.21. The

figure reveals the minimal incremental modifications made by the genetic algorithm

to determine the best configuration. Starting from an initial best individual of

25kWh and 6C, the final best individual is 28kWh and 4C. It can be seen that the

best C-Rate is determined very quickly at generation 2, with no further modification

suggesting confidence in this being the optimal C-Rate for this control strategy.

Shown in Figure 6.22 are the overall results of the GA, showing the positive

NPVC increasing as the algorithm finds better configurations through the genera-

tions. There is a fairly modest increase from the initial generation to the final result,

increasing from £943,000 to £1,152,000. Overall though this represents a slight de-

crease from the NPVC generated from the previously discussed GA for CS-2.
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Figure 6.19: NPV achieved for all individuals studied for CS-2

It is interesting to note that the result of this GA has produced a significantly

different best energy capacity than considered for CS-2, showing that if a manu-

facturer has a specific energy capacity unit, then it is important that they tailor

the control strategy to make the most of the specifications, with CS-2 producing

the best energy capacity of 91kWh compared to 28kWh in CS-6. A FESS with a

lower energy capacity may be unsuitable when utilising CS-2, but instead, be able

to provide a good economic improvement if CS-6 is considered instead.
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Figure 6.21: Best individuals per generation CS-6, tav = 30s

Once again it can be seen from Figure 6.23 that there are multiple local maximum

points as the NPVC rises and falls whilst the C-Rate and energy capacity are varied.

With increasing C-Rate the economic benefits decrease, whilst for energy capacity

the NPVC fluctuates up and down as the capacity is increased. The region of

combinations with high C-Rate and high energy capacity is the worst performing.

As with CS-2, the heat map showing the exploration of the individuals is shown

in Figure 6.24. The individuals chosen most regularly are concentrated in the low C-

Rate, low energy capacity region, with the eventual best individual selected the most

times (32 times). As the C-Rate and energy capacity increase, the rate at which

individuals were selected is reduced, with very few selected in the upper regions of

the population due to their poor performance, as seen in Figure 6.23.
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Figure 6.22: Maximum positive NPVC at each generation of the GA , tav = 30s

Figure 6.23: NPV achieved for all individuals studied for CS-6 , tav = 30s
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Figure 6.25: Best individuals per generation CS-6 , tav = 120s

Control Strategy Settings Sensitivity Analysis

In relation to this control strategy, it is important to note that the main variable in

the control settings is average power calculation time in seconds (tav). In the initial

genetic algorithm, this was set to 30 seconds and resulted in a positive NPVC being

achieved.

To explore the impact that the control strategy settings have on the performance

of CS-6, the genetic algorithm was conducted two more times, this time with tav

set to 120s and 300s. These values of tav were chosen after initial exploration of the

variable space showed that beyond these values further variation in results was not

achieved.

Initially looking at tav set to 120s, Figure 6.25 shows the best individuals per

generation. Again, the GA settles on the best configuration fairly early in the run,

reaching its final configuration at generation 5. The C-Rate initially starts out at 5C

before dropping to 4C as before, whilst the energy capacity varies between 37kWh

and 33kWh as the algorithm progresses. Compared to when tav was set to 30s,

this GA has resulted in a very similar individual being chosen, differing from the

previous best configuration by just 5kWh.

Figure 6.26 shows the resulting NPVC at each generation of the GA. Again, a

modest increase is seen across the generations, culminating in a NPVC of £1,115,000.

This is slightly less than when setting tav to 30s, but still a significant increase in

NPV compared to the CS-1 baseline for a slightly different FESS configuration.
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Figure 6.26: Maximum positive NPVC at each generation of the GA, tav = 120s

Figure 6.27: NPVC achieved for all individuals studied for CS-6 , tav = 120s
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Figure 6.28: Best individuals per generation CS-6 , tav = 300s

The range of values achieved across all individuals with these settings is shown

in Figure 6.27, where it follows a very similar pattern to that seen previously with

tav set to 30s. The NPVC fluctuates up and down with increasing energy capacity,

whilst experiencing a steady decrease as C-Rate is increased. Once again the upper

region of high C-Rate and high energy capacity is the worst performing.

Finally, Figure 6.28 shows the best configuration per generation for a tav setting

of 300s. The algorithm determines a 57kWh 4C system to be the best configuration

under these settings. This is quite different from the configurations for the 30s and

120s tav settings, up from 28kWh and 33kWh respectively suggesting the longer

average calculation requires a higher energy capacity to manage.

Figure 6.29 shows the results concerning peak NPVC. This time the algorithm

makes significant improvements, from a starting NPVC of £908,000 to a final value

of £1,080,000. Once again, this is a reduction from both the 30s and 120s tav settings,

but not by a significant amount. The energy capacity being 57kWh suggests that

once again there is a significant range of FESS energy capacities that could be

considered to provide a strongly positive NPVC, as long as the control strategy is

set up accordingly thus opening up this application to a wider range of systems.

Whilst the pattern of results shown in Figure 6.30 is similar to that seen pre-

viously for the other control settings, it illustrates the slight shift in the optimal

region now that the average power contribution is 300 seconds.

In order to fully explore the available control options under this strategy, a new

GA was performed. This time, the FESS C-Rate was set to 4C as this is the most
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Figure 6.29: Maximum positive NPVC at each generation of the GA , tav = 300s

Figure 6.30: NPVC achieved for all individuals studied for CS-6 , tav = 300s
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Figure 6.31: Best individuals at each generation of the CS-6 GA when varying tav

commonly produced value of the previous analysis. In its place, the second variable

becomes tav, between boundaries of 10s and 60s. The FESS energy capacity remains

as a variable but this time restricted between 20kWh and 40kWh, again replicating

the range over which the 30s and 120s studies determined the optimal configurations

to be within.

From Figure 6.31 it can be seen that the energy capacity is set very early in the

algorithm, with the only significant refinement coming in the form of varying tav.

The optimal setting is calculated by the 13th generation as 45 seconds whilst the

energy capacity is determined to be 28kWh, the same as previously identified for

setting tav as 30.

Considering how this affects economic performance, Figure 6.32 shows the im-

provement across the generations. Comparing the final peak NPVC to previous stud-

ies is a small improvement over the previously calculated maximum value (£1,152,000

for tav set at 30) to the new value of £1,155,000.

Overall then, this is an effective control strategy for generating significant extra

value for a BESS site performing frequency response services with only a small-sized

installation of FESS.

6.3.4 Control Strategy 7

The last control strategy to be optimised by GA is CS-7. This control strategy

is the reverse of CS-6, with the BESS now providing an average power and the
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Figure 6.32: Maximum positive NPVC at each generation of the CS-6 GA when
varying tav

FESS supplementing this with the difference between the average and instantaneous

request.

The GA was initially conducted with a tav of 30s, as in the previous section.

Figure 6.33 shows the best individuals per generation for this GA run.

In sharp contrast to the previous GA runs in this chapter, Figure 6.33 shows a

high level of change throughout the course of the algorithm, considering a total of 7

different configurations to be the best performing at different generations. Interest-

ingly, there is a brief period where a 9C system is deemed to be the best performing

before the 4C system is reconsidered at a different energy capacity. What this sug-

gests is that for this control strategy, there is a wide range of different configurations

that can provide similar economic impacts. The energy capacity also fluctuates quite

significantly between 10kWh and 27kWh, before settling on 11kWh. This can be

further illustrated when comparing with Figure 6.34.

The increase over the course of the algorithm is minimal in this instance, but the

key takeaway from Figure 6.34 is that all of the best individuals at each generation

fall within the range of £526,000 to £548,000 NPVC. Despite significantly differ-

ent combinations of energy capacity and C-Rate being assessed, there is minimal

difference in the overall NPVC. This indicates that this control strategy presents

a method for allowing a wider range of FESS configurations to be deployed. Note

that the figures in this subsection contain different axis limits than those presented

previously in this section.
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Figure 6.33: Best individuals per generation CS-7, tav = 30s

Figure 6.34: NPVC per generation CS-7, tav = 30s
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Figure 6.35: NPVC achieved for all individuals studied for CS-7, tav = 30s

When looking at the NPVC achieved by each individual studied, shown in Figure

6.35, it is clear that this control strategy is less able to accommodate a wide range of

different combinations of C-Rate and energy capacity than those previously studied.

However, at the lowest levels of energy capacity, the resulting NPVC does not vary

significantly as the C-Rate is changed. Whilst the NPVC is lower than achieved

for CS-6, it still provides significant extra value but with the added benefit of being

suitable for delivery by a wider range of FESS C-Rate configurations. There is

however a much more rapid and linear drop off as the energy capacity is increased,

suggesting this control strategy is most suited to lower energy systems.

Figure 6.36 shows the number of times each individual within the population was

chosen. Again, there is a clear concentration in the low C-Rate, low energy capacity

region of the chart with the eventual best configuration being chosen the most times.

It shows that the algorithm has tested a wide range of individuals whilst narrowing

down to the optimum region for this population set.
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Table 6.5: Results of the genetic algorithm for CS-7 under different control settings

Setting FESS kW Rating FESS C-Rate NPVC

120s 10kWh 9C £538,000
300s 10kWh 9C £538,080

Control Settings Sensitivity

As in the previous section, the GA was conducted again for tav settings of 120s

and 300s. The final results of these algorithms are shown in Table 6.5 with Figures

A34-A37 in the Appendix showing the algorithm progress charts.

Interestingly, when the duration is modified a higher C-Rate of FESS becomes

the dominant configuration, with both of the two further settings assessed resulting

in the best configuration of a 10kWh 9C FESS. The increased value of tav leads

to a slight drop in NPVC with almost identical results between the two different

settings. 300s performs slightly better than 120s but to such a marginal degree that

it suggests there is little economic benefit to modifying the settings for this control

strategy.

However, from these results, it can be concluded that this control strategy offers

another avenue for different configurations of FESS to be deployed, albeit with a

significantly lower NPVC than achievable under different control strategies. There

is very minimal difference in achieved NPVC when adjusting the control strategy

settings.

6.3.5 Discussion

Three control strategies have been analysed and optimised using genetic algorithms

in this section. In terms of economic benefit, it has been shown that CS-2 will result

in the best impact from introducing a FESS whilst CS-6 can also provide a similar

level of impact. CS-7 did not produce as significant an economic benefit but is still

able to provide an NPVC in excess of £500,000.

The key talking point from this section however is the illustration that these

financial benefits are not limited to a narrow range of FESS C-Rate and energy

capacity configurations. It has been shown throughout the work that whilst different

specifications may produce lower levels of economic benefit, they can still provide a

significant impact.

The best configurations found for each individual control strategy so far are

shown in Table 6.6. CS-2 provides the best economic performance, however, it is

clear from the results shown that by changing the control strategy a wide range of

different FESS configurations can be deployed for this application and still provide
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Table 6.6: Summary of genetic algorithm control strategy optimization results

FESS Energy
Capacity

FESS
C-Rate

NPVC Control Settings

CS1 N/A N/A -£966,000 N/A
CS2 91kWh 4C £1,188,000
CS6 28kWh 4C £1,152,000 tav = 30s
CS6 28kWh 4C £1,155,000 tav = 45s
CS6 33kWh 4C £1,115,000 tav = 120s
CS6 57kWh 4C £1,080,000 tav = 300s
CS7 11kWh 4C £548,000 tav = 30s
CS7 10kWh 9C £538,000 tav = 120s
CS7 10kWh 9C £538,080 tav = 300s

economic benefits.

Overall, it has been shown that there is significant promise to utilising different

control strategies to maximise economic impact whilst also acknowledging that a

significant range of different types of FESS can be deployed depending on the control

strategy utilised.
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6.4 Techno-Economic Analysis of Remaining Con-

trol Strategies

As with the previous work explored in this chapter, the baseline which each control

strategy is to be measured against consists of a 1MW/1MWh BESS delivering a

24/7 1MW service (CS-1). Using this approach it can be shown how the key metrics

such as availability, net present value and BESS degradation change according to

hybrid configuration and control mechanism.

6.4.1 Initial Assessment

The starting point for this section was taken as a 60kWh 4C FESS, which was

determined as the optimal solution for CS2 and CS6 in the previously published

paper [241]. As part of the process of writing this thesis, it was decided that the

FESS cost used in this earlier analysis did not fall in line with the values used in

other studies conducted subsequently (a FESS TCC of £2400/kW) due to using

information available from the technical sponsor at the time of original publication.

For this reason, the genetic algorithm study was revised to line up with the rest of the

information presented in this thesis using a FESS TCC of £780/kW as determined in

Section 2.5. As the FESS specification used is purely a starting point and undergoes

significant sensitivity analysis, it has remained the initial specification studied in this

section. For reference, the original study as a whole is available at [241]. The results

of a year-long simulation using these specifications for each control strategy are

shown in Table 6.7.

The key metrics that will be discussed in this section are as follows;

• Net Present Value Change - As previously discussed, this is the change in NPV

when the hybrid system is compared to the baseline NPV of the BESS-only

control strategy (CS-1)

• Threshold TCC - This is the highest TCC value at which a system will achieve

a positive NPVC. It is important in determining at what point a system be-

comes economically viable. Unless otherwise stated, these calculations are

performed using a discount rate of 5%.

• Availability and BESS degradation - As with previous studies, these two met-

rics are the primary technical criteria for measuring performance, with their

definitions unchanged from earlier studies.

This initial set of simulations can be used to identify which control strategies are

viable to investigate further and refine to their specific strengths. The baseline to
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Table 6.7: Initial results of control strategy analysis showing availability, cycles and
BESS degradation for a 1MW 1C BESS and 60kWh 8C FESS

CS-1 CS-2 CS-3 CS-4 CS-5 CS-6 CS-7 CS-8

Availability 96.33% 95.83% 94.25% 86.40% 96.95% 96.93% 96.77% 90.00%
BESS Cycles 1304 525 986 305 986 609 1297 638
FESS Cycles 0.0 7998 1872 7165 2730 7995 1513 4516
Degradation 2.6% 1.0% 2.0% 0.5% 2.0% 1.2% 2.5% 1.3%
NPV (£ks) -966 14 -405 -260 73 96 -539 -528

which all subsequent control strategies will be compared is CS-1 (BESS only) where

it can be seen that the average availability is 96.33% and a high overall degradation

over the course of 1 year is 2.6% due to the high cycle count (1304 over 1 year).

This is a prohibitive amount of degradation for the service to be viable as the

system would need replacing frequently, and so this is one of the key areas that will

be assessed with the remaining control systems. CS-2, CS-6 and CS-7 have been

optimised and discussed in the previous section.

CS4, where the FESS takes control of all requests within a set frequency band

and the BESS takes control of all requests outside of that band, shows the lowest

amount of BESS degradation over the course of a year, decreasing from 2.6% when

a BESS is operating alone to 0.5% under this control strategy. However, it also

has a very low availability, which will result in poor economic performance. This

control strategy is therefore worth investigating further to determine whether it can

be modified to provide a stronger overall performance.

Alternatively, CS-3 represents a low amount of degradation reduction for the

BESS with a value of 2.0% over the course of a year. Considering that this control

strategy does not offer greater availability than other control strategies studied that

provide a much greater degradation reduction, this control strategy does not repre-

sent a promising option. However, it will be explored briefly to verify that changing

control settings cannot extract greater performance benefits.

CS-5 shows excellent availability and a moderately reduced level of BESS degra-

dation. However, the lack of FESS cycles present in this control strategy suggests

that it could be utilised in a more significant role to reduce the degradation further.

This will be investigated further to determine if changing the FESS size can provide

a more balanced solution.

Finally, CS-8 also represents a potentially exploitable initial assessment, offer-

ing reduced BESS degradation with low average availability. This control strategy

can be further investigated to assess whether the availability can be increased by

modifying either the duration for the alternating energy storage operations or by

evaluating different configurations of FESS.
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Table 6.8: BESS Degradation for varying frequency threshold settings under CS-3

BESS Degradation (%)
Lower Frequency Threshold (Hz)

49.95 49.94 49.93 49.92 49.91 49.90

Upper Frequency
Threshold (Hz)

50.05 0.5 0.5 0.5 0.5 0.5 0.5
50.06 0.8 0.8 0.8 0.8 0.8 0.8
50.07 0.9 1.1 1.1 1.1 1.1 1.1
50.08 0.9 1.2 1.4 1.4 1.4 1.4
50.09 0.9 1.2 1.5 1.7 1.7 1.7
50.1 0.9 1.2 1.5 1.8 1.9 2.0

Table 6.9: Availability for varying frequency threshold settings under CS-3

Availability (%)
Lower Frequency Threshold (Hz)

49.95 49.94 49.93 49.92 49.91 49.90

Upper Frequency
Threshold (Hz)

50.05 84.63 82.73 80.98 79.29 77.66 76.05
50.06 89.47 87.41 85.59 83.96 82.41 80.63
50.07 88.35 91.60 89.77 88.10 86.60 85.19
50.08 86.08 90.87 93.23 91.64 90.23 88.91
50.09 84.14 88.92 93.45 94.45 93.14 91.77
50.1 82.46 87.24 91.81 95.53 95.32 94.25

6.4.2 Control Strategy 3

Control Strategy 3, as discussed in the previous section, utilises the BESS to respond

to any requests when the frequency is within a set range, whilst the FESS responds

to any requests where the frequency is outside of this range. The results of the

initial assessment were not favourable for this control strategy, with a high level of

degradation and a lower availability than found in the majority of the other control

strategies studied.

Control Settings Sensitivity

The key variables within the control strategy consist of the high and low-frequency

boundary thresholds. To explore whether increased technical performance can be

achieved, these values were varied as shown in Table 6.8 and Table 6.9 with the

same 60kWh 4C FESS configuration.

In general, these results do not show significant improvements over the initial

assessment. Whilst in some areas there is a minimal improvement to average avail-

ability along with a slight decrease to BESS degradation, these performance bene-

fits are not significant enough to allow this control strategy to compete with others

discussed in this thesis. From a viewpoint of attempting to balance the trade-off

between availability and degradation from this control strategy, the combination
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Table 6.10: Excerpt of NPVC results from frequency threshold variation for CS-3,
rounded to the nearest £k

Lower Frequency Threshold (Hz)
NPVC (£k)

49.94 49.93 49.92 49.91 49.90

50.07 497 620 528 438 355
50.08 623 785 745 667 581
50.09 507 776 488 462 395

Upper Frequency
Threshold (Hz)

50.1 £411 £674 £530 £586 £561

of 49.94Hz/50.07Hz may represent the best compromise. The main reason for this

conclusion is that with a degradation of 1.1% and average availability of 91.60%,

there is scope to improve the technical performance of the site whilst maintaining a

level of degradation similar to other control strategies.

However, the impact of these metrics on the overall NPVC of the system is a com-

plex balance between increasing availability whilst preventing excessive degradation,

and the best economic solution is often not necessarily the best technical performing

solution. To verify this, the NPVC was calculated with a TCC of £780/kW, and

the results are shown in Table 6.10. Note that this analysis was performed over a

smaller range of values, with setting combinations that did not achieve a minimum

of 90% availability discounted on a technical performance basis.

From this analysis, it can be seen that when the economics are considered, the

best control settings are a combination of 49.93/50.08Hz. There is a complex balance

between degradation and availability, as availability is increased it brings about an

increase in degradation, thus both increasing income and expenditure.

Taking these control settings as the starting point, the energy capacity and C-

Rate can now be varied to assess how this affects both the average availability and

the NPVC. With the control settings fixed, the degradation of the BESS will remain

constant even as the FESS capacity is varied.

Energy Capacity and C-Rate Sensitivity

To fully explore the potential improvement of this control strategy, a range of differ-

ent FESS configurations were assessed for techno-economic performance under the

previously determined control settings. Figure 6.37 shows how the availability of

the site changes when varying the C-Rate and energy capacity.

The results of this analysis are very interesting, showing that as the energy

capacity of the system is increased the subsequent effect of varying the C-Rate has

no impact on average availability. However, at lower energy capacities there is a

significant positive impact from reducing the C-Rate.

Following this, an NPVC assessment was conducted to verify the economic per-
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Figure 6.37: Average availability for CS3 of varying FESS energy capacities and
C-Rates

formance of the systems, with the TCC set as £780/kW to represent an average

value and a 5% discount rate. The results of this study are shown in Figure 6.38.

The best-performing system economically is the 4C 55kWh system, with a total

NPVC of £785,000, with this value falling as the energy capacity is increased and a

sharp drop happening as the energy capacity is decreased. This step change occurs

due to the system crossing the threshold for increased availability payments as the

energy capacity of the FESS is increased. For a 5C system, the peak energy capacity

remains the same, however for the 6C, 7C and 8C systems, the peak energy capacity

is 50kWh with the overall NPVC declining as the C-Rate is increased. However, it

should be noted that all of the C-Rates and energy capacities shown in Figure 6.38

provide a good level of NPVC, with the lowest value of £335,000 being provided

by an 8C 45kWh FESS. This indicates that a significant range of different FESS

configurations could be deployed using this control strategy.

The threshold TCC, being the TCC at which the site provides a positive NPVC

at a discount rate of 5%, is shown in Figure 6.39. It can be seen that the threshold

TCC for this system under this control strategy is £4,350/kW. It can be concluded

therefore that despite initial doubts over the viability of this control strategy, it can

in fact provide a positive NPVC over a range of configurations and up to a high

threshold TCC when considering common FESS costs.
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Figure 6.38: NPVC for CS3 of varying FESS energy capacities and C-Rates

Figure 6.39: NPVC of a 50kWh 4C system across different TCC values
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Figure 6.40: Histogram showing the number of instances the grid frequency falls
within given ranges (a bin width of 0.01) over the course of a year between November
2020 and October 2021

6.4.3 Control Strategy 4

As discussed in Table 6.2 and shown in Figure 6.4, this control strategy operates by

assigning all of the power requests derived from a frequency within a set threshold

to the FESS, and anything outside of this threshold to the BESS. For the initial

assessment of this control strategy, the thresholds have been set as 49.9Hz for the

lower band limit and 50.1Hz for the upper band limit, meaning any frequency re-

sponse in the 49.9-50.1Hz range will be delivered by the FESS and anything outside

will be delivered by the BESS.

As can be seen from Figure 6.40 which shows a histogram of the frequency over

the period November 2020 - October 2021, this would cover a vast amount of the

time in which the service would be expected to operate, with the majority of the

frequency instances falling within this 49.9Hz-50.1Hz range and minimal activity

outside of it.

Energy Capacity Sensitivity

The first step to assessing how the performance of this control strategy can be im-

proved is to determine the performance over a wide range of different FESS config-

urations. The simulation was therefore executed over a range of 100kWh to 1MWh

FESS maintaining the C-Rate at 4C resulting in a power range of 400kW to 4MW.

Note that for this control strategy, an initial study on varying C-Rates was carried
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Figure 6.41: Average availability and threshold cost for FESS to provide a positive
NPVC across varying FESS sizes for CS-4. The shaded area represents values of
TCC where a positive NPVC would be achieved

Table 6.11: Excerpt of NPVC results from frequency threshold variation for CS-4
using a 128kWh 4C system, rounded to the nearest £k

NPVC (£k)
Lower Frequency
Threshold (Hz)

49.92 49.91 49.9

Upper Frequency
Threshold (Hz)

50.08 £658 £653 £592
50.09 £935 £998 £1007
50.1 £816 £907 £953

out and showed that increasing the C-Rate did not provide any performance benefit

and purely resulted in increased costs and therefore decreased economic value.

The results of varying the FESS energy capacity are shown in Fig. 6.41 where

both average availability and the threshold TCC for a positive NPVC are displayed.

As the energy capacity of the system is increased the availability increases in line

with this, plateauing at 96% availability. Conversely, as the energy capacity is

decreased the threshold for positive NPVC increases to a peak of £2,641/kW for a

128kWh system before dropping again as the energy capacity is decreased further.

This sheer drop occurs as the system reaches a point of generating significantly

less income due to low availability. It subsequently rises again when decreasing

beyond this point as there is a minimal further reduction in income but a continuous

reduction in TCC as the FESS gets smaller.
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Figure 6.42: NPVC for varying high and low-frequency threshold set points for CS-4
using a 128kWh 4C system

Control strategy Settings Sensitivity

Taking the results from the previous section into account (utilising a 128kWh sys-

tem), the simulation was then run with varying settings for the high and low-

frequency boundaries, taking into account the histogram shown in Fig. 6.40. and

noting that as the frequency range for FESS operation is reduced, they will be asked

to operate with increasing regularity, with a steep increase in operating time as the

frequency gets closer to 50Hz.

The low boundary was varied between 49.9Hz and 49.95Hz in 0.01Hz intervals,

and the high boundary was varied between 50.05Hz and 50.1Hz also in 0.01Hz

intervals. The TCC was set to be £780/kW as determined previously in Chapter

2. The resulting NPVC was then plotted for each combination of high and low-

frequency boundaries, as seen in Fig. 6.42. with Tables 6.11 showing the values for

the upper region of the graph.

For all of the set point combinations, there is an increase to the overall NPV.

However, for the 49.9/50.09Hz and the 49.91/50.09Hz combination the NPVC is

greater than the original 49.9/50.1Hz combination. This asymmetry takes advantage

of sacrificing a small amount of degradation for an increase in average availability.

These results suggest that further improvements can be made by re-performing the

energy capacity sensitivity analysis conducted previously with the two new pairs of

set points. The 49.9/50.09Hz is the best-performing combination, representing an
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Table 6.12: Excerpt of BESS Degradation results from frequency threshold variation
for CS-4

BESS Degradation
Lower Frequency
Threshold (Hz)

49.92 49.91 49.9

Upper Frequency
Threshold (Hz)

50.08 1.0% 1.0% 0.9%
50.09 0.8% 0.7% 0.7%
50.1 0.6% 0.5% 0.5%

Table 6.13: Excerpt of Average Availability results from frequency threshold varia-
tion for CS-4

Average Availability
Lower Frequency
Threshold (Hz)

49.92 49.91 49.9

Upper Frequency
Threshold (Hz)

50.08 92.6% 92.4% 91.4%
50.09 91.1% 91.4% 91.3%
50.1 89.5% 90.2% 90.3%

increase of £1,007,057.

In Table 6.12, which details the level of degradation the experiences under each

combination of settings, it can be seen that a significant reduction in overall BESS

degradation can be achieved for all combinations, but with the most significant re-

ductions being achieved when the Upper-Frequency Threshold is set at 50.1Hz as

this is when the BESS will be operating the least. Where lower levels of degra-

dation are present this would lead to an extended BESS lifetime and subsequent

improvements to the economic performance of the site.

In Table 6.13, which details the average availability under each combination of

settings, it can be seen that there is no significant variation between all of the combi-

nations. Whilst the availability peaks at 92.6% with the 50.08/49.92Hz combination,

this only drops by 3.1% when considering the worst combination (50.1/49.92Hz).

Whilst the availability has been improved from the initial assessment, it still does

not reach the ideal level of 95% average availability which is a significant drawback

of the strategy.

Re-assessing energy capacity

The previous energy capacity sensitivity analysis was repeated this time using firstly

a 49.9/50.09Hz and secondly a 49.91/50.09Hz set point combination. Figure 6.43

shows a focused view of Figure 6.41, displaying the 100-140kWh region of the re-

sults where the peak for all three studied frequency combinations occurs. For the
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Figure 6.43: Threshold TCC for a FESS to provide a positive NPVC at varying
energy capacities for CS-4

49.9/50.09Hz combination, the FESS size with the highest possible TCC to provide

positive NPVC at a 5% discount rate occurs at 120kWh compared to the previously

determined 128kWh for the 49.9/50.1Hz combination, and additionally will now

provide a positive NPVC up to a value of £2,887/kW compared to a previous value

of £2,641/kW.

When using set points of 49.91/50.09Hz the FESS size which provides the highest

possible TCC for a positive NPVC is 117kWh which can provide a positive NPV up

to a value of £2,925/kW. This indicates that the 49.91/50.09Hz pairing represents

the best setting for this control strategy.

For the two variations on set point combinations, the sudden fall in TCC for

a positive NPVC occurs at a lower energy capacity than in the original set point

combination. Changing the set points in this way transfers a small amount of the

energy throughput from the FESS to the BESS, sacrificing a minimal increase in

degradation for an increase in availability.

Current economic implications

As previously discussed, literature places the TCC for a FESS across a wide range

of values. To give a representation across this range, the simulation was executed

using different TCC values as well as using the control settings determined above

and taking the optimal FESS configuration for the 49.91/50.09Hz set point. The

NPVC for a range of different TCC values was produced and plotted in Figure 6.44.
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Figure 6.44: NPVC when introducing a 117kWh FESS of varying TCC for CS-4

The chart shows as expected that as the TCC increases the scale of positive

NPVC is reduced with a linear relationship identified. Assuming a TCC at the

lower end of the available literature, the hybridisation under this control strategy

would increase the NPV of the system by £1,135,000 at £500/kW. Even at a value

of £2000/kW, the NPV would be increased by £433,311, showing a strong case for

the effectiveness of this control strategy (CS-4) despite the lower-than-ideal level of

availability. At a TCC of £780/kW the NPVC is £1,004,000.

6.4.4 Control Strategy 5

For this control strategy, the power demand is split according to the power rating of

each HESS component. Under the initial simulation, this control strategy achieved

an average availability of 96.95% and a total BESS degradation of 2.0%. The are

two main variables that will affect the effectiveness of this control strategy, the FESS

energy capacity and the FESS C-Rate.

The initial set of simulations was performed with CS-5 set to split the power

request according to the ratio of 100% of the FESS Max Power to the overall service,

as discussed in Table 6.2. Example ratios are shown in Table 6.14. The maximum

contribution that the FESS will provide at any one time, regardless of its power

rating, is 50%.
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Table 6.14: Examples of the ratio of demand split for varying levels of FESS rated
power

Fess Rated
Power (kW)

FESS
Contribution

BESS
Contribution

200 20% 80%
300 30% 70%
500 50% 50%
700 50% 50%

Table 6.15: Availability under different FESS configurations for CS-5

FESS Energy
Capacity (kWh)

4C 8C 12C

15 96.77% 96.82% 96.85%
50 96.94% 96.90% 96.62%
100 96.97% 95.92%
150 96.80%
200 96.26%

C-Rate and Energy Capacity sensitivity analysis

Shown in Table 6.15 and 6.16 are the performance results from varying the energy

capacity between 15kWh and 250kWh and the C-Rate between 4 and 16C. Note

that the greyed-out sections of the tables represent hybrid combinations that are

not relevant for this control strategy as the FESS contribution would render the

BESS irrelevant and hence is an unrealistic scenario to consider.

The results show that there is a minimal impact on overall availability when

the configuration of the FESS is varied, with the average availability ranging from

95.92% to 96.97% for the configurations tested. On the other hand, there is a

significant impact on the BESS degradation when the FESS configuration is varied,

ranging from 0.5% to 2.5% suggesting that in certain scenarios this control strategy

actually causes increased degradation in the BESS compared to the BESS only

strategy of CS-1.

This is likely due to the reduction in output causing it to reach SOC limits

less often and hence operating for longer, with the FESS not taking enough of a

share of the power to provide any benefit. However, in some cases, the degradation

is significantly reduced extending the life of the BESS and increasing the average

availability at the same time.
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Table 6.16: BESS Degradation under different FESS configurations for CS-5

FESS Energy
Capacity (kWh)

4C 8C 12C

15 2.5% 2.3% 2.1%
50 2.1% 1.5% 1.0%
100 1.5% 0.5%
150 1.0%
200 0.5%

Figure 6.45: NPVC for varying TCC across different FESS configurations for CS-5

TCC sensitivity analysis

To further analyse the effectiveness of this control strategy, a TCC sensitivity analy-

sis has been conducted. This was conducted for FESS sizes of 50kWh, 100kWh and

200kWh at varying C-Rates of 4, 8 and 12. The results of this analysis are shown

in Fig. 6.45. showing the NPVC for TCC values ranging between £500/kW and

£6000/kW. The discount rate is again set to 5% for this analysis.

Of the configurations tested, the 200kWh 4C system shows the highest available

NPVC at a TCC of £500/kW but drops sharply downwards as the TCC is increased.

The configurations considered have a TCC profitability threshold between £595/kW

and £5,855/kW with the exception of the 100kWh 12C configuration which does

not achieve a positive NPVC above £500/kW. Tthe majority of the systems consid-

ered have threshold TCC values that fall into the range of TCC values previously

identified in Chapter 2 as commonly specified FESS values, namely in the range of
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£500-2,500/kW. This suggests that it is likely that many of the FESSs currently

available could result in a positive techno-economic performance when implemented

in this way.

Looking at the leading edge of the graph, the best configurations of FESS for

this control strategy are as follows;

• Between £500/kW and £875/kW the 200kWh 4C system is the best perform-

ing.

• Between £875/kW and £1,975/kW the 100kWh 4C system is the best per-

forming.

• Above £1,975/kW the 50kWh 4C system is the best performing, becoming

negative above £5,105/kW

This suggests that for this control strategy, the lower C-Rate configurations are

more economically viable in general, with the energy capacity to be installed being

dependant on what the current TCC is.

6.4.5 Control Strategy 8

When utilising this control strategy, the ESS responsible for delivering the service

is alternated based upon a set duty period. In the initial assessment, this was set to

alternate for 30 minutes of delivery from each ESS in turn. For example, the FESS

will be asked to deliver 100% of the requested power for 30 minutes, followed by the

BESS being asked to deliver 100% of the requested power for 30 minutes.

Fig. 6.46, shows how the BESS degradation varies according to the duration

of time that the FESS is asked to operate with the BESS degrading more the less

time the FESS operates for. Even with the FESS operating for 30 minutes of

every hour, this control strategy cannot achieve the same high reductions in BESS

degradation as achieved previously with CS-4 and CS-5. However, it still achieves

modest reductions in degradation with any time length above 15 minutes of FESS

operation per hour resulting in an overall BESS degradation of less than 10% per

year.

C-Rate and Energy Capacity sensitivity analysis

The main variables of this control strategy are the FESS contribution duration,

the FESS energy capacity and the FESS C-Rate. However, this initial assessment

started from the point of a 60kWh 4C FESS that provided a maximum of 240kW

of power, meaning it could not provide the required service in the periods that it

was active. For this reason, in this section a power-based sensitivity analysis was
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Figure 6.46: BESS Degradation per year for varying settings of FESS duration of
operation per hour for CS-8

conducted with the power set at 1000kW and the C-Rate set at 4, 8 and 12C, thus

changing the energy capacity of the FESS.

The proportion of an hour that the FESS is active for was also varied between

20 and 30 minutes with the average availability for these simulations shown in Fig.

6.47. An initial economic assessment is also shown in Fig. 6.47, setting the FESS

TCC at £780/kW to determine how profitable each combination of C-Rate and

FESS contribution duration could be at this cost.

Average availability experiences a steady decline for all 3 variations of C-Rate,

with only the 4C system being able to provide an availability above 95% at the lower

FESS duration end of the scale. It can be seen that the best results at this TCC are

achieved with a FESS contribution duration of 23 minutes, and the overall positive

NPVC reduces as the C-Rate of the FESS is increased beyond this point.

In the opposite direction, there is a sharp drop off once the duration is dropped

below 23 minutes, due to the BESS degradation remaining high enough that an

additional replacement system is required within the studied time frame. The best-

performing system is the 4C system which peaks at £465,000 when the FESS con-

tribution is 23 minutes per hour. The peak for the 8C system is £357,000 and for

12C is £275,000.

Following this, a threshold TCC for positive NPVC assessment for this level of

FESS contribution duration was carried out for the range of C-Rates with the results

shown in Fig. 6.48. There are only 5 combinations of active FESS time and FESS
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Figure 6.47: a) Average Availability and b) NPVC for different C-Rates of a 1MW
FESS, across a range of different FESS operational duration

C-Rate that produce a negative NPVC.

Figure 6.48 shows that the positive NPVC threshold TCC for all three systems

falls in the £1,105-£1,244/kW range, a position that places it in the middle of the

range of existing FESS TCC within the current literature. This suggests that all

three systems have a chance of introducing a positive NPVC under current costs,

with the potential to increase this positive change further as the TCC is reduced.

The 4C system represents the best-performing configuration, however, the 8C and

12C configurations also perform well enough that systems that fall into the higher

C-Rate ranges could be considered under this control strategy.

6.4.6 Discussion

A range of different control strategies for hybrid energy storage systems delivering

DFR have been presented. It has presented a core methodology around designing

and optimising hybrid control strategies to maximise both technical and economic

performance. All of the hybrid control strategies provided some degradation reduc-

tion in the initial analysis, ranging from a year-long BESS degradation of between

2.65% and 12.4% for the hybrid systems compared to a baseline of 13.15%.

The control strategies that had not previously been analysed by the GA simula-

tions were investigated further, undergoing refinement and economic analysis. They

showed potential improvements to the NPV of the site across all analysed control

schemes, often being provided by significantly different FESS configurations.
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Figure 6.48: NPVC for varying TCC across different FESS configurations for CS-8

Finally, the TCC at which a FESS will need to be produced to provide an eco-

nomic benefit has been explored in depth. The control strategy that produced the

best economic performance was Control Strategy 5 with a peak NPVC of £1,509,000.

The range of threshold TCC for a positive NPVC was between £550/kW and

£5,855/kW across all control strategies. However, the majority of the systems con-

sidered were concentrated in the region of a £1,000-£2,500/kW threshold TCC for

positive NPVC, which falls in line with common values throughout the literature for

FESS TCC, and as such shows significant potential for the deployment of FESSs in

this area. It has been demonstrated that a wide range of FESS configurations at

different TCCs can add significant techno-economic value to an existing or proposed

BESS site providing DFR services.

6.5 Chapter Conclusions

The main contribution of this chapter was the development of a series of novel

control strategies for a HESS performing a DFR service. Different techniques have

been used to explore the effectiveness of the best-performing strategies. Overall the

analysis showed the importance of choosing the correct control strategy depending

on the configuration of the system and economic priorities. Many of the control

schemes studied resulted in significantly different best configurations for the FESS,

ranging between 28kWh to 1000kWh and 4C to 12C, all providing improvements to

either BESS degradation, average availability, or in many cases both.
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Table 6.17: Summary of control strategy economic analysis

FESS Energy
Capacity

FESS
C-Rate

NPV NPVC Control Set-
tings

Ident

CS1 N/A N/A -£966,190 N/A N/A N/A
CS2 91kWh 4C £221,710 £1,188,000 R1
CS3 55kWh 4C -£180,950 £785,000 49.93/50.08Hz

boundaries
R2

CS4 117kWh 4C £38,080 £1,004,000 49.91/50.09Hz
boundaries

R3

CS5 50kWh 4C £134,800 £1,101,000 R4
CS5 100kWh 4C £139,940 £1,106,000 R5
CS5 100kWh 8C -£172,060 £794,000 R6
CS5 200kWh 4C -£163,700 £802,000 R7
CS6 28kWh 4C £186,100 £1,152,000 tav = 30s R8
CS6 28kWh 4C £189,060 £1,155,000 tav = 45s R9
CS6 33kWh 4C £149,200 £1,115,000 tav = 120s R10
CS6 57kWh 4C £114,010 £1,080,000 tav = 300s R11
CS7 11kWh 4C -£418,260 £548,000 tav = 30s R12
CS8 1000kWh 4C -£501,400 £465,000 R13
CS8 1000kWh 8C -£609,090 £357,000 R14
CS8 1000kWh 12C -£691,090 £275,000 R15

In terms of economic analysis, the best-performing configurations and settings

from each control strategy have been used to produce the NPVC at a TCC of

£780/kW with the results shown in Table 6.17. Depending on the control system

utilised the best performing FESS configuration varies significantly, which illustrates

the significant impact that very short duration energy storage such as flywheels

can have on the performance of an existing BESS installation. This conclusion is

important as it shows that a vast range of FESS configurations can be viable for

this application, giving key guidance to manufacturers looking to enter this market.

Finally, an emphasis has been placed on the threshold TCC that is required to

be achieved in order to allow FESSs to become commercially viable in this appli-

cation. Throughout the range of different configurations and control settings, the

resulting threshold TCC to provide positive NPVC varied between £1,099/kW and

£5,105/kW. Caution should be taken with the upper limits of this range as the

values do represent outliers as illustrated in Figure 6.49 which shows the NPVC at

varying TCC values for all of the scenarios detailed in Table 6.17. This graph pro-

vides a foundation for determining what levels of economic impact different FESS

configurations can provide at varying levels of cost.

One of the most important conclusions to derive from this study is its indication

that even FESS systems that fall in the upper regions of costs can be effectively

deployed in this area, albeit with significantly lower economic impact as the price is
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Figure 6.49: NPVC for varying Total Capital Costs of a FESS under different control
strategies and settings (Refer to Table 6.17 for specific settings)

increased closer to the threshold. This gives a clear signal to industrial developers

and manufacturers that there is potential in this technology and realistic goals for

product costs to maximise impact.
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Chapter 7

The Future of Frequency Response

Services : A FESS perspective

7.1 Introduction

Whilst the previous chapter focused on the well-documented benchmark service of

DFR, this chapter now moves focus to look at the new suite of frequency response

services that have been introduced over the final 18 months of the work presented in

this thesis [242]. These services have often been referred to as having been developed

with a view of allowing a wider range of technologies to operate in the frequency

response service market, and the first area that this chapter looks at is providing a

novel investigation into this claim to determine whether very short-duration ESSs

such as FESSs are suitable for being deployed under these new conditions.

The chapter then moves onto the development of a frequency response service

profile designed specifically for delivery by a FESS in a first-of-its-kind study. A re-

sponse envelope is developed from the ground up based upon characteristics present

throughout the range of existing response envelopes before a sensitivity analysis is

conducted to determine the viability of a range of different FESS configurations for

delivering the new service.

Finally, an economic analysis is conducted looking at varying availability fees

and how this would impact upon the viability of a FESS providing the developed

service when compared with other similar studies for BESS installations and existing

market conditions.
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Table 7.1: Delivery statistics for new frequency response services

DC
Low

DC
High

DR
Low

DR
High

DM
Low

DM
High

Executed Volume (GW) 16.4 11.7 0.77 3.44 0.12 0.12
Participants 19 19 4 5 2 2
Average Clearing Price (£/MW/h) 30.8 3.02 28.8 34.9 5.00 8.2

7.2 Dynamic Containment, Moderation and Reg-

ulation

After the publication of the product roadmap for frequency response and reserve by

NGESO in 2017, there has been a commitment to renew that range of frequency

response services in order to develop a more flexible electricity system that can

utilise the resources available efficiently and economically [243].

Table 7.1 shows delivery statistics relating to DC, DR and DM for July 2022. As

the oldest active service, DC represents the largest operating market with significant

volumes of participation. With DR and DM in their infancy the values associated

with these services is likely to grow rapidly in the coming years. In fact, NGESO

have stated that they will be aiming to procure around 1GW of all three services

by an unspecified future date [244]. This, therefore, means that there are significant

opportunities available for a wide range of asset owners to participate and contribute

to these markets in the coming years. DC low is generally a higher price than DC

high because it allows units to both export through DC low and stack services such

as importing on the balancing mechanism.

Figure 7.1 shows the response envelope of the services being discussed in this

thesis, with the individual services outlined as follows;

7.2.1 Dynamic Containment

DC was introduced in 2021 primarily as a post-fault service designed to react more

quickly to frequency deviations [245]. The key operational feature of this service

is that it only provides up to 5% of the rated power when the frequency is +/-

0.2Hz from 50Hz hence the overall power output is considerably lower. This means

there is a comparatively large ‘dead-band’ compared with DFR. Additionally, no

charge management is allowed within the dead-band, with any charge management

required being managed by submitting a baseline power for the following 1 hour

delivery period. However, this baseline power must not take away from the available

contracted power. For instance, a 10MW would only be able to provide 9MW of

contracted power should the asset need to reserve 1MW for baseline power charge
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Figure 7.1: Response envelope for DC High and Low, DM, DR and DFR

Table 7.2: DC Service Parameters

Service Specification Detail

Dead-band 49.985Hz to 50.015Hz
Dead-band delivery 0%
Initial delivery Between 0.015Hz and 0.2Hz up to

5% of rated power at 0.2Hz
Knee point +/- 0.2Hz
Full delivery +- 0.5Hz

management. Reducing the contracted power available for service delivery reduces

the revenue potential of the asset and is therefore not desirable. Full details of the

DC service specification are shown in Table 7.2.

7.2.2 Dynamic Moderation

This service is designed to operate pre-fault managing larger imbalances in demand

and generation when the frequency trends towards the limits of operational range

and was introduced in May 2022 [246]. The ESS is required to deliver 30 minutes of

service at any one time without the need to recharge. For instance, a 10MW service

may be contracted to deliver a low-frequency response service and hence must have

a minimum energy requirement of 5MWh. The service parameters are shown in

Table 7.3.

DM has the potential to suit the high dynamic power capability of a FESS,
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Table 7.3: DM Service Parameters

Service Specification Detail

Dead-band 49.985Hz to 50.015Hz
Dead-band delivery 0%
Initial delivery Between 0.015Hz and 0.1Hz up to

5% of rated power at 0.2Hz
Knee point +/- 0.1Hz
Full delivery +- 0.2Hz

Table 7.4: DR Service Parameters

Service Specification Detail

Dead-band 49.985Hz to 50.015Hz
Dead-band delivery 0%
Knee point +/- 0.015Hz
Full delivery +- 0.2Hz

however, the high minimum duration of 30 minutes will result in periods of non-

compliance due to insufficient energy storage. Non-compliance in this scenario refers

to the fact that if an ESS could not provide 30 minutes of the agreed service at any

time during the service period then it would be deemed to be non-compliant. For

higher C-Rate assets which discharge fully in the region of seconds to minutes, this

is unlikely to be achievable.

7.2.3 Dynamic Regulation

DR is also designed to operate as a pre-fault service continuously correcting smaller

deviations in frequency and was introduced in April 2022 [247]. The ESS is required

to provide 1 hour of continuous service without the need to recharge in any given di-

rection. For instance, a 10MW service may be contracted to deliver a low-frequency

response service and hence must have a minimum energy requirement of 10MWh.

All systems are obliged to recover at least 20% of the total energy requirement in

the following settlement period. The service parameters are shown in Table 7.4.

Due to the 1-hour requirement of continuous service, along with a minimum 1C

energy capacity, it is unlikely that FESSs will be able to provide this category of

service as it has been proposed. Higher energy capacity assets such as BESSs would

likely be best suited to provide this service.
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7.2.4 Literature Review

As these response services have either only just been introduced or are still being

developed, there is a significant gap in completed research. The basic principles and

considerations that were discussed in the literature review within Chapter 5 still

hold true for the work contained in this chapter as the work still deals primarily

with frequency response services.

Specifically relating to the new suite of services, the main piece of completed

research comes from [248] with a sensitivity study looking into the required C-

Rates for the provision of the range of new services. This paper claims that DC

is generally a less demanding service than DFR, and that higher C-Rates (up to

10C) could be utilised effectively to provide the service. This suggests that there is

a significant opportunity for short-term energy storage such as flywheels to provide

this service. However, when considering the contract service delivery terms of DC

the paper suggests that the higher systems struggle with maintaining compliance

due to long-duration frequency events where there is not enough energy in the ESS.

Additionally, [249] takes a more market-focused approach to analysing BESSs

being utilised for the provision of DC. Rather than looking at technical performance,

the study looks at the potential economic value in utilising a BESS for this purpose,

concluding that a positive economic impact can be achieved. However, it is to be

expected that BESSs will be able to adequately perform this service as they are the

primary medium that DC has been designed for, and hence there still remains a gap

for meaningful research into the performance of energy limited assets.

It is clear from the minimal research conducted that under the current require-

ments, very short-duration energy storage will still be unable to meaningfully partic-

ipate in the frequency response service market. The work contained in this chapter

builds upon this conclusion, looking specifically into the operation of FESS when

considering no operational restrictions and using this as a basis to develop a service

that can be effectively provided by very short-duration energy storage without the

complex state of energy requirements opening up the opportunity for a much wider

range of ESS technologies to provide such services.

7.3 Utilising FESSs for New Frequency Response

Services

In this study, the services are represented as 24/7 delivery without considering

partial-day block tendering or baseline energy management that would be required

when providing the service in real-world conditions. This study instead focuses on

the suitability of the response envelopes for delivery by flywheels and shows for the
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first time how FESSs of varying C-Rates could provide these services.

The response envelope is one of the key defining characteristics of a frequency

response service and directly affects the flow of energy to and from the storage

system. It is therefore important to consider how a certain storage medium operates

under each response envelope without operational restrictions as this study does in

order to determine its overall potential at providing said service. Additionally for

ESSs such as flywheels, continuous operation is a far more suitable approach, and

therefore this investigation into the 24/7 operation of the existing response envelopes

can help inform the development of a bespoke frequency response service.

Whilst the payment mechanism for these services is slightly different to that

discussed previously with DFR, it has been kept consistent with DFR in this chapter

in order to be able to provide like-for-like comparisons and allow commentary on

the possibility for further development of the services.

7.3.1 Service Analysis

The initial service analysis does not contain an economic study, as this section is

intended to focus specifically on the technical capability of a FESS to provide these

services. Each service will be simulated over a year of 24/7 delivery for varying con-

figurations of FESS, with the following metrics to be assessed will be as listed below.

Tracking of non-compliance with the SOC rules is not included in this assessment.

• Availability - As defined previously in Chapter 5 and in Equation 5.1. The

targeted average availability is 95%.

• Energy Throughput - The total amount of energy that passes through the

ESS. This is an important metric to track when considering energy-limited

storage such as flywheels, as it gives insight into how often the ESS is asked

to operate.

• Energy Delivery Proportion - The total energy throughput of the ESS as a

proportion of the overall energy requested by the service as given in Equation

7.1 where Edeliv is the energy delivered by the system and Ereq is the total

requested energy.

• Number of cycles - The total number of cycles that the ESS experiences.

EDP (%) = (1 − Edeliv

EReq

) × 100 (7.1)

The assessment conducted in this section uses the same model as previously

outlined in Section 3.7, with the only modification compared the the FESS DFR
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Figure 7.2: Average availability of a year-long simulation for varying FESS C-Rates
performing DC, DR and DM

model being the replacement of the DFR service envelope within the application

block with that of the relevant DC/DR/DM service envelope.

The average availability for varying C-Rates of FESS under the different service

parameters is shown in Figure 7.2. For all services, the average availability peaks

when being provided by a 1C system before falling as the C-Rate is increased.

The 1C FESS achieves the best average availability when performing DM, reaching

98.69% availability, whilst once the C-Rate is increased beyond this the FESS is

best at performing DC. The FESS can provide an average availability above 95%

for C-Rates up to and including 18C when performing DC, up to and including 4C

for DM, and fails to reach that threshold under any C-Rate for DR.

Figure 7.3 can be used to inform the results from Figure 7.2. It shows that the

energy throughput for DR is significantly higher than for either DM or DC, which

is a key reason for the lowered average availability, especially at the higher C-Rates

(which have lower energy capacity). It can also be seen that there is a significant

drop off in overall energy delivery proportion as the C-Rate is increased, representing

the FESS no longer having enough energy capacity to handle the requests of the

service. A key takeaway from this graph is that at the higher FESS C-Rates, the
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Figure 7.3: Energy throughput (MWh) and energy delivery proportion (%) from a
year-long simulation for varying FESS C-Rates performing DC, DR and DM

FESS is unable to deliver high power responses for extended periods but is able

to respond adequately when the frequency deviations are small, thus reducing the

energy throughput and energy delivery proportion severely whilst only resulting in

a modest reduction in average availability.

For instance, at 20C, a FESS provides only 35.3% energy delivery proportion

over the year, but the availability is significantly higher at 77.1%, suggesting that

the system is only managing to respond when the deviations are small and sub-

sequently highlighting that whilst the availability remains high, the system is not

providing the service required of it by the response envelope. The energy delivery

proportion suggests that for DC, the FESS is able to provide a significant portion of

the requested energy regardless of C-Rate as the energy delivery proportion starts

at 94.0% for 1C and only falls to 84%.

Finally, Figure 7.4 shows that as the C-Rate is increased the number of cycles

also increases. For DM and DC, the number of cycles never reach a level that could

result in the lifetime of the FESS being shortened. Even with DR, it is unlikely

that the peak number of cycles per year (12,531) would cause a problem for most

FESSs, although some literature suggests cycle limits in the 100,000 range, which
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Figure 7.4: Cycles experienced during a year-long simulation for varying FESS C-
Rates performing DC, DR and DM

would result in the FESS reaching the end of life in less than 10 years for all C-Rates

above 13C. Higher cycle life FESSs would have no issues performing these services.

7.3.2 Hybridisation Impact Study

In order to achieve a higher level of average availability, a small amount of bat-

tery energy storage (0.1MWh/0.1MW/1C) was introduced to hybridise the system.

This value of storage was chosen to represent a small system that could be easily

co-located with a FESS installation without major additional works, unlike larger

containerised systems such as the 1MW/1MWh/1C units previously studied in this

thesis. The control was set to exclusively use the FESS to respond to the power

demands, with the BESS only being requested to provide power if the FESS was not

able to. The BESS will therefore only cover requests where it can either ‘top-up’ the

FESS delivery by 0.1MW to deliver the requested power, or where the FESS cannot

provide any power, the request must be 0.1MW of either charging or discharging

power for the BESS to be able to meet it. For this study, average availability and

energy delivery proportion will be considered as the primary metrics of if and how

the addition of a BESS improves the service.
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Figure 7.5: Average availability during a year-long simulation for varying
FESS C-Rates performing DC, DR and DM both alone and hybridised with a
0.1MWh/0.1MW/1C BESS

In Figure 7.5 it can be seen that for all services there is an increase in availability

when a BESS is introduced, as is to be expected. For some services, this increase

is more significant than others. For example, when DR is considered, at the low C-

Rate end of the analysis there is a minimal increase in average availability with an

increase of 0.98% being seen at 1C, whilst a peak increase of 10.97% is seen at 20C.

For DC, however, the impact is minimal, suggesting that hybridising for this service

would not be worthwhile as the increase in availability only reaches a peak of 2.1%

at 20C. The effect for DM falls between the two other services, with a moderate

increase being achieved across the C-Rates by introducing the BESS, peaking at an

increase of 7.3% at 20C.

Following on from this, Figure 7.6 shows how the energy throughput is changed

by introducing a BESS for each service. Again taking into consideration the previous

Figure 7.5, this provides context for the availability statistics, showing that as the

overall energy throughput increases there is a correspondingly larger increase in

availability. Looking again at DR, it is clear that the increases in energy throughput

at the higher C-Rates are the primary driver for the increase in availability, with

the additional energy capacity of the BESS becoming more important as the energy
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Figure 7.6: Energy throughput experienced during a year-long simulation for vary-
ing FESS C-Rates performing DC, DR and DM both alone and hybridised with a
0.1MWh/0.1MW/1C BESS

capacity of the FESS is reduced. For DM and DC there is a smaller increase in

energy throughput by introducing the BESS, resulting in smaller increases to average

availability.

It should be noted that the effectiveness of introducing this size of BESS is closely

linked to the response envelope being tested. For DC, there is a very shallow incline

in required power response meaning only a small amount of energy throughout

occurs in the area where a 0.1MW BESS would be able to deliver the service (i.e

when the power request is between 0-10%, which is the range the 0.1MW BESS can

cover). However, for DR, there is a much steeper incline in required power response

as the frequency deviates further from 50Hz, meaning the 0.1MW BESS will have

more instances where it can utilise its full capabilities.

7.3.3 Discussion

In this study, the suite of new services from NGESO has been presented and dis-

cussed along with their suitability for provision by FESSs. The contractual service

parameters for all three new services represent challenges for provision by energy-
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limited assets such as FESSs. In order to encourage a wider range of energy storage

medium participation, modifications would need to be made to aspects such as min-

imum delivery time.

To assess the suitability for a FESS to deliver the response envelope associated

with each service, a C-Rate sensitivity analysis was undertaken. The results of this

analysis showed that the most suitable response envelope for a FESS to deliver

effectively is DC delivering both high and low services simultaneously, where the

average availability was >95% up to and including an 18C system.

Conversely, for the DR response envelope, the FESS will never achieve >95%

which has been shown to be due to the high levels of energy throughput required

by the service which even the lower C-Rate FESSs cannot cope with.

Subsequently, a hybridisation exercise was undertaken to assess how the per-

formance of the system could be improved by introducing a 0.1MWh/0.1MW/1C

BESS. It was shown that for DR a significant improvement could be achieved in

the average availability of the system, although for the majority of C-Rates, the

95% threshold could not be reached. For the other two services, DM and DC, more

moderate improvements were achieved.

7.4 Designing a Bespoke Frequency Response Ser-

vice for Delivery by FESSs

This section presents for the first time an investigation into designing a bespoke

frequency response service for FESSs to perform. The service is represented as a

continuous 24/7 service and the effectiveness is determined by the average availabil-

ity over a year of the service being provided as previously discussed. Additionally,

the energy throughput of the service has been assessed and compared with that

provided by the existing frequency response services offered by NGESO in order to

verify that the system is operating for a sufficient amount of time to be worthwhile.

The initial analysis is performed on a 1MW/1MWh/1C FESS providing a 1MW ser-

vice. Finally, a C-Rate sensitivity analysis has been performed to assess the effects

of varying the C-Rate on the performance of the system.

The target for an effective service is that it should be available for a minimum of

95% of the operational time. The service should also be able to reach this availability

at higher C-Rates with many of the existing or in-development FESSs having C-

Rates in the region of 4-20C. It should also provide a total energy throughput in the

same order of magnitude as that which would be provided by existing services, which

has been chosen as a design criterion to ensure the service is operating frequently

enough to contribute meaningfully to the balancing mechanism.
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Table 7.5: Baseline results from a 1MWh/1MW/1C FESS providing 1MW of the
existing frequency response services

Service Availability Energy Throughput (MWh)

DFR 97.4% 627
DC 97.8% 84
DR 94.7% 1546
DM 98.7% 338

A baseline of how a 1MW/1MWh/1C FESS providing a 24/7 1MW service would

perform delivering existing response profiles is shown in Table 7.5. Of the existing

service profiles DM would provide the most suitable envelope to be delivered by

the FESS, whilst also providing the lowest total energy throughput over the year

of operation. DR is the worst performing as the only service below 95% average

availability. It should be noted that the 24/7 delivery of these services is not practical

under current market and service contract conditions, but it is included here as

a representative benchmark for how the FESS can perform for different response

profiles.

Additionally, DC is represented as performing both DC high and DC low con-

currently for the same reason. The services designed in this study are proposed as

24/7 services as for FESSs, it is undesirable for them to be inactive for long periods

of time due to spinning losses incurred and would therefore be more beneficial for

it to be continuously operating. Finally, a dead-band (the zone where no power

is imported or exported) between 49.985Hz and 50.015Hz is present at all times to

mimic the most common approach taken by existing response envelopes and prevent

excessive low-power cycling.

7.4.1 Initial Analysis

The initial analysis of a bespoke frequency response envelope consisted of varying

the 100% power point (f1 and f-1 on Figure 7.7) for both the low and high-frequency

ends of the spectrum with a 1MWh/1MW/1C system providing a 1MW service. A

year-long simulation was conducted for each combination between 49.5-49.9Hz and

50.1-50.5Hz. The results of this simulation are shown in Table 7.6.

It is immediately apparent that as the 100% power point is moved further from

50Hz in both directions the average availability steadily increases. From a symmet-

rical 49.9/50.1Hz combination giving an average availability of 91.2%, the combina-

tion of 49.5/50.5Hz provides an average availability of 97.4% showing a significant

improvement.
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Figure 7.7: Response envelope example showing the points in the envelope that are
varied for the initial analysis

There is also a degree of asymmetry to the results, with a higher availability

produced when the high-frequency 100% power point is reached sooner than the low-

frequency 100% power point. This leads to the maximum availability of 98.5% being

achieved with a combination of 49.5Hz and 50.44Hz. However, if the asymmetry is

increased too far then the average availability experiences a rapid reduction.

This asymmetry is due to the FESS experiencing spinning losses. By having a

steeper charging curve, the spinning losses are constantly being countered with more

energy being taken from the grid than discharged back. In this manner, the response

envelope being slightly asymmetric uses the spinning losses to its advantage.

Taking this assessment as a baseline, the best-performing 100% power point

combination was used to perform a C-Rate sensitivity analysis. The C-Rate was

increased incrementally up to a value of 20C with the results of this analysis shown

in Figure 7.8. There is a significant drop in average availability as the C-Rate is

increased, with only a 1C and 2C system achieving average availability in excess

of the required 95%. This suggests that the suitability of the envelope to more

common FESS system characteristics like high power and low energy is poor and

needs further tuning to enable it to perform at higher C-Rates.
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Also in Figure 7.6 is the total energy throughput of each individual system in

MWh. This metric is intrinsically tied to that of availability, but the key aspect

to note is that even for a 20C system the energy throughput is still significant

with 373.6MWh passing through the FESS over the course of a year. At its peak

of 690.39MWh for a 1C system, the service will see more usage than all current

services bar DR, with a very similar energy throughput to DFR but with an extra

1.1% availability across the year, showing that the refinement of the service to the

flywheels advantages is working to enable it to provide a better service than existing

ones.

7.4.2 Knee Point Analysis

Both DC and DM have ‘knee points’ where up to a certain frequency the power

delivery is a small proportion of the overall contracted service, followed by a linear

rise to the maximum power point. This section of the study focuses on placing a

knee point into the response envelope and how this affects the average availability.

The maximum power points are set as 49.5Hz and 50.44Hz (points f1 and f-1

respectively on Figure 7.9) as determined in the previous section, with the power

level of the knee-point set as 0.05% of the overall contracted service, replicating the

setting used by DC and DM. The low and high knee-point frequencies (points fK and

f-K on Figure 7.9) are varied between 49.85-49.95Hz and 50.05-50.15Hz respectively

in increments of 0.01Hz. The results of this analysis are shown in Table 7.7.

The average availability once again increases as the knee-point is moved further

away from 50Hz before decreasing again after a peak at 49.91/50.09Hz. In 90.08%

of simulated combinations, the average availability was reduced by adding in a knee

point. Despite this, some of the combinations represent a strong increase in average

availability, peaking with the combination of knee points at 49.87Hz and 50.12Hz

which provides an average availability of 99.89% across the year, meaning it will fail

to meet the requested power of the grid for less than 10 hours over the course of the

year. This combination shows the benefits of small asymmetry within the response

envelope, causing the FESS to charge slightly more often than it discharges.

The total energy throughput for the year was also monitored during this as-

sessment, with the values ranging from 518.4MWh (49.95/50.05Hz knee points) to

118.1MWh (49.95/50.15Hz knee points) as shown in Table 7.8.

For the combination that provided the highest average availability (49.87/50.12Hz),

the total energy throughput was 160.9MWh, which would place it between the levels

of energy provided by DM (83.9MWh) and DC (371.0MWh). This suggests that it

operates sufficiently over the course of a year to be providing a worthwhile service

to the Great Britain grid.
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7.4. BESPOKE SERVICE CHAPTER 7. FUTURE RESPONSE SERVICES

Figure 7.8: C-Rate sensitivity analysis when utilising 100% power points of
49.5/50.44Hz with a 1MW/1MWh/1C FESS providing a 1MW service

Figure 7.9: Response envelope example showing the points in the envelope that are
varied for the knee point analysis
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Table 7.9: Bespoke Response envelope settings for 1C system

Frequency (Hz) Power Point

49.5 1
49.87 0.05
49.985 0
50.015 0
50.12 -0.05
50.44 -1

Figure 7.10 shows the resulting response envelope with the existing services

shown for reference, with Table 7.9 showing the settings determined to give the

highest average availability for the 1C system. It can be seen that the response

envelope created falls somewhere in the middle of existing services, showing that it

could operate in a region where there is not currently a comparable service.

Following on from introducing a knee point, a second C-Rate sensitivity analysis

was conducted with the results of this shown in Figure 7.11. Compared with the

analysis shown in Figure 7.8 there is a much more shallow reduction in availability as

the C-Rate is increased. At 10C (0.1MWh/1MW) there is still an average availability

above 95% whilst still providing 138.54MWh of energy throughput across the year,

showing that it is possible to have a high power, low energy FESS that can provide

an effective frequency response service which is critical in allowing the more common

specifications of FESS to operate in the frequency response service market.

Again, Figure 7.11 also shows the energy throughput across the year. This

time, in contrast with Figure 7.8, the energy throughput stays in a much narrower

range across all studied C-Rates with the lowest throughput being for a 20C system

(122MWh) and the highest being for a 1C system (161MWh). The closest base

service in terms of energy throughput is DC with a value of 83.9MWh, and impor-

tantly when compared to the bespoke designed service there is an improvement of

2.49% availability (from 97.8% to 99.89%) whilst providing almost double the energy

throughput. This is an excellent indicator of the advantages gained from designing

a service specifically for a FESS or other very short-duration storage rather than

treating all ESS technologies as equal.

Figure 7.12 shows the number of cycles experienced per year under the initial re-

sponse envelope discussed in Section A and under the subsequent envelope discussed

in this section.

When comparing how the two response envelopes translate into FESS cycles,

it is clear that at higher C-Rates the amount of cycling required by the FESS

may be prohibitive even for a cycle-resistant storage medium such as flywheels.

Taking the lower end of the quoted spectrum of cycle limits as 100,000 cycles, this
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Figure 7.10: New frequency response envelope most suitable for provision by a
1MW/1MWh/1C FESS providing a 1MW service with existing frequency response
service envelopes shown for reference

Figure 7.11: C-Rate sensitivity analysis when utilising the response envelope shown
in Figure 7.10 with a 1MW/1MWh/1C FESS providing a 1MW service
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Figure 7.12: Cycles experienced by the FESS under the initial and final response
envelope for varying C-Rates

would mean that all systems with a C-Rate of 9C and above would likely require

replacement before the required 25-year lifespan was achieved (4,254 cycles per year

for 25 years would result in 106,350 cycles experienced for a 9C system). Of course,

it is important to note that many manufacturers quote the cycle life for FESSs as

unlimited, in which case this would cease to be an issue.

Looking at the final bespoke profile, however, all of the C-Rates studied would

comfortably fall below even this lower limit, with the maximum value of 2,439 cycles

per year resulting in just 60,975 cycles. It is clear that at this level of cycling more

traditional ESSs such as Li-ion BESSs would not be able to deliver the same service

as they are most often quoted with a maximum cycle life of 10,000.

7.4.3 Higher C-Rate Analysis

A final study was conducted to optimise the response envelope for different FESS

C-Rates. The key criteria was achieving the highest availability possible whilst

attempting to match, or improve upon, the lowest energy throughput provided by

an existing service (83.9MWh - DC). An example of how this was conducted for

a 5C system is shown in Table 7.10 and Table 7.11. In Table 7.10, the cells are

highlighted to show the highest average availability in green, trending downwards

to the lowest availability in red. In Table 7.11, the green cells are highlighted as
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Table 7.10: Excerpt of Average Availability based knee-point optimisation for a 5C
system

f-KAverage Availability
for 5C System 50.18 50.19 50.2 50.21

49.81 98.57% 97.66% 96.77% 95.98%
49.8 99.24% 98.51% 97.66% 96.83%
49.79 99.21% 99.25% 98.50% 97.69%
49.78 98.63% 99.34% 99.21% 98.47%

fK
(Hz)

49.77 98.01% 98.81% 99.47% 99.18%

Table 7.11: Excerpt of Energy Throughput (MWh) based knee point optimisation
of a 5C system

f-K (Hz)Energy Throughput
for 5C System 50.18 50.19 50.2 50.21

49.81 93.55 88.33 83.50 79.17
49.8 92.44 87.92 83.36 79.14
49.79 89.65 87.30 83.20 79.11
49.78 85.67 85.20 82.67 78.90

fK
(Hz)

49.77 81.85 81.66 81.17 78.57

achieving a higher overall energy throughput than the equivalent DM service whilst

the cells highlighted in red fall short of achieving this. The investigations conducted

for the other C-Rates are contained in the Appendix as Tables A1 to A6.

This analysis showed that whilst the average availability can be increased fur-

ther, the energy throughput would then be decreased further. The combinations

where the energy throughput falls below the desired level are discounted, with the

highest availability from the remaining combinations taken as the best option. This

optimisation balances the two to provide the most suitable overall service for each

C-Rate. It should be noted however that if energy throughput was removed as a

constraint then further increases in average availability could be achieved, albeit

with the system providing less energy to and from the grid. For instance, in Table

7.10 and Table 7.11, a higher average availability could be achieved using the combi-

nation of 49.77/50.2Hz but would result in a loss of 4.03MWh of energy throughput

across the year, for just a 0.13% increase in average availability.

The results of the study for a 5C, 10C, 15C and 20C system are shown in Table

7.12, with the 1C results determined previously included for reference.

These results show that for different C-Rates slight variations on the high and low

knee points are required to extract the best combination of average availability and

energy throughput. By tailoring the knee points to the C-Rate being considered,

a 20C system was able to achieve a 95% availability, albeit with a slightly lower

energy throughput than desired. The outcome of this study shows that with a small

238



7.4. BESPOKE SERVICE CHAPTER 7. FUTURE RESPONSE SERVICES

Table 7.12: Results of C-Rate based optimisation of the response envelope knee
points including average availability for each configuration when performing DC
High/Low

C-Rate
Low Knee
Point (Hz)

High Knee
Point (Hz)

Availability
Energy
(MWh)

DC Availability

1 49.87 50.12 99.89% 143.88 99.18%
5 49.78 50.19 99.34% 85.20 92.22%
10 49.79 50.18 97.80% 85.63 88.04%
15 49.80 50.17 95.93% 85.68 85.44%
20 49.78 50.18 95.00% 76.05 83.40%

amount of versatility in response envelope, much higher C-Rate systems can provide

standalone frequency response services.

The key conclusion to be drawn from Table 7.12 is when comparing the aver-

age availability achieved under the bespoke profile with the availability achieved

when performing the combined DC high and low service. Whilst there is a mini-

mal improvement at the 1C configuration, it is in the more commonly found higher

C-Rates that the true breakthrough of this research is realised. For a 20C FESS,

the average availability that it can provide whilst running 24/7 is 11.60% higher for

the bespoke profile jumping from 83.40% to 95%. Across all of the higher C-Rate

systems studied, the FESS can now provide a much more reliable and worthwhile

service all whilst delivering levels of energy throughput either in excess of or very

close to that provided by a 1C system delivering DC High/Low (as previously noted

in Table 7.5).

The response envelope developed in this section is a significant improvement over

existing envelopes in terms of the ability for FESSs to provide a consistently high

level of availability and energy throughput. However, it is possible that are alter-

native envelopes that would present further improvements over the one presented

here. An area of further research on this work could implement a multi-objective

GA with energy throughput and availability as objectives with the various set points

as variables in order to fully explore the parameter space and potentially provide

further improvements.

7.4.4 Economic Case Study

For the economic analysis, the following assumptions have been made to ensure the

study falls in line with real-world conditions and maintains consistency with the

other studies in this thesis;

• It is assumed that the payment mechanism will be identical to that already

utilised by DFR. Payment will be made on a sliding scale, with full payment
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at availability above 95%. This is a reasonable assumption as it is unlikely

that a bespoke payment mechanism for this service would be worthwhile.

• The availability payment will be calculated in the same way (as a value of

£/MW/hr).

• The average clearing price for availability payments will be within the same

range as found in both historic DFR bids and recent bids from the new suite of

services. For DFR this has been set throughout the thesis as £11.67/MW/hr,

whilst the average clearing price over the past 12 months for DC, DM and DR

is £15.58/MW/hr.

• Discount rate is set as 8% with the TCC of the FESS set to £780/kW. The

discount rate has been set to a higher value to represent a slightly higher risk

level of the investment. These values have been set to enable the impact of

changing availability payment levels to be realised in the results, and represent

a typical FESS system being installed to provide the service.

• Each FESS system uses the optimum settings for the response envelope out-

lined previously in Table 7.12

The main objective of this section is to analyse the required level of availability

payment that would result in a typical FESS system achieving a positive NPV under

current economic conditions. Using the same approach as the previous section, the

systems studied will consist of a 1MW FESS with varying C-Rates between 5C and

20C to reflect typical FESS systems. Figure 7.13

When considering these results it is important to contextualise them by compar-

ing them with values produced in similar studies. In [250], which looks at a combined

wind battery system providing frequency response, shows the system achieving an

NPV of £7.865m with a discount rate of 8%. Values varying between £1-40m NPV

are achieved in [251], which looks at the optimal placement of BESS within the UK

to provide frequency response services. Finally, in [252], a BESS providing a fre-

quency response service is able to achieve NPV in the region of €12.9-18.2m when

operating in an isolated power system.

With the context understood, Figure 7.13 can now be analysed. It was detailed

above that the availability price has historically averaged in the region of £10-

15/MW/hr. With an increase in availability price, this impacts significantly on the

NPV of the system. For a price of £10/MW/hr, the NPV ranges between £128,000

for a 5C system to -£45,000 for a 20C system. Whilst for a £15/MW/hr, the NPV

ranges between £583,000 for a 5C system to £323,000 for a 20C system. These two

availability prices line up with the common averages for existing services, giving
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Figure 7.13: Economic Analysis of Bespoke Response Envelopes

the best indicator of how profitable a FESS could be under the bespoke response

profiles. At the lowest availability price studied, the NPV of the system would be

negative for all of the C-Rates studied.

The highlight of these results becomes apparent when they are compared to the

values achieved in Chapter 5 Section 5.3.1. Taking the 5C system for example,

this configuration had a negative NPV when operating under the DFR response

profile as discussed previously. However, when the response envelope is specifically

tailored to the FESS advantages, the NPV can become positive. This above all else

emphasises the significant impact that such a service could have on the viability of

allowing other ESS technologies to participate in the frequency response market.

7.4.5 Sensitivity Analysis

To further investigate the viability of FESSs for providing this bespoke service, a

sensitivity analysis was then performed to determine the highest TCC at which the

system could provide a positive NPV. To do this, the availability payment was set as

£10/MW/hr in line with the lowest value from Figure 7.13 that produced a positive

NPV for all C-Rates. This was done to represent a ‘worst-case’ scenario in terms

of income, along with keeping the discount rate at 8%. The TCC is then varied

241



7.4. BESPOKE SERVICE CHAPTER 7. FUTURE RESPONSE SERVICES

Figure 7.14: Sensitivity analysis on varying FESS TCC and C-Rate for bespoke
response profile

between £200/kW and £1,500/kW and the results are shown in Figure 7.14

It can be seen that across a significant range of TCC values, all four different

FESS configurations can provide a significantly positive NPV under these conditions.

The highest threshold value is £1,482 for a 5C system providing a positive NPV,

which means any system cheaper than this will produce in excess of 8% return on

investment. The lowest threshold on the other hand is still a value of £1,119 for

a 20C system. This leads to the conclusion that there is significant potential for

a large range of FESS costs and configurations that can be deployed to provide

positive economic results.

7.4.6 Discussion

In this study, a bespoke frequency response service has been designed and analysed.

When considering a baseline 1MW/1MWh/1C system providing a 1MW service, a

peak average availability of 99.89% can be achieved when operating the service 24/7

delivering the response envelope shown in Figure 7.10.

Subsequently, this response envelope has been investigated for different FESS

C-Rates. It has been shown that different FESS C-Rates require slightly different
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response profiles in order to extract maximum performance benefits. By using these

small modifications to the response profile, a 20C FESS can achieve an average

availability of 95%.

Finally, the economic implications were assessed showing significant positive

NPV was available for a range of different FESS configurations and availability

prices when using a FESS with a TCC of £780/kW. The NPV that was achiev-

able under varying scenarios was shown to be competitive with values found in the

literature for BESSs.

The research presented in this study has the potential to open up the frequency

response market to a much wider range of energy storage technologies such as FESSs

and Super-capacitors than has been previously suggested.

7.5 Chapter Conclusions

In this chapter, a novel and important insight into the future of frequency response

services for energy-limited assets has been presented.

Firstly, the suitability for an energy-limited asset such as a FESS for the new

suite of frequency response services was studied and discussed, concluding that the

performance of a standalone FESS would not be able to provide the required levels of

service to participate in this market without the use of hybridisation to increase the

overall energy capacity. This provides clarity on the new set of frequency response

services, showing that the intended goal of NGESO of widening the types of storage

that will be able to participate in the frequency market has not been achieved for

these services.

Whilst it is acknowledged that this study has been undertaken from a technology-

derived perspective rather than that of NGESO, the service developed in this chapter

represents an ability to guarantee a defined contribution of continuous frequency

support, which could then be utilised in the higher level modelling performed by

NGESO such as the overall inertia model and could form an important part of a

wider suite of service profiles and can be used to inform frequency response service

strategy going forward.

Following this a different approach was taken, considering how a frequency re-

sponse service could be set up to enable a FESS to perform at the required level.

Through an iterative design process, a response envelope suitable for delivery by

energy-limited assets was developed. This represents a significant step in diversify-

ing the storage technologies utilised in frequency response, as it shows that when

consideration is given to the strengths of different technologies then they can com-

pete with and even outperform the widely deployed existing ESS technologies.

The demonstration of the fast-acting very short-duration FESS providing a ro-
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bust level of service is especially important when considering the ‘System Needs

and Product Strategy’ report from 2017 which described an increasing need for

fast-acting sources of frequency response [253].

To conclude the works, an economic study was also undertaken, showing that

with competitive pricing and payment mechanisms, a FESS could definitively com-

pete with and most likely outperform a BESS installation. This highlights the fact

that a much broader range of ESS technologies can be used viably for frequency

response services as long as the services are designed appropriately. The fact that

this service could be carried out on a 24/7 basis also removes significant degrees

of complexity from the procurement process, as it can be awarded on a fixed-term

contract basis rather than going through daily bidding processes.
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Chapter 8

Conclusions & Further Work

This thesis has presented an extensive investigation into the potential for FESSs

to be deployed in various grid-scale applications and additionally how they can

be utilised to extend the lifetime of Li-ion BESSs. This investigation has shown

how to exploit the unique operational characteristics of FESSs to provide greater

techno-economic value to both proposed and existing installations. It has provided

a wide-ranging study that opens up new avenues for further research into FESSs

and by extension, other very short-duration ESSs whilst providing novel tools and

processes with which to perform this research. Additionally, it has provided insight

for manufacturers to use the outcomes of this research and increase the deployment

of FESSs across different applications.

The following sections detail an overview of the contributions of each chapter,

followed by a discussion on the objectives set out at the beginning of this Thesis in

Chapter 1. Finally, recommendations for future work are provided.

8.1 Chapter Contributions

8.1.1 Chapter 3

This chapter concentrated on the development of a new modelling and analytical

framework for both FESSs and BESSs. Initially, the different methods of modelling

energy storage systems were discussed and critiqued, with the conclusion being

drawn that ‘bucket’ modelling was the most suitable approach for these systems. The

novel model was then introduced with a step-by-step analysis of the different blocks

used within the overall system along with explanations of the theory behind different

subsystems such as degradation modelling and cycle counting. The rapid nature

of the developed model was demonstrated by showing that across four different

applications, a year could be simulated in no longer than 9.9 minutes.

Following this, a set of verification analyses were undertaken. Firstly, the opera-
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tion of the BESS model was assessed by comparing the outputs with real-world data

when subjected to different types of input. This showed that the model is highly

accurate in replicating both standard step change load profiles and more complex

frequency response profiles, resulting in RMSE in the range of 0.25%-2.78% depend-

ing on the data set being used.

The subsequent verification exercise looked at the degradation algorithm used

within the model. Six different cycle profiles have been executed over 9 iterations

on a set of DMEGC Li-Ion cells, producing experimental degradation results. These

results have then been compared with the equivalent degradation simulated by the

model, where it was shown that an overall RMSE of 0.43% has been achieved between

the experimental and simulated results.

Finally, the analytical framework provided by the model was introduced, show-

ing the novel range of different visualisation options available for monitoring ESS

operation. This was followed by a discussion about how this information could be

utilised to inform decisions regarding the sizing and control of hybrid systems.

8.1.2 Chapter 4

The work in this chapter highlighted the issue of export limitation on the Great

Britain distribution network in the context of locally curtailed wind generation sites.

In an initial literature review section, it was shown that this is a growing concern

as the deployment and connection of DG increases. The lack of prior research in

this area was also discussed, along with a review of literature that discusses similar

issues at the national distribution level.

The first part of the chapter discussed a theoretical implementation of a FESS for

the alleviation of export limitation issues and how it could be utilised to drive techno-

economic benefit for a wind generation site. The results of this study showed that

there is significant scope for FESSs to be deployed in this area but with a cautionary

note that they must meet the correct sizing and cost criteria to be effective.

The TCC values at which a FESS could be effective on a theoretical level were

discussed. Under the current economic conditions (an average TCC across literature

studied of £780/kW) it is likely that only a 1C FESS would be viable for this

application. If, however, the TCC of £500/kW could be achieved, a C-Rate of up

to 10C for the FESS could be economically viable. At £200/kW, a FESS up to

20C could be implemented, this is however unlikely to be achievable in the near

future but does indicate what may be possible with further advancements and cost

reductions.

This analysis was then verified against a real-world case study. A techno-

economic comparison between BESSs and FESSs for this application showed that
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whilst a BESS can moderately outperform a FESS on a technical basis, once eco-

nomic considerations are taken into account their effectiveness is dramatically re-

duced due to excessive cycle based degradation.

It was shown that for this real-world case study, the FESS can provide a positive

techno-economic impact up to a high capital cost ceiling, whilst a BESS would be

far more restricted by capital cost. For a 7.5kWh 8C FESS the highest TCC that

can provide a positive economic impact at this site was determined to be £1500/kW,

whilst for the BESS this threshold is £500/kW.

Overall, this chapter provided a first-of-its-kind study which can be utilised to

effectively relieve a growing problem that is restricting the potential for distributed

generation deployment and operation across Great Britain.

8.1.3 Chapter 5

The varied analysis in this chapter concentrated on exploring the potential for FESSs

to be utilised in the field of frequency response services.

Initially, the chapter set out to explore the existing literature on frequency re-

sponse provision by ESSs before concentrating on the ability for FESSs to be de-

ployed for this application. It introduced a detailed overview of the DFR service

historically offered by NGESO and the service characteristics.

An analysis was then conducted on the ability for FESSs to provide frequency

response services as standalone units. This was done initially by modelling the oper-

ation of varying FESS configurations conducting a 24/7 DFR service. This analysis

was conducted to investigate what specification of FESS would be required to pro-

vide the required level of technical performance. With a threshold requirement of

95% availability, the 2.5C system was the highest C-Rated FESS able to provide

this service. As the C-Rate was increased beyond this, the technical performance

dropped suggesting higher C-Rate FESSs are likely unsuited from a technical per-

spective.

Building upon the technical modelling, NPV calculations were carried out over

a range of FESS configurations and economic parameters. This produced a detailed

view of what TCC thresholds would result in positive economic impact for a range

of different FESS configurations. For a 5C system, 44.4% of the scenarios studied

resulted in a positive NPV, whilst for a 2.5C system this number rises to 51.4%.

Finally, an initial study on hybridisation was conducted, exploring how intro-

ducing varying sizes of BESS to the system impacted the technical and economic

performance of the site. Specifically, this analysis was conducted on a 5C system,

representing the most borderline case in which a standalone FESS could be econom-

ically viable. The outcome of this study showed that whilst there are some scenarios

247



8.1. CHAPTER CONTRIBUTIONS CHAPTER 8. CONCLUSIONS

in which the addition of a BESS can improve the performance of the site, there are

also many scenarios where a BESS will have a negative impact.

Overall, the chapter provided a novel and extensive investigation into the ability

for FESSs to provide frequency response services from an economic and technical

standpoint.

8.1.4 Chapter 6

This chapter built upon the work conducted in Chapter 5 by further exploring the

ability of FESSs to deliver frequency response services, this time from a hybrid per-

spective. Specifically, this chapter covered the enhancement of a BESS installation

by introducing elements of FESS.

A baseline of a 1MW/1MWh/1C BESS providing a 1MW DFR service was

introduced, along with 7 hybrid control strategies for the FESS/BESS hybrid. These

novel control strategies represent a range of different options for controlling a hybrid

system.

Following this, an overview of the modelling and data visualisation framework

developed for this work was presented showing the options for analysing the opera-

tional characteristics of each system, such as time spent cycling at different C-Rates

and SOC ranges.

The remaining two sections of the chapter were dedicated to two different meth-

ods of techno-economic assessment of the 7 hybrid control strategies, with the first

section approaching this via the use of genetic algorithms, and the second section us-

ing an iterative approach. The peak NPVC achieved was £1,187,900 using CS-2 and

a 91kWh 4C FESS. Overall, a positive NPVC could be achieved with C-Rates vary-

ing between 4C and 12C, as well as energy capacities between 28kWh and 1000kWh,

showcasing the significant impact that a wide range of different FESS specifications

can have.

Additionally, the NPVC that could be achieved across a range of different TCCs

determined, showing how economically viable each combination of control strategy

and FESS specification could be under different economic conditions. From this

analysis, it was shown that a 50kWh 4C FESS operating under CS-5 could achieve

a positive economic impact at the highest TCC of £5,105/kW.

8.1.5 Chapter 7

Finally, the possibility of designing a frequency response service specifically for de-

livery by very short duration energy storage such as FESSs was explored in this

chapter.
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The first part of this chapter focused on providing a first-of-its-kind analysis of

the delivery of the new suite of frequency response services by FESSs, and what this

means for the future outlook of FESSs being deployed for this application.

Overall, In terms of a standalone FESS, the only service that is likely to be able

to be provided by a higher C-Rate system is Dynamic Containment. However, as

was detailed within the chapter, the existing service parameters (specifically around

minimum states of energy) mean that this is unlikely to be able to be implemented

without changes to the way the service operates.

The final piece of work involved designing a service envelope that could be deliv-

ered by high C-Rate systems using an iterative design approach. Whilst this study

produced a technology-derived response profile rather than one developed from a

grid requirements standpoint, this service would still provide a valid contribution as

part of a suite of other service profiles.

The results of this novel study showed that a FESS with a C-Rate of 20C could

provide 95% availability using the designed service envelope operating on a 24/7

basis. This could provide an avenue for significantly increased deployment of varied

ESSs and reduce the over-reliance of the system on a narrow band of technology

types, mostly BESSs.

8.2 Objectives Review

Now that the main contributions of the thesis have been discussed, a review of the

objectives set out at the beginning of this thesis can take place, focusing on whether

the objectives have been met and the key contribution that has been provided.

Objective 1 - Develop a model that can rapidly and accurately simulate both

Flywheel and Battery Energy Storage Systems that are also easily configurable to dif-

ferent applications. - This objective was fully explored throughout the thesis. After

the introduction of the models in Chapter 3 which highlighted the many advantages

of utilising this model, the remaining chapters went on to implement the model in

a range of different applications including wind generation, frequency response and

HESS implementation. The BESS model was verified using both real-world data

from the Willenhall ESS and lab based experimental data. Each chapter where the

model was used presents the different parameters and modified blocks that are spe-

cific to the given applications. By fulfilling this objective, this thesis has contributed

an advancement to the field of energy storage modelling, allowing rapid simulation

of complex systems and applications.

Objective 2 - Explore the potential for Energy Storage Systems to provide sup-
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port to DG sites that are export limited, exploring the techno-economic benefits of

different types of ESS - Within Chapter 4, this objective was explored in great

depth both introducing and explaining the issue as well as providing a wide-ranging

techno-economic analysis on the ability of both FESSs and BESSs to be deployed

for this application. As part of meeting this objective, this thesis has unlocked a

novel new avenue of ESS research and shown a promising suite of results to suggest

future directions for the research.

Objective 3 - Produce a detailed exploration on the suitability of FESSs for the

provision of traditional frequency response services, both as standalone and hybrid

units. - Throughout Chapters 5 and 6, multiple separate lines of investigation were

explored in order to fulfil the requirements of this objective. Extensive exploration

of FESSs for standalone frequency response service provision was undertaken, con-

cluding that the majority of traditional FESS configurations would be unsuitable,

and introducing elements of BESS to the installation had a minor but worthwhile

impact. However, subsequent analysis of introducing FESSs to an existing BESS in-

stallation showed significant improvements from both technical and economic stand-

points. From this analysis, this thesis has provided a wide-ranging suite of results

that can increase the impact of existing BESS installations and provide a viable

route to deployment for a diverse selection of FESS configurations.

Objective 4 - Explore the possibilities of designing frequency response services

specifically for delivery by FESSs, and what technical and economic parameters would

be required for this to be feasible. - In a first-of-its-kind study, Chapter 7 presented

a detailed analysis of this topic. It was shown that by designing a service that

takes advantage of the specific characteristics of a FESS, a wide range of configu-

rations would be able to both compete with and in some cases outperform BESSs.

The contributions of this work have the potential to shape the way that frequency

response services are designed and delivered, opening up new avenues for ESSs of

varying technologies and storage durations and reducing the over-reliance on BESSs.

Objective 5 - Provide an expansive investigation into the required economic

parameters that manufacturers need to meet in order to allow FESSs to be deployed

as competitive energy storage units in different applications. - Over the course of

the work presented in this thesis, the economic considerations of the applications

being discussed have been at the forefront of the philosophy. This objective has

been comprehensively explored, with all studies presented in this thesis being given

economic consideration. This work has shown how different FESS configurations

can be viable for deployment across different applications and economic conditions,
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giving an extensive and novel study that will allow FESSs to continue to progress

as a key part of the ESS market.

8.3 Further Work

The work presented in this thesis represents an under-explored element of energy

storage research and any further work should continue the themes of trying to di-

versify the ESS technologies being deployed for grid services.

One key element of further work that should be looked into is more practical work

on the implementation of the concepts discussed in this thesis. Whilst the topology

of hybrid ESSs was briefly discussed, there is significant potential in exploring how

such systems can be operated on a technical level, and where improvements in

efficiency and performance can be achieved through novel system architectures.

Another area that should be explored further is the impact of larger-scale de-

ployment of technology-specific frequency response profiles on the stability of the

grid as a whole, using grid-wide models and considering how aspects such as inertia

can be affected by such services being implemented.

Additionally, a key area of future work is to verify the FESS model against a

real-world example, if access to an existing installation can be obtained. This could

involve tailoring the model to different types of FESS construction and identifying

more stringent operational parameters.

Finally, it would be useful to consider similar sets of analysis on other very short

duration ESSs such as supercapacitors, and how different combinations of ESSs can

be hybridised to enable the disadvantages of individual systems to be negated.
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APPENDIX .

Table A1: Excerpt of Energy Throughput based knee-point optimisation for a 10C
system

P-K (Hz)
10C

50.17 50.18 50.19 50.2
49.82 94748 90501 86293 82278
49.81 92896 89212 85465 81723
49.8 90371 87796 84552 81108
49.79 87149 85628 83365 80324

PK

(Hz)

49.78 83860 82908 81561 79290

Table A2: Excerpt of Energy Throughput based knee-point optimisation for a 15C
system

P-K (Hz)
15C

50.17 50.18 50.19 50.2
49.83 91750 88044 84285 80616
49.82 89846 86718 83302 79913
49.81 87925 85041 82167 79130
49.8 85676 83388 80747 78128

PK

(Hz)

49.79 83256 81463 79318 76940

Table A3: Excerpt of Energy Throughput based knee-point optimisation for a 20C
system

P-K (Hz)
20C

50.16 50.17 50.18 50.19
49.82 88847 85946 83180 80282
49.81 86313 83983 81460 78959
49.8 83939 81880 79807 77484
49.79 81503 79783 77901 75970

PK

(Hz)

49.78 78986 77620 76049 74334

Table A4: Excerpt of Average Availability based knee-point optimisation for a 10C
system

P-K (Hz)
10C

50.17 50.18 50.19 50.2
49.82 97.03% 96.60% 96.05% 95.46%
49.81 97.45% 97.18% 96.75% 96.20%
49.8 97.55% 97.64% 97.34% 96.89%
49.79 97.33% 97.80% 97.80% 97.47%

PK

(Hz)

49.78 96.99% 97.62% 98.00% 97.93%

280



APPENDIX .

Table A5: Excerpt of Average Availability based knee-point optimisation for a 15C
system

P-K (Hz)
15C

50.17 50.18 50.19 50.2
49.83 95.09% 94.85% 94.47% 94.02%
49.82 95.47% 95.35% 95.08% 94.69%
49.81 95.76% 95.73% 95.57% 95.29%
49.80 95.93% 96.02% 95.96% 95.78%

PK

(Hz)

49.79 95.95% 96.20% 96.25% 96.15%

Table A6: Excerpt of Average Availability based knee-point optimisation for a 20C
system

P-K (Hz)
20C

50.16 50.17 50.18 50.19
49.82 94.14% 94.21% 94.16% 94.02%
49.81 94.32% 94.48% 94.48% 94.43%
49.8 94.38% 94.64% 94.75% 94.74%
49.79 94.41% 94.71% 94.91% 95.00%

PK

(Hz)

49.78 94.37% 94.73% 95.00% 95.16%
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Figure A1: MATLAB function code for FESS DFR control
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Figure A2: Verification 1 - BMS against Model

Figure A3: Verification 1 - DSPKF against Model

283



APPENDIX .

Figure A4: Verification 2 - BMS against Model

Figure A5: Verification 2 - DSPKF against Model
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Figure A6: Verification 3 - BMS against Model

Figure A7: Verification 3 - DSPKF against Model
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Figure A8: Verification 4 - BMS against Model

Figure A9: Verification 4 - DSPKF against Model
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Figure A10: Verification 5 - BMS against Model

Figure A11: Verification 5 - DSPKF against Model
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Figure A12: Verification 6 - BMS against Model

Figure A13: Verification 6 - DSPKF against Model
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Figure A14: Verification 7 - BMS against Model

Figure A15: Verification 7 - DSPKF against Model
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Figure A16: Verification 8 - BMS against Model

Figure A17: Verification 8 - DSPKF against Model
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Figure A18: Verification 9 - BMS against Model

Figure A19: Verification 9 - DSPKF against Model
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Figure A20: Verification 10 - BMS against Model

Figure A21: Verification 10 - DSPKF against Model
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Figure A22: Verification 11 - BMS against Model

Figure A23: Verification 11 - DSPKF against Model
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Figure A24: Verification 12 - BMS against Model

Figure A25: Verification 12 - DSPKF against Model
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Figure A26: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-2
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Figure A27: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-3
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Figure A28: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-4
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Figure A29: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-5
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Figure A30: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-6
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Figure A31: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-7
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Figure A32: Simulation outputs when operating a 1MW 1C BESS with a 100kW
10C FESS under CS-8
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Figure A33: MATLAB function for filtering negative NPV values in the GA
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Figure A34: Best individuals per generation CS-7 , tav = 120

Figure A35: Maximum positive NPVC at each generation of the CS-7 GA , tav =
120
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Figure A36: Best individuals per generation CS-7, tav = 300

Figure A37: Maximum positive NPVC at each generation of the CS-7 GA, tav =
300
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