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Abstract
Disasters, both natural and man-made, affect millions of people every year.
Recently, the frequency and severity of these disasters have been rising, em-
phasising the significance of humanitarian operations. Facility location prob-
lems and network flow problems are among the most important topics in hu-
manitarian operations.

This research introduces the Quickest Evacuation Location Problem (QELP), a
novel optimisation problem aimed at supporting humanitarian operations by
combining the quickest flow problem and the discrete facility location prob-
lem. Its scope falls into the field of evacuation planning and design, intending
to enhance evacuation network design and planning by identifying, among a
finite set of candidates, the set of shelters that would allow the quickest possi-
ble evacuation process.

The QELP is first modelled by developing an ad-hoc network tool referred to
as QELP-Time Expanded Network (QELP-TEN), which accounts for the lack
of a predetermined set of sink nodes - as these need to be selected among
the candidate sinks as part of the optimisation problem. To secure flexible
and realistic decision support, a multi-objective mixed integer programming
model is developed, aiming at minimising the evacuation makespan and the
total budget required to install and operate the shelters while balancing the
load of evacuees directed to each activated shelter.

The Robust Augmented ε-constraint method (AUGMECON-R) is adopted as
a solution scheme, and it is successfully combined with a novel Matheuristic
approach to boost its performance while exploring the Pareto Set on increas-
ing size networks. Despite the challenging complexity deriving from the use
of time-expanded networks, experiments on realistic instances show scalable
performance and the presence of regular trade-offs among the three objec-
tive functions (evacuation makespan, budget, and maximum load on shel-
ters), thus confirming the suitability of the QELP to provide decision-makers
with valuable support for real-world planning processes in humanitarian op-
erations.
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Chapter 1

Introduction

1.1 Background

"Leaving No One Behind", as articulated by the International Federation of
Red Cross and Red Crescent Societies (IFRC) (IFRC, 2018a), calls for the ne-
cessity to give careful attention to the needs of those who are most vulnerable
to disasters, while also highlighting the negative effects that disasters may
have on the entire world. A disaster is defined as
"serious disruptions to the functioning of a community that exceeds its capacity to
cope using its resources. Disasters can be caused by natural, man-made, and techno-
logical hazards, as well as various factors that influence the exposure and vulnerability
of a community." (IFRC, 2022).

The difference between a disaster and a hazard is that a hazard is a dangerous
phenomenon or condition. In contrast, a disaster is a significant disruption
to the community’s ability to function that goes beyond what it can handle,
which is caused by hazards. Disasters, therefore, can and should be mitigated.
We can prevent hazards from becoming disasters by assisting communities in
being prepared, lowering their risks, and strengthening their resilience. This
leads to the need for humanitarian operations and disaster management.

Disasters can be classified (Van Wassenhove, 2006) into natural disasters (e.g.
earthquake, hurricane, flooding, etc.) or man-made disasters (e.g. war, chemi-
cal explosion, etc.) based on the cause of the disaster; and sudden-onset (e.g.
earthquake, volcanic eruption, chemical explosion, etc.) or slow-onset disasters
(e.g. drought, sea-level rise, climate change, etc.) based on the predictability
and rapidity of the disaster. These classifications bring different opportunities
and focus on humanitarian operations and disaster management. For exam-
ple, in response to slow-onset disasters, the importance of a well-established
preparedness and early warning system becomes predominant, whereas, for
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sudden-onset disasters, immediate humanitarian response and efficient evac-
uation are crucial. Similarly, man-made disasters may offer more opportuni-
ties for preparedness and mitigation actions, while for natural disasters, since
we can not naturally prevent hazards, how to deliver a quick response is fun-
damental.

Disasters have affected many lives and resulted in substantial economic dam-
ages. During the past 20 years since 2003, 12484 disasters have been recorded
worldwide, including natural disasters, technology disasters, and other com-
plex crises (EM-DAT, 2023), which affected billions of people’s lives and caused
trillions of dollars of economic losses. The figure 1.1 published by United Na-
tions office for Disaster Risk Reduction (2020) shows the increasing effects of
disasters with more reported disasters, deaths, total affected people and more
economic losses.

FIGURE 1.1: Disaster impact comparison

Natural disasters have inflicted catastrophic damage on human lives, result-
ing in a significant loss of life and extensive destruction, especially from those
sudden-onset disasters. 2010 Hati earthquakes resulted in a 30,000 death toll.
2011 Tōhoku earthquake and tsunami led to 19,749 deaths, and more recently,
three devastating earthquakes struck Turkey and Syria, resulting in the loss of
over 50,000 lives and leaving millions in need of aid (BritishRedCross, 2023).
Man-made disasters have also caused massive damage to human lives. For
example, the Beirut explosion in 2020 caused extensive damage: more than
300,000 people were left homeless, and more than 8 billion pounds of losses
were incurred (BBCNews, 2020). Similarly, the refugee crisis caused by the
Syrian civil war is internationally considered the most significant refugee cri-
sis of recent times. Almost 11.1 million people needed humanitarian aid, half
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of them were children (World Vision, 2021b). Given the large number of disas-
ters and the severe damage they cause, it is imperative to prepare communi-
ties and increase their resilience in order to reduce the disruptions associated
with disasters. This highlights the importance of humanitarian operations for
emergency management.

1.2 General definitions and concepts

As mentioned, there are two disaster types: natural disasters and man-made
disasters. Within the category of natural disasters, there are numerous sub-
categories, such as floods, earthquakes, hurricanes, tornadoes, volcanic erup-
tions, and other geologic processes. In contrast, man-made disasters are the
consequence of technological or human hazards, for example, wars, nuclear
radiation, explosions, and fires.

Humanitarian operations is a term widely used to describe any activities to
minimise human and economic losses before and after disasters. In this re-
gard, Humanitarian Supply Chain Management (HLSCM) has been attract-
ing increasing attention from researchers because of the increasing frequency
of disasters. HLSCM, in a broader context of disaster management, consists
essentially of Humanitarian Supply Chains and Humanitarian Logistics (Jab-
bour et al., 2019). Logistics deals with the delivery of supplies to people in
need, and there are many differences between commercial logistics and hu-
manitarian logistics and other operations (Kunz et al., 2017). The key differ-
ences are that there are many uncertainties in most disaster contexts, such as
the timing, location, and size of disasters, which are difficult to forecast in
most disaster scenarios. Another critical difference is that humanitarian and
disaster relief is highly time-sensitive, where quicker disaster response can
save many lives. These factors collectively highlight the importance of hu-
manitarian operations in addressing the complex demands of disaster man-
agement, which can also be seen from the increasing number of papers on
disaster operation management published in OR mainstream journals in the
past decades (Altay and Green, 2006; Esposito Amideo et al., 2019; Dönmez
et al., 2021).

Disaster response and development programs are two broad parts of human-
itarian operations in general; where disaster response has the characteris-
tics of short duration, high urgency and high unpredictability, development
programs consider improving the life of the poorest people with long-term,
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moderate urgency and relatively low uncertainty (Pedraza-Martinez and Van
Wassenhove, 2016). Among those, the facility location problem can be both in
disaster response and development programs depending on the timing that
decisions are made in the disaster life-cycle and have a wide range of applica-
tions in both the public and private sectors. The success or failure of facilities
is based primarily on their locations (Daskin, 2013). Facility location prob-
lems often deal with the optimal placement of facilities to achieve operational
goals based on the context and objectives of the location problem. A brief in-
troduction of fundamental facility location problems and a detailed review of
facility location problems in the humanitarian operation context are presented
in chapter 3.

The evacuation problem is another critical element of humanitarian opera-
tions, which deals with the challenge of safely and efficiently relocating pop-
ulations from affected areas to safe places. In the literature, network flows
are frequently applied to model evacuation problems. It is a problem domain
with a long history and a wide range of applications, including engineering,
management, operational research, and so on (Ahuja et al., 2014). It is a solid
toolbox for assisting managers in their decision-making process in many dif-
ferent areas. By formulating evacuation as a network flow problem, efficient
evacuation design and plan can be made, which can help decision-makers
make informed decisions to ensure safe and effective evacuation operations
during disasters. The introduction of fundamental network flow theories and
a thorough literature review on network flows in evacuation modelling can be
found in the chapter 4.

1.3 Research rationale

In light of the increasing frequency and severity of disasters, we must figure
out the most effective way to assist humanitarian operations in order to meet
the urgent need to prepare and respond to disasters. One major challenge in
this context is represented by facility location problems arising in this field
to secure seamless and effective evacuation processes for humanitarian emer-
gencies.

From the academic and theoretical perspective, despite an increasing number
of contributions in the field of location analysis in humanitarian operations,
the study of the literature exposes critical scientific gaps which need to be
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addressed. Notably, few literature contributions in this field have simultane-
ously addressed the facility location and network flow problems. Moreover,
most of the current methods fail to address time aspects in modelling disaster
relief and evacuation while taking into account the location decisions. Among
these, characteristics and features of the facilities required to support evac-
uees, one of the most critical areas of evacuation design and planning, along
with the location of facilities, are rarely discussed in the existing literature.
Therefore, this study aims to develop the Quickest Evacuation Location Prob-
lem (QELP), a novel optimisation problem aimed at supporting humanitarian
operations by combining the quickest flow problem and the discrete facility
location problem, in order to assist decision-makers in finding the best solu-
tions for facility locations in humanitarian operation. The particular emphasis
of QELP is to enhance evacuation network design and planning by identify-
ing, among a finite set of candidates, the set of shelters that would allow the
quickest possible evacuation process. In particular, the QELP combines facil-
ity location problems with the quickest flow problems in a general network
using dynamic network flow modelling techniques.

From the managerial perspective, the QELP proves to be able to reduce the
makespan of the evacuation process, to enable quicker rescue, and to reduce
human suffering in humanitarian operations and emergency management.
The QELP also reduces the total budget, which will help humanitarian or-
ganisations save money. Even though reducing the budget is not often the
main goal in humanitarian operations, it is better to save money while tak-
ing into account other primary humanitarian operation goals. Furthermore,
the QELP is able to minimise the maximum load for each shelter, which can
spread the risk of each shelter. In reality, some shelters may have a higher
risk than others, and balancing the load of these activated shelters can spread
the risk and result in overall resilience in the whole system. Moreover, the
QELP can support the decision-making process as the results indicate a clear
trade-off between three objective functions (makespan, budget, and maximum
load), which brings in significant managerial applications from a real-world
perspective. Setting different budget levels and a maximum load plan can ef-
fectively reduce the makespan, which strongly indicates that QELP can find
the most convenient solutions based on appropriate policy-making consider-
ations. Also, the QELP can provide different options (set of Pareto-optimal
solutions) to the decision-makers, which enable decision-makers to make the
most suitable decisions based on the resources they have as well as the needs
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of the policy-making. Overall, the QELP aims for better health and well-
being, aligning with the Sustainable Development Goals (SDG) (United Na-
tions office for Disaster Risk Reduction, 2020), especially Goal 3: Good Health
and Welling-being and Goal 11: Sustainable Cities and Communities.

1.4 Research objectives

The research objectives of this study are as follows:

• to critically review the literature in the field of shelter location and evac-
uation modelling in humanitarian operations from an Operational Re-
search (OR) and, in particular, the optimisation perspective;

• to identify and analyse the main characteristics of existing models to as-
sist the decision-making process in the field of shelter location and evac-
uation modelling in humanitarian operations in order to overcome cur-
rent limitations and develop more efficient and impactful approaches;

• to identify the gaps in the existing literature based on the critical litera-
ture review of location analysis in humanitarian operations and network
flow in evacuation modelling;

• to develop a novel optimisation model aimed at supporting shelter loca-
tion and evacuation modelling in humanitarian operations, so as:

– to address the operational needs in the disaster contexts;

– to improve the effectiveness of disaster relief, particularly in en-
hancing the shelter location in evacuation design and planning;

• to provide high-quality solutions quickly and efficiently using an effec-
tive solution method for the developed model;

• to test the developed model on synthetic, computer-generated (still re-
alistic) instances, inspired, when appropriate and possible, by real-world
situations through secondary data to increase potential support to prospec-
tive users (decision-makers) to solve the combination problems of facil-
ity location problem and network flow problem arising in humanitarian
operations.
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1.5 Conclusions

This chapter has introduced the background of the current situations of dis-
asters, supported by the introduction of general definitions and concepts in
humanitarian operations with an emphasis on facility location problems and
network flow problems. Building upon the background and gaps in the lit-
erature, this chapter has also presented the research rationale and objectives,
forming the foundations of this research.

The structure of this research is shown as follows: the introduction of con-
cepts in humanitarian operations is presented in chapter 2, followed by a de-
tailed discussion of existing literature on facility location problems and net-
work flow problems in chapter 3 and chapter 4. Then, a critical review of
the combinations of facility location problems and network flow problems is
shown. The gaps and motivations for conducting this study are thoroughly
discussed in chapter 5. After that, a detailed problem description of QELP and
the novel QELP-Time Expanded Network modelling techniques, along with
the multi-objective mixed-integer programming model of QELP, are presented
in chapters 6 and 7. In order to solve the QELP, we first applied a MIP method
called AUGMECON-R, and we analysed its solutions and findings in chapter
8. From the results and findings obtained from AUGMECON-R, we found the
computational time dramatically increases as the size of the instance increases.
Therefore, a novel Matheuristic approach is developed and introduced, which
can be found in chapter 9, where results show that the Matheuristic method
can guarantee relatively high-quality solutions within a reasonable time pe-
riod. Finally, chapter 10 provides a comprehensive summary of this research
and points out the potential directions that future research can build on.
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Chapter 2

Humanitarian Operations

2.1 Introduction

This chapter provides a comprehensive analysis of humanitarian operations,
starting with introducing its definitions given by core humanitarian opera-
tions players to establish a robust foundation for the application context of
this research. Then, the history of humanitarian operations is introduced by
tracking the development over the past decades and the establishment of hu-
manitarian laws and their impacts. After that, the key players in humani-
tarian operations are presented to enhance the understanding of the context.
Furthermore, different humanitarian principles and standards are explored,
which form the guidelines for every action in humanitarian operations. Fi-
nally, the critical components of humanitarian operations are discussed, which
contribute to the conceptual development of the quickest evacuation location
problem.

2.2 General concepts of humanitarian operations

This section is divided into two parts: the definitions of humanitarian op-
erations and the relevance and significance of humanitarian operations. By
understanding the different definitions of humanitarian operation provided
by various core humanitarian players, we can gain a comprehensive idea of
what humanitarian operation is with a clear view of the contexts in which the
quickest evacuation location problem is being addressed. Furthermore, the
relevance and significance of humanitarian operations motivate the introduc-
tion of the QELP.
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2.2.1 Definitions of humanitarian operations

Humanitarian operations, humanitarian aid, or humanitarian assistance are
all synonyms, and they all refer to helping those suffering from disasters. Hu-
manitarian aid is the term used to describe the supply or other medical sup-
port given to those in need during disasters, while humanitarian operations
are the broader term that includes the logistics, planning, and coordination
needed to deliver relief and save lives efficiently. There are various definitions
for humanitarian operations depending on the contexts in which they are used
or the organisation that uses them. Here are some key players/organisations
in providing humanitarian operations and their definitions of humanitarian
operations.

• The United Nations Office for Coordination of Humanitarian Affairs
(OCHA) is a department under the United Nations, which was estab-
lished in 1991 with the aim of "coordinating the global emergency re-
sponse to save lives and protect people in humanitarian crises" (OCHA,
2023). It defines humanitarian operations as the activities and initiatives
carried out to respond to crises that result in suffering and displacement,
as well as to improve the ability and capacity of impacted communities
to overcome shocks and recover from them;

• Sphere is an initiative founded in 1997, seeking to "improve the quality
and accountability of the humanitarian sector" (Sphere, 2023). They in-
troduce the Sphere standards that provide a set of guidelines and bottom-
line humanitarian standards in four technical areas: water supply, food
security and nutrition, shelter and settlement, and health. Their stan-
dards define humanitarian operations as providing protection and as-
sistance to the affected people and making sure that the affected people
have the essential requirements for a dignified life;

• International Federation of Red Cross and Red Crescent Societies (IFRC)
can be seen as an essential humanitarian aid organisation around the
world, which was founded in 1919. It defines humanitarian operations
as actions that "prevent and alleviate human suffering wherever it may
be found", and its main code of conduct for humanitarian operations
and disaster relief is to "recognise our obligation to provide humanitar-
ian assistance wherever it is needed" (IFRC, 2018b).

In general, any actions taken to reduce the economic and human losses both
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before and after disasters are referred to as humanitarian operations to sup-
port humanitarian aid. All these definitions highlight the importance of hu-
manitarian operations, including providing humanitarian assistance, preserv-
ing human dignity, preventing people from suffering, and providing massive
support for affected populations not only to get ready before or during the
disaster but also to recover from disasters.

2.2.2 Relevance and significance of humanitarian operations

Regarding humanitarian operations, it is widely recognised as a crucial part
of achieving a better world for everyone. As highlighted in the introduction
chapter, disasters can lead to catastrophic harm to individuals and impose
substantial economic burdens on the community and society. Preventing peo-
ple from disasters can reduce both human suffering and economic losses to the
whole society. These all brought the importance of humanitarian operations.

Humanitarian operations are crucial for the following reasons. First, human-
itarian operations help save lives and reduce people’s suffering by providing
people with confidence and capabilities to prepare, respond, and recover from
crises such as natural disasters and man-made disasters. Actions such as pro-
viding food, water, shelter, and other types of protection to people in need all
belong to humanitarian operations to ensure a timely rescue and assistance to
save lives and reduce suffering.

Furthermore, protecting and supporting the most vulnerable populations is
also part of humanitarian operations. For example, some humanitarian or-
ganisations, such as the United Nations International Children’s Emergency
Fund (UNICEF), were established to focus on providing humanitarian and de-
velopmental aid for children all over the world. In this case, when a disaster
happens, these organisations will protect the vulnerable populations, which
helps to achieve the SDGs.

Moreover, humanitarian operations play a central role in assisting communi-
ties to enhance their resilience, enabling them to recover from disasters and
proactively prepare for future disasters. These operations encompass more
than just immediate rescue efforts. Instead, they extend support across the en-
tire disaster life-cycle, which includes various operations through four phases:
mitigation, preparedness, response, and recovery stages. Mitigation and pre-
paredness belong to the pre-disaster phases, with the aim of preparing and
getting ready for potential disasters. At the same time, response and recovery
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are post-disaster phases to provide disaster relief and recovery from disasters.
By engaging in these comprehensive activities, humanitarian operations em-
power communities to navigate the challenges posed by disasters effectively.
Further elaboration on the various stages of the disaster life-cycle will be pro-
vided in subsequent sections of this chapter.

2.3 History of humanitarian operations

This section discusses the history of humanitarian operations with a brief in-
troduction to the history of core humanitarian players. Then, the evolution
of International Humanitarian Law and its impacts are also covered in this
section.

2.3.1 The development of humanitarian operations

The formalised humanitarian operations/aid/assistance can be traced back to
the 19th century during the time of wars. The modern humanitarian move-
ment was initiated by Henry Dunant, who saw the suffering of injured sol-
diers during the Battle of Solferino in 1859. As a result, the International
Committee of the Red Cross (ICRC) was founded. In 1868, the Turkish Red
Crescent was the first national organisation to use the Red Crescent logo (The
University of Oxford, 2023).

In the late 19th and early 20th centuries, the establishment of many humani-
tarian organisations broadened the scope of humanitarian operations, aiming
to provide adequate responses to natural disasters and health crises beyond
conflicts and wars. For example, the British Red Cross was established in 1870
and renamed in 1905. Doctors Without Borders was founded in 1971.

In the mid-20th century, the decolonisation movements in lots of countries re-
sulted in a greater emphasis on humanitarian efforts in newly independent na-
tions. During this time, many non-governmental organisations (NGOs) such
as Oxfam (1942), CARE International (1945), and World Vision International
(1950) were established, aiming to provide humanitarian aid to those in need
all over the world beyond the government level.

In the late 20th and early 21st centuries, the increase in complex crises brought
new challenges to humanitarian organisations, for instance, the access con-
straints and the conflicts between different countries due to political issues,
which calls for the need for coordination among all sectors. In recent years,
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humanitarian organisations have shifted their focus from responding to dis-
asters to addressing the underlying causes of those disasters with the aim of
enhancing long-term resilience. This emphasises the importance of integrat-
ing humanitarian operations with developmental approaches and filling the
gap between emergency aid and long-term development.

2.3.2 The International Humanitarian Law and its impacts

The International Humanitarian Law (IHL) is also called "the law of war" or
"the law of armed conflict" (ICRC, 2023), which is a set of rules to reduce the
effects caused by armed conflicts for humanitarian reasons. It protects the
people who are no longer taking part in the battles.

Even though the IHL does not directly set the guidelines for humanitarian op-
erations and aid, the main objective is to protect civilians, the people no longer
participating in the hostilities, and other persons affected by these conflicts. In
particular, IHL acknowledges the significance of humanitarian operations and
aid to the affected populations. Even in times of armed conflict, based on IHL,
humanitarian assistance should be delivered quickly to the people in need.
Furthermore, targeting facilities like hospitals, schools, and water supply sys-
tems that are essential for the life of the civilian population is forbidden by the
IHL, which, in some cases, makes the conduction of humanitarian operations
easier. Moreover, the IHL prioritises the treatment of wounded people by out-
lining the responsibility to offer medical treatments and protect the critical
facilities, staff, and vehicles to guarantee the delivery of medical assistance to
the people in need. This ensures that humanitarian operations can be deliv-
ered smoothly, particularly in conflict areas.

In all, the IHL provides a legal requirement that can be seen as the guide-
lines for humanitarian operations, and the actions of humanitarian operations
demonstrate the practical implementation of the IHL. The development of the
IHL not only provides legal standards for humanitarian operations but also
ensures that humanitarian operations can occur whenever needed to reduce
suffering, protect vulnerable populations and deliver humanitarian aid even
in the context of armed conflicts.
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2.4 Key players in humanitarian operations

There are many key players in humanitarian operations, and each of them
is essential to the success of humanitarian operations. Therefore, it is crucial
to acknowledge that no single player can successfully achieve effective and
efficient humanitarian operations on its own, where the coordination and col-
laboration of multiple stakeholders are needed. Here are some core players
in humanitarian operations, which can be categorised into the United Nations
and its agencies, International organisations, NGOs, Local governments and
communities, and finally, academic and research institutions.

2.4.1 The United Nations and its agencies

The United Nations plays a central role in coordinating and supporting hu-
manitarian operations. It has an office for Coordination of Humanitarian Af-
fairs (OCHA), as discussed in previous sections, which functions as the core
entity of the UN, taking charge of coordinating humanitarian response, facili-
tating cooperation among different sectors, and gathering resources for emer-
gencies. There are other agencies in the UN with special focuses and expertise
to provide humanitarian assistance to people in need. For example, UNICEF
aims to provide humanitarian and development aid and support to children
all over the world. World Food Programme is also an agency within the UN
providing food assistance to places in need. United Nations High Commis-
sioner for Refugees (UNHCR) works to guarantee that everyone has the right
to apply for asylum and protect refugees.

2.4.2 International organisations

The International Committee of the Red Cross (ICRC) and the International
Federation of Red Cross and Red Crescent Societies (IFRC) are well-known
international organisations with a long history of providing humanitarian op-
erations and assistance. They recognised themselves as "neither governmen-
tal institutions nor wholly separate NGOs" (IFRC, 2023). They work with the
public based on national and international laws, and they are "auxiliaries" to
the public to provide humanitarian support and aid. They are usually formed
by volunteers from diverse communities and provide tailored support in dif-
ferent countries to solve the needs in various contexts.
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2.4.3 Non-Governmental Organisations

There are many NGOs around the world providing humanitarian operations
and assistance. They work in various fields of humanitarian operations, for
instance, disaster relief, food security, medical support and so on. They of-
ten work with local communities, governments, and other stakeholders to
provide help and support to vulnerable populations affected by situations
like disasters and other emergencies. Here are some examples of well-known
NGOs that are active in providing humanitarian operations.

• CARE International: it was founded in 1945 and is one of the oldest and
largest international humanitarian organisations. CARE works in over
100 countries around the world to "fight poverty and injustice to help
create a more equal and gender-just world" (CARE, 2023);

• Médecins Sans Frontières/Doctors without borders: as its name shows,
founded in 1971, it aims to provide medical assistance to people af-
fected by natural or man-made disasters and to victims of armed con-
flicts (Médecins Sans Frontières, 2023);

• Save the Children: it is a UK-based NGO aiming to make sure children
have food, healthcare, shelter and education. It specifically works with
local communities in less-developing countries to prioritise children and
help them "achieve their full potential" by ensuring they have a healthy
and safe condition and a good education (Save The Children, 2023);

• International Rescue Committee (IRC): it was founded in 1933 and has
a long history of helping people who are influenced by humanitarian
crises, including disasters, climate change, and armed conflicts. IRC
aims to help affected populations "survive, recover, and rebuild their
lives" (IRC, 2023);

• World Vision: similar to Save The Children, World Vision is an inter-
national humanitarian aid provider with the aim of "ending violence
against children " (World Vision, 2021a). It was founded in 1950 and
has been working in 100 countries around the world.

There are many other NGOs around the world which are not detailed intro-
duced above, such as International Medical Corps (IMC), Mercy Corps, Ac-
tion Contre la Faim (Action Against Hunger), and many other national and
regional organisations. They all play an important role in supporting people
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in need and working in different areas of humanitarian operations and assis-
tance. All of them are crucial in handling humanitarian crises and advancing
efforts for a more sustainable and resilient system in order to prepare for fu-
ture disasters.

2.4.4 Local governments and communities

Local governments and communities play the core role in humanitarian oper-
ations, especially in preparing and responding to disasters. First of all, local
governments usually set guidance in building the infrastructure and prepar-
ing for disasters. After the disaster, local governments and communities typ-
ically take the lead in disaster relief, such as coordinating rescue teams and
allocating local resources. Usually, the army will be assigned to help with
disaster relief. In this case, an effective and well-coordinated humanitarian
response will be achieved.

Second, local governments and communities have more contextual knowl-
edge and expertise in responding to different emergencies so that they know
better about their societies from every perspective. Therefore, the expertise of
local governments and communities can provide more tailored responses and
help along with international relief and humanitarian organisations to help
with the special needs of the community.

Third, local governments and communities can support humanitarian opera-
tions from a strategic level. For example, they can allocate funds from their
budget, coordinate local businesses for donations, and develop rules to guar-
antee smooth transportation to the affected area, saving time in disaster relief
and saving lives. Finally, local governments and communities can help with
long-term recovery from the disasters, like reconstruction of the buildings and
infrastructure to prepare and mitigate the impact of future disasters.

To sum up, local governments and communities are more knowledgeable in
the situation of affected situations. They can contribute to humanitarian op-
erations through their leadership in disaster preparedness and response, al-
locating rescue teams and resources, and participating in long-term recovery,
which is essential for sustainable humanitarian operations. They can ensure
more effective and efficient humanitarian operations with the help of other
players.
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2.4.5 Academic and research institutions

During the past decade, there has been a significant increase in the number
of researchers working in humanitarian operations, especially in the Oper-
ations Research field. The importance of effective humanitarian logistics in
finding optimal solutions to respond to disasters effectively is witnessed by
the growing number of literary contributions on Operational Research (OR)
focusing on humanitarian operations (Boonmee et al., 2017). Similarly, Altay
and Green (2006) highlighted the large number of papers on disaster opera-
tion management published in OR mainstream journals in the past decade.
Furthermore, most of the models in the research are developed to tackle real-
world problems, which can be used by stakeholders to support humanitarian
operations. Moreover, some researchers in OR collaborate with humanitarian
organisations, NGOs, and the government. These collaborations can encour-
age multi-disciplinary thinking and provide chances for academic works to
be used in real-world humanitarian contexts, making it easier for theoretical
models to be transformed into solving practical cases.

2.5 Humanitarian principles and standards

This section introduces several widely-recognised principles and standards
for humanitarian operations. First, OCHA’s humanitarian principles set the
fundamental conduct for activities in humanitarian operations as Humanity,
Neutrality, Impartiality, and Independence. In addition to these four principles,
IFRC added another three principles: Voluntary service, Unity, and Universality.
Furthermore, Sphere also introduces its Sphere Standards, which are widely
used in humanitarian operations.

2.5.1 Principles of humanitarian operations by OCHA

The humanitarian principles (OCHA, 2022) introduced by OCHA are a set of
guiding principles that shape and govern humanitarian operations and aid.
These principles are widely accepted and supported by humanitarian organi-
sations, governments, and non-governmental organisations (NGOs). The four
core humanitarian principles are Humanity, Neutrality, Impartiality and Inde-
pendence. These principles are essential for creating and maintaining access
to the affected areas as well as for providing humanitarian relief to those peo-
ple in need.
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Humanity

The principle of humanity emphasises the importance of keeping and protect-
ing human dignity and reducing human suffering. All humanitarian opera-
tions and aid should prioritise people’s needs, and they should be provided
in time, wherever it happens. The fundamental requirement of humanitarian
operations and assistance is to protect life and respect all human beings.

Neutrality

This principle requires humanitarian operations and aid providers to be neu-
tral and not to take sides or favour any particular political, racial, religious
or ideological nature. All humanitarian operations and aid should solely be
provided based on the needs of people, without any bias.

Impartiality

This principle aligns with the previous one, focusing on the requirement of
fairness and the priority of urgent needs, which makes sure that humanitar-
ian operations and aid reach those who are most vulnerable and in urgent
need, regardless of people’s background, race, nationality, or other political
affiliation.

Independence

This principle refers to the autonomy and freedom of humanitarian opera-
tions and aid providers to take actions based on the best interests and urgent
needs of affected people, which will not be influenced by political parties, eco-
nomic problems/situations, military issues or other pressure. The humanitar-
ian operation providers should have the ability to make their own decisions
in providing aid and rescue independently.

These four principles provide a guidance foundation for humanitarian opera-
tion providers, ensuring all humanitarian operations and aid are made based
on humanitarian needs, independently from external pressures such as politi-
cal, military, race and nationalities. Implementing these four core humanitar-
ian principles can achieve more adequate, dependable and timely humanitar-
ian operations.
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2.5.2 Additional principles of IFRC

In addition to these four principles, IFRC (2023) extended these into seven
fundamental principles. The additional three principles are voluntary service,
unity, and universality. These three principles extend the original ones and
make them more comprehensive and meaningful for everyone in the human-
itarian sector, not only the humanitarian provider but also for the educational
purpose for everyone.

Voluntary service

This principle represents the common motivation of doing humanitarian op-
erations, not for financial gain but for the desire to help others. This principle
of doing voluntary services brings in the most significant and critical differ-
ence between commercial and humanitarian operations, where the number
one objective of humanitarian operations will not be profit maximisation.

Unity

This principle aligns with impartiality, asking for fairness in delivering hu-
manitarian operations and aid and also in recruiting volunteers. Recruiting
volunteers from every area to ensure a range of people across the population
so that humanitarian assistance and operations can be delivered to all people
in need by many volunteers. In this case, the requirements of the population
in each area might be identified and met. This principle aligns with IFRC and
serves as a guiding framework for recruitment practices within a broader hu-
manitarian operations community.

Universality

"The universality of suffering requires a universal response." (IFRC, 2023).
This principle calls for united support from all parts of the world to respond to
disasters. It means that humanitarian operations and aid will never be the sole
response and reaction towards the disaster by one country or only by IFRC.
Instead, humanitarian operations require collective support and collaboration
before, during, and after disasters for the benefit of all.

2.5.3 Sphere Standards

As discussed, the Sphere Standards set the minimum humanitarian standards
for humanitarian operations and assistance. In other words, it shows the basic
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needs of people in order to survive. People who are affected by a disaster
have the right to get the necessities for life with dignity. Sphere Standards
were introduced to describe the set of actions that should be taken in order to
protect people’s rights.

All standards are based on four protection principles and nine core humanitar-
ian standards (Sphere, 2023). The four protection principles are: i) first of all,
humanitarian operations should improve people’s rights, dignity, and safety
while preventing them from additional harm; ii) then, humanitarian opera-
tions should ensure that everyone has access to fair assistance and help that
are provided without bias. The assistance and support should be provided
according to the needs; iii) furthermore, humanitarian operations should as-
sist those who are suffering from the physical and mental impacts of assault,
compulsion, or deprivation, which means mental assistance is also the key to
helping people; iv) finally, humanitarian operations should encourage peo-
ple to stand up for their rights. These are four principles which provide clear
guidance to protect people’s rights. The core humanitarian standard intro-
duced by (Sphere, 2023) are:

• humanitarian operations should be tailored and appropriate to people’s
needs;

• humanitarian operations should be delivered efficiently and on time;

• humanitarian operations should be taken to build local capacity and
ability to prevent the negative effects of disasters;

• communication, involvement, and feedback are the foundations of hu-
manitarian operations;

• complaints should also be welcomed and managed in humanitarian op-
erations;

• coordination and collaboration are crucial in humanitarian operations;

• humanitarian operations should always learn from the experience and
keep improving;

• volunteers and staff should be treated fairly while being supported to
do their job;

• resources and donations should be carefully handled and put to use for
their intended purposes.
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These basic humanitarian standards can be grouped into four technical areas:
water supply, sanitation and hygiene promotion (WASH), food security and
nutrition, shelter and settlement, and health (Sphere, 2023). These four tech-
nical areas cover the basic needs of people in order to survive disasters. More
information can be found in the Sphere handbook (Sphere, 2023), which aligns
with other humanitarian principles and standards introduced by OCHA and
IFRC.

In all, the Sphere Standards, the additional IFRC principles for recruiting vol-
unteers, and the main OCHA principles of humanitarian operations all pro-
vide a very comprehensive set of guidelines on how to protect people’s funda-
mental rights and to ensure more effective, timely, and efficient humanitarian
operations and disaster relief. All the research in humanitarian operations
should try to achieve as many principles as possible in order to make it im-
pactful in real-world cases.

2.6 Key components of humanitarian operations

In the previous sections, the background, history, and importance of human-
itarian operations have been discussed and emphasised. This section intro-
duces the essential components and concepts underlying humanitarian oper-
ations.

The main differences between humanitarian operations and other commercial
operations are: i) the objectives of humanitarian operations are not for profit,
ii) there are more uncertainties in humanitarian operations depending on the
situation of the disaster and crisis, iii) the funders of humanitarian opera-
tions usually are governments and NGOs. The review paper of Kovács and
Moshtari (2019) identifies several critical challenges in humanitarian opera-
tions (HO) compared with other commercial operations. The first is to recog-
nise humanitarian contexts, such as the type of disasters, the working pattern
of the humanitarian organisations, and the local environment. The second is to
identify the uncertainties in HO, for example, the demand uncertainty, infras-
tructural damages, or beneficiaries’ behaviour (Caunhye et al., 2012; Bayram,
2016) etc. Then, choosing the most appropriate method to solve the problems
in HO is another critical challenge considering the data availability and un-
certainty. In addition, complex communication and coordination and limited
resources are other challenges identified in Caunhye et al. (2012).
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2.6.1 Disaster life-cycle/management cycle

Activities within humanitarian operations are generally classified based on
the four life-cycle stages of the disaster (Erbeyoglu and Bilge, 2020): mitiga-
tion, preparedness, response, and recovery. The mitigation and preparedness
phases belong to the pre-disaster stage and aim to avoid or minimise the ef-
fects of a disaster (Anaya-Arenas et al., 2014; Seifert et al., 2018). On the other
hand, the response and recovery phases are in the post-disaster stage, seeking
to support the affected community back to the pre-disaster condition or even
better (Seifert et al., 2018).

Mitigation

Mitigation is defined as the application of measures that prevent disasters or
reduce the chance of their happening, as well as lessen the potential effects of
disasters. Mitigation is usually applied before the disaster to reduce vulner-
abilities and build society’s resilience in responding to disasters (McLough-
lin, 1985; FEMA, 2004; Haddow et al., 2008; Hoyos et al., 2015). Mitigation
strategies include actions like: i) risk assessment to identify potential risks
and resolve some problems in advance, ii) building codes to help set the re-
quirement for the buildings and infrastructure to make sure they can survive
during disasters, iii) buying disaster insurance to lessen the economic im-
pact, to get some financial help after the disaster, and to construct barriers to
prevent hazards.

The main goal of the mitigation stage is to reduce the vulnerabilities of both
people and infrastructure and build upon the resilience of the whole commu-
nity to lessen the long-term effects and possible costs of disasters. Mitigation
strategies can also reduce the pressure of other stages, such as response and
recovery, and help reduce the response time during a disaster.

Preparedness

Preparedness is the "state of readiness" (Haddow et al., 2008) to develop oper-
ational capabilities for handling an emergency before it happens. Compared
with mitigation strategies, preparedness strategies focus more on improving
the readiness and capacity to respond effectively to approaching disasters that
are very likely to happen (McLoughlin, 1985; FEMA, 2004; Hoyos et al., 2015).
Preparedness actions involve planning, organising, and coordinating different
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stakeholders to reduce the likeliness of loss of life and increase the effective-
ness of response efforts.

Preparedness actions include: i) emergency evacuation plans where the roles,
responsibilities, and procedures for different stakeholders are outlined to make
sure everyone knows what to do or how to evacuate when the disaster hap-
pens, ii) establishing and maintaining an effective warning system is bene-
ficial in alerting people about potential or upcoming disasters, iii) pre-po-
sitioning relief resources and pre-locating facilities are key in responding to
the disaster so that evacuees can have a safe place to go when disaster hap-
pens. In addition, pre-positioning necessary resources such as water, food,
and medical equipment can also increase the readiness for disasters

The preparedness stage aims to get well-prepared, trained and informed so
that people can respond more effectively, quickly and confidently when disas-
ters come. These actions can also reduce the effects of disasters and improve
the resilience of society, as well as build the foundation for the response stage.

Response

Response is implemented immediately during or directly after the disaster to
minimise the effects of the disaster and prevent further loss. Coordination
is key in disaster relief in the response phase, where coordinating efforts be-
tween various stakeholders such as government, humanitarian organisations,
and other parties to provide effective and efficient disaster response. In partic-
ular, information, resources and duty sharing are necessary for increasing the
effectiveness of humanitarian aid and to avoid duplication and waste (Anaya-
Arenas et al., 2014; Hoyos et al., 2015). Other actions that often take place in
the response phase are:

• emergency plan activation: when a disaster occurs, the activation of the
emergency plan can provide guidance on how to respond to the disaster,
ensuring quick disaster relief;

• relief and evacuation: providing the basic necessities for the affected
population, such as food, water, shelter, and medical care, is critical to
meeting the basic needs of people. The direction and rescue of the af-
fected population to a safe place are also significant in saving lives and
reducing human suffering;

• humanitarian logistics: in order to coordinate the timely and effective
storage and distribution of relief resources such as food, water, and other
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medical aid, an effective humanitarian logistic network is needed, con-
sisting of warehouses used to store the supplies and vehicles used to
deliver the resources. In this case, the right amount of resources can be
delivered to the right place after the disaster.

The response phase is a real challenge as so many uncertainties occur after the
disaster. In order to reduce human suffering and restore dignity to the affected
population, all the stakeholders should collaborate and cooperate together to
guarantee efficient and effective disaster relief and response.

Recovery

Recovery is implemented in the post-disaster stage to help affected areas re-
cover from the disaster and return to normal. The recovery function begins
directly after the disaster and lasts for months or even years. It includes
both short-term activities, such as temporary housing, repairing and provid-
ing shelters, and long-term actions, like the reconstruction of infrastructure or
providing financial assistance to pay for repairs. In addition, recovery also
builds upon the ability of the affected community to mitigate and prepare for
future disasters (McLoughlin, 1985; Anaya-Arenas et al., 2014; Hoyos et al.,
2015).

Generally speaking, the preparedness and response phases have received the
most significant attention among other phases in the literature Galindo and
Batta (2013). At the same time, mitigation is seldom studied in the liter-
ature (Trivedi and Singh, 2018), which has been changed since Altay and
Green (2006) where they found around 44% of paper they reviewed stud-
ied mitigation. In comparison, only 11% of the paper addressed recovery.
This means that most research focuses on disaster preparedness and response
stages. Goldschmidt and Kumar (2016) identify the disaster life-cycle as pre-
paredness, response, rehabilitation, and mitigation. The definitions of pre-
paredness and response are the same as mentioned above. The rehabilitation
phase is similar to the recovery phase but with different terminology. The mit-
igation is different from what was mentioned before; in their work, they define
mitigation activities as part of rehabilitation, such as strengthening buildings
and infrastructure as structural activities, along with the legislation and insur-
ance as non-structural measures. They claim that the mitigation process can
be done in the post-disaster phases after the disaster.
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FIGURE 2.1: Disaster life-cycle/management cycle

To sum up, even though each phrase has different terminologies, the whole
disaster life-cycle or disaster management cycle demonstrates a cyclical pat-
tern just as 2.1 shows. It starts with the pre-disaster phases, focusing on
preparing for the disaster and reducing the risks of potential disasters. This
is followed by the post-disaster phases, involving quick emergency response
and relief efforts. Then, the recovery phase focuses on the long-term rebuild-
ing and restoration of the affected area. Finally, the cycle turned to the miti-
gation and preparedness phases, where the recovery phase can also help im-
prove the mitigation ability to reduce future risks. By recognising the cyclical
pattern of whole disaster operations management, each community can learn
from past disasters, make practical plans for future disasters and improve the
resilience of the entire system to decrease the effects of upcoming disasters.

2.6.2 Humanitarian logistics

Humanitarian logistics is another important concept in humanitarian opera-
tions, and it is defined as "the process of planning, implementing and control-
ling the efficient, cost-effective flow of and storage of goods and materials as
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well as related information, from the point of origin to the point of consump-
tion to alleviate the suffering of vulnerable people." (Thomas and Mizushima,
2005). In other words, it deals not only with the storage and flow of relief
supplies, such as water, tents, food, and shelters (Trivedi and Singh, 2018)
but also with the related information communication process throughout all
the phases of a disaster. The importance of effective humanitarian logistics in
finding optimal solutions to respond to disasters effectively is witnessed by
the growing number of literary contributions on Operational Research (OR)
focusing on humanitarian logistics (Boonmee et al., 2017). Humanitarian lo-
gistics is a very challenging process due to the complex nature of disaster
relief. Overstreet et al. (2011) identified six essential elements which made
humanitarian logistics very difficult.

• Unknowns: the primary obstacles for humanitarian logistics are caused
by uncertainties, such as the unpredictability of the timing and location
of disasters. Additionally, disaster relief is challenged by events that
change quickly, such as aftershocks. Therefore, the effectiveness and ef-
ficiency of humanitarian logistics are heavily impacted by the adequacy
of infrastructure and availability of resources;

• Time: timely disaster relief is very important in humanitarian logistics,
which will reduce lots of human suffering. However, in the context of
humanitarian logistics, getting relief resources to arrive timely is very
difficult where the road and links might be terribly destroyed, and this
increases the complexity of the humanitarian logistics;

• Trained logisticians: it is challenging to find logisticians who can organ-
ise, evaluate and manage both people and material resources for disaster
relief. Overstreet et al. (2011) also argue that retaining experienced lo-
gisticians to support humanitarian logistics is also very difficult, and the
loss of these knowledgeable logisticians will have a severely detrimental
impact on the efficiency of humanitarian logistics;

• The media and funding: the development of social media changed the way
of collecting donations. In Overstreet et al. (2011), they mentioned that
donors usually respond generously when a disaster is well-publicised.
Still, when a disaster is not covered massively by the media, donors tend
to lose interest. However, the development of social media solves this
kind of problem where the spread of the news is so fast, and hundreds
of donations are from online appeals;
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• Equipment and information technology: having multiple and incompatible
information systems is common in many humanitarian organisations,
making sharing and communicating information effectively difficult. In
order to enable smooth exchange of information, practical information
system management is needed;

• Interference: in disaster relief and humanitarian operations, there are many
disruptions which are caused by the human side. For example, political
conflicts, corruption in the distribution of supplies, and inadequate coor-
dination among stakeholders (Overstreet et al., 2011). This interference
significantly increases the complexity of humanitarian logistics, leading
to barriers to the timely and effective delivery of relief aid.

These challenges make humanitarian logistics and operations complicated to
conduct and operate, leading to the need to build a comprehensive humani-
tarian logistics research framework.

Humanitarian logistics research framework

Overstreet et al. (2011) proposed an insightful research framework to describe
the process of humanitarian logistics. This framework not only highlights the
existing contributions in humanitarian logistics but also suggests a clear path
for future advancements. As shown in Figure 2.2, the research framework
demonstrates the interconnected nature of various components in the logistics
process. When a humanitarian crisis arises, critical activities such as inven-
tory management, equipment and infrastructure maintenance, information
technology and communication management, and transportation planning
collaborate, driven by the available organisational resources. Consequently,
an effective plan for delivering humanitarian relief is developed. Moreover,
the decision-making process within this interrelated system allows for a com-
prehensive review of the relationships between each function, supported by
learning from past experience.

2.6.3 Humanitarian supply chain

The humanitarian supply chain, also called the humanitarian relief chain, aims
to quickly provide necessary supplies to those affected by disasters in order to
reduce suffering and losses. Humanitarian supply chain is similar to the com-
mercial supply chain, where they all try to deliver the right amount of sup-
plies to the right place at the right time. As is shown in figure 2.3 from Balçık
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FIGURE 2.2: Humanitarian logistics research framework (Over-
street et al., 2011)
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et al. (2010), the whole humanitarian supply (relief) chain is complicated and
involves many vital components such as supply part, including acquisition
and procurement, preparedness activities like pre-positioning and warehous-
ing, transportation is also the key and finally the last mile distribution of relief
resources. The complexity of the humanitarian relief chain results in the chal-
lenging nature of coordination.

FIGURE 2.3: Humanitarian Supply Chain (Balçık et al., 2010)

Challenges in humanitarian supply chain

The challenges due to the nature of disasters bring in the importance of coor-
dination. In Balçık et al. (2010), they point out the six factors which signifi-
cantly influence the coordination in the humanitarian supply chain: i) various
types of stakeholders, ii) expectations of donors and funding arrangements,
iii) impacts of the media and financing competition, iv) unpredictable na-
ture during disasters, v) resource reduction or overproduction, vi) costs of
coordination The need for coordination can be found in many parts of the hu-
manitarian supply chain. For example, the procurement coordination in the
alliances between suppliers and buyers and the collaboration in procurement
can reduce lots of waste and delay in supply. Moreover, warehousing and in-
ventory coordination are also essential in reducing time and costs to find the
best location for the warehouse and the inventory needed to be pre-positioned
inside the warehouse. In most cases, warehousing functions are outsourced to
other businesses and organisations, which brings in the need for coordination
between all of the parties. Moreover, within the whole humanitarian supply
chain, coordination between transportation parties is crucial because trans-
portation expenditures make up a major portion of supply chain expenses,
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and it is vital to achieving on-time delivery and reducing the lead time. Better
transportation coordination improves the whole humanitarian supply chain’s
success. Coordinating is frequently done by outsourcing transportation to a
logistics company, and the decision is based on the operational size of ship-
pers, ability, and willingness to maintain internal logistical operations.

Similarly, Kovács and Spens (2009) also identify several challenges which make
the humanitarian supply chain more challenging, where: i) the unpredictable
nature of demand, ii) the unforeseen timing of the disaster’s occurrence,
iii) and the lack of resources are indications of the difficulties faced by human-
itarian logisticians They developed a conceptual model to identify challenges
in humanitarian logistics, as figure 2.4 shows. Firstly, based on the disaster
types, the relief challenges come from the different warning times. For ex-
ample, the warning time for sudden-onset disasters is very short, while for
those slow-onset disasters can be long. This also brings in the possible prepa-
rations that can be done to get ready for different disasters. Secondly, based
on the location of the humanitarian organisations, different kinds of human-
itarian organisations have different focuses, and in turn, result in different
priorities and functions when disaster comes, such as regional presence and
dependence on the declaration of a state of emergency. Finally, the appear-
ance of various stakeholders can also bring in many challenges, like which
one should be the priority rather than others and what should be the require-
ments of making this decision.

2.7 Conclusions

In this chapter, we have introduced the core aspects of humanitarian opera-
tions, which provides a comprehensive overview of humanitarian operations.
This chapter has first introduced the definitions of humanitarian operations
introduced by core players in humanitarian operations. Then, this chapter
has discussed the significance of humanitarian operations and the history of
humanitarian operations. After that, international humanitarian law has been
introduced to provide guidance on humanitarian activities. Key players from
the UN agencies and international NGOs to local government and academic
institutions have been introduced and discussed to show their importance in
the development of humanitarian operations. Furthermore, the humanitarian
principles and standards from different authorities are introduced, and they
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FIGURE 2.4: Conceptual model of identifying challenges
(Kovács and Spens, 2009)

all provide explicit standards to every stakeholder in the field of humanitar-
ian operations. Moreover, key components of humanitarian operations such
as disaster life-cycle, humanitarian logistics, and humanitarian supply chain
management are discussed to draw a picture of existing contributions that
have been made in these areas. These all form the conceptual background of
the development of the quickest evacuation location problem. The next chap-
ter will specifically introduce facility location problems and their applications
in humanitarian operations.
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Chapter 3

Facility Location Problems

3.1 Introduction

Facility location problems, commonly called location problems, are very close
to everyday life in both private and public sectors. For example, big corpora-
tions need to find the optimal locations for constructing factories and estab-
lishing offices. Individuals make location decisions like where to buy a house,
etc. It is clear that the effectiveness of facilities in both private and public
sectors significantly depends on the location of the facility (Daskin, 2013), em-
phasising the importance of location problems.

This chapter aims to provide a comprehensive analysis of facility location
problems by first providing an overview of facility location problems and dis-
cussing the main questions the facility location problems are trying to answer.
Then, four basic categories of facility location problems are introduced, and
a comprehensive comparison and summary of these four fundamental facil-
ity location problems is provided. Moreover, this chapter offers a detailed
discussion of the applications of facility location problems in humanitarian
operations, further enriching the conceptual foundation of this research.

3.2 An overview of facility location problems

Facility location problems, or location problems, are a set of optimisation prob-
lems aiming to find the optimal placement of facilities and allocations of fa-
cilities within a specific geographic area. The main objective of the facility
location problems is usually to identify the optimal locations for facilities in
order to satisfy particular criteria based on different contexts. The standard
objective functions of facility location problems can be minimising the cost
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and maximising the coverage. The key questions the facility location prob-
lems are trying to answer include (Daskin, 2013):

• How many facilities should be located?

• Where is the optimal location for each facility?

• How large should each facility be?

• How should demand be allocated to each activated facility?

Some other questions can be (Daskin and Maass, 2018):

• What level of service is currently being offered to the customers in the
supply chain in the current configuration?

• In the circumstance of the facility failure, what backup plans are in place?

The decisions on the location of facilities are often long-term decisions which
will not change in the short term because it is usually not easy to change the
location of facilities, and it is expensive to move them once they have been
established. In this case, the facility location problems usually need to be
strategically planned to align with the long-term goals of organisations. The
location decisions are generally made from a strategic level.

3.3 Model categories for facility location problems

Generally, models for location problems can be divided into four categories
(Daskin and Maass, 2018):

• Analytic model makes assumptions regarding the information they have,
and they can be easily solved in closed form. Analytic models help un-
derstand the structure and provide insights into the issue and potential
solutions, but they do not directly pinpoint the location of the facilities;

• Continuous location model is a problem domain where facilities can be
located anywhere within the plane. In this case, facilities can serve de-
mands from different magnitudes in the plane. The continuous location
models are often used in situations where the location decisions require
a certain level of flexibility in choosing the exact location within a con-
tinuous space;

• Network location model is the problem that considers the location of
facilities at pre-determined nodes or links within a network. Instead of
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locating facilities at arbitrary locations in the continuous space, network
location models find the location of facilities on the nodes or arcs on the
network. The network within the network location model can be any
network that represents the connectivity of infrastructures or other sub-
jects. Arcs represent the links between these subjects like roads, high-
ways or telecommunication lines. The network location models usually
focus on "finding polynomial time algorithms for specially structured
instances of various problems" (Daskin and Maass, 2018);

• Discrete location model is a general term to describe the location prob-
lem with a discrete set of candidate nodes and a discrete set of demand
nodes. The discrete location model does not always assume there is
a network structure underneath, and it can be modelled into different
structures based on the problem contexts. In this case, all location mod-
els with a discrete set of possibilities can be referred to as discrete loca-
tion models, and all location models that consider the placement of facil-
ities within a network while taking connections and distances between
locations into account can be referred to as network location models.

The discrete location model is among the most used models in many fields.
It is a very broad area where the decisions of facility locations are limited
to a discrete set of candidate locations, and the set of demand nodes is also
discrete. The discrete location model usually has a set of pre-determined can-
didate locations. It aims to find the optimal choice among these candidates to
achieve objective functions.

3.4 Basic discrete location problems

The context in which the location problem is being solved and the underlying
objective functions of the facility location problems define the answers to the
questions we discussed before. Based on different contexts, location problems
are influenced by different constraints like capacity constraints, the number of
constraints of facilities, and other limitations on resources. The differences in
contexts lead to different types of discrete location problems. There are four
core types of location problems:

1. Covering problems

2. Center problems

3. Median problems
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4. Fixed charge facility location problems

In the following sections, we will provide a detailed discussion of these four
core discrete location problems and their variants. The in-depth discussions
of these four core problems will provide a thorough understanding of facility
location challenges and their applications in real-world cases.

3.5 Covering problems

The covering problem was first introduced by Hakimi (1965), aiming to iden-
tify the minimum number of police required to cover nodes on a roadway net-
work. The concept of coverage means that the distance between the demand
node and the service provider (supply node) is within the service radius of
the facility, and demand nodes can be seen as being properly serviced when
located within the facility’s coverage range. In contrast, if the demand node
is outside the coverage distance, it means that the demand cannot be served.
Consequently, the objective of the covering problem is to minimise the total
cost or distance linked to establishing facilities to ensure the coverage of either
all or a substantial portion of the demand nodes. Within the field of covering
problems, there are two problems: the set covering facility location problem
(set covering problem) and the maximum covering facility location problem
(maximum covering problem), which will be introduced in the following sec-
tions.

General input for the covering problem
aij = 1 if demand node i is covered by candidate facility j, otherwise 0

General decision variables for the covering problem
xj = 1 if a candidate facility j is activated to be located, otherwise 0

3.5.1 The set covering facility location problem

The set covering problem aims to find the optimal location of the facility
among a set of candidate facilities so that each demand node can be covered
by at least one facility. In contrast, the total cost of establishing facilities is
minimised (Farahani et al., 2012). In this case, the objective function of the
set covering problem is to minimise the total cost needed to establish the ac-
tivated facilities. The constraints are for each demand node and should be
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covered by at least one facility. The mathematical model for the set covering
problem is as follows:

Additional input
f j = costs related to locating a candidate facility j

With this notation, the set covering location model is as follows:

min ∑
j∈J

f j · xj (3.1)

s.t.

∑
j∈J

aij · xj ≥ 1 i ∈ I (3.2)

xj ∈ {0, 1} j ∈ J (3.3)

The objective function 3.1 is to minimise the total cost of locating the facili-
ties, which is a fixed cost related to the activation of the facility. Constraint
3.2 ensures each demand node must be covered by at least one facility, and
constraint 3.3 defines the decision variables as binary variables.

3.5.2 The maximum covering facility location problem

The maximum covering problem addresses the first two limitations of the set
covering problem. It deals with the situation where the number of facilities re-
quired to serve every demand node is likely to exceed the number that can be
created (due to financial constraints and other factors) (Church and ReVelle,
1974). In order to address this situation, the maximum covering problem sets
limitations for the number of facilities that can be located as p. In the maxi-
mum covering problem, the objective function is to find the optimal locations
of facilities from a set of candidate facilities so that the maximum number of
demand nodes is covered. Therefore, a set of demand nodes, a set of candi-
date facilities, and the number of facilities to be located (p) are given. Different
from the set covering problem, some demand nodes might not be covered in
the maximum covering problem. In some real-world cases, a coverage re-
quirement can be introduced, showing the minimal number of demand nodes
that each activated facility should cover or, overall, a certain percentage of
demand nodes that should be covered, and these all depend on the context
where the maximum covering problem is used.
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Additional input
hi = demand at node i ∈ I
P = number of facilities to locate

Additional decision variable
zi = 1 if node i ∈ I is covered, otherwise 0

With this notation, the maximum covering location model is as follows:

max ∑
i∈I

hi · zi (3.4)

s.t.

zi ≤ ∑
j∈J

aij · xj i ∈ I (3.5)

∑
j∈J

xj ≤ P (3.6)

xj ∈ {0, 1} j ∈ J (3.7)

zi ∈ {0, 1} i ∈ I (3.8)

The objective of the maximum covering facility problem 3.4 is to maximise
the number of covered demands. Constraint 3.5 makes sure that the demand
node is covered by at least one facility only if that demand node is selected to
be covered by an activated facility. Constraint 3.6 sets the maximum number
of facilities that can be located in all. Constraint 3.7 - 3.8 set the binary decision
variables.

3.6 Center problems

The center problems overcome the shortness of the set covering problem. In-
stead of using an "exogenously specified coverage distance" (Daskin, 2013)
and trying to minimise the number of facilities needed to cover all the de-
mand, the center problem aims at finding the location of p facilities such that
all the demand nodes are covered, and the coverage distance is minimised. In
this case, p can be any constant value depending on the context, and it is usu-
ally called the p-center problem or minmax problem because it minimises the
maximum distance between activated facilities and demand nodes (Garfinkel
et al., 1977). In the p-center problem, a set of demand nodes, a set of candidate
facilities and the distance between demand nodes and candidate facilities are
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given. The demand at each demand node and the number of facilities to be
located (p) are also provided as inputs. By offering these inputs, the p-center
problem tries to find the optimal locations of facilities among the set of candi-
date locations such that the maximum distance between a demand node and
the nearest facility is minimised. All the demand nodes are covered within
the "endogenously determined distance" (Daskin, 2013) by one of the facili-
ties. The mathematical model for the p-center problem is shown as follows:

Input and parameters
I = set of demand nodes
J = set of candidate facilities
hi = demand at node i ∈ I
P = number of facilities to locate
dij = distance from demand node i to candidate facility j

Decision variables
yij = 1 the demand node i served by a facility j
xj = 1 if a candidate facility j is activated to be located, otherwise 0
W = maximum distance between a demand node and the nearest facility

With these notation, the p-center location model is as follows:

min W (3.9)

s.t.

∑
j∈J

yij = 1 i ∈ I (3.10)

∑
j∈J

xj = P (3.11)

yij ≤ xj i ∈ I, j ∈ J (3.12)

w ≥ ∑
j∈J

dij · yij i ∈ I (3.13)

xj ∈ {0, 1} j ∈ J (3.14)

yij ∈ {0, 1} i ∈ I, j ∈ J (3.15)

The objective of the p-center problem is to minimise the maximum distance
between the demand node and the nearest facility. Constraint 3.10 indicates
that all demand nodes should be assigned to a facility. Constraint 3.11 sets
the total number of located facilities as the constant value p. Constraint 3.12
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ensures that the demand cannot be assigned to the facility unless the facility
is open. Constraint 3.13 defines the maximum distance between the demand
node and facility, which is used in the objective function to be minimised.
Finally, constraints 3.14 and 3.15 indicate the domain of decision variables.

3.7 Median Problems

The covering problem and center problem, as discussed in previous sections,
all use the concept of coverage, assuming that a demand node can be fully
served by a facility if the demand node is within the coverage distance. If not,
the demand node cannot be served. Furthermore, in some cases, the quality of
services each demand node can get depends on the distance between the de-
mand node and the nearest facility. For example, the benefits (cost) can grad-
ually decrease (increase) as the distance increases (Daskin and Maass, 2018).

On the other hand, the median problem takes into account the cost functions
intending to find the optimal locations of facilities so that the total cost is min-
imised. In particular, the cost is related to the demand and the distance be-
tween the demand node and the facility, which is also called the p-median
problem where p facilities are located. Considering the distance factor when
computing total costs can overcome the issue where the distance between the
demand node and the nearest facility can significantly influence the costs.
Therefore, the p-median problem overcomes the limitations of the covering
problem and the center problem. The p-median problem is developed to find
optimal locations of p facilities among the candidates to cover all the demand
and minimise the total demand-weighted distance. The mathematical formu-
lation of the p-median problem is as follows:

Input and parameters
I = set of demand nodes
J = set of candidate facilities
hi = demand at node i ∈ I
P = number of facilities to locate
dij = distance from demand node i to candidate facility j

Decision variables
yij = 1 if the demand node i is served by a facility j
xj = 1 if a candidate facility j is activated to be located, otherwise 0
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With these notation, the p-median location model is as follows:

min ∑
i∈I

∑
j∈J

hi · dij · yij (3.16)

s.t.

∑
j∈J

yij = 1 i ∈ I (3.17)

∑
j∈J

xj = P (3.18)

yij ≤ xj i ∈ I, j ∈ J (3.19)

xj ∈ {0, 1} j ∈ J (3.20)

yij ∈ {0, 1} i ∈ I, j ∈ J (3.21)

The objective function of the p-median problem is to minimise the total demand-
weighted distance between each demand node and the facilities. Constraint
3.17 ensures that each demand node is only assigned to one facility, and con-
straint 3.19 indicates the demand nodes can only be assigned to the activated
facilities. Constraint 3.18 sets the maximum number of located facilities. Con-
straints 3.20 and 3.21 are for decision variables.

3.8 Fixed charge facility location problems

Recall what has been discussed in the previous sections: in the p-center and
p-median problems, the number of facilities to be located is fixed as a constant
value p. Similarly, in the maximum covering problem, the number of facilities
is also fixed. The set covering problem is a bit different as it tries to min-
imise the number of facilities (costs). In all these facility location problems,
the number of facilities is "determined endogenously" (Daskin, 2013). In this
case, they do not consider the costs of establishing the facilities, which cannot
reflect real-world situations.

The fixed charge location problem addresses this concern from the other prob-
lems. The fixed charge facility location problem (in short, fixed charge location
problem) is similar to the previous problems except for the fixed number of
facilities. Instead, the fixed charge problem considers the fixed costs associ-
ated with the establishment of facilities and the cost related to the distance
in computing the total costs, and its objective function is to minimise the to-
tal costs. In this case, the fixed charge problem can find the optimal number
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and location of facilities by balancing the fixed costs of locating facilities and
the transportation costs related to the distance between demand and facilities
(Fernández and Landete, 2015). There are two variants in the domain of fixed
charge location problems: uncapacitated fixed charge facility location prob-
lems and capacitated fixed charge facility location problems.

General input and parameters for the fixed charge facility location problem
I = set of demand nodes
J = set of candidate facilities
hi = demand at node i ∈ I
dij = distance from demand node i to candidate facility j
f j = fixed cost of locating a facility j
c = cost per unit distance related to each demand

General decision variables for the fixed charge facility location problem
yij = 1 the demand node i served by a facility j
xj = 1 if a candidate facility j is activated to be located, otherwise 0

3.8.1 The uncapacitated fixed charge facility location problem

The uncapacitated fixed charge facility location problems address scenarios
where the capacities of facilities are not limited. In this context, the objec-
tive of the uncapacitated fixed charge facility location problems is to identify
the optimal facility locations that minimise both the fixed costs of establishing
the facility and the variable costs related to transportation or routing costs,
which is associated with the distance between the demand node and the facil-
ity. Therefore, the uncapacitated fixed charge problem aims to find the optimal
locations for facilities among the set of candidate facilities to cover all the de-
mands such that the total costs are minimised. The mathematical formulation
of the uncapacitated fixed charge location model is shown as follows:

The uncapacitated fixed charge facility location model is as follows:

min ∑
j∈J

f j · xj + c · ∑
i∈I

∑
j∈J

hi · dij · yij (3.22)

s.t.

∑
j∈J

yij = 1 i ∈ I (3.23)

yij ≤ xj i ∈ I, j ∈ J (3.24)

xj ∈ {0, 1} j ∈ J (3.25)
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yij ∈ {0, 1} i ∈ I, j ∈ J (3.26)

The objective function 3.22 minimises the fixed cost related to locating the
facility and the variable cost associated with the number of demands and the
distance between the demand node and the facility. Constraint 3.23 makes
sure that each demand will be served and only be served by an activated fa-
cility (constraint 3.24). Constraint 3.25 and constraint 3.26 set the domain for
decision variables. Since the capacity of this problem is unlimited, the de-
mand node will be assigned to the nearest facility as the objective function is
trying to minimise the total cost.

3.8.2 The capacitated fixed charge facility location problem

The only difference between a capacitated fixed charge facility location prob-
lem and an uncapacitated fixed charge facility location problem is that there
is a capacity constraint imposed on each facility, which will totally change the
solutions in most cases. In reality, capacity is so important that it can decide
the success or failure of the facility and the service it provides. For example,
if the beds in the hospital are 100, and 200 patients are allocated to this hos-
pital and require treatment simultaneously, the hospital will not function well
and, in turn, put all patients’ lives at risk. Therefore, taking into account the
capacity can solve lots of practical issues, which leads to the introduction of
the capacitated fixed charge location problem.

The capacitated fixed charge location problem aims to find the optimal num-
ber and location of facilities among the set of candidate facilities to meet the
total demand requirement, where each candidate facility has a capacity limit
such that the total costs (consisting of fixed costs and variable costs of trans-
portation) are minimised.

Additional input and parameters
k j = capacity of a facility j

With this notation, the capacitated fixed charge facility location model is as
follows:

min ∑
j∈J

f j · xj + c · ∑
i∈I

∑
j∈J

hi · dij · yij (3.27)

s.t.
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∑
j∈J

yij = 1 i ∈ I (3.28)

yij ≤ xj i ∈ I, j ∈ J (3.29)

∑
i∈I

hi · yij ≤ k j · xj j ∈ J (3.30)

xj ∈ {0, 1} j ∈ J (3.31)

yij ∈ {0, 1} i ∈ I, j ∈ J (3.32)

The objective function 3.27 and constraints 3.28 - 3.32 are the same as those
in uncapacitated fixed charge facility location problem. The capacitated fixed
charge facility location problems are trying to minimise the total costs, which
consist of the fixed cost of facility establishments and the various costs re-
lated to the transportation subject to the constraints where each demand node
should be served and only by the activated facility. The only difference is that
constraint 3.30 sets the maximum number of demands each facility can serve.

3.9 Critical analysis of facility location problems:

comparisons, applications and limitations

There are four main facility location problems discussed in this chapter so
far. They are: i) Covering problems (including the set covering problem and
the maximum covering problem), ii) Center problems (the p-center prob-
lem), iii) Median problems (the p-median problem), iv) Fixed charge lo-
cation problems (including the uncapacitated and the capacitated fix charge
location problems).

The covering problem
The set covering facility location problem is widely applied and modified
based on real-world cases. There are many applications of the set covering
problem. For example, it can be used in service planning, such as finding
the optimal locations of warehouses, distribution centres or schools to pro-
vide services or products to the set of demand nodes. It is also applied in
emergency service planning, like deciding the locations of fire stations and
ambulance stations in order to make sure every demand node can be covered.
Other applications can be in the telecommunication field to determine the op-
timal locations of base stations such that the costs are minimised and everyone
is covered. These are only a few examples of applications of the set covering
facility location problem in real-world cases. The set covering facility location
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problem can be modified according to different contexts of the situation, and
it can be applied to many areas of supply chain management, transportation
network design, healthcare, and telecommunications.

There are some limitations of the set covering problem (Daskin and Maass,
2018). First, more facilities are frequently required than can be deployed to
meet all requests. In the set covering problem, there is no requirement on
the number of facilities that can be located, in which case, the solution of the
set covering problem usually deploys as many facilities, as they can to meet
all the demand, which may go beyond the number of resources they have.
Second, all the demand nodes are treated as equally important, no matter how
large the demand is, in which sense, both small and large demand nodes are
treated equally and covered at least once. This can lead to significant problems
where the large demand nodes are under-treated, and there may not have
enough resources for them. Third, the set covering problem does not consider
the situation where the facility is overloaded or that facility has failed. If the
facility is overloaded or fails to function properly, this will lead to a terrible
failure in providing necessary services to the people in need. For example, if
a fire station is overloaded when an emergency happens, there may be a lack
of staff or services that can be provided for the emergency, and this will lead
to a large number of human losses. Finally, there are frequently alternative
optima, and the model does not offer a mechanism to distinguish between
these solutions, which is due to its nature of mathematical formulations.

The maximum covering problem is often used in situations where resources
are limited, and a limited number of facilities can be located, so it aims to find
the optimal locations of facilities such that the coverage of potential customers
can be achieved. In real-world cases, those facilities are often strategically lo-
cated in the area where the demand is high. For example, the maximum cov-
ering problem is usually applied in deciding the location of supermarkets or
shopping malls. In this situation, the business often has the budget/resources
for only one facility. In this case, the maximum covering problem is usually
applied to find the optimal location where the largest number of customers
can be covered. The maximum covering problem is also used in the health-
care sector, such as finding the best location of medical facilities such as hos-
pitals or GP clinics. It is clear that the establishment of hospitals or GP clinics
requires a large amount of budget, resources, and types of equipment, and
there are only one or two big hospitals within a particular area. Therefore,
how to make the most of the hospital is crucial, requiring finding the optimal
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location of hospitals which cover the maximum amount of people. In all, the
maximum covering problem is used to find the limited number of facilities
such that the maximum amount of demand is covered, which has very wide
applications in real-world cases, especially in situations where the resources
are limited, and there is a strict limitation in the number of facilities that can
be located.

The maximum covering problem can be modified based on the contexts of the
problem, but it still has some limitations. First, the maximum covering prob-
lem is NP-hard, indicating that it is challenging to solve it computationally
within a reasonable amount of time, especially as the problem size increases.
Second, the maximum covering problem aims to maximise the total coverage,
which is not realistic in real-world cases where it does not consider the capac-
ity of the facility. Furthermore, the maximum covering problem assumes that
each demand node can be fully covered by a single facility. Still, in reality,
some demand nodes can be served by multiple facilities, or partial coverage
also happens a lot.

The p-center problem
The p-center problem can be adapted to various contexts in real-world scenar-
ios where the decision maker aims to find the optimal locations for facilities
that are really close to each demand node. It can be applied to the healthcare
field where medical facilities such as medical centres and clinics should be
strategically located close to the demand, ensuring accessibility for people in
need and improving the delivery of services. It can also be applied in deter-
mining the locations for retail stores, especially for those convenience stores
where close to the demand nodes are required. Other applications, such as
locations for emergency services, warehouses, or distribution centres, can also
be modelled as the p-center problem based on the contexts.

In all, the limitations of the p-center problem are pretty similar to those in
covering problems. As the models discussed in this chapter are fundamental,
they do not take into account various elements such as the capacity of each
facility, the cost of travelling or the priority of different demand nodes. These
issues can be solved when modelling real-world contexts by taking into ac-
count these factors for better modelling of different scenarios. The main chal-
lenge of the p-center problem is the complexity of the computational process,
especially when the size of the instance increases. It takes much longer to get
the optimal solutions.
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The p-median problem
Similar to what has been discussed in previous sections, the p-median prob-
lem can be modified according to different contexts of real-world cases, and
it can also be applied in many areas in healthcare, logistics and supply chain,
and other public services. The main difference between the p-median problem
and other discussed location problems is that it takes into account the costs
brought by the distance between demand nodes and nearest facilities, which
is more appropriate in real-world cases. For example, the decision to find the
optimal location for medical clinics not only needs to consider covering all
the demand in this area but also needs to take into account the efficiency and
costs that demand need to pay to get the service where the p-median problem
can achieve that. In this case, the location decisions of the p-median problem
consider the efficiency and costs from the demand side, which made it more
practical in modelling real-world situations.

Similar limitations also apply to the p-median problem, which is computa-
tionally complex to solve this problem, and the assumptions of the p-median
problem are too simple to catch up with the complex situations in real-world
scenarios. Furthermore, the distance between the demand node and the can-
didate facility is used, which requires lots of effort to provide an accurate dis-
tance in order to feed the model and get more reliable solutions. Moreover, the
p-median problem does not take into account the capacity issue of the candi-
date facility, which may lead to overloaded or underloaded facilities, and in
turn, either overloading or underloading can result in the failure of the oper-
ation of facilities.

The fixed charge facility location problem
The uncapacitated fixed charge location problem is often applied in the con-
text where the costs are crucial in making the decision and also in the case
where the value of the distance from the demand node and candidate facility
is known. The uncapacitated fixed charge location problem aims to find the
optimal location of facilities while considering the fixed costs related to estab-
lishing the facilities and the variable costs related to the distance between the
demand node and the facility. It can be applied and modified in many areas,
such as supply chain management, retail store network design, telecommuni-
cations planning and so on. Unlike the previous problems, the uncapacitated
fixed charge location problem considers the fixed costs of establishing the fa-
cilities, making it more applicable in various sectors.
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Compared with the uncapacitated fixed charge location problem, the capaci-
tated fixed charge location problem considers the capacity of the facility, which
makes it more representative of real-world scenarios. In this case, it can be
applied to different areas, such as manufacturing and production planning,
where the capacity constraints and the fixed costs are usually very tight in the
location decision of the factory. Therefore, using the capacitated fixed charge
location problem can help the decision-maker find the optimal locations of
factories such that the total costs are minimised. At the same time, capacity
constraints are also considered—similar application fields such as retail stores
and other public service locations.

Overall, similar limitations are shared within all types of facility location prob-
lems where the complexity of finding the optimal solutions are high, and it
takes a long time to find the best solutions. In this case, heuristics are often
used to overcome this issue. Furthermore, it is important to acknowledge that
these four basic discrete facility location problems have many assumptions
which may not be applicable in real-world circumstances. Therefore, these
facility location models are often modified based on the contexts in order to
account for the complexities in real-world scenarios.

Comparisons
A comparison is conducted based on the original assumptions, parameters,
and objective functions of these four problems. The comparison between these
four basic types of discrete facility location problems is conducted through six
different aspects: i) the objective function each problem is trying to achieve,
ii) if all the demands are covered or not, iii) if there is a fixed number of
facilities that can be located (p) or not, iv) types of costs that each problem
considers, v) types of the distance between each demand node and facility,
vi) if the capacity of the facility is considered or not.

The comparison is conducted as follows:

• Objective function: the objective of the set covering problem is to min-
imise the total costs; the objective of the maximum covering problem is
to maximise the total covered demand; the objective of p-center prob-
lem is to minimise the maximum distance between demand node and
the facility; the objective of the p-median problem is to minimise the to-
tal demand weighted distance; the objective of both uncapacitated and
capacitated facility location problems is to minimise the total costs;
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• All demand covered: in the maximum covering problem, the demand
may not be fully covered. While in other facility location problems dis-
cussed in this chapter, the demand is fully covered;

• Fixed number of facilities (p): in the maximum covering problem, p-
median problem, and p-center problem, they introduce the fixed num-
ber constant p to determine the number of facilities that will be located.
On the other hand, there is no fixed number set for facilities in the set
covering problem, uncapacitated and capacitated fixed charge location
problems;

• Costs considered: in terms of costs, the set covering problem only con-
siders the fixed cost of establishing the facilities, while both uncapaci-
tated and capacitated fixed charge location problems consider fixed costs
related to the facility establishments and the variable costs associated to
transportation. In other problems like the maximum covering problem,
p-center problem, and p-median problem, they do not consider the costs
at all. This is actually related to the constant number of facilities. In
the maximum covering problem, p-center problem, and p-median prob-
lem, they use the constraint of the number of facilities to tackle the costs,
which means the constant value p of facility number and the costs func-
tion the same, and they are interchangeable;

• Distance considered: this category discusses how each facility location
problem addresses the separation between candidate and demand nodes.
In the covering problems, there are no specific distance values. Instead,
they introduce the coverage concept, where a set of binary variables are
introduced, indicating whether the demand node is within the coverage
distance or not. Other problems in the center problems, median prob-
lems, and fixed charge location problems all use the specific distance
between the demand node and the nearest facility;

• Capacity considered: among all these six facility location problems, only
the capacitated fixed charge problem considers the capacity of the facil-
ity, while others do not.

These are the comparisons and discussions made between these six basic dis-
crete facility location problems in order to provide a comprehensive outstand-
ing of facility location problems, and all these aspects are summarised in the
table 3.1.
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TABLE 3.1: Summary of all facility location problems discussed

Covering problem Center problem Median problem Fixed charge location problem
Set covering Maximum covering p-center p-median Uncapacitated fixed charge Capacitated fixed charge

Objective function Min Max Min Min Min Min
costs covered demand maximum distance demand weighted distance costs costs

All demand covered Yes No Yes Yes Yes Yes
p facilities No Yes Yes Yes No No
Costs considered Fixed costs None None None Fixed cost Fixed cost

& transportation cost & transportation cost
Distance considered Coverage Coverage Specific distance Specific distance Specific distance Specific distance
Capacity considered No No No No No Yes

To sum up, the applications of these four types of facility location problems
are similar, and they can be modified and combined based on real-world con-
texts. There are other types of facility location problems besides these four
basic models, and facility location problems can be combined with other prob-
lems such as location-allocation problems, location-routing problems and so
on. These all make facility location problems more practical in tackling real-
world cases.

3.10 Facility location problems with applications in

humanitarian operations

Facility location problems have an extensive range of applications in human-
itarian operations, and according to the review of Roh et al. (2015), a large
portion of research in humanitarian operations studies facility location prob-
lems (41.03%). As discussed in the last chapter, the nature of the disaster is full
of uncertainties, and good preparation can significantly improve the efficiency
and effectiveness of humanitarian operations and disaster relief. In order to
achieve timely and efficient disaster relief, facility location problems are often
applied in strategic plans, and the location decisions are usually planned and
located in both pre- and post-disaster phases.

3.10.1 Types of facilities addressed in humanitarian operations

Facility location is a crucial topic in humanitarian operations and fundamen-
tal to achieving humanitarian relief goals successfully and potentially accel-
erating the disaster recovery process (Trivedi and Singh, 2018). Facility loca-
tion problems in humanitarian operations often deal with the determination
of facilities and the allocation of the demand to the selected facilities. There
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are many terminologies regarding different facility types in the literature, but
they can mainly be classified into four groups. Types of facilities discussed in
journal articles include:

• Warehouse and stock facilities: they are used for storage where critical sup-
plies are pre-positioned in these warehouses and stock facilities to tackle
the needs of affected populations. Besides the storing function, the ware-
house also involves inventory management by deciding what types of
supplies will be stored and keeping track of how inventory goes, which
enables efficient and effective humanitarian operations and disaster re-
lief;

• Hospital or medical centres: these types of facilities are used for providing
medical aid to people suffering from bad injuries during disasters. In
this case, hospitals are also called field hospitals, which differs from the
typical hospitals in the city. Field hospitals and other medical centres
play a crucial part in emergency response after a disaster by providing
emergency medical services, prioritising patients, and treating injured
people. In addition, they also try to control the diseases that disasters
might bring;

• Humanitarian aid distribution centres and logistics hubs: in the humanitar-
ian context, the distribution centre is where disaster relief products or
supplies can be stored to ensure quicker disaster relief. A distribution
centre is similar to a warehouse, apart from offering some value-added
services such as packaging and reassembling. In contrast, a warehouse
may just be used for storing supplies or donations. The humanitarian
aid distribution centres can also act as operational hubs for organising,
storing, and delivering disaster relief supplies. They also coordinate the
distribution of humanitarian aid supplies to the demand points, which
helps to achieve effective disaster relief;

• Temporary emergency facilities: these types of facilities are used for dis-
aster relief, including shelters, places of safety and assembling points.
They provide a safe environment and protection to evacuees from fur-
ther harm. These facilities are usually strategically planned in the pre-
disaster phases and implemented during the post-disaster operations to
increase the efficiency and effectiveness of the evacuation process. Tem-
porary emergency facilities provide short-term housing for people who
are affected by the disaster, in which they not only provide the space for
evacuees but also provide other supplies or medical services.
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When there is a disaster or emergency, these facilities usually coordinate and
cooperate as a cohesive system to provide support, supplies, safe places and
medical treatments to the people in need. Dönmez et al. (2021) further clas-
sified the facilities into six categories based on their functions: i) supplies,
ii) distribution centres, iii) points of distribution, iv) shelters, v) field hos-
pitals, vi) and blood centres. In particular, the distribution centre is used to
deliver relief supplies to people in need. It has other names, such as local
depots, transfer depots, etc. Points of distribution are often used as a place
for affected people to get relief supplies. Shelters are temporary places to rest
and protect people from further danger. Field hospitals often have medical
equipment on-site to provide medical aid, and the blood centres are used for
collecting, processing and distributing blood. In the literature, the distribution
centre is the most studied facility type in the location problem in the humani-
tarian operations context (Dönmez et al., 2021).

However, research about locating temporary emergency facilities, such as the
shelter location problem, is less addressed in the existing literature compared
to other types of facilities in the humanitarian context (only 24% of studies
according to the review of (Trivedi and Singh, 2018)) and this work focuses on
the shelter location problem. The shelter location problem deals with strate-
gically placing shelters to provide temporary protection and aid to people in
need. It is usually involved in the pre-disaster phase for evacuation design
and planning in terms of preparing for future disasters, including the opti-
mal selection of suitable shelters among the candidates and each with specific
requirements, such as schools or stadiums, to ensure the effectiveness and ef-
ficiency of disaster response and relief.

Pan (2010) proposed two deterministic models based on the maximum set-
covering problem to assist in the decision of shelter locations and to help the
government and the public prepare for a typhoon. Kılcı et al. (2015) developed
a mixed-integer linear programming model to find the location of shelter sites
and improve the disaster preparation process. Bayram et al. (2015) developed
a constrained system optimal model to find optimal shelter locations and as-
sign evacuees to the shortest paths to their nearest shelter sites, shortest and
nearest with a degree of tolerance to minimise the total evacuation time for
both pre- and post-disaster stages. Bayram and Yaman (2018a) then intro-
duced a scenario-based two-stage stochastic evacuation planning model that
can optimally locate shelter sites and assign evacuees to the nearest shelters
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and to the shortest paths with a degree of tolerance where the total evacu-
ation time is minimised. In particular, they consider the uncertainty of the
disruption of roads and shelters and the demand for evacuation. Based on
this, Bayram and Yaman (2018b) further developed an exact algorithm utilis-
ing Benders decomposition to solve their scenario-based two-stage stochastic
evacuation planning model with many scenarios. Decisions about shelter lo-
cations along with other facilities are considered in the preparedness model
developed by Rodríguez-Espíndola et al. (2018), combining multi-objective
optimisation with Geographical Information Systems (GIS) to minimise the
costs and maximum unfulfillments of products and services in shelters from
an equity perspective. Gu et al. (2018) developed a mixed-integer program-
ming formulation to determine medical relief shelters before the disaster im-
pact, tackling natural and anthropogenic disasters and considering the sever-
ity and distribution of patients. Kınay et al. (2018) introduced a new modelling
framework in which a chance-constrained model was proposed for the shel-
ter site problem in the preparedness phase for disaster relief to capture the
uncertainty in demand. Another modelling framework was developed by Kı-
nay et al. (2019) for multi-criteria chance-constrained discrete facility location
problems with single sourcing, where they consider vectorial optimisation
and goal programming paradigms in multi-criteria decision-making. Eriskin
and Karatas (2022) developed a robust shelter location-allocation model to
plan and decide the location of shelters for an earthquake to improve disaster
preparedness.

Generally, four main facility types appeared in the context of humanitarian
operations, namely warehouses/stock facilities, hospital/health centres/medical
services, humanitarian aid distribution centres or logistics hubs, and tempo-
rary emergency facilities such as shelters or places of safety, as discussed pre-
viously. The timing of locating the facility varies across different contexts.
However, there exists a general pattern wherein specific types of facilities are
typically situated during distinct phases of the disaster life-cycle (Trivedi and
Singh, 2018).

• Warehouse/stock facilities are usually planned in the pre-disaster phase in
order to be ready before the disasters to prepare for the coming disas-
ter. In general, the size of the warehouse is big, with a large amount
of supplies and resources which might be used to support disaster re-
lief. Warehouse location problem usually involves the pre-positioning of
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supplies and the delivery problem related to the delivery of those sup-
plies. Therefore, warehouse location problem usually happens in pre-
disaster phases;

• Hospital or other medical facilities which provide medical services are usu-
ally planned for the post-disaster phase. It is also quite apparent that
the decisions about where to locate medical assistance should be based
on the places where the disaster happened. In the context of humani-
tarian operations, the hospital is not a normal hospital. It is a medical
facility that can provide medical assistance to people affected by disas-
ters. Those hospitals are temporary, and they can be mobile. Therefore,
decisions for the locations of medical facilities are usually made in post-
disaster situations;

• Humanitarian aid distribution centres/logistics hubs are also planned in the
pre-disaster phase and located in the post-disaster to ensure quick and
on-time relief distribution. The humanitarian aid distribution centres
can range in size depending on different contexts, and they are usually
located close to the area near disaster in order to provide in-time delivery
and support. Therefore, they are often located after knowing the location
of the disaster;

• Temporary emergency facilities are often planned and located before and
after the disaster. This complies with the logic of real-world scenarios
where some temporary emergency facilities are located before disasters
to get ready to respond to the disasters. At the same time, some tem-
porary shelter sites need to be located based on the disaster location to
provide quick and on-time relief.

The location decisions for different types of facilities depend on their specific
characteristics in the context of disasters and real-world problems. There are
no universal rules that can apply to all situations. Furthermore, the location
decisions also need to take into account the amount of resources the decision
maker/organisation has in order to find the most appropriate solutions. The
attributes of the facilities that were previously addressed are summed up in
the following table 3.2.

Due to the uncertain nature of disasters, facility location models are extended
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General types of facilities in HO
Usage Disaster life-cycle stages

Stock facilities storing supplies pre-disaster
Medical facilities providing medical aid post-disaster
Distribution centres distributing supplies pre- and post-disaster
Temporary emergency facilities shelters and places of safety pre- and post-disaster

TABLE 3.2: Summary of facilities in humanitarian operations
contexts

to dynamic, stochastic, and robust models to tackle the uncertainties. Boon-
mee et al. (2017) performed a survey on facility location challenges in human-
itarian logistics based on modelling types and problem categories. They sug-
gest that future facility location modelling can apply more dynamic or robust
optimisation to solve real cases and consider the uncertainty in time periods,
environments, demands, disruptions or other disaster risks. In particular, dy-
namic and robust facility location models can be applied in safety area plan-
ning to prepare and transfer residents further away from the risk area. They
also agree that finding the optimal locations of facilities such as warehouses,
shelters, temporary or permanent distribution centres and medical centres in
pre-disaster phases can better prepare for potential disasters and improve the
probability of survival and reduce financial and human losses. Furthermore,
they point out that the key to successful disaster relief is to quickly find the
optimal location for shelters and medical services that can handle the demand
and guarantee that the injured people can be evacuated to a safe place and get
treatment in time. Caunhye et al. (2012) agree with this aspect, and they also
suggest that considering facility location problems in post-disaster phases is
also very important as this can make sure the right resources and supports can
be placed at the right place at the right time.

3.10.2 Objective functions for facility location problems

The objective functions in facility location problems in humanitarian opera-
tions are based on the context and the goals of the decision-makers. Many dif-
ferent objective functions have emerged in the literature. There are, however,
several main categories of objectives used in the formulation of mathematical
modelling:

• Cost minimisation: this objective function is one of the most frequently
used objective function goals, trying to minimise the total cost incurred
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during the humanitarian operation process. However, it does not usu-
ally serve as the primary goal because the main focus of humanitarian
operations is to reduce human suffering and save lives;

• Non-covered demand minimisation: this objective function is also frequently
used in the literature in humanitarian operations, with the aim of cover-
ing all people in need, which is crucial in the evacuation process;

• Transportation duration minimisation and response time minimisation: these
two objective functions aim at shortening the time cost in different sec-
tions to increase the efficiency of evacuation operations;

• Facility-opened minimisation: this objective function is another commonly
used objective goal in the location problem where the main reason for
minimising the opened facility is to minimise the costs and expenses
incurred. The minimisation of the number of facilities opened and the
cost minimisation are often interchangeable as they achieve the same
goal.

In the literature, these four main categories are the most used objective func-
tions in the facility location problems. Boonmee et al. (2017) suggest that the
future objective in facility location problems could focus more on the environ-
mental effect, reliability, risk and ease of access and, during the past several
years, more and more research has taken into account these factors due to
more coordination and collaborations between stakeholders have achieved in
humanitarian operations.

3.11 Conclusions

This chapter has provided a comprehensive discussion of facility location prob-
lems, which begins with an overview and an introduction to the fundamen-
tal questions addressed by facility location problems. Then, this chapter has
explored four distinct categories of location models: analytic models, contin-
uous location models, network location models, and discrete location mod-
els. Moreover, this chapter has discussed and compared the concepts, appli-
cations, and limitations of four core discrete facility location problems, namely
the covering problems, p-center problems, p-median problems, and fixed charge
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facility location problems. Finally, in the last section of this chapter, the signif-
icance and applications of facility location problems in the context of humani-
tarian operations are evaluated, emphasising effective modelling of facility lo-
cation problems can increase the efficiency of humanitarian operations, which,
in turn, will lead to a reduction in human suffering.
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Chapter 4

Network Flow Problems

4.1 Introduction

Network flow theory has been acknowledged as a powerful decision-making
support tool, which consists of a branch of operations research and graph the-
ory to analyse the flows through a network. This chapter first provides an
overview of network flow theory. Then, it focuses on discussing and com-
paring two essential elements of network flows, which are the static network
flows and the dynamic network flows. After that, the chapter further investi-
gates the applications of network flow problems in the context of evacuation
scenarios, emphasising the advantages of dynamic network flow problems in
evacuation design and planning. Finally, the commonly utilised modelling
techniques employed in network flow theories are introduced and discussed
at the end of this chapter.

4.2 An overview of network flow theory

The network flow theory deals with the optimisation of the movement of
flows on the network. It can be applied in various areas, including those that,
by nature, have a network structure, such as distribution networks, logistics,
and transportation networks where flows of people or products travel through
networks of roads, ships, or planes. Telecommunication and data networks
are also examples of networks where the data (e.g., messages and videos) are
sent through the server based on network structures. The delivery of prod-
ucts can also be modelled as a network flow problem, where the destinations
of each customer and the flow of delivery drivers create a network. In addi-
tion, financial transactions can also be modelled as a network where the payer
and receiver, along with the flow of money, build the structure of a network.
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Networks are everywhere in our daily lives, in which network flow theories
are widely applied.

Directed networks are often utilised in the network flow theory, where nodes
usually stand in for sources, destinations, or intermediate locations. At the
same time, the links and roads are represented by the arcs. Each arc has a
capacity, which is the largest amount of flow that can be on that arc. Therefore,
a flow network is defined as a digraph G = (N, A), which has a set of N nodes
and a set of A directed arcs. Each arc (i, j), where the tail is node i, and the
head is node j, has a capacity constraint uij, and that is the largest amount of
flow that can traverse that arc (i, j). Here is an example to explain this further.
Figure 4.1 is a toy example of a flow network. In this toy example, there are
four nodes: node 1, 2, 3, 4, and four directed arcs: arc (1, 2), (2, 4), (1, 3), (3, 4).
Each arc is associated with a capacity constraint; for example, u12 = 2 means
that the largest amount of flow that can enter arc (1, 2) is 2. Similarly, u24 = 1
means that only 1 flow can enter arc (2, 4). The largest amount of flow that
can enter (1, 3) is 3, and the largest amount of flow can enter arc (3, 4) is 4 as
u13 = 3 and u34 = 4.

FIGURE 4.1: An example of flow network

These are essential components of a flow network, and by considering the
capacity constraint on each arc, it can significantly reduce the possibility of
arc collapse, which is important in modelling real-world scenarios. In gen-
eral, there are two categories of network flow models: static network flows
and dynamic network flows. The critical difference is that dynamic network
flows, also known as flows over time, introduce a delay time or travel time
on arcs by explicitly stating the amount of time needed to move one unit of
flow from an arc’s tail to its head. In the literature, dynamic network flows
are among the most appropriate tools compared with static network flows



58 Chapter 4. Network Flow Problems

in terms of modelling the evacuation problems from a macroscopic perspec-
tive as it considers the time element in modelling, allowing for more precise
monitoring and control throughout the entire flow process across a specific
time period. In recent years, many pieces of research in evacuation design
and planning use macroscopic models, which are presented as dynamic net-
work flow models (see Chalmet et al. (1982), Mamada et al. (2004), Hamacher
et al. (2013), Schmidt and Skutella (2014), Melchiori and Sgalambro (2015),
Shin et al. (2019)) for evacuation problems. The detailed introduction and dis-
cussions of static network flows and dynamic network flows will be presented
in the following sections.

4.3 Static network flow problems

The static network flow problem is a class of optimisation problems in net-
work flow theories aiming to find an optimal static flow in the network, sub-
ject to various constraints and objective functions. Among all other network
flow problems, the static network flow problem refers explicitly to the situ-
ation where the flow patterns remain constant over time. In other words, it
means there are no changes or time elements in the network. The static net-
work flow problems can often be formulated using the directed graph, where
nodes are used to represent the sources, sinks, or other intermediate points. In
contrast, arcs are used to show the connections between those nodes. Each arc
has a capacity constraint, which represents the maximum flow that can pass
through it, as shown in figure 4.1. Many static network flow models devel-
oped during the past years in literature, for instance, the minimum cost flow
problem, maximum flow problem, and shortest path problem.

The notation of the Static network flows is shown as follows:

General input and parameters for the static network flow problem
G = (N, A): a directed network
N: as the set of nodes
A: as the set of directed arcs
cij: the cost associated with each directed arc (i, j) ∈ A
uij: capacity of the arc (i, j) ∈ A
bi: supply/demand on each node i ∈ N.

Decision variable
xij: the flow on each arc (i, j) ∈ A
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4.3.1 The minimum cost flow Problem

The minimum cost flow problem is considered the most fundamental among
network flow problems (Ahuja et al., 2014), aims to find the minimal cost flow
on the directed networks subject to capacity constraints on the arcs from the
source to the destination. In the minimum cost flow problem, sources and des-
tinations are represented by nodes, and the arcs represent the links between
each node. It introduces the cost parameter on each arc to compute the total
cost where cij is the cost associated with each arc (i, j). In addition, the supply
or demand on each arc (the net flow) is also introduced as an input as bi. The
computation of the net flow for each node i (bi) is computed by the amount
flow exiting from node i minus the amount of flow entering the node i, whose
mathematical formulation is ∑j:(i,j)∈A xij −∑j:(j,i)∈A xji = bi. If bi > 0, it means
that the amount of flow exiting is bigger than the amount of flow entering, in-
dicating that the node i in this situation is a supply node, which is also called
the source node. In contrast, if bi < 0, it shows that the amount of flow exiting
is smaller than the amount of flow entering, meaning that the node i in this
context is a demand node, which is also called the sink node. In addition, if
bi = 0, the flow entering the node i is exactly the same as the flow exiting,
which suggests that the node i here is a transhipment node.

The minimum cost flow problem can be formulated as follows:

min ∑
(i,j)∈A

cij · xij (4.1)

s.t.

∑
j:(i,j)∈A

xij − ∑
j:(j,i)∈A

xji = bi i ∈ N (4.2)

0 ≤ xij ≤ uij (i, j) ∈ A (4.3)

The objective function 4.1 is to minimise the total cost of all the flow and to find
all the flow movements in the network with the minimum costs. Constraint
4.2 is the flow conversation constraint by computing the net flow for each
node. Constraint 4.3 sets the upper bound of flow that can traverse each arc
in the network.
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Assumptions of the minimum cost flow problem

There are many assumptions in the minimum cost flow problem (Ahuja et al.,
2014). First, the network is directed, which means the arc (i, j) and arc (j, i)
are not the same. Second, the sum of the net flow at each node i is equal to 0
so that the minimum cost flow problem has feasible solutions. Otherwise, it
becomes unfeasible. In this case, for each node i, ∑i∈N bi = 0. Furthermore,
all the costs of arcs are non-negative. This can become more representative
of real-world situations. Finally, all data, such as capacity, cost, and supply
and demand for each node, are all integers. This is not a hard requirement
because integer values can be obtained by multiplying big numbers in the
computational process.

Applications of the minimum cost flow problem

The minimum cost flow problem is applied in many industries, such as health
care, telecommunications, retailing, transportation, and so on, whose goal is
to determine the optimal flow of any subject (i.e., resources or information).
In contrast, the total transportation costs are minimised. For example, in some
transportation and logistics problems, the minimum cost flow problem is used
to find the best flow for the products, such as finding the best way to deliver
products to the customers. By using the minimum cost flow problem, the effi-
ciency of flow on the network is improved, and the total costs are minimised.

4.3.2 The shortest path problem

The shortest path problem focuses on identifying the path with the lowest
cost or length from a specific source node (s) to a sink node (t). The short-
est path problem is a classic problem in graph theory, and it can be applied
in many fields and attracts lots of interest from researchers and practitioners.
There are several reasons: first, it is applicable to be used in settings where
the objective is to find the optimal path between two points (i.e. from retailer
to customers) to send the flow (i.e. materials, products) in a network with
the lowest costs. Second, the shortest path problem is relatively easy to solve.
Third, although the shortest path problem is easy, it captures all core ingre-
dients of network flow problems, providing a benchmark for more complex
network models. Finally, the shortest path problem can be used as subprob-
lems in solving complex combinatorial and network optimisation problems
(Ahuja et al., 2014).
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Notation and mathematical model

In the shortest path problem, each arc (i, j) in the network has an associated
cost (cij). Unlike the minimum cost flow problem, the shortest path problem
assigns bs = 1, bt = −1, and bi = 0 to all other nodes in the network when the
flow is one unit. By minimising the cost, the shortest path can be determined.

Based on the discussion above, the notation and the mathematical model of
the shortest path problem are shown as follows (in the case the total flow is
1 unit): bi: supply/demand on each node i ∈ N. bs = 1 as the source node,
bt = −1 as the sink/destination node and bi = 0 as a transhipment node in
the context where the flow is one unit

The shortest path problem can be formulated as follows:

min ∑
(i,j)∈A

cij · xij (4.4)

s.t.

∑
j:(i,j)∈A

xij − ∑
j:(j,i)∈A

xji = bi =


1, i = s

0, i ∈ N, i ̸= s, i ̸= t

−1, i = t

(4.5)

The objective function 4.4 is to minimise the total cost of all the flow and to
find the path in the network such that the total cost is minimised. Constraint
4.5 is the flow conservation constraint to state the source node, transhipment
nodes, and sink node as discussed in the minimum cost flow problem.

Assumptions of the shortest path problem

The shortest path problem lies behind several assumptions. First, similar to
the minimum cost flow problem, the shortest path problem also assumes the
network is directed. Second, there must be a directed path from the source
node s to every other node in the network. Otherwise, there is no feasible
solution to this problem. Furthermore, all the lengths of arcs are integers. This
assumption is not a restrictive constraint as multiplying non-integers to a large
number. It will become integer numbers. Finally, the shortest path problem
requires no negative cycle in the network.
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Some extensions of the shortest path problem

Based on the simple shortest path problem, some extended versions are intro-
duced in the literature. For example, some problems aim to find the shortest
paths from one node to all other nodes where all the arc length is non-negative.
Beyond that, some other problems try to find the shortest path from one node
to all other nodes in which the network has any arc length. Moreover, some
extended problems aim to find the shortest paths from any source node to any
destination node. These are some examples of extensions of the shortest path
problem, and they can be adjusted based on different real-world situations.

Applications of the shortest path problem

As the fundamental problem in network flow problems, the shortest path
problem can be applied in many areas, such as transportation and telecom-
munications, in the context where the decision maker tries to find the optimal
path between two geographical locations with the least costs or time. For ex-
ample, if a company needs to deliver a certain number of products to one
specific customer, the shortest path problem can be used to find the best path
with the least costs. Furthermore, the shortest path problem can also be used
as the subproblem of other complex network problems to solve complex com-
binatorial problems as quickly as possible.

4.3.3 The maximum flow problem

The maximum flow problem and the shortest path problem are integral types
of the minimum cost flow problem. The maximum flow problem deals with
sending as many flows as possible from the specific source s to the sink t,
considering the capacity constraint uij, which is the largest amount of flow
that can travel on the arc (i, j) ∈ A. Recall that the shortest path problem
is to find the shortest path in the network from two points, which has the
lowest costs without any capacity constraints on each arc. The maximum flow
problem aims to find the maximum flow in the network between two specific
nodes by taking into account the capacity constraint on each node.

Notation and mathematical model

In the maximum flow problem, each arc (i, j) in the network has a capacity
(uij). Unlike the shortest path problem, the maximum flow problem assigns
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bs = v, bt = −v, and bi = 0 to all other nodes in the network and the amount
of v is the total amount of flow it aims to maximise.

Based on the discussion above, the notation and the mathematical model of
the maximum flow problem are shown as follows:

max v (4.6)

s.t.

∑
(i,j)∈A

xij − ∑
(j,i)∈A

xji =


v, i = s

0, i ∈ N, i ̸= s, i ̸= t

−v, i = t

(4.7)

0 ≤ xij ≤ uij (i, j) ∈ A (4.8)

The objective function 4.6 is to maximise flow that can traverse through the
network from the source node s and sink node t. Constraint 4.7 is the flow
conversation constraint to state the source node, transhipment nodes, and sink
node. Constraint 4.8 is the set of capacity constraints to set the limitations to
the largest amount of flow that can enter each arc in the network.

Assumptions of the maximum flow problem

Similar assumptions appear in the maximum flow problem. First, the network
is directed, the same as the other two problems. Second, the capacity of each
arc should be non-negative integers. Third, the network should not have any
directed path from the source node s to the sink node t with infinitely capacity
arcs. It is quite apparent that if there is any in the path with infinity capacities,
infinity flow can be sent in that path. Therefore, the objective function is un-
bounded, making this problem meaningless. Furthermore, there should not
exist any parallel arcs with the same tail and heads and finally, if there is an
arc (i, j) ∈ A, the arc (j, i) should also belong to A.

Applications of the maximum flow problem

The applications of the maximum flow problem are various in different fields,
such as telecommunications, transportation and logistics, and network plan-
ning. For example, in the area of telecommunications, the maximum flow
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problem can help to find the maximum amount of data that can be transmit-
ted in the telecommunication networks, which will increase the utilisation of
the resources. Another application in real-world cases can be determining the
largest amount of flow that can travel in the network of pipes or channels
with respect to the capacity of each pipe. By maximising the flow in the ca-
pacitated network, the efficiency and usage of the network can be significantly
improved. Similar to other problems, the maximum flow problem can also be
used as the subproblem of complex network flow problems.

4.3.4 Critical analysis of static network flow problems

The static network flow problem, as the fundamental problem in network flow
theories, aims to identify an optimal static flow that, among all feasible al-
ternatives, optimises certain objective functions based on the context of the
problem. There are many other extensions of the basic static network flow
problems, such as multi-commodity flow problems that extend one type of
commodity to multiple commodities. The static network flow problem can
also be combined with other problems.

Although static network flows have great potential to support a wide range
of real-world cases, some limitations restrict their applicability in broader sce-
narios. First, static network flows assume the fixed capacities for the arcs in
the network, which disregards the variations in capacities caused by situations
like road congestion or other issues. Furthermore, static network flow mod-
els do not consider other elements, such as robustness, rather than focusing
only on flow optimisation. Moreover, the most critical limitation is that static
network flows fail to accurately capture those real-world scenarios where the
dynamics of flows over a given time period come into play. In particular, the
static network flows fail to capture the movement of flows on the network
from microscopic aspects like the amount of time it takes for each unit of flow
to travel along the arcs in the network and the variation in the level of utilisa-
tion of the network over time. In addition, the flow movements in the static
network flow problems are modelled as they occur instantly, which fails to
reflect the concepts of delays and breaks. In all, the static network flows fail
to model some real-world scenarios where the critical factor of their nature
depends on the time elements, such as telecommunication networks or trans-
portation networks, or disaster evacuations. This leads to the importance of
dynamic network flows.
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4.4 Dynamic network flow problems

Dynamic network flows, also called flows over time, overcome the critical lim-
itation of static network flows by considering the time elements in modelling.
The static network flows cannot capture the time used for flows moving along
the network or the congestion levels in the network over time. On the con-
trary, dynamic network flows consider the time parameters in the modelling
of the situation in the network, which is called dynamic digraph by introducing
two parameters/labels on each arc: a delay/travel time and a capacity and
also by stating the total time horizon for the problem that needs to be opti-
mised. The delay time or travel time on each arc shows the amount of time
required for each unit to traverse the arc at each time instant, and the capacity
label indicates the largest amount of flow that can enter the arc. By consider-
ing these two elements together, the dynamic network flow problem can trace
the precise location of flows at each time instant, enabling tight control and
monitoring of flows throughout the analysed time period.

4.4.1 Characteristics of dynamic network flow problems

Dynamic network flows can be broadly categorised based on different types
of time horizons in the network. The time horizons can be finite or infinite,
and time instants can be discrete or continuous. The different settings of time
elements will largely influence the network structure and the solutions in the
end. Additionally, the capacity and delay time for each arc can be varied or
fixed during the considered time period. Furthermore, the pace of flow in
the network can be independent or dependent on the total amount of flow al-
ready entering the arc and the amount of flow entering the arc simultaneously,
which is key in different dynamic network flow problems.

Another crucial characteristic of dynamic network flow problems is that if
waiting is allowed, the flow can stay on the node until the next available time
instant. In this case, the delay in the transhipment process can be modelled.
In order to model this feature, additional sets of holdover arcs are introduced.
Moreover, the dynamic network flow problems can also prevent the use of
paths that traverse nodes more than once, forcing flows only to be assigned
through loopless paths. This feature aligns with many real-world applica-
tions. For example, in humanitarian operations, by applying this feature,
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the evacuees will not be directed to dangerous places again and again. Fi-
nally, the dynamic network flow problems can be modelled as single or multi-
commodity problems based on different contexts behind the problem.

4.4.2 An overview of dynamic network flow problems

The dynamic network flow problem, which is also called flows over time or
dynamic (network) flows, was first introduced by Ford and Fulkerson (1958)
as a dynamic digraph with capacity and transit time on each arc. The transit
time (also called delay time or travel time) is the amount of time needed to
travel from the tail to the head on each arc, and the capacity on the arc is
the largest amount of flow that can enter into the arc at each time instant as
discussed previously. In this case, the movement of flows can be monitored.
It should be pointed out that the definition of the capacity provided on each
arc does not mean the total amount of flow on the arc at a specific instant in
time, which is not considered in this research.

The notation of the dynamic network flows is shown in the following:

General input and parameters for the static network flow problem
G = (N, A, T): the dynamic digraph
N: as the set of nodes
A: as the set of directed arcs
cij: capacity of the arc (i, j) ∈ A
dij: the delay time associated with each arc (i, j) on each time instant

Decision variable
xij(t): the flow on each arc (i, j) ∈ A at time t

In order to solve the problem, Ford and Fulkerson (1958) introduced a Time-
Expanded Network (TEN), an essential tool for solving all ranges of discrete-
time dynamic network flow problems. A time-expanded network (TEN) is de-
fined to represent the time-dependent characteristics of the problem by repli-
cating the sets of physical nodes for each period of a finite and discrete time
horizon and connecting the time copies of the nodes with arcs according to the
configuration of the delay time on the arcs (for instance, (Crainic and Sgalam-
bro, 2014)). If waiting on a node is permitted for a unit of flow (an evacuee in
the humanitarian operations), additional holdover arcs are added between the
ith and the (i + 1)th copy of the same physical node. In other words, evacuees
can wait at the nodes for the next available time instant to be evacuated. A toy
example (see figure 4.2, 4.3) is given to explain the concept of TEN.
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FIGURE 4.2: Dynamic digraph (example)

FIGURE 4.3: Time Expanded Network explained

This toy example shows how TEN works. As it is shown in the original dy-
namic digraph in figure 4.2, there are four physical nodes: node 1 to node 4,
and there are three arcs: arc (1, 2), (2, 3), and (2, 4) where each arc has a de-
lay time label and a capacity label. We then expanded this original dynamic
digraph into the time-expanded network with the total time period is T = 4.
Therefore, each physical node is duplicated four times with one physical node
in each time instant. The holdover arcs are added between the same physical
nodes with the one in the next time instant, showing that people can wait on
the node until the next available time to move and the waiting time on the
node can be traced and calculated by the holdover arcs on each time instant.
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The physical arcs between each physical node are also introduced in the time-
expanded network based on the delay time label. For example, in the original
physical network, the delay time between node 1 and node 2 is one. Therefore,
the arc (11, 22) indicates that it takes one unit of time to travel from node 1 to
node 2. Similarly, the delay time between node 2 and node 3 is two, which
is represented by the arc (21, 33), showing that it takes two time instants to
traverse that arc.

4.4.3 Key problems within the dynamic network flow prob-

lem

Many problems belong to the domain of dynamic network flows, including
the Maximal Dynamic Flow problem constructed from static flows (Ford and
Fulkerson, 1958), the Universal Maximal Flow problem generalised from the
Ford-Fulkerson dynamic network where the capacity and transit time of arcs
vary over time (Gale, 1959), the Quickest Transshipment Problem dealing with
transshipping demand from multiple sources to multiple sinks in the quickest
manner (Hoppe and Tardos, 2000), the Extended Universal Maximum Flow
problem with time-varying vertex capacities (Cai et al., 2001), and the Earliest
Arrival Flow problem maximising the population arriving at the destination
at every point in time (Schmidt and Skutella, 2014). In this section, these key
problems in the domain of dynamic network flows will be introduced in de-
tail.

The maximal dynamic flow problem

The maximal dynamic flow problem introduced by Ford and Fulkerson (1958)
builds the foundation of dynamic network flows, aiming to find the maximum
amount of flows to be transferred from the source node to the destination
within a specified time period. In order to solve this problem, they use the
method called temporally repeated flow, which starts with the initial static
network flow solution and then incrementally modifies the flow to handle
changes to find the maximum flow as long as time is sufficient for all the flow
to get to the destination node.

In the maximal dynamic flow problem, each arc (i, j) has two labels cij and dij,
and each of these is a positive integer. The total time horizon T is also given,
indicating the total number of time instants in the problem. Based on the
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discussion above, the notation and the mathematical model of the maximum
dynamic flow problem are shown as follows:

max v(T) (4.9)

s.t.

∑
j∈N

∑
t∈T

[x0j(t)− xj0(t − dj0)]− v(T) = 0 (4.10)

∑
j∈N

[xij(t)− xji(t − dji)] = 0 i ∈ (1, n − 1), t ∈ T (4.11)

∑
j∈(0,n−1)

∑
t∈T

[xnj(t)− xjn(t − djn)] + v(T) = 0 (4.12)

0 ≤ xij(t) ≤ cij (i, j) ∈ A (4.13)

The objective function of the maximum dynamic flow problem 4.9 is to max-
imise the total amount of flow within the given time period in the network
and the T means over the entire time horizon. The constraints 4.10 to 4.12 are
used to compute the total amount of flow in order to feed the objective func-
tion, which are also the flow conservation constraints. The last constraint 4.13
is used to set the bound of the largest amount of flow that can enter each arc
at each time instant.

The universal maximal dynamic flow and time-varying universal maximum
flow problem

The universal maximal dynamic flow problem develops the original maximal
flow problem by including the time-varying features where the capacities of
arcs and nodes vary over time. Recall that in the maximum dynamic network
flow problem, the capacity of each arc stays the same at each time instant, and
there is no capacity constraint used to bound the largest amount of flow that
can enter each node. Differently, according to the universal maximal dynamic
flow concepts, Gale (1959) introduce a capacity constraint for each node, in-
dicating the largest amount of flow can wait at the node. Meanwhile, both
capacities of the nodes and arcs are time-varying, which means different ca-
pacities were given to each arc and node at different time instants. The aim of
the universal maximal dynamic flow problem is to find the optimal maximum
flow within a specific time period T in a time-varying network.
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These specific features of universal maximal dynamic flow are helpful in some
real-world cases. The research of Cai et al. (2001) provides a wonderful exam-
ple to explain this point. For instance, in a transportation network problem,
the source node represents a manufacturing company, and the sink node is the
customers to whom the manufacturers of the products will be sent. Further-
more, the manufacturing company has an extensive product line, producing
different products at different seasons, and they must deliver those products
to the destination within a specific time window. In this case, the universal
maximal dynamic flow is applicable in determining the maximum amount of
the products at various periods of time, and these can be used in planning the
routes and vehicles for the delivery of the products.

Based on the original universal maximal dynamic flows, Cai et al. (2001) present
three variations of the universal maximum flow problem in time-varying net-
works where the delay time/transit time, capacity of each arc, and the capac-
ity of each node are time-varying. Three variations involve examining scenar-
ios with zero, arbitrary, and bounded waiting times at nodes.

The minimum cost dynamic network flow problem

The minimum cost dynamic network flow problem is the dynamic version of
the original minimum cost flow problem, aiming to find optimal flow in the
network so that the total cost is minimised within a certain period. Unlike
other dynamic network flow problems, despite the capacity and transit time
labels on each arc, the minimum cost dynamic network flow problem also
introduces a cost label on each arc. In all, the minimum cost dynamic network
flow problem is defined in the research of Klinz and Woeginger (2004) as: in a
dynamic network G = (N, A, T), there is one source node s and a sink node
t. On each arc (i, j) in the dynamic network, there are three labels: cij as the
capacity, uij as the costs, and dij as the delay time/transit times. The minimum
cost dynamic network flow problem is to find the optimal flows from source
node s to sink node t within the time limit T; in such a way, the total costs
incurred are minimised.

The quickest transhipment problem

The quickest transhipment problem is also defined in the dynamic network,
where each arc has two labels: capacity and delay time. The difference be-
tween the quickest transhipment problem and problems discussed previously
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is that there are multiple source and sink nodes where each source node has a
certain amount of supply, and each sink node has a certain amount of demand.

The quickest transhipment problem aims to find the quickest way to transfer
flows (the supply from each source node) to the sink nodes, in order to meet
the demand on each sink node by taking into account the capacity constraint
and the delay time constraints on each arc within a certain amount of time
period.

The quickest flow problem

The quickest flow problem is a particular variant of the quickest transhipment
Flow problem, requiring sending the flow from a single source to a single sink
such that the entire evacuation process is as quick as possible or, equivalently,
the makespan of the process is minimised (Liu and Jaillet, 2015) within a given
time period. It is also defined in the dynamic digraph G = (N, A, T), consist-
ing of a set of nodes, arcs, and a total time period and capacity and delay time
labels on each arc.

Due to the nature of the quickest flow problem, it has wide applications in
many areas, such as transportation, evacuation and humanitarian operations.
In particular, in the context of humanitarian operations, the makespan de-
pends on the time instant when the last evacuee reaches the safety facility and
corresponds to the maximum amount of time needed to complete the whole
evacuation process. This specific feature makes the Quickest Flow problem
widely used in modelling evacuation processes, with prominent applications
in transportation and humanitarian operations.

The earliest arrival flow problem

The earliest arrival flow problem (also called the Earliest arrival time problem
) is also a widely studied optimisation problem in network flows. It deals with
the determination of the optimal flow of goods or resources in the dynamic
network with the objective of maximising the number of people arriving at
each node at each time instant. Unlike what has been discussed in the quick-
est flow problem, the objective function is to minimise the total makespan
to achieve the quickest flow process in the network. Different from the maxi-
mum dynamic flow problem, which is trying to maximise the total flow within
a given time period, the earliest arrival flow problem aims to maximise the
amount of flow arriving at the destination at each time instant.
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4.4.4 Critical analysis of dynamic network flow problems

Some surveys on dynamic network flows/flows over time can be found in
Aronson (1989), Skutella (2009), Higashikawa and Katoh (2019). Overall, dy-
namic network flow problems have distinct advantages over static network
flow problems by introducing the capacity label and delay time label on each
arc to overcome the limitations of the static network flow problems, enabling
more precise and dynamic monitoring of how resources/products/items flow
on the network. These lead to more accurate and practical solutions for mod-
elling real-world cases and solving real-world problems where dynamic net-
work flow problems can better reflect the scenarios due to uncertainties or
other accidents, especially when used in humanitarian operations.

Additionally, dynamic network flow problems can allocate resources and di-
rect flows in real-time, increasing effectiveness and efficiency by enabling the
network to react quickly to changes or disturbances. Furthermore, the dy-
namic network flow problems can facilitate real-time decisions, which is cru-
cial in situations that are time-sensitive, such as evacuation, humanitarian op-
erations, and emergency management. Finally, the ability of the dynamic net-
work flows to better monitor the flow process also supports a much easier
decision-making process, increasing the resilience of the whole system.

4.5 Network flow problems with application in evac-

uation

Evacuation problems deal with moving people from danger to safety points.
An evacuation network is used to represent and model the evacuation pro-
cess, where evacuees who need to be transshipped (the demand) are usually
modelled as located at nodes in the network. In contrast, streets, roads, or any
connections are modelled using the arcs linking nodes. The models used to
solve evacuation problems can be grouped into three models: the macroscopic
model, the microscopic model and the mesoscopic model Bayram (2016). The
macroscopic model treats flow together to determine the time needed to evac-
uate the population, often used in large-scale evacuation problems. On the
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contrary, microscopic models treat flow individually in a more detailed man-
ner. The mesoscopic models, as their name suggests, combine the character-
istics of macroscopic and microscopic models, and they are formed by disag-
gregating more significant segments of macroscopic models into smaller seg-
ments and have properties of both macroscopic and microscopic models.

In the literature, dynamic network flows are among the most appropriate tools
compared with static network flows in terms of modelling the evacuation
problems from a macroscopic perspective as they consider the time element in
modelling, allowing for more precise monitoring and control throughout the
entire flow process over a specific time period. In recent years, many pieces of
research in evacuation design and planning use macroscopic models, which
are presented as dynamic network flow models (see Chalmet et al. (1982),
Mamada et al. (2004), Hamacher et al. (2013), Schmidt and Skutella (2014),
Melchiori and Sgalambro (2015), Shin et al. (2019)) for evacuation problems.
Thanks to modelling features such as arc delay times and arc inflow capaci-
ties, flows-over-time models enable more accurate and reliable modelling of
any step-by-step evolution in the flow allocation over the time horizon units,
compared to static network flow, which is more appropriate to represent flows
at steady-state. This explains the reasons why dynamic flows are increasingly
adopted for evacuation modelling and also clarifies the importance of filling
the identified gap in the literature by adopting a flows-over-time dynamic ap-
proach while combining evacuation modelling and facility location problems
to guarantee better performance and enable a more accurate decision-making
process.

Due to its unique property of considering time elements, dynamic network
flows are frequently used in the literature to model and address the evacua-
tion design and planning challenge. Lim et al. (2012) introduced their capac-
itated network flow problem on the time-expanded network, which expands
the static network over the time horizon and applies them to three case stud-
ies from the map of the greater Houston area. The results show that the dy-
namic network flow model can produce accurate results and better support
the decision-making process. Shin et al. (2019) introduced four optimisation
models to find the optimal routes and entrances for evacuation and entrance
planning. Pyakurel et al. (2022) further extended the abstract network with
intermediate storage to support evacuation planning, where the abstract net-
work is an expansion of the classical network that has a set of elements and
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a linearly ordered subset of those elements called paths that meet the switch-
ing property. In Melchiori and Sgalambro (2018, 2020), the k-splittable flow
variant of the Quickest Flow problem is studied, imposing constraints on the
maximum number of supporting paths and proposing matheuristics and ex-
act approaches, respectively. A dynamic flow model was developed by Tirado
et al. (2014) for solving the aid distribution problem in the disaster while con-
sidering multiple criteria, which consider the quantity to be distributed, time,
cost and equity-related goals. In Shin and Moon (2023), the crucial advan-
tages of the dynamic network flow model have been emphasised. They de-
veloped a robust evacuation planning problem using dynamic network flow
modelling to find the optimal routes for evacuees by considering the uncer-
tainty of further collapse in the building. The case studies they use are based
on the mega-mall Central City located in Seoul, and the results confirm that
dynamic network flows can better model real-world cases and get reliable re-
sults.

Dynamic network flows can overall, better and more correctly reflect these
changes in real-time than static network flows by considering all of the dy-
namics involved in the evacuation process. Dynamic network flow can also
be combined with other problems, and more discussions will be presented in
the next chapter.

4.6 Modelling techniques: dummy nodes and arcs

In terms of modelling the evacuation problem in the network, dummy sink
nodes and dummy arcs are widely used in modelling and solving emergency
evacuation models. Han et al. (2006) proposed a one-destination method to
find the optimal solutions for the emergency evacuation model. They intro-
duced dummy arcs that connect each original real-world destination to a fi-
nal single common node called the dummy destination point by assuming
that all the dummy links and the final dummy destination point have in-
finite capacity and zero delay time. In this case, they transferred the origi-
nal two-step decision-making process for the evacuation assignment problem
with m sources and n sinks (m-to-n assignment) into a traffic-assignment prob-
lem with m sources and one destination (m-to-1 assignment). This proposed
model substantially reduces the number of flow conservation constraints re-
quired to find the global optimisation, as the reduction in flow conservation
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constraints will not change the mathematical properties. Instead, it will ar-
rive at the optimal solution more quickly and efficiently. Therefore, the one-
destination method in modelling has been proven to improve the efficiency
of evacuation planning and operations. Lujak and Giordani (2018) also used
the dummy/fictitious sink and the dummy arcs in the modelling to find the
shortest agile evacuation routes. Their work imposed a fictitious sink node
alongside all the destination nodes linked by fictitious arcs with infinite ca-
pacity, and it is easier and time-saving to find the agile routes towards the
safe exits, which considerably reduces the model’s complexity by reducing
the flow conservation constraints. Additionally, the use of dummy sink nodes
and arcs in the dynamic network flows, especially in the quickest flow prob-
lem, is instrumental in monitoring and controlling the makespan. The alterna-
tive modelling techniques described in the literature differ from this approach,
as they do not consider makespan but instead focus on optimising the sum of
all the arc flows. More examples of using dummy arcs as a modelling tool for
evacuation processes can be found in Faturechi et al. (2018) and Pyakurel et al.
(2022).

4.7 Conclusions

In this chapter, two fundamental domains of network flow theory have been
introduced and discussed: static network flows and dynamic network flows.
The static network flow problems deal with the problem where the parameters
are not time-varying, and there are only fixed cost and capacity labels on the
arc in the static network. Some classical problems belonging to the domain of
static network flows are discussed and evacuated, such as the maximum flow
problem, minimum cost flow problem, and shortest path problem.

On the other hand, the dynamic network flows capture the dynamic features
into modelling by introducing two labels: both capacity and delay time labels
on each arc. The main problems in the dynamic network flows have also been
presented: the maximal dynamic flow problem, universal maximal dynamic
flow problem, minimum cost dynamic network flow problem, quickest tran-
shipment problem, quickest flow problem and earliest arrival flow problem.

Furthermore, a detailed discussion of the applications of network flow prob-
lems has also been presented. From the discussion, it is clear that dynamic net-
work flows provide more real-time and accurate monitoring of flow traversing
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the network, which allows for a more effective decision-making process, adap-
tive resource allocation, and improved network resilience. These all make dy-
namic network flow problems applicable in many real-world scenarios. The
next chapter will introduce the combination of facility location and network
flow problems to build the foundations for this research.
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Chapter 5

Combinations of Facility Location
and Network Flow Problems

5.1 Introduction

The previous chapters have discussed the concepts and main problem cate-
gories of facility location problems and network flow problems. This chapter
explores the combinations that result from the intersection of these two do-
mains, building on the concepts and problem categories addressed in chap-
ters 3 and 4, in order to form the theoretical background of the research ra-
tionale and aim introduced in chapter 1. First, a discussion around the moti-
vations underlying the combination of facility location problems and network
flow problems is presented by investigating the advantages of such combina-
tions, especially stating the reasons behind combining facility location prob-
lems with evacuation problems to support the introduction of the new prob-
lem. Then, this chapter further introduces and analyses the existing combina-
tions of these two problems by thoroughly evaluating the existing combina-
tions in the literature. Finally, the remaining gaps in the existing literature are
identified based on the previous comprehensive analysis of the literature. By
doing so, this chapter aims to provide the motivations for filling these gaps,
which initiates the necessity of this research and the introduction of a new
QELP.

5.2 Motivations behind combining facility location

and network flow problems

The facility location problem aims to find the optimal locations of facilities,
and the network flow problem is to find the optimal flow movement within
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the network such that their objective functions are achieved. Combining these
two problems means considering the location decisions when designing the
flow network, which is important in various domains, from disaster manage-
ment and humanitarian operations to daily transportation network designs
and urban planning.

Coupling facility location decisions with network flows into evacuation mod-
elling is critical in disaster evacuation design and planning. By considering
both factors together, we can make decisions on the locations of facilities based
on the impact that they have on the dynamics of evacuation. In particular,
considering locations for evacuation facilities, such as shelters, medical facil-
ities, and warehouses, in evacuation planning can make it easier to find the
optimal locations for those facilities which match the overall strategy of the
evacuation process. Therefore, it can better prepare for potential disasters, in-
crease the mobility of the evacuation, and ensure a more efficient relief and
rescue process.

In addition, when dealing with these two problems separately, it ignores the
interactive effects raising in the evacuation process. The consideration of ad-
ditional elements that affect the effectiveness of the evacuation is made possi-
ble by merging facility location decisions with evacuation difficulties, such as
transportation networks, traffic conditions, road capacity, or other limitations
in the resource. These elements will influence the efficiency of the evacuation
process. Considering the location of the facility along with these critical is-
sues in evacuation network flows can better address key bottlenecks during
the evacuation and improve the efficiency of the evacuation process.

Furthermore, combining the facility location and network flow problems takes
into account the interdependencies between these two decisions, making it
possible to plan ahead and get ready for various situations, especially in hu-
manitarian operations and emergency evacuations. Similarly, considering the
interdependencies of facility location decisions and network flow decisions
enables the integration of the decision support systems, enabling real-time
monitoring, timely adaptions and better decisions.

To sum up, the combination of facility location problems and network flow
problems is beneficial and can enhance the effectiveness and efficiency of the
whole evacuation process. By optimising the locations of the facilities and con-
sidering the critical issues in evacuation network design and planning, such
as transportation networks and road capacities, this integration supports the
decision-making process comprehensively. It makes evacuation design and
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planning more robust and resilient, reducing the time needed for the evacua-
tion process and saving human lives.

5.3 Existing combinations of facility location and

evacuation problems

It is important to study the problem, which combines the facility location and
the network flow problems, as discussed in the previous section, where the
network flow can provide many advantages that other evacuation problems
do not. Even though many problems in the literature consider the facility
location decisions and evacuation planning together, their network settings
and modelling techniques differ from the network flows. They do not share
the same advantages as network flow problems, especially dynamic network
flows. For example, location-allocation problems and location-routing prob-
lems. Before discussing the existing combinations of facility location problems
and network flow problems, we first introduce the existing combinations of fa-
cility location and evacuation problems in order to provide a comparison of
the differences in the network settings.

Coutinho-Rodrigues et al. (2012) developed a multi-objective mix-integer lin-
ear programming model for a location-routing problem. In their model, they
aim to find the specific evacuation plan for each evacuation location, which
includes the identification of the plan, the specific plan associated with each
evacuation, the primary evacuation path, and the secondary evacuation path,
in order to optimise the six objective functions: the minimisation of total travel
distance from population to shelter, the minimisation of total risk of primary
path, the minimisation of total travel distance of using backup path, the min-
imisation of total risk at the shelters, the minimisation of the total time used
for people to transfer from shelter to hospital, and the minimisation of the
total number of shelters.

Li et al. (2012) introduced a stochastic bi-level approach for shelter location
decisions by taking into account the impacts of location decisions on the be-
haviour of drivers in making choices for the path in order to capture the un-
predictable character of hurricanes. The upper level of this model is a shelter
location-allocation model where they try to find the optimal location for shel-
ter sites and allocate the population to the shelters. The lower level of this
model aims to find the dynamic user equilibrium by using the Stackelberg
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leader-follower game to investigate the choice of drivers based on the shelter
site they were allocated to.

Hamacher et al. (2013) introduced the FlowLoc problem, which tries to find
the optimal location of facilities while finding the optimal flows in the net-
work. They introduced a tool to predict and evaluate evacuation plans, the
aim of which is to select arcs where new facilities can be located on a dynamic
network in such a way as to minimise its impact on the increase in the time
required for its evacuation, in order to locate the facilities on the edges while
maximising flow and retaining as many source-sink paths as possible.

Goerigk et al. (2014b) introduced the Integrated Bus Evacuation Problem (IBEP)
by considering the location decisions with the bus evacuation problem in or-
der to minimise the total evacuation time. In particular, the bus evacuation
problem deals with fixed location and assignment decisions. Therefore, their
integrated bus evacuation problem is a location-allocation and bus scheduling
problem.

Bayram et al. (2015) introduced a problem in finding the optimal locations of
shelter sites and the optimal assignment of evacuees to the nearest shelters.
In their model, they try to find the location of p shelters to minimise the total
evacuation time by achieving the system optimum. In particular, they use
BPR to compute the travel time, where the travel time related to the practical
capacity, base travel time, and assigned volume can travel on the link. There
are many differences between this problem and network flows.

Kılcı et al. (2015) developed a mixed-integer linear programming model for
a location-allocation problem, aiming to maximise the minimum weight of
open shelter areas while determining the optimal location for shelter sites and
assigning populations to each open shelter. By doing so, they control the utili-
sation of open shelter areas. This problem is a particular example of a location-
allocation problem where the decision variables here are all binary variables
to determine the location of shelters and whether the affected population is
assigned to the shelter or not.

Higashikawa et al. (2015) also proposed a model considering the k-sink lo-
cation problem in a dynamic path network to find the optimal locations for
the k-sink on the path to ensure that all evacuees can arrive at one sink while
minimising the maximum evacuation time. In particular, the dynamic path
network means that those networks have “undirected paths with positive
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edge lengths", “uniform edge capacity", and “positive vertex supplies" (Hi-
gashikawa et al., 2015). Based on this, they further developed the minimax
regret 1-median problem in the dynamic path network such that the maxi-
mum regret for all scenarios is minimised (Higashikawa et al., 2018).

Based on Higashikawa et al. (2018), Luo et al. (2021) introduced the k-sink lo-
cation problem in the path network, aiming to minimise the combination of
the maximum completion time and the total completion time. As discussed in
the previous paragraph, their model is based on a path network where the ca-
pacity of the edge is uniform, and there is no delay time on the arc, no waiting
on the node, and all the supplies from each supply node should be evacuated
to the same sink node using the same routes.

Gama et al. (2016) introduced a multi-period capacitated location-allocation
model for the flood in order to minimise the total travelling time across the
given time period between demand nodes and shelters. In their model, the
travelling time between each node and shelter is time-varying, and the avail-
ability of the shelter is also time-varying. In addition, their model considers
that people do not evacuate simultaneously, and people can only be evacuated
to the shelter if they are assigned to it.

Shahparvari et al. (2016) introduced a bi-objective integer-programming model
for late evacuation in the context of bushfires, aiming to maximise the number
of persons who are evacuated using the most reliable routes to the closest ac-
tivated shelters within a given clearance time and minimise the allocation of
used resources at the same time. This problem is a location-allocation-routing
problem where they find the optimal location of shelters and allocate the evac-
uees to the nearest active shelters while considering the different vehicle types
to get to the shelters.

Pyakurel and Dhamala (2017) proposed a mathematical model for the contin-
uous dynamic contraflow problem and presented different algorithms to solve
the problems in a continuous-time model. Bayram and Yaman (2018a) devel-
oped a scenario-based two-stage stochastic evacuation planning model to find
the optimal locations for p shelter sites and the evacuation route assignments
such that the expected total evacuation time is minimised. They also consider
the uncertainties in evacuation demand and the disruption in the road and
shelters.

Similarly, Dhungana and Dhamala (2019) introduced three problems based
on the research of Hamacher et al. (2013): the maximum FlowLoc problem
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over continuous time, the maximum static ContraFlowLoc problem, and the
maximum dynamic ContraFlowLoc problems, which aim to maximise the to-
tal flow within a given time period. They claim that these problems are the
combinations of the facility location problems with the maximum flow prob-
lem and the maximum dynamic flow problem. They try to find the optimal
locations of facilities on the arc, and they modelled the time setting here as
continuous. They include contraflow (lane reversal strategy), where two-way
capacities of arcs are added, and both directions are allowed with symmetric
capacity and transit times.

Nath et al. (2020) introduced the Quickest ContraFlowLoc problem to find the
optimal locations for the introduction of facilities on arcs, considering two-
way flows such that the quickest time is minimised. None of these researches
is modelled using the general dynamic network flows, which leaves the gap of
combining location problem with the general dynamic network flow problem.

Jiang et al. (2023) introduced a reliable location and routing model, including
the backup service plans to find the location of pickup stations and the route
for the service vehicles to pick up evacuees at these stations to minimise the
total cost. In this case, this problem belongs to the location-allocation and
vehicle-routing problems.

5.4 Existing combinations of facility location and

network flow problems

Recall that the facility location problem deals with finding the optimal loca-
tions for facilities. The network flow problem, which has two domains: static
network flows and dynamic network flows, deals with the optimal flow in
the network to optimise the objective functions, subject to the capacity con-
straint on each arc. In particular, the population is usually modelled as the
nodes, and the links (i.e., roads and rails) are modelled as links. The critical
difference between static network flows, and dynamic network flows is that
dynamic network flows consider the time elements in modelling by introduc-
ing the delay time/ transit time on each arc along with the capacity so that the
dynamic flow process can be clearly monitored.

The existing combinations of network flow problem and facility location prob-
lem models for the evacuation process in the literature are developed based
on the static version of network flows (static network flow problems) and a
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dynamic network flow with various problem settings. Heßler and Hamacher
(2016) combined the sink location problem with the static network problem
to determine the optimal location of shelters such that the opening costs of
shelters are minimised. They also considered the capacity for both edge and
shelter in the modelling, and the edges are undirected.

Farahani et al. (2018) proposed a mixed-integer linear programming model
that combines locational decisions with the static maximum flow problem in
order to find one or more locations in the capacitated network while maximis-
ing the number of dispatched people. Similarly, Liang et al. (2019) developed
a risk-averse shelter location and evacuation routing assignment problem by
taking into account the uncertainty in demand, in order to minimise the total
evacuation time spent by evacuees in the network. They also consider pri-
vate evacuation and traffic flow in the network, and each arc has a capacity
label. In addition, they consider the evacuation time as an overall formulation
related to the flow.

A static network flow model is also applied by (Jin et al., 2021) to address the
underground emergency shelter location and pedestrian evacuation routing
problem, aiming to maximise total satisfied evacuation demand and to min-
imise the evacuation distance.

Moreover, Esposito Amideo et al. (2021) introduced the Scenario-Indexed Shel-
ter Location and Evacuation Routing (SISLER) model, combining the bus evac-
uation problem, the capacitated facility location problem, and the multicom-
modity flow problem to find the optimal locations for shelters and the best
routes for both self-evacuation and the bus evacuation, in order to minimise
the expected bus-based evacuation maximum completion time. The SISLER
model is a static model. In addition, this problem uses the location-allocation
problem for self-evacuation by imposing a travelling time threshold to tackle
the evacuation time so that the objective is to minimise the completion time
for bus evacuation.

In all, the problems discussed above all consider the location decisions with
static network flow problems. While there are a few problems that combine
the location decisions with the dynamic network flow problems, the problem
settings in terms of network structures, modelling the delay times, and evacu-
ation process are different from the typical modelling settings in the dynamic
network flow problems.

Goerigk et al. (2014a) introduced a Comprehensive Evacuation Problem (CEP),
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which combines the shelter location problem with private traffic evacuation
and also with public traffic evacuation in order to minimise the time, the
number of shelters, and the risks. In particular, the private traffic evacuation
is modelled as a dynamic network flow, and the public traffic evacuation is
modelled as a dynamic multicommodity network flow.

Similarly, Idoudi et al. (2022) developed an agent-based dynamic framework
to find the optimal locations for the shelters and the evacuation path by com-
bining the shelter location allocation problem and dynamic traffic simulation
such that the total evacuation time is minimised. In this research, they model
the dynamics in the evacuation in a way where the travel time from the source
node to the sink node is time-dependent. In addition, there are no capacity
and delay time labels on each arc, where this work was not modelled as a
dynamic network flow problem but as a dynamic traffic assignment problem.

To sum up, the nature of the disaster is uncertain and unpredictable, where
effective and efficient evacuation design and planning are crucial. In this case,
dynamic network flows, also called flows over time, represent one of the most
effective and suitable approaches to deal with evacuation problems because
they achieve better approximation results within an acceptable computational
time. Moreover, the discretisation of the model better models the real-life so-
lutions.

5.5 Gaps in the literature

By exploring the literature on applications of OR to disaster operation man-
agement and humanitarian operations, dynamic network flows are often con-
sidered more appropriate in modelling evacuation in the context of humani-
tarian operations than static network flows because they can capture the dy-
namics of the network in evacuation. Finding the optimal location of tempo-
rary emergency facilities based on the impacts that will have on the dynamics
of evacuation is crucial, where the existing combinations of facility location
problems and static network flow fail to achieve that. Only a few existing
studies on the combination of location decision and network flows are in the
literature; specifically, they only consider facility location problems with static
network flows, which are based on a static approximation of the evacuation
while locating the facilities or a different network modelling to capture the dy-
namics in the network. Thanks to modelling features such as arc delay times
and arc inflow capacities, flows-over-time models enable more accurate and
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reliable modelling of any step-by-step evolution in the flow allocation over
the time horizon units, compared to static network flow, which is more appro-
priate to represent flows at steady-state. This explains why dynamic flows are
increasingly adopted for evacuation modelling and also clarifies the impor-
tance of filling the identified gap in the literature by adopting a flows-over-
time dynamic approach while combining evacuation modelling and facility
location problems to guarantee better performance and enable a more accu-
rate decision-making process.

In particular, among dynamic network flow problems, the quickest flow prob-
lem seeks to minimise the makespan and hence focuses on finding the quick-
est way to move flows, such as people or products, through the network to-
wards a safe destination. It is often used to model and optimise the evacua-
tion process, ensuring flows can be moved to safety as quickly and efficiently
as possible. Compared with static network flow approaches, the quickest flow
problem introduces both capacities and delay time on each arc in the network,
which can be adapted to the dynamic changes during the evacuation process
in real-time, such as road congestion. Furthermore, the evacuation process
is time-sensitive and moving evacuees to the shelters or places of safety as
quickly as possible is key. In short, the quickest flow problem deals with find-
ing the quickest way to move people to safety, and this is more appropriate in
modelling the evacuation process.

By thoroughly reviewing the existing literature in the field, it appears that only
the pioneering work in Goerigk et al. (2014a) proposed a first attempt to com-
bine facility location problems and dynamic network flow problems to model
evacuation by integrated public (bus) and private transport, whilst looking at
the minimisation of evacuation makespan and the number of opened shelters.
Given the high potential relevance of the topic for practical purposes, this mo-
tivates the need to further expand the studies in this direction by exploring
ways combined quickest flows and facility location could be actually utilised
for delivering a principled and effective humanitarian response. This work
focuses on shelter location decisions from a decision support standpoint, aim-
ing at securing real-world decision support systems to assist humanitarian
stakeholders in making decisions most effectively.

In order to contribute to bridging the gap in the literature, we introduce the
Quickest Evacuation Location problem (QELP), combining the quickest flows
and facility location problem while focusing on private, in particular, the pedes-
trian evacuation, to better capture the dynamics of the evacuation process,
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ensuring a more efficient evacuation process in humanitarian operations and
enhancing evacuation networks design. This is obtained by defining and com-
bining a range of operational-oriented optimisation goals, namely, the evacu-
ation time makespan, the expected budget to set up and operate the set of
selected shelters, and the robustness and quality of the shelter network con-
figuration, with a view to boosting the usability of the arising modelling tools
for saving lives and minimising the impact of disasters. Notably, unlike pub-
lic evacuation, private evacuation refers to individuals or groups evacuating
a particular, typically private area like a house using their vehicles rather than
waiting for public transport to be evacuated. Pedestrian evacuation is a spe-
cific type of private evacuation where people evacuate themselves by foot,
typically on streets and walkways. This work focuses on pedestrian evacu-
ation, which can be modified into private evacuation, allowing for thorough
and explicit configuration of evacuees without any restrictions because when
a disaster occurs, people usually self-evacuate to a safe place, and in some
cases, public transportation cannot reach disaster areas.

5.6 Conclusions

This chapter is devoted to discussing the existing combinations of facility lo-
cation problems and network flow problems. First, the motivations behind
combining facility location and network flow problems have been provided
by stating the advantages brought by the combinations, which can support
the decision-making process and enhance the effectiveness and efficiency of
the whole evacuation process. Then, the existing combinations of facility loca-
tion problems with various evacuation problems have been introduced, and
the differences between these problems and the normal network flow prob-
lems have also been evaluated by stating the different modelling techniques
used in these works compared with the network flow theories.

In general, many problems in the literature consider the location decisions in
evacuation planning, such as location-allocation problems, location-routing
problems, and FlowLoc problems. However, the modelling tools used in these
problems differ from those in the standard network flow problems. After
that, the existing combinations of facility location problems and static network
flow problems are discussed, which fail to present dynamic monitoring in the
whole process, thus motivating the need for further research in this direction,
as presented in the following chapters of this thesis.
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Furthermore, the existing combinations of facility location problems and dy-
namic network flow problems are evaluated and discussed, which leads to
the need to bridge the gap in the literature to have a better problem setting
in order to support the decision-making process by taking into account both
makespan, budget, and the potential risk associated with the shelters. For ex-
ample, although the CEP of Goerigk et al. (2014a) combines the facility loca-
tion problem with the dynamic network flow problem to limit the total evacu-
ation time, this is done by focusing on the overall number of located facilities,
without considering the actual resource effort needed to set-up and operate
the selected shelters, hence not capturing some of the main drivers of the
decision-making process in evacuation design and planning. Furthermore,
the quality of the design is assessed by considering the risk associated with
the evacuation flows instead of evaluating the robustness of the shelter net-
work configuration against potential risks and disruptions. Similarly Goerigk
et al. (2014b) considers the location decisions with the maximum dynamic
flow problems, the assumption of undirected edges differs from the directed
graph features in the normal dynamic network flow problems. Also, it does
not reflect the real-world cases where an undirected graph may cause severe
congestion. These all lead to the gap where combining the facility location
problem with the general dynamic network flows is necessary and important,
particularly the quickest flow problem, to better support the decision-making
process. More explanations of the difference between QELP and the CEP will
be shown in the following chapters (chapters 6 and 7).
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Chapter 6

Introducing the Quickest
Evacuation Location problem
(QELP)

6.1 Introduction

In the previous chapter, a comprehensive analysis of existing literature is con-
ducted and unveils the gaps remaining that need to be addressed. In particu-
lar, it emphasises the need and importance of bridging the gap by combining
the facility location problem and the quickest flow problem using the mod-
elling tool of a general dynamic network flow digraph.

This chapter aims to provide an introduction to the Quickest Evacuation Lo-
cation Problem (QELP) by first stating the research aim and questions that
guide the development of the QELP model. Then, the research methodology
and research philosophy used in this work are thoroughly discussed, provid-
ing solid support for the development of QELP and its model. The QELP is
fully explained in this chapter, focusing on its conceptual foundations and the
problem description. By doing so, the necessity of introducing QELP can be
carefully explained.

6.2 Research aims and questions

6.2.1 Research aims

This work aims to bridge the gap in the literature by introducing the QELP, a
novel optimisation problem combining the discrete Facility Location problem
with the Quickest Flow problem in the context of humanitarian operations.
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The QELP can be defined on a standard dynamic network as the location prob-
lem of selecting one or more destinations from a set of candidate nodes for an
evacuation problem, given a set of source nodes with associated demand. The
principal goal of any evacuation planning process is to minimise the overall
evacuation time, also referred to as makespan. The purpose of QELP is to take
into account the dynamics within the evacuation process into the location de-
cisions of facilities in the context of humanitarian operations, to better monitor
and control the evacuation process and to select the optimal locations for shel-
ters. As a result, a smooth and effective evacuation process can be achieved,
which in turn, reduces the economic losses and human suffering.

6.2.2 Research questions

Based on the research aim discussed above, research questions cover the crit-
ical elements in formulating an effective mathematical model to assist the
decision-making process for a smooth and efficient evacuation design and
planning for QELP and address the gaps identified from the critical litera-
ture review by combining the shelter location problem with the quickest flow
problem. The research questions are shown as follows:

• RQ1: What are the most appropriate objective functions to be modelled
and adopted? What are the benefits of a multi-objective model?

• RQ2: What are the key specific modelling features that should be con-
sidered when formulating the optimisation model for QELP? Besides
objective functions in RQ1, What are the constraints, parameters, and
decision variables?

• RQ3: How to solve the QELP optimisation model in RQ2 in such a way
that it will generate good solutions in a reasonable computational time?

These are the research aims and research questions embedded in the devel-
opment of the QELP model. Detailed answers will be discussed in the last
section of this chapter to show the conceptual foundations of QELP by stating
the problem it will tackle, the objective functions, constraints, and the param-
eters of its mathematical model.

Notably, the research aim and questions align with the research objectives in-
troduced in chapter 1 where the introduction of the QELP as the research aim
fills the gap in the existing literature based on the critical literature review of
shelter location and evacuation modelling in humanitarian operations. Those
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critical modelling features of QELP covered by the research questions fulfil the
research objectives of developing a novel optimisation model to address the
operational needs in the disaster contexts and to improve the effectiveness of
disaster relief, particularly in enhancing the shelter location in evacuation de-
sign and planning. Moreover, the answers to RQ 1-3 accomplish the research
objectives mentioned in chapter 1 to develop a tailored mathematical model
for QELP and an efficient solution method to increase the potential support to
prospective decision-makers.

6.3 Research methodology and research philosophy

This study falls into the discipline of Operational/Operations Research (OR).
According to The Institute for Operations Research and the Management Sci-
ences (INFORMS, 2023), Operational/Operations Research (OR) is defined as
"the scientific process of transforming data into insights to making better de-
cisions". It is a task involving data analysis and a decision-making process
where OR techniques are employed to find the best (optimal or near-optimal)
solutions to the decision-making problems. The Operational Research Society
(The Operational Research Society, 2023) defines OR as "a scientific approach
to the solution of problems in the management of complex systems that en-
ables decision makers to make better decisions". These two highly-recognised
definitions confirm that OR can support the decision-making process by pro-
viding optimal and better decisions based on complex situations, involving
lots of data analysis and other OR techniques.

6.3.1 Science versus technology debate

In the existing literature, there has been a lively debate on the nature of OR.
The debate concerns whether OR can be seen as science or technology. Some
early OR researchers and practitioners viewed OR as a science (Larnder, 1984),
because OR was driven initially by the practices in World War 2, and the early
OR practitioners were scientists who conducted research to support the war.
The view that OR is a science is supported by Miser (1991). Based on the
viewpoint of OR as science, many researchers argue that OR could be seen as
coming under the Social Sciences (Checkland and Haynes, 1994) as OR solves
real-life problems. Hindrichs (1953), for example, states that OR applies the
same rigour and accurate techniques and approaches to solve real-world or
social science problems; in short, it is a science. On the contrary, there are
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increasing arguments claiming that OR is a technology because of its use of
mathematical techniques to solve decision-making problems (Ormerod, 1996;
Keys, 1998).

In the past several decades, OR has gained more attention and is widely ap-
plied in various situations in real-world cases rather than wartime. The main
goal of OR has become more focused on the development of mathematical
models or other OR techniques, which aims to help people solve issues in
the best possible ways and make wise decisions. It has been applied in vari-
ous fields such as business, industry, engineering, transportation, logistics, fi-
nance, medicine and many other sectors. Therefore, Monks (2016) argues that
operational research is implementation science, which is beyond the debate of
science vs technology. Similarly, Utley et al. (2022) suggest that operational re-
search is better described as an approach to framing and addressing problems
that involve working with critical issue owners and subject matter experts to
apply scientific methods and modelling approaches in order to better under-
stand and modify the complex operations of organisations such that specific
goals are achieved.

6.3.2 Philosophy of this research

This sub-section discusses the philosophical assumptions of this research. Re-
search philosophy is related to the nature of knowledge and the way to de-
velop knowledge (Saunders et al., 2016).

There is limited literature about research philosophy relating to OR. Even
though OR involves some philosophical considerations, there is no consensus
on philosophy in this field. Hindrichs (1953) claims that realism is a suitable
epistemology for OR, stating that the objects in the problem exist independent
of the human mind. This kind of knowledge can be generalised into a broader
context. Mingers (2000) builds on this viewpoint and argues that realism is not
suitable for social science since intransitive objects cannot be investigated by
social science. Instead, he proposed a new research philosophy for OR, which
is called "critical realism (CR)". He argues that people experience things as
sensations rather than experiencing them directly. He believes critical realism
considers both natural and social problems simultaneously, and the reproduc-
tive methodology of critical realism can be used in the practical OR. Critical
realism also goes against the idea of empiricism and positivism, with Mingers
(2000) arguing that human beings have emotional feelings about the world,
resulting in differences in the ways each person sees the world. Moreover, he
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believed that scientists decide which kind of experimental activities they wish
to conduct, leading to particular results from those activities. Papoulias (1984)
suggested a similar opinion that the problems are eventually solved by meth-
ods which were initially intended to find the solution because the approach
employed to solve the problem takes into account the nature of the problem. It
considers the historical development of this type of problem. In other words,
Papoulias (1984) believed that the solutions to the problems are influenced by
the historical approaches to this type of problem and are decided by the nature
of the problem.

Meredith (2001) provides an opposing viewpoint to Mingers (2000). Meredith
(2001) argues that the attention to the research philosophy in OR should shift
from realism to relativism. Meredith (2001) believes that OR focuses more on
modelling rather than models, with the modelling highly dependent on the re-
searchers. This is supported by Ulrich (2007) where the claim is that OR is not
objective, existing independently of human knowledge. Ulrich (2007) raised
the point that the research philosophy should shift towards critical pragma-
tism. Critical pragmatism is proposed based on the original pragmatism. Ul-
rich (2007) argues that the original pragmatism does not take into account the
social aspects of knowledge, and it dismisses the influence of ethics on social
problems. The critical pragmatism proposed by Ulrich (2007) considers the
classical pragmatist concepts such as truth and inquiry jointly with ethics for
social problems, which is central to the work of critical systems heuristic and
boundary critiques.

Design research is another research paradigm for OR. Design research is de-
fined as “a set of analytical techniques and perspectives (complementing the
Positivist and Interpretive perspectives) for performing research in informa-
tion systems.” (Kuechler and Vaishnavi, 2012). Kuechler and Vaishnavi (2012)
suggest that design research is a paradigm used to solve problems that con-
sistently analyses and evaluates the performance of designed artefacts and, in
turn, improves the whole information system in the end. Table 6.1 compares
the positivist, interpretive and design research paradigms.

The discussion of different paradigms from ontology (the researcher’s view of
reality), epistemology (the researcher’s view of how to develop knowledge),
methodology, and axiology (the researcher’s view of values in research) sug-
gests that design research is the most suitable research paradigm for this study.

As mentioned in the research aim, the new QELP is introduced based on real-
world situations in humanitarian operations and the gaps in the literature,
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FIGURE 6.1: Comparison of three main research paradigms
(adapted from Kuechler and Vaishnavi (2012))

aiming to improve the efficiency and effectiveness of the evacuation process
by taking into account the location decisions for shelters. Based on the QELP,
a mathematical model is developed to support the decision-making process
in evacuation in humanitarian operations by combining facility location prob-
lems for disasters and the quickest flow problem for evacuation network de-
sign and planning, which are related to management problems. In this study,
OR is accepted as a social science methodology. The QELP involves a certain
level of interpretation and intervention of the decision-maker based on the
particular situation. This description matches the ontology and epistemology
of design research as design research introduces novel artefacts to adapt to the
multiple states of the world, and design research aims to develop knowledge
through “an iterative process of construction and circumscription" (Manson,
2006).

6.4 Problem description of the Quickest Evacuation

Location Problem

The QELP is developed as an optimisation tool to bridge the gap in the liter-
ature, combining the modelling features of the quickest flow problem and the
discrete facility location problem to identify the optimal configuration of sinks
on a network to favour a seamless and quick evacuation process. The scope of
the problem falls into the field of evacuation planning and design. It is meant
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to identify those nodes among a set of candidates that, if selected as sinks or
destinations, would allow the quickest possible evacuation process.

A multi-objective mixed-integer mathematical model is introduced here to
find the optimal locations for the temporary emergency facilities such as shel-
ters, places of safety and assembly points such that the makespan is minimised.
Namely, the time measured from the start of the evacuation process until the
last evacuee reaches a shelter. As the installation of each shelter presents a re-
quired setup cost and the quality of the evacuation plan depends on an even
distribution of evacuee flows over the network, we consider the required bud-
get and the maximum load for each shelter as two further - yet conflicting -
objectives to be considered for minimisation besides the makespan. In this
case, the QELP model is formulated as a min-max multi-objective problem.

6.4.1 Multiple objective functions: answering RQ1

Drawing upon the characteristics of the inspiring application field, we con-
sider here the presence of multiple, conflicting objectives for this problem,
including, in addition to the makespan, the total budget required to set up the
shelter facilities and the maximum load of evacuees that each located shelter
will be facing throughout the evacuation process to make sure each activated
shelter is balanced-loaded.

Considering concurrently these three objective functions together secures in-
creased applicability of the QELP model as a decision support tool for man-
agerial applications. Minimising the makespan means completing the evac-
uation process as quickly as possible. It is, therefore, the primary driver in
humanitarian operations, as it enables quicker disaster relief and saves hu-
man suffering. In the literature, most of the research uses a constant value p
to set the fixed number of facilities to tackle the presence of a limited bud-
get. In particular, in the literature, it is clear that the constant number of fa-
cilities and the cost function are interchangeable. Therefore, in the analysis,
I emphasise how the reality of humanitarian operations management is more
complex, as the required budget encompasses fixed and variable costs to open
and operate facilities, which are, in turn, impacted by features such as candi-
date capacities, among other factors. Including the expected budget for shelter
location is therefore instrumental in counterbalancing the goal of minimising
the makespan, and adopting a multi-objective approach where the budget is
explicitly considered as a major goal will allow for identifying cost-effective
network configurations while exploring Pareto-optimal options.
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Furthermore, in the context of humanitarian operations, it is crucial to make
sure the shelter can provide a stable and safe environment to the people in
need, and one approach to achieve this is to have a balanced load of evac-
uees among shelters. A balanced load means the evacuees are more evenly
directed towards the active shelters during the evacuation process. It largely
contributes to diversifying the risk and ensuring the safety of people reaching
and living in the shelters. In emergencies, there may be unexpected events
that impact one shelter more severely than others. By balancing the num-
ber of evacuees directed to each activated shelter, the overall system becomes
more resilient. Therefore, whilst exploring sets of Pareto-optimal solutions as-
sociated with certain ranges of budget and makespan, it becomes paramount
to be able to prioritise those solutions which make use of shelters in a more
distributed way as a decision support tool to enhance risk diversification, in-
crease system robustness, and mitigate potential congestion during the evac-
uation process. Thus, the QELP is defined as an inherently multi-objective
problem, which can secure a balanced level of risk in terms of the availabil-
ity of the shelter and the robustness of the evacuation plan by considering all
these three objective functions together.

6.4.2 Modelling tools: answering RQ2

We model this problem using a dynamic digraph (dynamic flow network),
which considers two sets of arc labels: the arc capacity (cij) and the delay (or
travel) time (dij). The capacity of the arc is the maximum amount of flow that
can enter into that arc on each time unit, whereas the delay time for each arc
is the amount of time required by each unit of flow to travel from the tail to
the head of the arc. Dynamic network flows can be modelled through discrete
or continuous approaches based on the way that the time horizon is mod-
elled. Here, we consider a discrete-time horizon (T) with a finite set of time
instants. A set of source nodes (ND), also referred to as demand nodes, are
defined within the set of nodes (N) in the network, each associated with a
given demand, expressed as an integer number of units that need to be evac-
uated towards any of the activated shelters in the quickest possible time. A
given set of candidate sinks (or shelters or destinations, Nc) is also defined
as a subset of network nodes, each associated with a capacity value (Ci), rep-
resenting the maximum number of flow units that can reach the destination
during the time horizon. This is meant to reproduce the characteristics of each
candidate sink in terms of size and limited capacity to shelter the evacuees
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and is clearly a parameter which predominantly affects the quality of an evac-
uation process. In fact, while installing a few shelters with large capacities
can lead, in principle, to contained makespan values, it could also produce
evacuation plans where a substantial amount of evacuee flows are allocated
to a concentrated area, all sharing the same connections and facilities, thus
leading to increased risks of congestion, delays and collapses, and possibly to
less robust evacuation plans in case of unforeseen disruptions. Recall that the
value of a makespan when adopting any flow optimisation model needs to be
considered as a lower bound for the evacuation process rather than a realistic
value. Additionally, to resemble the characteristics of an actual planning pro-
cess, we do not assume here that the number of sinks to be located needs to
be fixed in advance as equal to any constant value p. Instead, we consider it
more realistic to encompass an overall financial budget (B) to be allocated for
the implementation of the evacuation plan.

The arising evacuation network design and planning problem presents mul-
tiple conflicting goals to be analysed, and the role of an optimisation-based
decision support system will be, therefore, giving a range of possible Pareto-
optimal plans to the decision-maker, who will then evaluate the appropriate
trade-off between different objective values to identify the most valuable plan
to be implemented. Accordingly, the QELP is formulated as a multi-objective
optimisation problem, aiming at minimising the makespan, the total budget
required to set up the shelter facilities, and the maximum load of evacuees
that each located shelter will be facing throughout the evacuation process.

Besides the objective functions, the full mathematical model will be intro-
duced in the next chapter, which will provide a detailed explanation of the
constraints introduced and the parameters modified from the real-world cases
to form the QELP. In all, a detailed answer to RQ2 will be presented in the next
chapter.

6.4.3 An overview of solution methods: answering RQ3

By exploring the Pareto-optimal solutions, decision-makers can gain a com-
prehensive understanding of the trade-offs between the three objectives, thereby
enabling them to make informed decisions that best align with their priorities
and optimise the utilisation of available resources. For example, organisations
often have limited resources, and budget-cutting measures can negatively im-
pact the time that people can arrive at the shelter and receive protection. More-
over, in some cases, a very limited increase in the budget can substantially
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reduce the makespan. Compared to single-objective approaches, exploring
Pareto-optimal solutions can provide decision-makers with more informed
options and help them focus on a restricted number of high-quality options
and make the best decisions based on awareness of available resources and an
informed evaluation of political priorities. Therefore, a tailored Matheuristic
approach is developed, exploiting linear relaxations and approximations of
the original MIP model to identify high-quality solutions in reasonable com-
putational times. In order to explore the Pareto Set efficiently, this is framed
within a multi-objective scheme based on the Robust Augmented ε-constraint
method (AUGMECON-R) (Nikas et al., 2020).

This is an overview of the solution method used in solving the QELP model.
Detailed explanation and discussion will be presented in chapters 8 and 9,
which will provide a thorough answer to the RQ3.

6.5 Conclusions

This chapter has provided an introduction to the new Quickest Evacuation
Location Problem. The QELP aims to find the optimal locations for shelters
and the optimal assignments of flow to the shelters such that the makespan,
budget, and maximum load for each shelter are minimised by combining the
quickest flow problem and the shelter location problem. The QELP is devel-
oped based on the real-world problem and the gaps in humanitarian oper-
ations, aiming at increasing the efficiency and effectiveness of humanitarian
operations and enhancing evacuation network design and planning. Three
research questions are devised to achieve the research aim: RQ1: What are the
most appropriate objective function goals to be modelled and adopted as mul-
tiple objective functions? What are the benefits of the multi-objective model?
RQ2: What are the key specific modelling features that should be considered
when formulating the optimisation model for QELP? Besides objective func-
tions in RQ1, What are the constraints and parameters? RQ3: How to solve
the QELP optimisation model in RQ2 in such a way that it will generate good
solutions in a reasonable computation time?

In addition, the research philosophy of this research has also been discussed,
where the QELP falls into the domain of OR, which is an implementation sci-
ence and approach to addressing complex real-world problems and provid-
ing optimal solutions to support the decision-making process. This research
also matches the research paradigms where the QELP is introduced from the
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real-world problem. The QELP model is developed as a multiple objective op-
timisation problem, subject to various constraints. Different solution methods
are used to get the optimal solutions to support the decision-makers, which
provide answers to those research questions.

Furthermore, detailed explanations and motivations of the multiple objective
functions used in the model have been provided to answer the RQ1. An
overview of modelling tools and solution methods have also been provided
in this chapter to answer RQ2 and RQ3. A detailed introduction of the math-
ematical model of the QELP will be presented in the next chapter (chapter 7),
and the thorough explanation and implementations of the solution methods
will be provided in chapter 8.
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Chapter 7

The Quickest Evacuation Location
Problem model

7.1 Introduction

This chapter comprehensively explains the QELP model formulation, address-
ing the RQ2. It is structured into three sections. The first section outlines the
fundamental assumptions underlying the quickest evacuation location prob-
lem and the QELP model. The second section introduces the ad-hoc modelling
concept: QELP-Time Expanded Network (QELP-TEN), providing a toy exam-
ple demonstration to understand better how the optimisation model is con-
structed. Building upon the QELP-TEN, we then present the formulation of
the QELP mathematical model. Finally, the chapter concludes by summaris-
ing the key points discussed.

7.2 Model assumptions

There are some assumptions underlying the quickest evacuation location prob-
lem and its modelling tools. First, in the network, populations and demands
are modelled as the nodes, and the links (i.e., roads and rails) are modelled as
arcs. The decisions on the locations of shelters are made by selecting from a set
of candidates which is located in the nodes. Therefore, the QELP is modelled
as the discrete facility location problem, and all the facilities are located on the
nodes. Second, each arc has two arc labels: capacity and delay/transit/travel
time. They are fixed for each arc, which means they will not change as time
changes (time-varying). Third, the QELP is modelled in a directed graph,
meaning that all the arcs in the network have directions. Finally, we assume
that once the evacuation process starts, the population in each demand node
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will start evacuation simultaneously. These assumptions are widely used in
the literature and represent the evacuation scenario reasonably.

7.3 Modelling concept: QELP-Time Expanded Net-

work

The QELP is modelled here on the Time Expanded Networks (TEN), which
are important tools for solving all ranges of discrete-time dynamic network
flow problems. A time-expanded network (TEN) is defined to represent the
time-dependent characteristics of the problem by replicating the sets of phys-
ical nodes for each period of a finite and discrete time horizon and connect-
ing the time copies of the nodes with arcs according to the configuration of
the delay time on the arcs (Lim et al., 2012; Crainic and Sgalambro, 2014). If
waiting on a node is permitted for a unit of flow (an evacuee in this case), ad-
ditional holdover arcs are added between the ith and the (i + 1)th copy of the
same physical node. In other words, evacuees can wait at the nodes for the
next available time instant to be evacuated. By utilising the TEN as a mod-
elling tool, the discrete dynamic network flow problem can be represented as
a static source-to-sink flow in the time-expanded network, and the maximum
dynamic flow is presented as the maximal flow in the time-expanded network.

Differently from any approach based on the Quickest Flows and TEN mod-
elling in the literature, in the QELP, we do not have a predetermined set of
sink nodes, as these need to be selected among the candidate sinks as part
of the QELP optimisation problem. To cope with this peculiar feature in the
QELP model, we elaborate a modified time-expanded network, which we re-
fer to as QELP-TEN. First, we include all candidate sinks. Then we introduce a
set of dummy time sinks, that is, one dummy sink repeated for each time instant
in the time horizon, plus one final dummy super sink. We also introduce all the
dummy arcs needed to link the representation of the candidate sinks in the rel-
evant time period with the respective dummy time sinks, and link each dummy
time sink to the final dummy super sink. In this way, we can utilise the dummy
arcs from the candidate nodes to dummy time sinks to model the decision on ac-
tivation of the candidate sinks. Specifically, the activation of a candidate sink
is determined by the presence of flow traversing the dummy arc connecting
it to the corresponding dummy time sink. In addition, dummy time sinks and
the final dummy super sink are introduced to track the completion time of the
evacuation process for each flow. As long as a unit of flow arrives at the final



7.3. Modelling concept: QELP-Time Expanded Network 101

dummy super sink, it means that the evacuation for that particular unit of flow
is finished. In this case, by tracking which dummy time sinks unit of flow comes
from, we can know the exact completion time of the evacuation for that flow
unit. In order to better detail the QELP-TEN, a toy example is provided in the
following and is depicted in Figs. 7.1-7.3 and the following section goes into
further detail about this toy example.

7.3.1 A toy example of QELP-Time expanded network

As shown in figure 7.1, nodes 1, 2, 3, 4 are the original physical nodes in the
dynamic digraph in the Quickest Evacuation Location problem. Node 1 is the
source node where we assume that five units of demand (or people) need to
be evacuated. While node 2 represents a transhipment node in the example,
nodes 3 and 4 are the candidate nodes for the shelters. We introduce a set of
dummy time sinks and the final dummy super sink to help us build the model and
solve the problem. Figure 7.2 shows the procedure used to solve the problem
in dynamic digraph by applying the QELP-TEN, and figure 7.3 demonstrates
the solution process in the physical network at each time instant. For this
small instance, the total time instant is set as T = 4. Then, we expand the static
network into four time instants. The green nodes S1 to S4 are the dummy time
sinks on each time instant of the time horizon, while the blue node Sd is the final
dummy super sink representing the entire evacuation completion. Meanwhile,
the set of dashed arcs consists of the arcs from the candidate shelter node 3
and node 4 to dummy time sinks and the arcs linking dummy time sinks and final
dummy super sink are dummy arcs. In particular, the dashed arcs that connect
the physical nodes are holdover arcs. The arcs coloured purple show how flows
are allocated in a solution of the QELP.

First, at t = 0, there are f ive people waiting for evacuation. Since the delay
time from node 1 to node 2 is equal to one and the capacity for the arc is two,
at t = 1, two people (group A) moved from node 1 to node 2 and three people
are still waiting at node 1. At the second time instant (t = 2), group A moved
from node 2 to node 4 and then moved through the dummy time sink S2 to
the final dummy super sink Sd, which means that evacuation for group A is
completed at t = 2.

Meanwhile, another group of two people (group B) moved from node 1 to
node 2, and only one person (group C) remained at node 1 waiting for evac-
uation. Then, at t = 3, group B moved from node 2 to node 4 and travelled
through the dummy time sink S3 to the final dummy super sink Sd, which
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FIGURE 7.1: Dynamic digraph

FIGURE 7.2: QELP-Time Expanded Network
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(A) when t= 1 (B) when t= 2

(C) when t= 3 (D) when t= 4

FIGURE 7.3: Solution process

means that group B has been successfully evacuated. At the same time, group
C, who was waiting at node 1, moved to node 2 at t = 3. Finally, at t = 4,
group C moved from node 2 to node 4 and travelled to the final dummy super
sink Sd through the dummy time sink S4. In this case, the last person (group
C) arrived at the final dummy super sink at t = 4, which means that the entire
evacuation process is finished and the makespan of this toy example, in this
case, is equal to four.

This toy example is presented to explain the logic behind the QELP-TEN bet-
ter. In all, the QELP-TEN is developed based on the original TEN by taking
into account the location decisions, and by introducing the dummy arcs and
nodes, we can better monitor the flow of evacuees in the network while find-
ing the optimal locations of shelters. In this case, the QELP-TEN also can
better compute the total makespan of the whole evacuation process. In the
next section, we introduce a detailed and formal mixed-integer programming
formulation for QELP.

7.4 Model formulation

Here, we introduce the notation used in modelling the QELP as a QELP-TEN
and its respective mathematical formulation. A graph G = (N, A, T) is given,
where N is a set that contains n nodes, among which Nc ⊆ N is the set of
candidate nodes where a shelter can be located, ND ⊆ N is the set of source
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or demand nodes, D is the set of demand associated with each demand node,
namely the number of people who need to be evacuated at each source node.
Then A is the set of m arcs, and each arc has two labels, namely capacity and
delay time, both defined as time-independent w.l.o.g. for the purposes of this
paper. For each arc (i, j) ∈ A, hij is the non-negative capacity associated with
this arc, showing that the largest amount of flow can enter into the arc and tij

is the delay/travel time, representing the amount of time instants needed to
travel from the tail node i to the head node j. T is the set of time instants, repre-
senting the discrete-time horizons. St is the set of dummy nodes that represent
a super-sink for each time instant, which are also called dummy time sinks.
Sd, in this case, is the final dummy super sink. Both St and Sd are dummy
arcs introduced to efficiently monitor the evacuation process and compute the
makespan, which does not belong to N. As long as the flow arrives at Sd, it
means the whole evacuation process is completed. For each candidate shelter,
Ci is the associated capacity, k is the multiplicative cost coefficient associated
with the capacity, and f is the fixed cost to open one shelter (independent of
its capacity).

FIGURE 7.4: Decision variables in QELP-TEN
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TABLE 7.1: Summary of notation for the description of the QELP

G = (N, A, T)
N : set of n nodes
Nc : candidate nodes–subset of nodes where a shelter can be located
ND : source nodes–subset of nodes where the demand is located
A : set of m arcs
T : set of time instants, indexed with t
hij : capacity of arc (i, j)
tij : delay/travel time of arc (i, j)
St : set of dummy nodes representing a super sink for each time instant
Sd : the final dummy super sink representing the whole evacuation completion
Di : demand of evacuees on each source node
M : a big constant value
Ci : the capacity of each candidate shelter
k : cost value associated with the capacity of each candidate shelter
f : fixed cost associated with the opening of the candidate shelter
Decision variables:
xij : the amount of flow on each arc of the QELP-TEN
yt : binary variables associated with the dummy arcs
zi : binary variables associated with the activation of selected candidate shelters
λ : makespan
B : budget
ML : maximum load
li : the sum of exiting flows from each candidate shelter

We define decision variables for the QELP MIP model as follows: xij as non-
negative flow variables defined on each arc of the QELP-TEN; yt as binary
variables on the dummy arcs linking dummy time sinks to the final dummy
super sink; and zi as binary variables associated with the activation of the
candidate nodes. Additional decision variables to represent objective func-
tions are: i) λ as the makespan, which is the time elapsed between the start
and end time of the evacuation process and can be measured here as the time
instant where the last unit of flow reaches a shelter, meaning that the entire
evacuation process is completed, ii) B as the budget, which is the total cost
related to the opening of the shelters, iii) and ML as the maximum load of
flows reaching each activated shelter throughout the entire time horizon. Fig-
ure 7.4 presents the decision variables in the QELP-TEN, and all the notation
is summarised in table 7.1.
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7.4.1 Mathematical formulation

We present here a mixed-integer programming formulation for the above-
described multi-objective optimisation problem:

QELP − MIP : min λ (7.1)

min B (7.2)

min ML (7.3)

s.t.

t · yt ≤ λ t ∈ T
(7.4)

xStSd ≤ M · yt t ∈ T
(7.5)

∑
(i,j)∈A

xij − ∑
(j,i)∈A

xji =


Di, i ∈ ND

0, i ∈ N, i /∈ ND, i ̸= Sd

-∑i∈ND
Di, i = Sd

(7.6)

∑
i∈Nc

(k · Ci + f ) · zi ≤ B (7.7)

∑
(i,j)∈A:j∈St

xij ≤ Ci · zi i ∈ Nc

(7.8)

∑
(i,j)∈A:j∈St

xij ≤ ML i ∈ Nc

(7.9)

li = ∑
(i,j)∈A:j/∈St

xij i ∈ Nc

(7.10)

zi · li = 0 i ∈ Nc

(7.11)

0 ≤ xij ≤ hij (i, j) ∈ A
(7.12)

yt ∈ {0, 1} t ∈ T
(7.13)

zi ∈ {0, 1} i ∈ Nc

(7.14)
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The objective (7.1) aims to minimise the makespan, the objective (7.2) refers
to the minimisation of the total budget, and the objective (7.3) is used to min-
imise the maximum load of each activated shelter. Constraint (7.4) is the set of
min-max constraints used to calculate the makespan and minimise the max-
imum evacuation time. Constraint (7.5) is used to activate binary variables
associated with dummy arcs. It allows one to keep track of the makespan,
where as long as there is a flow on the dummy arc, that dummy arc will be ac-
tivated. Constraint (7.6) is the set of flow conservation constraints where, for
demand nodes, the net flow is equal to demand on each demand node. For
intermediate nodes, the net flow equals 0, where the flow exiting equals the
flow entering. For the final dummy super sink, the flow entering should be
the total demand, which means all the people have been evacuated to a safe
place. Constraint (7.7) is used to calculate the budget, where the total budget
is the sum of the fixed cost of opening a shelter and the variable cost related to
holding the capacity. Constraint (7.8) is used to ensure that a candidate is ac-
tivated if any unit of flow reaches it as a destination of the evacuation process
and also imposes a limit on the amount of such flow throughout the entire
evacuation process to make sure the capacity constraint for each destination is
imposed. Constraint (7.9) is used to keep track of this amount of total entering
flow arriving in the active shelters in such a way as to allow minimisation of
this quantity as a third objective function. Constraints (7.10) - (7.11) are used
to forbid any flow from an activated shelter to exit at any time, except for
reaching a dummy time sink. It has important real-world applications in that
there is no intention for evacuated people to move anywhere else once they
arrive at an activated shelter. In the QELP-TEN, this means that when evac-
uees arrive at the activated shelter, they will immediately move to the dummy
time sinks and then get to the final dummy super sink without any waiting. In
this instance, we ensure a more accurate modelling of the situation in which
the evacuation process is completed if evacuees arrive at an activated shelter.
To achieve this, for each candidate shelter i ∈ Nc, we define the sum of exit-
ing flows from each candidate shelter as constraint (7.10). Then, the quadratic
constraint (7.11) is added to ensure that there is no flow leaving the activated
shelter, except for the dummy time sinks. To linearise the quadratic constraint
(7.11), it can be substituted with:

li ≤ U · (1 − zi) i ∈ Nc (7.15)

where the parameter U is an upper bound on the value of li, defined as the
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total demand multiplied by the number of time instants. Constraints (7.12)-
(7.14) set the domain for decision variables.

7.5 Conclusions

This chapter has focused on providing a comprehensive and rigorous explana-
tion of the quickest evacuation location problem model formulation, empha-
sising the development of QELP mathematical formulation that can effectively
address the quickest evacuation location problem and answers the RQ2. At
the beginning of this chapter, we have established the basis of the QELP and its
model by carefully explaining the assumptions used in the modelling. These
assumptions are carefully identified and justified as the foundation for the
quickest evacuation location problem. These assumptions are devised from
real-world cases and are widely used in the literature. Nevertheless, while
these assumptions are fundamental to shelter location and network flow prob-
lems, there are still some limitations. Chapter 10 offers a comprehensive ex-
ploration of their strengths and opportunities for future enhancements and
extensions.

After the identification and justification of assumptions embedded in the prob-
lem and model, we have introduced the QELP-Time Expaned Network (QELP-
TEN), the ad-hoc modelling tool to model the QELP. The QELP-TEN is devel-
oped based on the original TEN by taking into account the location decisions
and introducing the sets of dummy arcs and dummy nodes to better moni-
tor the flow in the network for achieving the objectives of this problem and
to support the formulation of the model. A toy example is also provided to
explain the basis of QELP-TEN better.

Finally, the multi-objective mixed-integer programming model of the quickest
evacuation location problem has been introduced based on the QELP-TEN,
aiming to minimise the makespan, total budget, and the maximum load in
each activated shelter for a more efficient and effective evacuation design and
planning, which is also subject to various constraints mentioned above. In the
next chapter, the methods used to solve the QELP model will be introduced
and evaluated.

After introducing the problem description and the mathematical model of the
QELP, it is clear that the QELP is quite different from the Comprehensive
Evacuation Problem (CEP) model (Goerigk et al., 2014a). From the problem-
setting perspective, first, the Quickest Evacuation Location Problem (QELP)
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does not consider public evacuation (which CEP considers the bus evacua-
tion). Instead, we focus on private evacuation, particularly pedestrian evacu-
ation, which can also be modified into car evacuation. This is more reasonable
in the evacuation where after the disaster occurs, people tend to self-evacuate
to safe places. In some cases, public transportation may not get access to the
disaster area. Second, we model the QELP as a multi-objective mixed-integer
programming model where we consider the total budget and try to save the
total costs rather than only minimising the number of shelters. In this case, we
pay attention to the economic resources required in designing and planning
the evacuation process. In this way, we can provide decision-makers with an
actionable decision support system. Furthermore, we try to reduce the risks
of the shelters and the coefficients in the formulation can be changed from dif-
ferent scenarios, where the QELP accounts for the risks and reliability when
planning for the location of shelters.

Regarding the modelling perspective, we introduced the tailored QELP-TEN,
which can produce a more compact formulation by introducing the dummy
nodes and arcs. By doing so, we reduce the complexity of the model, espe-
cially through introducing the dummy time sinks to monitor the finish time of
each flow. This allows us to produce the original problem in tailored QELP-
TEN. Without loss of generality, the evacuation time is modelled to respond
to the disaster where all the evacuees start evacuation at the beginning of the
time period. In this case, we also include the holdover arcs in the tailored
QELP-TEN to make it compact as an opportunity that we can start the evacu-
ation process at any time in the evacuation. Overall, the QELP can bridge the
gap in the literature by providing a decision support system for evacuation
design and planning in real-world scenarios.
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Chapter 8

Solving the Quickest Evacuation
Location Problem: AUGMECON-R

8.1 Introduction

As discussed in the previous chapter, the QELP is developed as a multi-objective
mixed-integer programming model. We used two methods to test the QELP
model: AUGMECON-R and a Matheuristic method embedded within the
AUGMECON-R scheme to solve the problem as network size increases quickly.
This chapter starts with a brief overview of the fundamental methods that are
frequently used to solve multi-objective optimisation problems. After that, the
AUGMECON-R is introduced and selected to test the QELP model. The so-
lutions obtained from the AUGMECON-R are also discussed in this chapter.
The computational time increases dramatically as the network size increases,
which leads to the need to introduce the novel matheuristic method, which
will be presented in the next chapter.

8.2 Classic multi-objective optimisation methods

The multi-objective optimisation problem, suggested by its name, contains
more than one objective function that is needed to be minimised or max-
imised. In most cases, the objective functions in the multi-objective optimi-
sation problem usually conflict with each other. In this case, the solutions to a
multi-objective optimisation problem do not typically have only one optimal
solution satisfying every objective function. Instead, the solutions are usu-
ally a set of options that specify the optimal trade-offs between these objective
functions.
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This leads to the concept of Pareto-optimal solutions, which is the set of solu-
tions that are not dominated by other solutions. In other words, the Pareto-
optimal solutions are those solutions that can not be improved in one objec-
tive without at least one of the others being worsened. In multi-objective
optimisation, it is important to identify the Pareto-optimal solutions and the
whole non-dominated set of solutions is called Pareto-optimal set. Therefore,
the multi-objective optimisation methods are used to find the Pareto-optimal
set for the problem they studied. In this section, three classic multi-objective
optimisation methods are presented: The weighted sum method, the lexico-
graphic method, and the ε-constraint method, along with its improved vari-
ants.

8.2.1 Weighted sum method

The weighted sum method is among one of the easiest methods in multi-
objective optimisation, where it scalarises the set of objective functions into
one single objective by multiplying each objective with a different weight.
By putting different weights on each objective function, the weighted sum
method allows decision-makers to prioritise the most important objective as
the sum of the weight equals 100% (Marler and Arora, 2010).

By applying the weighted sum method, the original multi-objective optimisa-
tion problem can be transformed into (an example):

min ∑
i∈[1,n]

wi · fi(x) (8.1)

s.t.

∑
i∈[1,n]

wi = 1 (8.2)

0 ≤ wi ≤ 1 i = 1, ..., n (8.3)

x ∈ X (8.4)

The advantage of the weighted sum method is that it is straightforward to
understand. However, setting the weight vectors to get the Pareto-optimal
solution in a desired area of the objective space is challenging, and it is not
applicable in the context of a nonconvex objective space (Deb, 2001).
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8.2.2 Lexicographic method

The lexicographic method sets the priority for each objective function in lex-
icographic order. The optimisation is carried out by keeping the already op-
timised objectives constant while successively optimising the objective func-
tions in a predetermined order (Fishburn, 1974). This means that the decision-
makers set the order to each objective function first, then optimise each ob-
jective function according to that order while keeping the already optimised
objective as a constant for a constraint in other optimisations.

By applying the lexicographic method, the original multi-objective optimisa-
tion problem can be transformed into (an example):

min fi(x) (8.5)

s.t.

f j(x) ≤ yj j = 1, ..., i − 1 (8.6)

x ∈ X (8.7)

The lexicographic method is also relatively simple to understand and imple-
ment, and it allows for setting priority to each objective function, which can be
very practical in real-world cases. In this case, the lexicographic method can
generate a set of solutions, each tailored to a particular objective function and
presented in the predetermined order. First, the first objective with the highest
priority is optimised as shown in the objective function 8.5 and the remaining
objective functions are treated as constraints as constraint 8.6. Then, optimise
the second objective function with the second-highest priority while fixing the
solution for the first objective and setting the remaining constraints as con-
straints. This process continues until all the objective functions have been
optimised. This will make the decision-making process easier for decision-
makers to compare different options and make the most suitable choice based
on the context. However, there are two main limitations of the lexicographic
method, despite the fact that the lexicographic method can generate solutions
that are ideal for each objective function in the predetermined order. The total
set of solutions may not always accurately be the Pareto-optimal set. In this
case, the solutions obtained from the lexicographic method may not truly re-
flect the trade-offs between objective functions. Furthermore, the priority and
order of objective function have a significant impact on the quality of the so-
lutions obtained. The solutions obtained might not be helpful if the order of
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objective function does not sufficiently reflect the choices of decision-makers
or the features of the situation, and this may lead to ineffective solutions.

8.2.3 Epsilon (ε)-constraint method

The ε-constraint method is one of the most used methods to solve multi-
objective optimisation problems. It directly transfers a multi-objective optimi-
sation problem into a single objective optimisation problem by selecting one
objective function as the primary objective function and transferring the re-
maining objective functions into constraints using the predetermined bounds
(ε). Then, the primary objective function is optimised within these confines of
constraints. By varying the ε values for each transferred objective constraint,
the set of Pareto-optimal solutions can be obtained (Mavrotas, 2009).

By applying the ε-constraint method, the original multi-objective optimisation
problem can be transformed into (an example):

min fi(x) (8.8)

s.t.

f j(x) ≤ ε j j = 1, ..., n, j /∈ i (8.9)

x ∈ X (8.10)

The ε-constraint method allows decision-makers to explore the Pareto-optimal
set by setting different ε values. Large ε values can lead to a comprehensive
set of solutions. In contrast, small ε values can obtain a more focused Pareto-
optimal set, which leaves the flexibility for decision-makers to choose from.
However, the solution set is also highly impacted by the subjectivity in the
selection of ε values, and in this case, the primary objective function might be
overemphasised. In addition, the increase in the number of objective functions
will lead to an increase in the transferred constraints and, finally, will increase
the computational complexity.

These are three widely used methods to solve multi-objective optimisation
problems. Each of them has both advantages and limitations. To sum up, the
weighted sum method uses weights to combine the multiple objective func-
tions into a single objective function, but it may not be able to capture the
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entire Pareto-optimal set, and the weights used are very subjective. The Lex-
icographic method uses a simple strategy to set the priorities in a predeter-
mined order, which is very easy to understand and enables the priority set
by the decision-makers. But it may not cover all the Pareto-optimal solutions.
Finally, the ε-constraint method is very useful in solving linear problems, and
it allows an explicit exploration of trade-offs between objective functions by
varying ε values.

In order to solve the quickest evacuation location problem, we applied the
improved version of the ε-constraint method, which is called the Robust Aug-
mented ε-constraint (AUGMECON-R) method. In the next section, we will
give a clear introduction to AUGMECON-R and its advantages compared
with the original ε-constraint method. Then, we will introduce the testbed
used to apply the AUGMECON-R and discuss the solutions obtained from
AUGMECON-R.

8.3 Exploring Pareto Set: AUGMECON-R

Robust Augmented ε-constraint (AUGMECON-R) (Nikas et al., 2020) is utilised
as an exact method to efficiently explore the Pareto Set of QELP and is an
improved version of AUGMECON2 that is developed based on ε-constraint.
ε-constraint is one of the most popular methods used to solve multi-objective
mathematical programming (MOMP) problems and to explore the whole Pareto
Set (Keller, 2017). In ε-constraint methods, one of the multiple objectives is
chosen as the main objective to optimise, and the remaining objectives are
converted into constraints by setting the upper bounds as ε-vectors where the
exact Pareto front can be generated by varying the ε-vectors. However, the
ε-constraint method has some ambiguities: the first is that the range of ob-
jective functions needed to be calculated, and the second is that even though
the efficient Pareto-optimal is obtained, the solution cannot be guaranteed to
be not weak; the third is that if there are more than two objective functions,
it is very time consuming to obtain solutions (Bababeik et al., 2018; Nikas
et al., 2020). These weaknesses of the ε-constraint method drive the develop-
ment of the augmented ε-constraint (AUGMECON) method (Mavrotas, 2009)
and its variations, such as AUGMECON2 (Mavrotas and Florios, 2013) and
AUGMECON-R (Nikas et al., 2020).

AUGMECON is a novel version of the conventional ε-constraint method de-
veloped to remedy the pitfalls of the original ε-constraint method (Mavrotas,



8.3. Exploring Pareto Set: AUGMECON-R 115

2009). First, lexicographic optimisation is applied to obtain the pay-off table,
ensuring the Pareto optimality of the obtained solution. Second, non-negative
slack or surplus variables are introduced to transform objective functions into
equalities. Meanwhile, the slack or surplus variables are also used in the
second/third term in the objective functions where the objective function is
augmented with the weighted sum of slack or surplus variables (Zhang and
Reimann, 2014). All of these force the program to produce only efficient so-
lutions. AUGMECON2 is an improved version of AUGMECON developed
by Mavrotas and Florios (2013). It can ensure that the exact Pareto-optimal
solutions are produced by introducing a bypass coefficient of the innermost
loop, leading to fewer sub-problems needing to be solved. More specifically,
the bypass coefficient is used to show the number of consecutive iterations to
bypass (Mavrotas and Florios, 2013). AUGMECON and AUGMECON2 are
widely used in solving MOMP problems in network design and supply chain
management (Tanksale et al., 2021; Rabbani et al., 2020; Khorshidian et al.,
2016; Caglayan and Satoglu, 2021).

The robust augmented ε-constraint method (AUGMECON-R) was introduced
by Nikas et al. (2020) and is an improved robust variant of AUGMECON2.
Similarly to AUGMECON2, in the case of unitary steps and integer coeffi-
cients, AUGMECON-R explores all exact Pareto-optimal solutions. In the case
of large-scale problems with more than two objective functions, the compu-
tational time of AUGMECON2 is extremely long. Therefore, AUGMECON-
R introduces the bypass coefficient to every objective function in each outer
loop instead of only one bypass coefficient in the innermost loop in AUGME-
CON2. Meanwhile, the flag array and the notion of pure optimisations are
used as indicators of jumps in the innermost loop. These significantly reduce
time by skipping unnecessary optimisations because of infeasibilities and can
solve problems whose nadir points are unknown by introducing very low and
zero-value lower bounds to overcome the weaknesses of AUGMECON2. In
addition, grid points are introduced to solve the problem step-by-step, which
brings in the main advantage that the number of efficient solutions can be con-
trolled by appropriately adjusting the number of grid points on which each
optimisation is solved, along with the range of each objective function. Over-
all, AUGMECON-R significantly reduces the number of models solved; in
turn, less time is needed. Furthermore, AUGMECON-R can solve the prob-
lem without extra time, even when the nadir points are unknown.

The QELP can now be formulated by adopting the following transformed
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objective function and additional constraints based on the AUGMECON-R
method:

(QELP-AUGMECON-R) min

[
λ − δ ∗

(
s2

r2
+ 10−1 s3

r3

)]
(8.11)

subject to

Constraints (7.4) − (7.14)

f2(x) + s2 = e2 (8.12)

f3(x) + s3 = e3 (8.13)

The parameter δ is set as equal to 10−3, while r2 and r3 are the ranges for
the second and third objective functions, computed by performing a lexico-
graphic optimisation approach to obtain the pay-off table before running the
algorithm which helps to find exact Pareto solutions. The bypass coefficient bi

is incorporated into the model as much as the objective function i, which is the
integer part of the result of the slack variable divided by the step, allowing for
an accelerated solution by avoiding unnecessary iterations. For further details
on the AUGMECON-R method, the reader is referred to Nikas et al. (2020).

bi = int(
si

stepi
) (8.14)

stepi =
ri

qi
(8.15)

8.4 AUGMECON-R: computational experiments setup

There are two main parts in this section. The instances used to test the QELP
model are first introduced, along with a thorough discussion of the settings
employed. We then discuss the experiment setup and the solver we used to
implement the experiments.

8.4.1 Instance description

QELP model was applied to six different networks of various sizes, from 37
nodes to 398 nodes, to evaluate the performance of the model. The first set
of networks consists of three Swain networks, including the Small Swain net-
work (37 nodes), the original Swain network (55 nodes), and the Extended
Swain network (150 nodes). The Small Swain network and the original Swain
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network which were first introduced by Swain (1974) and were used in many
studies such as Church and ReVelle (1974), Daskin (1983), and Van Den Berg
and Van Essen (2019). The Extended Swain network with 150 nodes and 321
arcs, introduced by Ruiz-Hernández et al. (2016), was also used to test the
model. These three networks, which have a complexity range of 37 to 150
nodes and are commonly used as testbeds in the literature, are utilised as a
starting point to evaluate the effectiveness of the QELP model because they
have relatively smaller sizes and require less computational time.

The second set of networks consists of three different transportation networks,
consisting of networks constructed over the map of three regions of Berlin, in-
cluding the Berlin Friedrichshain network, the Berlin Tiergarten network, and
the Berlin Mitte center network (Transportation Networks for Research Core
Team, 2020), which originally appeared in Jahn et al. (2005) and were also used
in Farahani et al. (2018) as testbeds. These are real-world cases constructed
from various regions of Berlin with numerous practical applications where
we can assess QELP’s capability for dealing with real-world issues by consid-
ering these real-world examples. Since the QELP model was created to assist
in the decision-making process for evacuation design and planning for actual
disasters, using actual instances as testbeds can demonstrate the usefulness of
the model. Furthermore, these three networks have larger sizes compared to
the Swain networks, ranging from 224 nodes to 398 nodes. In this case, we can
use these instances to better test the performance of the QELP model and get
a more precise comparison of the performance of the Matheuristic approach
with the exact method.

In total, there are six networks, and each network has five instances with the
same candidate nodes but five different sets of demand nodes; therefore, in to-
tal, we have 30 different instances used to test the model. The Small Swain net-
work is a subset of nodes of the original Swain network, containing 37 nodes
and 170 arcs. The original Swain network has 55 nodes and 268 arcs. The Ex-
tended Swain network is an extended version of the original Swain network,
which has 150 nodes and 642 arcs. The second set of networks we used to test
the model are three Berlin region networks, where the Berlin Friedrichshain
network has 224 nodes and 568 arcs, the Berlin Tiergarten network has 361
nodes and 984 arcs, and the Berlin Mitte center network has 398 nodes and
1000 arcs. Table 8.1 summarises the characteristics of each network used as
testbeds.

The procedure for selecting demand nodes and candidate nodes, as well as
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setting up their demand and capacity, is the same across all instances in the
setup process.

• Candidate nodes: candidate nodes are chosen and fixed throughout differ-
ent instances in each network, which can represent the real-world case
where candidate shelters are often decided before disasters and usually
have specific characteristics, such as schools or stadiums, where they
can provide a large place for evacuees. The number of candidate nodes
is set as 2% of the total number of nodes with a minimum number of
5. The locations of the candidate nodes are fixed and spread throughout
the network, which better simulates real-world scenarios. The capacity
of the candidate nodes is randomly chosen between ±20% of the four
times of total demand divided by the number of candidate nodes. In
this case, we can ensure that the total capacity can cover all the demand,
and we can also have different capacities of different candidate nodes,
which better represent real-world scenarios;

• Demand nodes: the number of demand nodes is set as 5% of the total
number of nodes with a minimum number of 10 with the same demand
of 200 for each demand node. The locations of the demand nodes are
randomly selected throughout the network, and for each network, five
different demand scenarios are generated.

TABLE 8.1: Description of the testbed

Network Nodes Arcs Demand nodes Total Candidate nodes Total
name number number number demand number capacity

Small Swain Network 37 170 10 2000 5 7853
Original Swain Network 55 268 10 2000 5 7926
Extended Swain Network 150 642 10 2000 5 8098
Berlin Friedrichshain 224 568 12 2400 5 10395
Berlin Tiergarten 361 984 19 3800 8 16494
Berlin Mitte center 398 1000 20 4000 8 17201

8.4.2 Experiment setup

All instances used to test QELP are modelled as dynamic network flows (flows
over time), introducing delay/travel time (dij) and capacity (cij) on each arc.
Meanwhile, we assume that each arc has two directions, which aims to better
simulate real-world situations. For example, from node i to node j, there are
two arcs: Arc aij and Arc aji that connect the nodes i and j. We assume that
they have the same capacity and delay time for the benefit of simplicity. The
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values of capacity and delay time in each network are set in the original net-
works and modified in the experiments. The delay/travel time is the units of
time required to travel through the arcs. They are helpful in keeping track of
the time needed in the evacuation process and providing a clear and precise
reflection of real-world cases by considering the arc length. Meanwhile, the
capacity of the arc represents the largest amount of flow that can enter the arc
at each time instant. It is necessary to consider the capacity of the arcs to set
the upper bound of the flow that can be evacuated on each arc to avoid any
congestion or additional casualties in the evacuation process. Moreover, QELP
is introduced to enhance the efficiency of evacuation design and planning in
the pre-disaster stage. Therefore, considering the capacity and delay time on
each arc allows for a better reflection of real-world evacuation situations in
design and planning, as well as more precise monitoring and controlling in
the evacuation process.

Time-horizon setup: the length of the time horizon (T) has a significant impact
on the dimension of the problem. Hence, on the solution time, and therefore,
with the aim of containing its value, it is defined for each instance as a char-
acteristic parameter using an approximation method, as follows. Since QELP
is a multi-objective problem, we assume first that only the shelter with the
lowest associated cost is opened. Then, using this fixing for the shelter loca-
tion variables, we compute the optimal value of the makespan as an objective
function. The latter is used as an upper bound and assigned to the time instant
parameter T of the considered instance. We repeat such a procedure for each
instance to define the associated T parameter.

Dummy-arcs parameters setup: the value of M was used to activate the set of
dummy arcs (yt) and to bound the maximum value of the flows on the dummy
arcs, which varies from different networks. The maximum value of flows on
the dummy arcs is bounded by the minimum value between the total demand
and the capacity of the inflow arcs. Therefore, we set different values for M
based on instances by selecting the minimum value between the total demand
(∑i∈ND

Di) and the total inflow capacity of the arcs entering the dummy time
sinks, which is also equal to the total inflow capacity of the arcs entering the
candidate nodes (∑(i,j)∈A:j∈Nc cij). The total inflow capacity of the arcs entering
the candidate nodes is the maximum amount of inflow that can enter the time
sinks for each time instant. Hence, it indicates the upper bound on the amount
of flow that can be allocated to dummy arcs at one time instant. Accordingly,
the value of M is set as the minimum value between the total demand and the
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inflow capacity of arcs (M = min(∑i∈ND
Di, ∑(i,j)∈A:j∈Nc cij). Therefore, the

value of M is set as needed, allowing more accurate and less time-consuming
performance.

AUGMECON-R grid-points setup: as it is introduced in the section 8.3, using
unitary steps and integer coefficients as in the original paper Nikas et al. (2020)
would lead to an exhaustive exploration of the Pareto Set. Still, it would easily
take too much computational time. Therefore, grid-points are introduced, fol-
lowing the original paper, to efficiently explore the Pareto-optimal solutions.
In this work, AUGMECON-R is applied to solve QELP, where we test exper-
iments at varying grid-points to explore the Pareto Set: 10 × 10 = 100 grid-
points, 20 × 20 = 400 grid-points, 30 × 30 = 900 grid-points, and 40 × 40 =

1600 grid-points. In total, we have 120 instances used to test this model.

The QELP model was coded in Python, and the tests were run using DoCplex
from IBM® ILOG® CPLEX® Interactive Optimizer 12.10.0.0 in Python. All
tests are run on a server equipped with Intel Xeon Gold 6246R 3.4ghz CPUs,
512GB Ram and Ubuntu Server 20.04. LTS.

8.5 AUGMECON-R: solution discussion

Table 8.2 summarises the average values of the computational process using
the AUGMECON-R method. We compute the average values of the computa-
tional time, the number of Pareto-optimal solutions found, and the feasibility
and bypass jumps for each network under various grid-points. From the ta-
bles, the data show that an increase in grid-points is associated with a growth
in the number of feasibility jumps and bypass jumps and leads to a rise in
the number of Pareto-optimal solutions found. The impact of the growth in
the number of grid-points on the computational time appears relatively con-
tained compared to the improvement in accuracy. Moreover, the results show
that AUGMECON-R performs well in solving the QELP model, where a good
number of Pareto-optimal solutions are identified within a reasonable amount
of time, and it quite regularly increases with the density of the grid.

The values for each objective function and the number of shelters located
when the grid-point equals 1600 are shown in the table 8.3. First, we observe
various ranges in the values of three objective functions, especially in the mid-
dle size of a network like Extended Swain Network. It is obvious that the
larger the grid-points, the more Pareto-optimal solutions are obtained, which
is in line with the findings in the table 8.2. Second, the ranges of the number
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of activated shelters associated with the Pareto-optimal solutions indicate that
not all of the shelters will be activated, even though one of the objectives is the
makespan minimisation. This is an important feature that confirms the suit-
ability of QELP and its MIP model for finding realistic optimal shelter config-
urations, as a realistic number of shelters is associated with the Pareto-optimal
solutions to be evaluated by the decision-maker. For example, although there
are several candidate locations, the number of activated shelters inefficient so-
lutions ranges between 5 and 7 for the Berlin Mitte center network at most,
which is reasonable and achievable in real life from an operations and supply
chain management perspective in consideration of the size of such networks.

Finally, from the two largest examples of Pareto curves of the Berlin Tiergarten
and Berlin Mitte center networks in figure 8.1, and along with the extended
ranges of the values of three objectives in table 8.3, there is an apparent regular
conflict between the three considered objectives (makespan, budget, and max-
imum load), confirming the presence of a trade-off among these three goals
from a managerial and practical perspective. For example, in the Berlin Mitte
center network, the makespan for the whole evacuation process will range
between 50 and 60 time instants, based on the choice made by the decision-
maker on the basis of the budget to be allocated and the capacity of shelters.
This aspect emphasises the importance of setting different budget levels, and
the decision-maker should consider this when designing and planning the
evacuation process. A bigger budget will substantially reduce the makespan.
Therefore, it is crucial to consider the trade-off between makespan, budget,
and maximum load in the design and planning phases to achieve less human
suffering.

To sum up, it is clear that the increase in grid-points leads to an increase in the
number of Pareto-optimal solutions. At the same time, the increase in the grid-
points results in a significant rise in the computational time. Furthermore, as
we can see from the results, as the network expands from the Small Swan
network to the Berlin Mitte Center network, the computational time increases
significantly, which raises the need for a Matheuristic method to solve the
problem and get good solutions within a reasonable amount of time. The
next chapter will introduce the Matheuristic approach to solve the quickest
evacuation location problem.
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TABLE 8.2: Average values on the computational process of
AUGMECON-R

Network # grid-point Feasibility Bypass Computational # PO solutions
name jumps jumps time (s)

Small Swain Network 100 49 5 12 5
400 191 75 31 7
900 436 244 49 8

1600 770 490 68 8
Original Swain Network 100 38 5 86 9

400 150 92 340 13
900 332 270 340 12

1600 597 603 586 12
Extended Swain Network 100 41 7 371 5

400 171 93 909 8
900 380 270 1494 12

1600 685 556 2056 11
Berlin Friedrichshain 100 49 6 605 4

400 197 84 1328 5
900 436 261 2333 6

1600 802 523 3046 6
Berlin Tiergarten 100 29 1 4076 13

400 117 75 11977 23
900 255 285 18149 31

1600 460 572 30583 39
Berlin Mitte center 100 29 4 3729 10

400 117 86 9344 15
900 280 278 17104 17

1600 474 631 23818 26

TABLE 8.3: Average statistics for objective functions and shelter
location results for the testbed considered at grid-point=1600

Network Shelters Makespan Budget MaxLoad
name min median max min mean max min mean max min mean max

Small Swain Network 2.6 3.4 4.0 15.8 18.0 21.4 5043.2 6785.6 8244.8 500.0 670.0 874.6
Original Swain Network 2.0 3.1 4.0 17.0 22.6 30.4 3676.0 6205.8 8324.0 500.0 769.5 1107.4
Extended Swain Network 2.6 3.0 4.0 60.2 80.0 108.4 5227.2 6703.6 8477.2 500.0 697.8 960.0
Berlin Friedrichshain 2.6 3.5 4.0 50.0 64.0 75.6 6380.8 8537.0 10179.8 601.4 819.2 1040.0
Berlin Tiergarten 5.2 6.3 7.0 36.8 42.0 50.4 13484.8 16052.5 18081.0 544.2 737.9 1131.6
Berlin Mitte center 5.2 6.5 7.0 50.8 53.3 59.0 13736.0 16745.0 18599.2 582.8 680.9 864.0
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(A) Pareto-optimal solutions of Berlin
Tiergarten

(B) Pareto-optimal solutions of Berlin
Mitte center

FIGURE 8.1: Examples of Pareto-optimal solutions

8.6 Conclusions

This chapter aims to introduce the mixed-integer programming (MIP) model
we used to solve the QELP model: AUGMECON-R. First, we have discussed
that it is important to find the Pareto-optimal set for a multi-objective opti-
misation problem as there is no single solution that can fit all. Then, we
have discussed three classical methods in solving multi-objective optimisa-
tion problems: the weighted sum method, the lexicographic method and the
ε-constraint method. Although these three classic approaches have many ben-
efits in terms of simplicity, adaptability, and decision-maker engagement, we
also critically analysed their limitations.

Furthermore, we have introduced the MIP we used to solve this quickest evac-
uation location problem: AUGMECON-R. It is the improved version of the
original ε-constraint method, and by varying grid-points, AUGMECON-R can
explore the Pareto-optimal solutions in a more robust way. The solutions ob-
tained from the AUGMECON-R clearly show that there is an apparent regular
conflict between three objective functions where different levels of budget and
maximum load in each active shelter can significantly impact the makespan.
Additionally, we also observe that the increase in the grid-points leads to an
increase in the number of Pareto-optimal solutions. Meanwhile, it also in-
creases the computational time.

Moreover, the results indicate that the computational time increases signifi-
cantly as the network expands, emphasising the need to apply Matheuristics.
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Matheuristics, combining mathematical programming with heuristic insights,
has gained much attention and emerged as an attractive solution when the
needs of real-world applications expand to incorporate more complex, large-
scale multi-objective optimisation problems. In the next chapter, we will intro-
duce a novel Matheuristics, which is applied to solve the QELP. A discussion
and comparison of solutions obtained between the Matheuristic method and
AUGMECON-R will also be presented in the next chapter.
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Chapter 9

Solving the Quickest Evacuation
Location Problem: A Novel
Matheuristic Approach

9.1 Introduction

It is clear from the results of AUGMECON-R from the previous chapter that
when the size of the network grows, the computing time dramatically in-
creases. As a result, finding a quicker method to obtain relatively good quality
solutions becomes vital. Matheuristics has gained much attention for its effec-
tiveness and quicker computing time in solving large-scale instances. There-
fore, this chapter starts with a brief overview of the fundamental concepts
of Matheuristics. Then, the main focus of this chapter is on explaining the
tailored Matheuristic method, which was developed to address the difficulty
in solving large-scale networks in the quickest evacuation location problem.
Moreover, a discussion and comparison of solutions obtained from the tai-
lored Matheuristic method and AUGMECON-R are also presented.

9.2 An overview of Matheuristics

The Matheuristic method belongs to the broad idea of heuristics, which in-
tegrates traditional mathematical programming concepts such as linear pro-
gramming, integer programming or bender decomposition (Boschetti et al.,
2023). It is a hybrid optimisation methodology that combines the advantages
of both mathematical programming (exact method) and heuristics, seeking to
effectively tackle complex and large-scale optimisation problems by combin-
ing the strengths of these two methods.



126
Chapter 9. Solving the Quickest Evacuation Location Problem: A Novel

Matheuristic Approach

There are many advantages of using Matheuristics. First, Matheuristics are
well-known for their suitability and capability to solve large-scale and intri-
cate optimisation problems with plenty of decision variables, constraints, and
objectives. The use of mathematical programming helps to find the global op-
timality or near-optimality. Meanwhile, the use of heuristics can help to navi-
gate massive solution spaces, which are very competent at solving large-scale,
real-world problems. Therefore, the Matheuristic method is very suitable to be
applied in those large-scale real-world problems. Furthermore, Matheuristics
can generate high-quality solutions where the exact method used will pro-
vide high precision, and the heuristics will explore diverse solutions, which
can improve the insights of the decision-making process.

To sum up, the exact method is guaranteed to get the optimal solutions, given
sufficient computational time and memory. Heuristics do not always produce
the best results, but they are often faster in terms of computational time and
produce solutions that are "acceptable" in quality (Boschetti et al., 2023). By
combining both of them, Matheuristics can achieve the balance between so-
lution quality and computational effectiveness, leading to a faster computing
process with relatively high-quality solutions. Therefore, we developed the
tailored Matheuristic method to solve the quickest evacuation location prob-
lem, which will be thoroughly explained in the following sections.

9.3 A Matheuristic approach for approximating the

Pareto Set

Based on the results of the proposed original MIP model embedded in the
AUGMECON-R scheme, and nevertheless, the use of grid-points can reduce
the computational burden, it is clear that computational times increase dra-
matically as the network expands as a result of a concurrent growth in the
number of nodes and arcs and in the time horizon, which poses the need for
more efficient methods to approximate the Pareto Set on large size instances.
In this section, a tailored multi-objective Matheuristic approach is designed
and implemented to solve the QELP model, combining Mathematical Pro-
gramming with a heuristic procedure to obtain good quality feasible solutions
quickly on big instances.

In this case, the Matheuristic approach is framed within the AUGMECON-R
scheme as a quicker alternative to solving the exact MIP model whilst explor-
ing the Pareto Set. The main steps of the Matheuristic method can be described
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as follows.

For each combination of epsilon values for budget (εbudget) and maximum load
(εmaxload) within AUGMECON-R:

1. introduce a modified model (referred to as Relaxed− QELP) obtained as
follows:

(a) perform a linear relaxation of the binary location variable zi ∈ {0, 1}
by substituting these with new location variables zri ∈ [0, 1];

(b) associate strongly increasing cost labels (kt) to the dummy arcs,
which link the dummy time sinks to the final dummy super sink.
In order to define such costs, we start by considering a very large
value, say Mg, which can still be correctly coded within the mod-
elling and computing environment;

(c) we then define each dummy arc label kt based on the time instant t
associated with the dummy arc to which it refers, as follows:

substitute the original objective function with the following one:

min ∑
t∈T

kt · xStSd (9.1a)

The original makespan objective function was substituted by this
minimum cost objective function, in order to get rid of the binary
variable yt. Instead, this aims to minimise the total evacuation cost,
thus acting as a linear proxy for the makespan minimisation and, in
this way, avoiding the need for further binary variables associated
with the dummy arcs;
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FIGURE 9.1: Mimimum cost objective function of the Matheuris-
tic approach

2. solve the Relaxed − QELP at the optimum. If there are no feasible so-
lutions, skip the current combination of epsilon values (and go back to
AUGMECON-R), while if an optimal solution is obtained for the Relaxed−
QELP, go to step 3;

3. suppose that an optimal solution for Relaxed − QELP is obtained from
step 2. If all the relaxed location variables are integers, then the solution
is saved, being feasible for the original problem. If not, location vari-
ables zri (which could be fractional) are rounded up with a sequential
randomised ordering based on the use of fractional variables as a prob-
ability until the epsilon (budget) is filled in. For example, if the value
obtained equals 0.8, the possibility of the location variable rounded to 1
will be set as 0.8. In this case, the variable who gets 0.8 will have more
chance to round up to 1 compared with the variable that gets the value
of 0.4. Therefore, we can ensure a more fair and respective value for the
location variable. Then, location variables are fixed;

4. finally, solve Relaxed − QELP again with the fixed location variables zri,
and the solutions are obtained. If the arising solution is optimal and
feasible, feed this as a solution for the pool.
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The last two steps can be repeated for a given number of rounds in order to
obtain multiple feasible location variable fixings (Step 3) and, in turn, multiple
feasible solutions for the original problem (Step 4).

The whole procedure of the tailored multi-objective Matheuristic approach is
further detailed and summarised in this paragraph. First, compute the pay-
off table using the lexicographic method for the total budget (B) and maxload
(ML) that are going to be used as constraints and then compute the range for
budget (rbudget) and maxload (rmaxload) based on the payoff table. After that,
divide rbudget and rmaxload into g equal intervals. In this case, the total grid-
points that are used to parametrically vary the RHS (e) for the total budget
objective function and the max load objective function, and the total number
of runs becomes (g + 1)× (g + 1). One of the desirable characteristics of this
method is that we can control the density of an efficient set by assigning dif-
ferent values to the grid-points. The more dense the grid-points, the more
solutions we can get, and in turn, the longer the computation time it will be.
In the experiments, we test experiments at varying grid-points: 100, 400, 900,
and 1600 total grid-points in order to obtain comprehensive solutions. After
defining the grid-point, we define the Relaxed − QELP problem as ẑ with re-
laxed location decision variables zrNc . Then, we initialise i and j and set them
as 0. In particular, i is looping for the epsilon constraint for budget (εbudget),
and j is looping for the epsilon constraint for maxload (εmaxload). For i in the
range 1 to g + 1 and for j in the range 1 to g + 1, the f lag[i][j] is introduced,
if f lag[i][j] = 0, we compute εbudget and εmaxload and use them to solve ẑ. If
the solution from ẑ is feasible and all integers, we save these solutions as they
are the exact optimal solutions. If the solution is feasible but not all the solu-
tions are integers, then we introduce a while loop to find as many solutions
as possible. Within the while loop, we fix the location variables zrNc using a
sequential randomised ordering until the epsilon (budget) is filled in. Then,
solve ẑ again using the fixed location variables and compute the bypass coeffi-
cient for both the budget objective function (bbudget) and the maxload objective
function (bmaxload). After that, update the flag matrix using the bypass coeffi-
cients. If f lag[i][j] ̸= 0, set i = g + 1, if i < g + 1, go back to the previous
steps and solve ẑ again. If i > g + 1, set i = 0. In this case, if j < g + 1,
set j = j + 1 and go back to previous steps and solve ẑ again until it reaches
g + 1. If there are no feasible solutions from ẑ, set i = i + f lag[i][j] and repeat
to solve ẑ. Loop until i and j all reach g + 1. Then, the solutions are saved, and
the algorithm is completed.
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Algorithm 1 QELP-Matheuristic Procedure

1: Compute the payoff table
2: Set the upper bound for budget (Max_budget) and maxload

(Max_maxload)
3: Compute ranges rbudget and rmaxload

4: Divide rbudget and rmaxload into g intervals (so the number of grid-points =
(g + 1)× (g + 1) )

5: ẑ = Relaxed-QELP()
6: Initialise i = 0 and j = 0
7: for j ≤ g + 1 do
8: for i ≤ g + 1 do
9: if f lag[i][j] = 0 then

10: εbudget = Max_budget − i ∗ rbudget
gbudget

11: εmaxload = Max_maxload − j ∗ rmaxload
gmaxload

12: Solve ẑ
13: if ẑ is feasible and solutions are integers then
14: Save the solutions
15: else if ẑ is feasible but not all the solutions are integers then
16: while Countattempts ≤ Roundattempts do
17: Fix the location variables zrNc at random
18: Solve ẑ with fixed zrNc

19: Compute bypass coefficient bbudget = int(
sbudget

stepbudget
)

20: Compute bypass coefficient bmaxload = int( smaxload
stepmaxload

)

21: update f lag[i][j] using bypass coefficients
22: end while
23: i = i + 1
24: Repeat 9 - 23
25: else
26: i = g + 1
27: if i < g + 1 then
28: Repeat to 9 − 26
29: else
30: i = 0
31: if j < g + 1 then
32: j = j + 1 (until reach to g + 1)
33: end if
34: end if
35: else
36: i = i + f lag[i][j]
37: Repeat to 27 − 36
38: end if
39: The solutions are saved and the algorithm is completed
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9.4 The Matheuristic method: solution discussion

and comparison

In order to evaluate the quality of the Matheuristic approach to increasing size
networks, we adopted an additional network resembling the city of Barcelona,
which consists of 1020 nodes and 3018 arcs (Transportation Networks for Re-
search Core Team, 2020). The same approach is applied in developing in-
stances where 21 candidate nodes were selected and fixed five sets of 51 de-
mand nodes were randomly selected. To achieve a fair comparison, we set
four hours of CPU time on each experiment for both the AUGMECON-R and
the Matheuristic approach. Given that QELP aims to enhance evacuation de-
sign and planning and is applied during the pre-disaster phase. A CPU time
of four hours is reasonable for the model to produce insightful solutions, con-
sidering the complexity of the problem and the large-scale networks we used
to test the model.

This section compares and discusses the computational results of AUGMECON-
R and Matheuristic approaches. Table 9.1 shows the average values on the
computational process of the tailored Matheuristic approach by varying rep-
etitions ranging from 3 to 11 in steps 3 to 4. As introduced above, step 3 and
step 4 are repeated for several rounds. By using the different location vari-
ables fixings in step 3 and feeding them into step 4, we can explore a wider
range of solutions and increase the likelihood of finding the optimal solution
under each circumstance. In this work, we repeat for three, five, seven, nine,
and eleven rounds. The algorithm is based on repetitions. Hence, three is con-
sidered as the minimum value to exploit this approach. In contrast, from the
preliminary tests, repetition values up to 11 are values where the trade-off be-
tween quality and time increase appears particularly balanced. The growth in
the number of repetitions can improve the quality and number of the solutions
obtained but also increase the computational time, especially for a large-scale
network like the Barcelona network. When the repetition value goes beyond
11, the increase in the computational time is far too high compared with the
rise in the quality of the results. Therefore, we start with a small number of
repetitions (e.g., 3) and gradually increase it until 11 repetitions to obtain the
Pareto-optimal solutions. This ensures that the results obtained are robust and
also allows for a comprehensive analysis of the performance of the matheuris-
tic method.

The results in table 9.1 indicate that more repetitions lead to fewer feasibility
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jumps and bypass jumps. This suggests that a higher number of high-quality
solutions are obtained with fewer unnecessary computational jumps. Addi-
tionally, we can observe empirically that the number of Pareto-optimal solu-
tions obtained on large networks also increases with an increase in the number
of repetitions, highlighting the importance of considering different numbers
of repetitions in order to obtain high-quality solutions. Overall, the variants
with more repetitions in the Matheuristic approach seem preferable.

TABLE 9.1: Average values on the computational process of the
Matheuristic approach

Network name # Repetitions Feasibility jumps Bypass jumps Cpu time (s) # PO solutions

Small Swain Network MH-3rep 780.6 96.4 601.6 8.4
MH-5rep 777.6 84.2 873.8 8.4
MH-7rep 770.6 69.4 1172.3 7.0
MH-9rep 770.0 61.6 1433.5 7.6
MH-11rep 770.0 55.2 1732.2 8.6

Original Swain Network MH-3rep 603.4 210.2 2705.3 13.0
MH-5rep 602.2 161.8 3733.0 13.2
MH-7rep 593.8 192.8 5079.3 14.4
MH-9rep 595.0 153.0 5966.0 14.2
MH-11rep 593.6 191.4 7272.1 12.8

Extended Swain Network MH-3rep 111.0 459.8 14416.6 12.4
MH-5rep 61.8 334.4 14437.6 12.2
MH-7rep 50.8 285.4 14427.1 11.0
MH-9rep 36.8 289.6 14453.1 11.8
MH-11rep 28.0 303.0 14447.1 12.2

Berlin Friedrichshain MH-3rep 119.8 535.6 14420.6 8.0
MH-5rep 61.6 343.2 14449.8 8.0
MH-7rep 46.0 341.6 14460.9 7.6
MH-9rep 35.8 294.6 14441.4 7.4
MH-11rep 30.0 284.4 14429.2 7.6

Berlin Tiergarten MH-3rep 4.2 266.4 14437.4 16.8
MH-5rep 0 111.4 14490.3 19.6
MH-7rep 0 98.6 14470.4 19.2
MH-9rep 0 63.2 14542.8 17.8
MH-11rep 0 75.6 14575.7 20.4

Berlin Mitte center MH-3rep 8.2 207.8 14474.9 14.2
MH-5rep 4.2 103.4 14446.9 14.8
MH-7rep 2.6 97.4 14466.8 15.4
MH-9rep 2.2 84.0 14549.7 14.2
MH-11rep 1.4 47.2 14532.6 16.2

Barcelona Network MH-3rep 14.6 575.8 16155.9 3.6
MH-5rep 15.0 585.0 15959.5 3.8
MH-7rep 15.2 592.8 17023.7 3.4
MH-9rep 7.6 296.4 16219.5 3.4
MH-11rep 7.6 296.4 19313.7 4.2

Table 9.2 shows the average statistics for the objective functions and the num-
ber of shelters located using the Matheuristic approach. First of all, from the
maximum and minimum values of the objective functions, we can observe a
regular range appears despite the number of repetitions because the increase
in the number of repetitions usually mainly results in finding more interme-
diate points in the Pareto Set and only in a few cases the extreme points are
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TABLE 9.2: Average statistics for objective functions and shelter
location results for the testbed considered of the Matheuristic ap-

proach

Network # Repetitions Shelters Makespan Budget MaxLoad
name min median max min mean max min mean max min mean max

Small Swain Network MH-3rep 2.8 3.3 4.0 15.6 17.6 20.6 5489.4 6991.3 8235.2 504.0 660.7 860.0
MH-5rep 2.8 3.4 4.0 15.6 17.7 20.6 5489.4 7059.7 8258.8 504.0 662.6 881.0
MH-7rep 2.8 3.3 4.0 15.6 17.8 20.6 5489.4 6892.9 8229.4 504.0 650.9 807.0
MH-9rep 2.8 3.3 4.0 15.6 17.7 20.6 5489.4 6906.1 8229.4 504.0 642.8 792.0
MH-11rep 2.8 3.5 4.0 14.8 17.3 20.6 5489.4 7060.7 8294.6 504.0 642.6 830.0

Original Swain Network MH-3rep 2.0 3.0 4.0 17.4 22.8 29.6 3785.6 6207.1 8462.0 500.4 770.3 1123.6
MH-5rep 2.0 3.0 4.0 17.6 23.0 30.0 3676.0 6101.1 8350.0 500.4 791.0 1174.4
MH-7rep 2.0 3.0 4.0 17.0 23.2 30.2 3676.0 6071.2 8462.0 500.4 792.0 1152.8
MH-9rep 2.0 3.2 4.0 17.2 23.1 30.4 3676.0 6172.9 8663.6 500.4 796.6 1132.4
MH-11rep 2.0 3.0 4.0 17.2 22.9 29.6 3730.8 6154.7 8324.0 500.4 783.9 1128.4

Extended Swain Network MH-3rep 2.6 3.5 4.0 60.2 79.8 101.8 5247.0 7019.2 8477.2 503.0 695.8 1001.0
MH-5rep 2.6 3.5 4.0 60.2 78.6 97.8 5277.2 7106.4 8477.2 503.0 697.1 986.0
MH-7rep 2.6 3.4 4.0 60.2 77.2 94.0 5297.0 7019.2 8477.2 503.0 704.2 956.0
MH-9rep 2.6 3.5 4.0 60.2 78.7 95.0 5297.0 7038.6 8477.2 503.0 696.2 982.0
MH-11rep 2.6 3.5 4.0 60.2 79.1 100.6 5297.0 6997.1 8477.2 503.0 706.0 986.0

Berlin Friedrichshain MH-3rep 2.8 3.7 4.0 50.0 64.9 82.4 6936.6 8958.4 10277.4 608.8 795.1 1026.2
MH-5rep 3.0 3.8 4.0 50.0 64.9 79.8 7532.4 9189.8 10277.4 608.8 767.3 907.6
MH-7rep 3.0 4.0 4.0 50.0 64.5 79.8 7532.4 9298.2 10277.4 608.8 763.8 904.0
MH-9rep 3.0 4.0 4.0 50.0 64.9 79.8 7532.4 9333.4 10277.4 608.8 763.3 904.0
MH-11rep 3.0 4.0 4.0 50.0 65.3 79.8 7532.4 9209.8 10277.4 608.8 784.1 983.6

Berlin Tiergarten MH-3rep 3.4 5.6 7.0 36.8 48.8 68.2 8850.8 14298.1 18169.8 545.0 885.0 1639.6
MH-5rep 3.6 5.4 7.0 36.8 48.2 68.8 9100.8 14084.9 18169.8 545.0 904.6 1667.2
MH-7rep 3.6 5.6 7.0 36.8 48.5 71.4 9222.8 13978.9 18169.8 545.0 893.3 1488.8
MH-9rep 3.6 5.6 7.0 36.8 48.3 68.4 9182.6 14269.1 18172.2 545.0 889.9 1379.6
MH-11rep 3.4 5.4 7.0 36.8 47.7 64.2 8887.6 14019.5 18223.4 545.0 948.8 1622.8

Berlin Mitte center MH-3rep 4.0 5.5 7.0 50.8 61.9 78.0 10411.6 14719.8 18795.0 590.0 889.5 1475.6
MH-5rep 3.4 5.2 7.0 50.8 62.7 85.2 9052.0 14111.1 18508.0 590.0 946.0 1519.0
MH-7rep 3.8 5.4 7.0 50.8 62.8 84.8 9719.6 14126.7 18508.0 590.0 940.7 1669.2
MH-9rep 3.4 5.6 7.0 50.8 62.1 87.2 8854.6 14143.4 18556.2 590.0 960.0 1646.4
MH-11rep 3.4 5.3 7.0 50.8 63.6 87.2 8817.4 13758.0 18508.0 590.0 1068.9 1974.6

Barcelona Network MH-3rep 10.2 11.9 13.8 75.6 78.4 81.6 25877.8 29951.2 34693.8 1550.4 1792.9 2054.8
MH-5rep 11.0 12.0 13.4 75.6 79.6 88.8 27398.2 30476.7 33977.2 1547.2 1768.2 2063.2
MH-7rep 8.8 11.3 12.8 75.6 78.4 81.6 21877.2 27635.9 32062.4 1547.2 1725.9 1960.0
MH-9rep 9.0 11.0 12.4 75.6 78.5 81.6 22545.4 27212.5 31141.6 1547.2 1851.7 2214.4
MH-11rep 8.8 10.5 12.4 75.6 78.4 84.0 22011.2 26541.8 31322.4 1547.2 1772.4 2099.8

affected. Second, similar minimum values of each objective function were ob-
tained using the Matheuristic approach to those in the AUGMECON-R ap-
proach, indicating that the use of the modified minimum-cost function as
an approximation of the makespan works very well in the Matheuristic ap-
proach. Moreover, similar ranges of values of three objective functions are
observed compared with those obtained from the AUGMECON-R approach
in the small size of networks. On the contrary, wider ranges were obtained in
the larger size of networks such as Berlin Tiergarten, Berlin Mitte center, and
Barcelona network, where more widely-spread solutions were obtained from
the Matheuristic approach, which aligns with the findings in table 9.1.

Table 9.3 and figure 9.2 show the percentages of Pareto-optimal solutions ob-
tained from each approach to compare the performance of the matheuristic
method and AUGMECON-R method. In particular, figure 9.2 is a stacked bar
chart using the same data as the table 9.3, in order to see how each method
contributes to the total PO solutions for a clear and more straightforward
comparison. The results indicate that the quality and dominance of solu-
tions obtained from the Matheuristic approach appear appropriate. In fact,
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the Matheuristic approach always manages to find some solutions which even
outperform other approaches when the times are comparable, which can be
seen in figure 9.2. Moreover, as discussed, more repetitions lead to relatively
more Pareto-optimal solutions. Therefore, we compared the dominance of so-
lutions between AUGMECON-R and the 11 repetitions (MH-11rep) for each
network to get an insight into the quality of solutions, which can be seen in
table 9.4 and figure 9.3. In particular, table 9.4 shows the average percentage
of PO solutions of AUGMECON-R and MH-11rep, which are visually rep-
resented by the stacked bar chart in the figure 9.3 for a clear comparison.
The percentages of MH-11rep confirm that high-quality Pareto-optimal so-
lutions were obtained from the Matheuristic approach, and this is more ap-
parent in larger size of networks like Berlin Tiergarten, Berlin Mitte center,
and Barcelona network where MH-11rep outperforms the AUGMECON-R ap-
proach. Overall, the Matheuristic technique secures remarkable quality results
and is able to solve more extensive networks.

TABLE 9.3: Average percentage (%) of PO solutions of
AUGMECON-R and the Matheuristic approach at grid-point =

1600

Network Size AUGMECON-R MH-3rep MH-5rep MH-7rep MH-9rep MH-11rep
name (# nodes) (%) (%) (%) (%) (%) (%)

Small Swain Network 37 100 10 10 12 12 10
Original Swain Network 55 91 27 28 31 33 30
Extended Swain network 150 81 36 38 39 33 38
Berlin Friedrichshain 224 75 29 24 28 24 20
Berlin Tiergarten 361 33 32 34 30 23 27
Berlin Mitte center 398 42 19 24 22 23 24
Barcelona network 1020 35 6 8 17 15 19

FIGURE 9.2: Average percentage of PO solutions

To sum up, the same results on conflicts and trade-offs of three objective func-
tions are observed from the Matheuristic method. By comparing the domi-
nance of the solutions obtained from the Matheuristic with the solutions from
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TABLE 9.4: Average percentage (%) of PO solutions of
AUGMECON-R and MH-11rep at grid-point = 1600

Network name Size (# nodes) AUGMECON-R (%) MH-11rep (%)

Small Swain Network 37 100 10
Original Swain Network 55 94 32
Extended Swain network 150 83 43
Berlin Friedrichshain 224 75 32
Berlin Tiergarten 361 41 62
Berlin Mitte center 398 47 59
Barcelona network 1020 38 62

FIGURE 9.3: Average percentage of PO solutions: AUGMECON-
R VS MH-11rep
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AUGMECON-R, the results show that the dominance of Matheuristic solu-
tions appears appropriate. In particular, in big-size networks like Barcelona
Network, as figure 9.3 shows, the Matheuristic method generates more per-
centages of Pareto-optimal solutions, which means that in the same amount
of computational time, the Matheuristic method can find higher percentages
of high-quality Pareto-optimal solutions.

9.5 Conclusions

This chapter has provided an introduction to Matheuristics, a hybrid approach
combining mathematical programming and heuristics to address the compu-
tational difficulty of large-scale problems. We first provided a brief overview
of Matheuristics and its advantages compared with the exact method where
Matheuristics can find relatively high-quality solutions in a timely manner.

Furthermore, this chapter has introduced and discussed a tailored Matheuris-
tic method. From the comparison of solutions obtained from the Matheuristic
method with the AUGMECON-R, it is clear that the Matheuristic can gener-
ate more percentages of high-quality Pareto-optimal solutions within the same
computational time than the AUGMECON-R method. Therefore, the tailored
Matheuristic method works well in solving the quickest evacuation location
problem, especially in large-size networks.
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Conclusions and Future Directions

10.1 Introduction

This chapter presents a comprehensive summary of the thesis, beginning with
an in-depth conclusion of the QELP, its associated model and the tailored
Matheuristic method. Furthermore, it dives into the theoretical contributions
and managerial applications derived from the QELP. Finally, this chapter dis-
cusses potential future directions aimed at improving the QELP and its model,
building upon the underlying assumptions to enhance its further effective-
ness.

10.2 A summary of this research

In this research, we introduced the novel Quickest Evacuation Location Prob-
lem (QELP), which combines the discrete facility location problem with the
quickest flow problem, aiming at providing a reliable and realistic decision
support system in increasing the efficiency of humanitarian operations and
enhancing the evacuation network design and planning. The introduction of
the QELP fulfil the research aim we proposed, where the goal of QELP is to
take into account the dynamics within the evacuation process into the loca-
tion decisions of facilities in the context of humanitarian operations, to better
monitor and control the evacuation process and select the optimal locations
for shelters and to better prepare for the upcoming disasters. As a result, a
smooth and effective evacuation design and planning can be achieved, which
in turn, reduces the economic losses and human suffering.

We also introduced a novel modelling tool, QELP-Time Expanded Network,
to represent the QELP, which builds upon the techniques from the original
Time Expanded Network by encompassing non-predetermined sink nodes,
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dummy time sink, final dummy super sink, and sets of dummy arcs for secur-
ing a more straightforward and time-saving computational process while ob-
taining the decisions for locations. An original multi-objective mixed-integer
programming model is proposed, considering facility location decisions while
minimising evacuation makespan, the total budget required to install and op-
erate the shelters, and balancing the load of evacuees directed to each acti-
vated shelter.

A tailored Matheuristic approach is also designed and implemented to solve
the model with seven realistic networks ranging from a 37-node small net-
work to a 1020-node extensive network with five different demand scenarios
for each network. High-quality and practical solutions are obtained from the
Matheuristic approach, which turns out to be suitable to be adopted in solv-
ing real-world cases. For example, the results show that only eight to twelve
shelters are activated among the total 21 candidate shelters in the Barcelona
network. This confirms the suitability of QELP and its MIP model for finding
realistic optimal shelter configurations in such large networks. Meanwhile,
the results show that the Matheuristic approach outperforms the original MIP
model on large-scale networks by generating higher percentages of Pareto-
optimal solutions within the same computational time, which offers more al-
ternatives for the purposes of the decision-making process. Regarding com-
putational perspective, the Matheuristic approach is therefore applicable and
achievable, indicating that QELP can effectively and efficiently assist in the
strategic decision-making process.

These together have provided promising answers to the research question
proposed at the beginning of this research by covering the critical elements
in formulating an effective mathematical model to achieve the research aim
and addressing the gaps identified from the critical literature review:

• RQ1: What are the most appropriate objective functions to be modelled
and adopted? What are the benefits of a multi-objective model?

• RQ2: What are the key specific modelling features that should be con-
sidered when formulating the optimisation model for QELP? Besides
objective functions in RQ1, What are the constraints, parameters, and
decision variables?

• RQ3: How to solve the QELP optimisation model in RQ2 in such a way
that it will generate good solutions in a reasonable computational time?
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The introduction of QELP in the research aim and the steps used to answer the
research questions are developed to achieve the research objectives introduced
in chapter 1. Here is a detailed explanation.

• to critically review the literature in the field of shelter location and evac-
uation modelling in Humanitarian Operations. This is achieved in the
chapter 2, chapter 3, and chapter 4;

• to identify and analyse the main characteristics of existing models to as-
sist the decision-making process in the field of shelter location and evac-
uation modelling in Humanitarian Operations in order to overcome cur-
rent limitations and develop more efficient and impactful approaches.
This is achieved in the chapter 2, chapter 3, and chapter 4;

• to identify the gaps in the existing literature based on the critical litera-
ture review of location analysis in humanitarian operations and network
flow in evacuation modelling. This is achieved in the chapter 5;

• to develop a novel optimisation model aimed at supporting shelter loca-
tion and evacuation modelling in Humanitarian Operations, so as:

– to address the operational needs in the disaster contexts;

– to improve the effectiveness of disaster relief, particularly in en-
hancing the shelter location in evacuation design and planning;

These are achieved in chapters 6 and 7.

• to test the developed model on synthetic, computer-generated (still re-
alistic) instances, inspired, when appropriate and possible, by real-world
situations through secondary data to increase potential support to prospec-
tive users (decision-makers) to solve the combination problems of facil-
ity location problem and network flow problem arising in humanitarian
operations. This is achieved in the chapters 8 and 9.

10.3 Theoretical contributions

First of all, we introduced a new multi-objective mixed-integer programming
model to define the optimal location for shelters while taking into account
the dynamics in the evacuation design and planning by combining the dis-
crete facility location problem with the quickest flow problem. The Quickest
Evacuation Location Problem not only aims to reduce the makespan but also
minimise the containing budget and balance the load across activated shelters,
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which provides an actionable decision support system for evacuation design
and planning.

Furthermore, we also introduced a tailored QELP-TEN tool to model the QELP
features. The QELP-TEN was built upon the original TEN by adding a set of
dummy time sinks, a set of dummy arcs, and a final dummy super sink with-
out any predetermined sink nodes so that QELP-TEN can be more effective in
tracing the makespan of every group of demands while finding the optimal
location for shelter nodes at the same time. In this case, the QELP-TEN can be
applied to other circumstances that ask for the location decisions and compute
the makespan simultaneously.

Moreover, we answered the research questions carefully through the devel-
opment of the multi-objective mixed-integer programming model to tackle
the quickest evacuation location problem. In order to solve the large-scale
instance more quickly and efficiently, we developed a tailored Matheuristic
method, and the results indicate that the quality of the solutions is appropri-
ate and can be obtained within a reasonable computational time.

10.4 Managerial impact for humanitarian applica-

tions

The QELP proves to be able to reduce the makespan of the evacuation process,
enabling quicker rescue and reducing human suffering in humanitarian oper-
ations and emergency management. The QELP also reduces the total budget,
which will help humanitarian organisations save money. Even though reduc-
ing the budget is not often the main goal in humanitarian operations, it is
better to save money while taking into account other primary humanitarian
operation goals.

Furthermore, the QELP can minimise the maximum load for each shelter,
which can spread the risk of each shelter. In reality, some shelters may suffer
a higher risk of damage than others, and balancing the load of these activated
shelters can spread the risk and result in overall resilience in the whole system.

Moreover, the QELP can support the decision-making process as the results
indicate a clear trade-off between three objective functions (makespan, bud-
get, and maximum load), which brings in significant managerial applications
from a real-world perspective. Setting different budget levels and a maximum
load plan can effectively reduce the makespan, which strongly indicates that
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QELP can support decision-makers in finding the most convenient solutions
based on appropriate policy-making considerations. Also, the QELP can pro-
vide different options (set of Pareto-optimal solutions) to the decision-makers,
enabling them to make the most suitable decisions based on their resources
and the needs of the policy-making. These align with the Sustainable Devel-
opment Goals (SDG) (United Nations office for Disaster Risk Reduction, 2020)
for better health and well-being.

10.5 Future research directions

This research introduces the novel Quickest Evacuation Location Problem,
the QELP multi-objective mixed-integer programming model, and a proposed
Matheuristic method. Many potential future directions can be followed to ex-
tend the QELP and make it more applicable in various real-world scenarios.

Towards multiple-commodity modelling
This research treats the population from all demand nodes together. It aims to
minimise the overall makespan for the purpose of efficient evacuation design
and planning from a macroscopic point of view. In other words, we did not
distinguish each demand (people) and treated them together in evacuation
design and planning.

Future developments of this research might explore a multiple-commodity
approach from a microscopic perspective, thus differentiating the makespan
for populations associated with different demand nodes and making it easier
to keep track of the evacuation process of each demand node. This may allow
increased flexibility to adjust evacuation design and planning for different dis-
aster situations, allowing, for instance, the introduction of priorities or further
constraints related to operations features. For example, some seriously injured
people or the elderly and children can be prioritised in evacuation, which can
be considered using the multiple-commodity modelling.

From car-based evacuation to bus-based evacuation
This research deals with self-evacuees, which means that the evacuees use
their private vehicles for evacuation. In this case, we did not consider the
cost of transportation in the quickest evacuation location problem as evacuees
follow the guidelines and move to the shelters by themselves.

Future developments of this research can take into account the different evac-
uation modes, such as public mass evacuation (which is also called bus-based
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evacuation) mode. According to Esposito Amideo et al. (2019), evacuees can
be categorised into three different types: i) self-evacuees who move towards a
shelter (SES), ii) self-evacuees who move towards other destinations (SED),
iii) and supported evacuees who move towards shelters (SE). These different
types of evacuees can be considered as a further development of the QELP. In
this case, multi-model evacuation can be developed so that different types of
evacuees can be considered in the problem. Furthermore, the problem con-
sidering public mass evacuation or assisted evacuation can be modelled using
the location-routing problem techniques. Similar to what has been suggested
by Esposito Amideo et al. (2019), the QELP can be extended by incorporating
various modes of transportation for a better and more comprehensive repre-
sentation of humanitarian operations.

Considering various evacuee behaviours
In this research, the quickest evacuation location problem is developed based
on the assumption that evacuees will strictly adhere to given instructions. In
this way, we can optimise the flow for the quickest evacuation. However, it
is essential to acknowledge that real-world humanitarian operations are quite
different from this ideal scenario. Evacuees might have their own route prefer-
ences, leading them to diverge from planned routes. Additionally, some may
choose to go to different places first to reunite with family and friends before
evacuating together, which makes the problem more complex.

Several factors, such as the time of day, route diversion, demographics, route
preferences, and warning signals, can significantly influence evacuee behaviours
during the evacuation process (Esposito Amideo et al., 2019). Acknowledging
these behavioural dynamics and incorporating them into our research would
make QELP more capable of representing real-world cases. Therefore, future
development of this study can take into account some of these evacuee be-
haviours.

Dealing with uncertainty concerns
As introductory research, the quickest evacuation location problem did not
consider any uncertainty in its modelling. However, uncertainty is one of
the common and challenging issues in the context of humanitarian operations
due to unpredictable disasters. In humanitarian operations, there are three
common uncertainties: i) uncertainty in supply, ii) uncertainty in demand,
iii) and uncertainty in network connectivity (Dönmez et al., 2021).

The uncertainty in supply within the context of humanitarian operations refers
to the unpredictability of changes in the availability of humanitarian resources,
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such as food, water, services, and other aids, which arises from the disruptions
of disasters or the changing nature of donations. The uncertainty in supply,
particularly the lack of supplies, has a considerable impact on the effectiveness
of humanitarian operations. The uncertainty in demand is often referred to as
the uncertain nature of the demand, which is the number of people who need
aid in the disaster. Due to the predictable nature of disasters, the number of
demands or what kind of demand each person needs is uncertain. Addition-
ally, the different evacuee behaviours can also lead to uncertainty in demand.
Finally, the uncertainty in network connectivity is related to situations where
disaster-related traffic congestion or road damages influence the overall con-
nectivity of the network, which further increases the difficulty in the logistical
challenges of humanitarian operations.

Future developments can be made by considering these uncertainties in ex-
panding the QELP, using Stochastic programming or Robust programming to
tackle the uncertainties, which will lead to a more resilient and robust evacu-
ation network design and planning.

Strengthening the exact (MIP) solution methods
Additional lines of research are related to the design of tailored exact algo-
rithms for speeding up the solution of the QELP during the exploration of the
Pareto Set. Although, the tailored Matheuristic method can efficiently gen-
erate high-quality solutions within a reasonable amount of time. Due to the
nature of Matheuristics, as discussed, it may not cover all the Pareto-optimal
solutions. Therefore, it is worthwhile to develop new exact algorithms to find
the Pareto set of the Quickest Evacuation Location problem as well as reduce
the time needed.

Combining with other OR methods
We only applied optimisation techniques in forming and solving the QELP. In
the future, it is worth studying the integration between the optimisation meth-
ods as mentioned above and cutting-edge multiple criteria methods, for exam-
ple, simulation, and agent-based optimisation modelling, in such a way to en-
able, in potential future developments and applications of the QELP, feeding
of the models with parameters potentially extracted from direct experience of
stakeholders. By considering the opinions of different stakeholders in expand-
ing the QELP, the quickest evacuation location problem can be more reliable
and practical in solving various real-world problems.
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