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Abstract

The distinctive multiscale properties of composite materials render them increasingly popular
in engineering applications for exploiting customizable characteristics to achieve superior
material properties. This thesis aims to address challenges in modelling their microstructural
features under dynamic excitations, using widely adopted multiscale methods to predict their
mechanical behaviour. This thesis introduces novel techniques to address three prominent
challenges: achieving accurate micro-macro averaging, attaining effective scale transitions,

and selecting appropriate scale parameters in dynamics.

In order to improve the accuracy of micro-macro averaging, a method where the standard
Hill-Mandel Principle is extended with time averaging is developed to obtain homogenised
material properties from a transient dynamic numerical model when subjected to transient
dynamic loads. Thus, in addition to a Representative Volume Element (RVE) to carry out
the averaging in space, a sufficiently large time window is required to carry out the time
averaging. The proposed space-time averaging approach is used to predict the dynamic RVE
size by increasing static RVE sizes as well as time averaging windows, thereby capturing

dynamic microstructural effects in the homogenized macroscopic response.

A further concern addressed in this thesis is to enhance the accuracy of dynamic scale
transitions in computational homogenisation. By decoupling microstructures from its associ-
ated macrostructure in both space and time, a novel scale transition approach is presented to
incorporate the simultaneous separation of length and time scales. This technique exploits
the benefits of separations of length and time scales by increasing the RVE size as well as the
time period on the microscale, ultimately leading to more accurate macroscopic response of a

material.

The approach to increasing the RVE size for transient dynamic problems allows better
understanding of material scale parameters in analytical homogenisation. The issue of quan-
tifying length scale parameters in dynamics is addressed in this work in a gradient elasticity
framework. A procedure is presented to select the dynamic length scale parameter linked to
the dynamic RVE size through curve fitting optimisation. This provides a suitable value for
the dynamic length scale parameter, which ensures an accurate material response without

having deviations caused by the RVE size.

The efficacy and efficiency of the proposed methods in addressing the challenges are
demonstrated through several numerical examples on a one-dimensional periodic laminate

bar under various boundary conditions, material contrasts, and loading scenarios.
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Chapter 1

Introduction

1.1 Background and Motivation

Composite materials have revolutionised engineering due to their unique multiscale character-
istics, which exploit their easily tailored properties to achieve enhanced material properties.
They have gained significant interest in meeting the rigorous engineering requirements of
various industries, including civil engineering, aerospace, biomechanics, and many others. The
most common reasons to use composite materials in engineering are low weight, strength and
stiffness, design flexibility and cost-effectiveness. Particularly, metamaterials, which can be
regarded as a subcategory of composites, have recently gained attention for their ability to fa-
cilitate the artificial design of materials. Namely, the advancements of additive manufacturing
technologies enable controlling the shape, size and arrangement of microstructures to create

a metamaterial with engineered properties for specific applications, as illustrated in Figure 1.1.

Various multiscale modelling approaches have been developed over the years due to an

interest in predicting the mechanical behaviour of composite materials considering their

Fig. 1.1 Examples of metamaterials with diverse periodic microstructures, generated with
the assistance of artificial intelligence.
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multiscale behaviour for engineering practices. The direct simulation methods, where every
microstructural detail of the composite materials is modelled separately and explicitly, re-
quires enormous computational effort and cost. As an alternative, the principle of separation
of length scales (given by ¢ < L, where ¢ represents the length of microstructure, whereas L
represents the length of macrostructure) can be employed to save cost by averaging micro-
scopic problems for the overall behaviour of composite materials. For example, heterogeneous
multiscale methods may combine molecular dynamics for microscales with continuum mechan-
ics for macroscales to model advanced characteristics of composite materials. Thus, multiscale
methods may be employed for predicting complex microstructural material behaviour and

designing new composite materials.

Length scales express the characteristic size of structures that drives the mechanical be-
haviour. These length scales can range widely: atomic scale, nanoscale, microscale, mesoscale
and macroscale. Understanding the different length scales is essential for developing appro-
priate multiscale models and accurately predicting the behaviour of composite materials. At
each length scale, different physical phenomena may become dominant, leading to changes in
material behaviour. For instance, at the microscale, the existence of defects (e.g. voids, cracks
and dislocations) can have a significant impact on the mechanical behaviour such as reducing
its overall strength and ductility. At the macroscale, the overall geometry and loading
conditions of a macrostructure become important factors influencing its mechanical behaviour.
On the other hand, dynamic excitation such as stress waves, vibrations or impact loads leads
to changes in the material behaviour of the microstructure, which in turn noticeably affects
its macroscopic behaviour. The influence of dynamic loading on the material behaviour may
require reconsideration of the length scales involved in determining the overall mechanical

response.

In the context of multiscale modeling, scale interactions act as a bridge between different
length scales, allowing for effective communication and transfer of information between them.
By enabling the exchange of data across multiple scales, these interactions have an essential
significance in accurately predicting the behaviour of composite materials with their complex
microstructures. In dynamics, scale interactions require additional transition to accurately
capture the dynamic relation between the scales. Apart from length scales, time scales and

their interactions between them has not received enough attention in the existing literature [4].

This thesis presents original research that explores and contributes to the improvement
of predicting material behaviour of periodically microstructured elastic composites under
dynamic excitation, with the aim of addressing dynamic problems in multiscale modeling.

The main focus is on achieving improved averaging microscopic problems over length scales
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and time scales in dynamics, as well as performing the separation of time scales in multiscale

modelling.

1.2 Scope and objectives of thesis

The aim of this thesis is to overcome the difficulties involved in modelling composite materials
with their microstructures under dynamic excitations to obtain enhanced material properties

for use in engineering applications. To fulfil this aim, the thesis has three main objectives:

1. To establish spatial and temporal connections between macroscopic and microscopic
scales that significantly influence the material behaviour of composites. The focus
encompasses a wide range of microstructural material parameter sets for impedance
contrasts and volume fractions, which are essential components in comprehending the
mechanical behaviour of composites. The multiscale methods employed in this thesis
facilitate the harmonious integration of the advancements between macroscopic and

microscopic scales into existing research and engineering practices.

2. To investigate the appropriate size of a representative volume element (RVE) and time
window for microscopic analyses that can help reduce computational effort and expenses
while still achieving accurate results. When modelling the behaviour of composite
materials, a significant challenge lies in not only estimating their material properties
but also taking into account the computational costs involved. For the simplicity
to distinguish between the individual spatial and temporal impacts, one-dimensional

periodic laminates are employed under various boundary and loading conditions.

3. To identify and quantify microstructural length scales by comparing analytical and
numerical connections between the length scales and the RVE. Multiscale methods
are increasingly being considered for use in the field of composite material behaviour
modelling as a cost-effective and time-efficient alternative to experimental studies. The
process of selecting length scales is rigorous, resulting in small enough to emberace all
microstructural properties, but in meanwhile large enough to maintain resolution. This
careful determination is essential to ensure the most accurate predictions for composite

materials with complex microstructural geometry.
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1.3 Thesis outline

The thesis is further divided into the following chapters:
Chapter 2 - Literature Review

This chapter provides a literature review of previous research and methodologies regarding
the study presented in this thesis. This covers the theories underlying multiscale modelling for
composite materials and the principle of numerical methods used for implementing multiscale

analyses.
Chapter 3 - Spatial and Temporal Averaging in Homogenisation

This chapter introduces a methodology for determining homogenised material properties of a
representative volume element at the microscale by performing space-time averaging on a
transient dynamic numerical model. Furthermore, this chapter contributes to the upscaling
procedure within the homogenisation framework, which involves transferring information from
the microscale to the macroscale. The effectiveness of the space-time averaging procedure is
verified by analysing a periodic laminate bar under different boundary conditions, impedance

contrasts, and loading conditions, and comparing the results with exact analytical solutions.
Chapter 4 - Spatial and Temporal Transitions in Computational Homogenisation

In this chapter, the methodology of the representative volume element from Chapter 3
is integrated into the dynamic computational homogenisation method to model the mechani-
cal behaviour of periodic composites with engineered microstructures at the multiscales. A
new approach is proposed that simultaneously separates length and time scales to improve
accuracy in macroscopic response and validate the method against direct numerical solutions.
This chapter contains upscaling and downscaling procedures within the computational ho-

mogenisation framework that establish scale interactions between the macro and microscales.
Chapter 5 - Dynamic Gradient Elasticity Length Scales

This chapter introduces a procedure for dynamic gradient elasticity theories to select dynamic
length scale parameters connected to the size of representative volume element from Chapter 3.
The procedure studies a one-dimensional periodically laminated bar with numerical examples

to demonstrate the effect of dynamic length scales.
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Chapter 6 - Conclusions and future perspectives

This chapter provides an overview of the research works conducted in the thesis, high-
lights the significant findings and insights, and makes suggestions for future studies to further

broaden and enrich the knowledge gained in the subject area of the thesis.



Chapter 2

Literature Review

2.1 Introduction

This chapter describes the background of composite materials and their applications in
engineering practices, and contains a review of multiscale methods in current literature
relevant to modelling composite materials. The main focus of this chapter is to assess the
effectiveness of multiscale methods on estimating the behaviour of composite materials with
complex microstructures under dynamic loading conditions, particularly their microstructural
effects. While the chapter expresses the challenges involved in modelling composite materials,
the detailed theoretical background will be provided in subsequent chapters. The chapter
identifies gaps in existing literature and highlights the key objectives of this thesis.

2.2 Composite materials

Heterogeneous materials can be defined as materials having different mechanical and physical
properties from one domain to another domain. These differences in the material properties
between domains may vary in the range of millimetres to micrometres. In engineering appli-
cations with technological developments, most commonly used of heterogeneous materials
are composite materials classified as polymers, metals, glasses and ceramics [5]. Besides,
multiphase materials can be also defined as a special case of composite materials since their
properties are dependent on the components and their microstructures. Composite materials
can be categorized based on their constituent phases, namely inclusions, matrix, and interfacial
transition zone, as illustrated in Figure 2.1. The interfacial transition zone is a region sit-

uated between the inclusions and the matrix, where material properties may gradually change.

Figure 2.2 depicts particle-reinforced composites, which involve embedding one material
within the matrix of a second material to enhance its strength. Particles can vary in size

and shape, with common shapes being spherical, ellipsoidal, polyhedral, or irregular [1].
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Large-particle
— Particle-reinforced ~|:

Dispersion-strengthened

—{ Continuous (aligned)

Discontinuous (short)

Fiber-reinforced H { Aligned

Randomly oriented

Composites
I
I

— Laminates

= Structural H

= Sandwich panels

Fig. 2.1 The classification of composite materials [1]

At the microscale, the mechanical behavior of particles is significant, as particle properties
such as size, distribution, orientation, and interface can impact the macroscopic response
of composite materials [6-8]. Recent advancements in composite manufacturing at various
scales have enabled the design of particles and their structures at the microscale to take
advantage of their mechanical properties, such as filtering vibrations [9] and suppressing
impact/blast effects [10]. Therefore, comprehending the mechanical behaviour of particles at

the microscale is essential for controlling their properties in practical engineering applications.

matrix
A particle-reinforced
| /,/V inclusion
© 0 0 0 O 0 0 0 0 0
© o o0 o o0 0 0 0 0 0 0 T a
© 000 o0 o0 ©- 0000 0]
©0000(°,° 0 0000(%;°
©0000(°,° 0 0000(%;° o
©0000(°,° 0000 0[%;° -
coooo0o0/°,° ooololol®° representative
o o O o volume
O 0 0 0O 0 0000 element

Fig. 2.2 Particle-reinforced composite material

Fiber-reinforced composites consist of high specific strength and elastic modulus fibers
embedded within a material matrix. The mechanical properties of these composites depend on
several factors, including the type and quantity of fibers, as well as the isotropy or anisotropy
of the fibers. As shown in Figure 2.3, fiber-reinforced composites can be classified based
on the arrangement of fibers, such as random, aligned, or woven. Among these types, the
continuous (i.e. aligned) fiber composite is the most effective for strengthening, as the length

of continuous fibers exceeds the critical length. The critical length is the minimum fiber
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length required to transfer the entire load from the matrix to the fibers [1]. Similar to
particle-reinforced composites, the microscale properties of fiber-reinforced composites, such
as geometry, bonding, and clustering, are significant in forming the macroscopic behavior of
the composite material [11]. This enables the tailoring of fiber-reinforced composites to ob-

tain high-strength arrangements [12] and cost-effective solutions for engineering problems [13].

SIS AAIT T
matrix iber-reinforce R SR
A Y inclusion !&&Aft}&:‘m\ﬁ’
L AN
AN ESY 1
N 7\ N | >\/\ |
R NSNS aligned
MO N | |
PN 7\\ | N "\’ [ [
RN AN
NN TN //\’ ’\ N
N \f\\l/ NP
\/’i\/%\/l’\/, \/ TN ’ woven
NSNS N U N

Fig. 2.3 Fiber-reinforced composite material

Lastly, structural composites are required in engineering applications primarily in civil
engineering to satisfy the need for high strength and stiffness in materials. Structural com-
posites generally consist of homogeneous and composite materials together and are essentially
divided into two groups: laminates and sandwich panels based on constituents and geometrical
designs. Firstly, laminate composites presented in Figure 2.4 are composed of different layers
providing one structural element so as to meet stiffness, strength and other engineering
requirements. Secondly, sandwich panels consist of two outer panels with one thicker core.
The outer panels are generally made from stiff and rigid materials, while foams, wood and

honeycombs are used for the core layer [1].

One of the elastic dynamic engineering applications for computational composite materials
is to generate band and pass gaps in order to control wave and vibration in the materials by
arranging frequencies for structural modes. Krushynska et al. [14] have recently implemented
a design to avoid the effect of impacts, vibration and noise by a combination of band and
pass gaps. Moreover, Song et al. [15] have investigated the importance of changes in the
mechanical and geometrical properties of heterogeneous materials on band gaps and stop
bands. As a result, randomness in the mechanical properties was shown to have a minimal

effect on the design band-gaps, whereas randomness in the geometrical properties was shown
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to be significant in order to reduce wave transmission.
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Fig. 2.4 Laminated composite material

It is important to understand and determine the mechanics and physics of composite
materials in order to model them effectively. Computational tools of material simulation
have been improving to reduce the cost of experiments in composite manufacturing and
predict the behaviour of composites. From the point of material modelling in engineering, the
composite material can be identified as a homogeneous material with its effective properties.
The mechanical characteristics of heterogeneous materials depend not only on size, shape,
distribution, but also on their microscopic properties [16]. Consequently, when a relation
between macroscopic and microscopic behaviours is linked, this allows designing mechanical

properties of a microstructure for a required industrial purpose.

2.3 Multiscale methods

Multiscale modelling has been developed over the years due to an interest in predicting
the mechanical behaviour of composite materials considering their multiscale behaviour for
engineering practice [17-20]. Multiscale methods have been initially investigated for problems
of heat conduction in composite materials and mechanical properties and deformations of
composites [21]. Heterogeneous multiscale methods may combine molecular dynamics for
microscales with continuum mechanics for macroscales to model advanced characteristics of
composite materials [17]. Therefore, multiscale methods are employed for predicting complex

microstructural material behaviour and designing new composite materials.
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Traditional multiscale methods such as multigrid are aimed at resolving the details of
the microscale model, resulting in a significant computational cost [22]. In order to achieve
a cost-effective multiscale analysis, the focus should be on the special features of the mi-
croscale problem instead of all microstructural details. Heterogeneous multiscale methods
aim to approximate the macroscopic behaviour and estimate the required information for
the macroscale model from the microscale model [19]. The main challenge is to identify and

utilize these features to capture the macroscopic behaviour effectively.

Multiscale methods can be categorised into three different ways to use the special features
of the microstructure to represent the overall material response. First, the microscopic model
is only required for localisation such as cracks, dislocation, and contact lines. In contrast,
the macroscopic model is used for unaffacted parts. Therefore, the macro-micro coupling
is limited to a localisation area. On the other hand, macroscopic models may be obtained
from the homogenised solution of associated microscopic models with the principle of scale
separation. The last category is constituted from the mixture of those two approaches, where
certain sections of the structure are completely solved at the microscale, while other parts

are examined with the effective macroscopic response [4, 23].

Multiscale methods establish connections between different scale models for composite
materials, which can range from atomic to macroscopic or intermediate micro and meso
scales, depending on the specific application. A representative volume element (RVE) is one
such scale model that is particularly useful for addressing complex microstructural problems
[24, 25]. In the case of periodic composites, the macroscopic solution is obtained from the
approximation of a unit cell [26]. However, for complex geometries, statistical homogeneity
must be ensured by the RVE as demonstrated in Figure 2.5. When the RVE size is too
small, the macroscopic response may not capture the essential features and behaviours of
the material, leading to inaccurate results. In contrast, when the RVE size is too large, the
numerical analysis may become computationally expensive and time-consuming. Large RVE
sizes may also smooth out local variations and heterogeneities, leading to a loss of accuracy

and resolution.

Numerous studies have focused on determining the appropriate size of the representative
volume element (RVE) for various scenarios. Kanit et al. [27] investigated the effects of
material contrast and volume fractions on RVE size, and this study has shown that RVE size
generally increases with higher contrast in material properties. In the case of fiber-reinforced
composites subjected to transient dynamics, Liu et al. [28] showed that a larger RVE size
is necessary to achieve convergence of macroscopic material properties. Stroeven et al. [7]
conducted a study on granular materials and found that a lower particle density distribution

tends to lead to larger RVE sizes. Apart from the influence of material properties, defor-
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mation and failure phenomena such as localisation can also affect the RVE size. Nguyen et
al. [29] reported that the RVE size increases at the point of localisation to obtain material
response that is independent of the RVE size. Gitman et al. [30] conducted detailed studies
on the existence and determination methodologies of RVE, highlighting the significant ef-

fect of RVE size on the accuracy and reliability of results obtained from numerical simulations.

In multiscale modelling, several studies have been conducted to establish the connection
between material parameters in gradient elasticity theories and numerical parameters in
homogenisation methods [31-33]. As the concept of the RVE is widely used in the multiscale
modelling, it becomes important to identify and quantify the RVE to obtain an accurate
overall material response. While the static RVE size has been extensively investigated, there
is currently no study that achieves quantifying the dynamic RVE size, despite its known
larger size in comparison to the static RVE. Thus, the question is raised as to "What the
appropriate size should be for the dynamic RVE in comparison to the static RVE?". This
thesis will investigate the dynamic RVE size in homogenisation methods and its relationship

to material length parameters in gradient elasticity theories.

2.4 Homogenisation methods

Determining the overall characteristics of composite material is challenging due to size,

shape and spatial distribution of heterogeneity in the material. Experimental studies can
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be carried out to characterise the behaviour of these materials, but these are costly and
time-consuming. Moreover, the significant difference in length scales between macroscopic
and microscopic scales of composite materials causes enormous computational effort when
the finite element method is employed. Instead of modelling all microscopic properties in
composites, the effective properties can be calculated to obtain a constitutive model. This
procedure is so-called "homogenisation" by Suquet [34]. Several homogenisation methods

have been effectively used to model the mechanical characteristics of composite materials.

2.4.1 Analytical homogenisation

The simplest technique of homogenisation is the rule of mixture approach has been developed
by Voigt [35] and Reuss [36] for composites. This approach enables the calculation of the
averaged material properties from their composite components. For instance, the averaged

macroscopic mass density py reads

K

pM =D Qipk (2.1)
k=1

where pyx and «i are the kth microscopic mass density and its kth volume fraction. Eshelby
[37], who was pioneer of analytical homogenisation technique, investigated the effect of an
inclusion embedded in a matrix on the stress distribution of particle reinforced heterogeneous
materials. He proposed the equivalent inclusion method by using Eshelby’s tensor S to
simulate the behaviour of an inhomogeneous inclusion that of a homogeneous inclusion with
initial and associated equivalent eigenstrains. .S is used to find the actual strain e for a matrix

with an inclusion based on the eigenstrain &
*
e=_Se (2.2)

The eigenstrain ¢ describes the strain fields inside an inclusion in an elastic material.
The eigenstrain ¢ represents a change in the elastic properties of the inclusion due to
the presence of the surrounding material. The term "eigen" comes from the German word
meaning "inherent"; hence, the eigenstrain refers to the internal strain that arises from the
inherent properties of an inclusion, rather than external factors. .S is defined as a function of
material and geometrical properties, but not a function of size. Eshelby’s transformation
strain is constant for an ellipsodial inclusion embedded in a matrix. Eshelby’s method
has been developed by a series of studies to obtain a good estimates for effective material
properties [38, 39]. However, Hill [40] considered Eshelby’s effective medium approximation
as untrustworthy prediction for highly divergent material properties in a material owing to

that Eshelby’s Eq (2.2) is insufficient to perceive dissimilarity of phases.
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Eshelby’s method has been modified using different mathematical approaches over the
years. Firstly, Nemat-Nasser and Taya [41] formulated Eshelby’s transformation strain using
the Fourier series for periodic heterogeneous materials with inclusions or voids. This method
has been also applied to various static/dynamic periodic composite material problems for
different type of inclusions and voids. This method is applicable for periodic composite
materials whose transformation strains varies with space. Nevertheless, a simplification in
the use of Fourier series assumed by Nemat-Nasser and Taya [41] caused discrepancies from
the true solution. Moreover, the limitations of Eshelby’s method with Fourier reformation
were eliminated by Chen and Schuh [42]. In this technique, the equations were derived
in a different way to reduce the number of assumptions for spherical and cubic inclusions
embedded in a periodic structure. Despite the results were found to be close to the exact
solution and seem computationally achievable, the applicability of this method is limited to

the composite materials with periodic microstructures only.

Another common analytical homogenisation method is asymptotic homogenisation, also
known as mathematical or periodic homogenisation. In this method, the differential equa-
tions are used to generate a function with asymptotic expansions in order to implement the
behaviour of heterogeneous materials in two scales. A significant benefit of this method
compared to other analytical homogenisation methods is that stress and strain distributions
arising from the microstructure of heterogeneous materials can be determined. Chen and
Fish [43] have performed asymptotic expansions for a bi-laminate heterogeneous material to
investigate wave propagation through such periodic structure. The fast temporal scale was
shown to cause an unbounded growth in displacements, so the dispersion effect ! could not be
captured. They have demonstrated that once fast spatial and slow temporal scales are com-
bined, dispersion effects were captured. Even though a relationship between macrostructure
and microstructure is formulated to show effective properties, the asymptotic homogenisation

method is inadequate to expand the method for more general microstructural geometries.

Carta and Brun [3] developed another asymptotic homogenisation from Brillouin’s lattice
model to investigate the dispersion effects of laminate structures. The method is effective for
a moderate difference between material properties of matrix and inclusion, but Chen and
Fish [43] shows better results on the condition that there is a high impedance 2 difference

between the material components. It has been recommended that a homogenisation analysis

!'Wave dispersion is a phenomenon in which waves of different frequencies ot wavelengths travel at different
speeds, leading to the separation or spreading out the wave components. The dispersion can result from the
reflection and refraction of waves.

2Mechanical impedance is how material resist mechanical waves, such as vibrations, seismic waves or any
oscillations. The impedance depends on the material properties and can be characterised by mass, stiffness,
and damping properties.
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needs to be preceded by a dispersion analysis to determine the microstructural properties of

bi-laminate composites.

2.4.2 Numerical homogenisation

Numerical homogenisation is an alternative technique to analytical homogenisation used to
predict the behavior of heterogeneous materials by replacing them with equivalent RVEs, as
shown in Figure 2.6. The main advantage of the numerical homogenisation is that it does
not require assumptions on the micro-level, except for geometry and constitutive behavior,
making its implementation more straightforward. However, the primary limitation of this

method is that a format for the macroscopic constitutive model must be established a priori.
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Fig. 2.6 Algorithm of numerical homogenisation method

Van der Sluis et al. [44] employed the numerical homogenisation method to elastoplastic
solids by averaging Cauchy stresses. In the modelling of the behaviour of elastoviscoplastic
solids, the plastic work rate on the macro-level is equal to an average of the plastic work
rate of the RVE on the micro-level. The researchers compared the results of the developed
numerical homogenisation for a polycarbonate plate as a homogenised model with those
implemented by the finite element model as a discretized model. The force-displacement
graph depicted a good correlation between homogenised and heterogeneous models, except

for the softening regime where a clear deviation was observed.

The numerical homogenisation was also implemented based on a strain energy averaging,
meaning that the mechanical behaviour of a representative volume element is presented the
same behaviour with its associated macroscopic model based on the strain energy equivalence

[45]. The equivalence of a generic value is given by

= é/wm(x,y) dVv (2.3)
v

where i and ¥, are the averaged macroscopic quantity and its microscopic quantity of

the volume domain V. This numerical homogenisation method was performed on hyper-
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elastic solid foams to investigate the material behaviour under finite strain and infinite
strain. The deformation behaviour of the material was evaluated to vary with infinitesimal
strain from the equivalence behaviour. Additionally, the developed numerical homogenisation

method was found to be applicable to three-dimensional microscopic solids with heterogeneity.

A Matlab code of numerical homogenisation of periodic composites was developed by
Andreassen and Andreasen [46] for various unit cells geometries, including a square, rect-
angle, and parallelogram. The use of Matlab for numerical homogenisation is efficient and
cost-effective, even for 2D and 3D unit cells, compared to modelling continuous materials.
Therefore, numerical homogenisation can be considered an effective approach to model the

static behaviour of heterogeneous materials in terms of time and cost savings.

2.4.3 Computational homogenisation

The computational homogenisation method, introduced by Suquet [47], builds on the con-
cepts of analytical and numerical homogenisation methods to establish macrostructural
and microstructural relationships. In contrast to other homogenisation, the macroscopic
material behaviour is predicted by the link between homogeneous macrostructure and hetero-
geneous microstructure. The computational homogenisation method is a more recent and
comprehensive approach than its analytical and numerical counterparts. Even though the
numerical homogenisation method required less microstructural information, leading to more
computationally efficiency, the computational homogenisation method provides more accurate
results and captures microstructural effects. The computational homogenisation method
enables solving boundary value problems (BVPs) both at the macro and microscales in order
to achieve capturing complexity of microstructures. Moreover, the ability to generate detailed
microstructure makes computational homogenisation method applicable to non-linear and

time-dependent problems [48].

The computational homogenisation method has not replaced other homogenisation meth-
ods yet, but it is clearly a fundamental tool for mechanics of complex materials. Namely, the
computational homogenisation method gives direct solutions compared to other homogeni-
sation methods, so there is no need to evaluate solutions of material at the macroscale
[49]. As long as materials at the microscale are well-defined to estimate the behaviour of
heterogeneous materials, results by the computational homogenisation method are close to the
exact solution. Geers et al. [50] have addressed the challenges encountered in computational
homogenisation method. These include developing effective boundary value problems at both
micro and macro scales, addressing dynamic cases that incorporate micro-inertia effects and

wave propagation, and developing upscaling features that take into account spatial-temporal
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and kinematic factors.

Compared to analytical and numerical homogenisation, the computational homogenisation
method involves solving a boundary value problem at both the macro and microscales. The
macroscopic solutions are used as inputs for the microscopic boundary value problem, while
the microscopic solutions are used as inputs for the macroscopic boundary problem through
macroscopic integration point. This generates the cycle illustrated in Figure 2.7 for the
computational homogenisation method. The microscopic boundary value problem is assigned
to each macroscopic integration point obtained using a finite element discretisation [51]. Even
though the form of nested boundary value problems causes an increase in computational
effort, the computational homogenisation method accelerated by parallel computations is

still faster than the direct numerical simulation method [52, 53].
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Fig. 2.7 Algorithm of computational homogenisation method

Several studies has been conducted to integrate the computational homogenisation method
into the finite element framework to facilitate industrial use of this method [54-56]. Initially,
Abdulle and Nonnenmacher [54] have developed a standard finite element code for com-
putational homogenisation, which can be applied to elliptic and parabolic time-dependent

problems. From the perspective of a simultaneous coupling, a material at the macroscale
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is discretized, and then each RVE is solved on the micro-level with unknown macroscopic
data, following that a macroscopic result is gained from the microscopic solution. There is
no need to implement iterations for linear problems, whereas iterations must be implemented
at the macroscale for nonlinear problems. Numerical results of the analysis were obtained for

periodic, irregularly periodic and random tensors [54].

In statics, for any type of boundary conditions (e.g. linear displacement, periodic, uniform
traction), Hill-Mandel condition establishes a energy consistency in the computational

homogenisation framework, that holds [25]

<0m 5m>x = <Um>x <5m>x (2.4)

where oy, and e, are microscopic stress and strain, respectively, and (-)yx denotes the spatial
averaging operator as defined in Eq. (2.3). This discretized averaging technique enables
bridging a link between the macro and microscales [57]. Replacing the first term from
Eq. (2.4) with macroscopic stress oy and strain ey, the coupling between the macro and

microcales gives

OMEM = (Om)x (Em)x (2.5)

The computational homogenisation method has been extensively applied on quasi-static
problems in various material types, including periodic composites [58, 59], polycrystalline
materials [60], porous materials [61] and cellular materials [62]. Notably, the use of this
method in materials with complex microstructures has led to emerging extensions of the
computational homogenisation technique. These extensions have facilitated a more compre-
hensive understanding of the mechanical behaviour of materials, particularly microstructural
features. For instance, one extension is the second-order computational homogenisation
introduced by Kouznetsova et al. [63]. This approach incorporates a higher-order gradient
macroscopic model and a standard microscopic model, enabling the consideration of the
effect of microstructural size on the macroscopic material behaviour. The study revealed that
the second-order homogenisation provides a more accurate estimation of the microstructural

effects on the mechanical behaviour of the material, even when using fine mesh discretization.

In addition to the extensions for quasi-static problems, Pham et al. [64] presented the
dynamic computational homogenisation algorithm to analyse metamaterials under dynamic
excitation. Similar to static computational homogenisation, the dynamic algorithm simulta-
neously solves the boundary value problems at both macro and microscales. To accommodate
dynamic counterpart, Pham et al. [64] extended the Hill-Mandel principle to include macro-
scopic stress from a static part, as well as macroscopic linear momentum from a kinematic

part. In addition to the work of strain, the algorithm integrates the work of acceleration
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into the variation of work performed on both scales, leading to the Hill-Mandel condition in

dynamics. Thus, Eq. (2.5) becomes

d d
oM EM + %pM um = <0m>x <5m>x + <@pm>x <um>x (2'6)

where p,, and wu, are microscopic momentum and displacement, respectively. This ho-
mogenisation framework has been applied to analyse a particle-reinforced heterogeneous
material in dynamics. In comparison with the results of direct numerical simulation (DNS),

the results of this framework presents good correlations at both the macro and microscales [64].

Van Nuland et al. [65] have been performed the dynamic computational homogenisation on
a nonlinear resonant acoustic metamaterial by transferring macroscopic constitutive tangents
obtained from the Newton-Raphson method. The dynamic computational homogenisation
method extended with the Newton-Raphson method was applied on the nonlinear metamate-
rial with rubber-coated inclusions, resulting in good estimation of band gap characteristics
[65]. Furthermore, the boundary value problems have been analysed within frequency domain
to investigate the behaviour of heterogeneous materials under dynamic loading at different

frequencies [66].

2.5 Gradient elasticity theories

Classical continuum theories consider only stress at a given point meaning that the effect of
the neighbourhood is not taken into account. Namely, kinematic equations are based only on
displacements, not on strains and higher-derivatives. Thereby, in statics, classical continuum
theories remain incapable of overcoming singularity problems. Also, it is crucial to compare
the characteristic length of an RVE with the wavelength of excitation. The main reason for
this is that if these values are close to each other, dispersion happens, and this dispersion
effect cannot be captured by classical continuum mechanics. Consequently, a lack of internal
length in classical continuum causes various problems such as dislocation analysis, localisation
problems, wave propagation and singularities so that classical continuum theory should be
improved by the gradient elasticity theory in order to eliminate those disadvantages. There

are various formats of gradient elasticity to capture microstructure effects by internal length.

Various versions of gradient elasticity theories can be explored by varying number of
gradient terms incorporated into the energy functions, including both potential and kinetic
energies. Mindlin’s pioneering work in 1964 presented a comprehensive formula for the
potential and kinetic energies with high-order terms. In Mindlin’s theory, the one-dimensional

potential %, and kinetic J#; energies may be written as
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where v and ¢ displacements and strains, receptively. Material parameters F and p are
Young’s modulus and mass density, respectively. Thus, Mindlin’s 1964 theory on linear
elasticity with microstructures laid the foundation for further research in gradient elasticity
theories. However, Mindlin made excessive assumptions to simplify a complex relation
between macroscale and microscale equations, and therefore, these simplifications are a
potential limitation of the theory. Further research has explored alternative approaches to
address this issue. Two popular theories of gradient elasticity in statics are the Aifantis [67]
method, which uses gradients of displacements to account for microstructural effects, and
the Eringen method [68], which uses gradients of stresses instead [69]. These constitutive

relations are given by

Aifantis’ theory: o =FE (6 — 52826> (2.9)
y: = 81-2 .
Eringen’s theory oy — (20, = E¢ (2.10)

where ¢ is stress, £ is the internal length of a microstructure, and the superscript g represents

gradient dependence. In gradient elasticity theories, the constitutive equation is given by

0%u 0*u
E 2=
(83:2 ¢ ozt

>+b:0 (2.11)

where b is the body force. Solving the fourth-order equation can be challenging, and to
address this issue, Ru and Aifantis [70] improved an operator split method. This method
involves dividing Eq. (2.11) into two sets of second-order equations, enabling a practical

solution to the complex Eq. (2.11), as follows

0%,
) b= 2.12
G T =0 (2.12)
with
0%u
ug — mj = u, (2.13)

where subscripts ¢ and g denote the classical elasticity component and the gradient elasticity
component. In a work by Metrikine and Askes [71], the influence of the sign of higher-order
gradients in Aifantis’ theory was examined. The research found that the positive sign of

higher-order gradients leads to the creation of heterogeneity, while a negative sign results in
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the smoothing of heterogeneity in Aifantis’ constitutive equation, namely

0%c
2

These findings provide insights into how materials respond to different conditions.

Gradient elasticity theories have been extended to dynamics in order to study the influence
of microstructural effects on the macrostructural dynamic response. A dynamic consistent
gradient model was introduced by Metrikine and Askes [71], showing that the negative sign of
strain gradients remains stable, but the positive sign of strain gradients is unstable. For this
reason, these unstable strain gradients have been replaced by stable acceleration gradients [72].
Even though realistic and consistent dispersive results have been obtained by this method, the
method requires positive definiteness of two energy densities so that the inertia length scale
should be higher than the stiffness length scale [71]. The application of the gradient elasticity
theories in dynamics on composite laminates, concrete and alimunium and bismuth with
nanostructured crystals has been conducted by De Domenico and Askes [73] to investigate
their behaviour. The research has revealed that incorporating higher-order gradient terms

significantly enhances the ability to capture dispersive characteristics in the material response.

While gradient elasticity is a useful tool for incorporating microstructural effects, it is
important to consider the computational cost and CPU time required for numerical imple-
mentation. Bennett and Askes [74] addressed this issue by implementing an operator split
and time discretization method for dynamic consistent gradient elasticity. However, the
numerical implementation of the constitutive equation requires % '-continuous interpolation
functions, which can be a major disadvantage of this method. To address this issue, the
Ru-Aifantis theorem for gradient elasticity was derived for the equation of dynamic consistent
gradient elasticity [72]. De Domenico and Askes [75] evaluated the numerical performance of
the dynamically consistent gradient model in terms of various discretisation methods in time.
Firstly, their study revealed that the use of explicit time integration in gradient elasticity
did not provide any advantage since the lumped mass matrix cancelled out all higher-order
gradient terms. Therefore, implicit time integration is more favourable for gradient elasticity

theories due to its accuracy and stability advantages.

The accuracy of the gradient elasticity model is influenced by the identification and
quantification of length scale parameters associated with gradients. Several studies have
attempted to establish a link between the length scale parameters and the size of the
Representative Volume Element (RVE) in multiscale methods [73, 76, 77]. While the choice

of length scale parameter in statics has been achieved through analytical derivations of the
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RVE size [77], the determination of the length scale parameter in dynamics has not been
established yet [69].

2.6 Commentary

Multiscale methods have been extensively used to model the mechanical behaviour of compos-
ite materials with complex microstructures under dynamic excitation. To meet the modelling
requirements of advanced composite materials (e.g. metamaterials) for engineering practice,
computational homogenisation methods and gradient elasticity theories have been developed
in the literature. Designing the RVE is crucial in achieving an accurate prediction of material
response in multiscale modelling, as microstructural effects influence macrostructural material
behaviour. In computational homogenisation methods, the microstructural boundary value
problem is applied over the RVE, while in gradient elasticity theories, length scale parameters
are linked to the RVE size. The importance of identifying and quantifying the RVE has
been highlighted in existing literature. Briefly, the RVE in statics size can be determined,
leading to satisfactory prediction of material behaviour for composites and connection to
the static length scale parameter. However, the RVE size in dynamics is not well defined,

and its relation to the dynamic length scale parameter has not yet been established adequately.

In Chapter 3, the question of how to determine a dynamic RVE size will be addressed,
together with the associated question of what constitutes an appropriate time window for
time averaging using numerical homogenisation. In Chapter 4, dynamic RVE sizes will be
employed in a dynamic computational homogenisation framework. Finally, Chapter 5 will
make the transition from numerical and computational homogenisation towards analytical

homogenisation using a gradient elasticity framework.



Chapter 3

Spatial and Temporal Averaging in

Homogenisation

This chapter presents a new approach for estimating the homogenized material properties
of a representative volume element at the microscale. This is accomplished through the
use of space-time averaging on a transient dynamic numerical model. Additionally, this
chapter enhances the upscaling process within the homogenisation framework, which involves
transferring information from the microscale to the macroscale. The material detailed in this

chapter was initially prepared for a journal article!.

Yagmuroglu 1., Ozdemir Z. and Askes H. “Spatial and temporal averaging in the homogenisation of the
elastodynamic response of periodic laminates”, FEuropean Journal of Mechanics / A Solids, vol. 100, p. 104973,
2023.
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3.1 Introduction

In multiscale methods, consistency between micro and macroscales is achieved by the averag-
ing theorems and homogenisation methods. The pioneering micro-macro averaging method,
the Hill-Mandel Principle of Macrohomogeneity, is only valid when separation of scales can be
assumed [25, 78]. The theory of micro-macro averaging is set up by the spatial volume average
of microscopic virtual work with respect to the virtual work of a macroscopic material point.
As such, heterogeneities in a microstructure are averaged to reflect effective overall properties
in a macrostructure. Classical micro-macro averaging methods have been implemented to
predict the material behaviour of composites, when micro-inertia and non-local effects are
negligible [79-81]. In statics, the micro-macro averaging method enables the stress and strain
averaging of the microscale to represent constitutive behaviour on the macroscale. In other
words, macroscopic effective material quantities are extracted from the result of associated
microscopic boundary value problems. These averaged macroscopic quantities rely exclusively
on the quality of an associated microscopic model. Accordingly, the microstructure boundary

value problem must be solved, e.g. by using a finite element model.

In the classical work of multiscale modelling, a microstructural model can be described as
the representation of microheterogeneity of the material. The concept of representative volume
element (RVE) is applied to predict the material behaviour of a heterogeneous microstructure
[31, 51]. An RVE is a microstructural model of the material that has finite dimensions. The
RVE size, denoted as Ly, should be large enough to encapsulate all microscopic features as a
representation of a macroscopic model and, at the same time, as small as possible to save
computational cost. The identification and quantification of the RVE are important issues in
multiscale modelling problems. Several analytical, numerical and experimental studies have
been performed to identify and quantify RVEs in statics and dynamics [24, 26, 27]. In statics,
even though the RVE size can be defined statistically for linear-elastic and hardening material
behaviour, the RVE was demonstrated not to exist when the material is in the softening
regime, because strain localisation implies separation of scales is no longer applicable [30].
The RVE is determined by geometric and material properties of the microstructure so that
the periodicity of both material and boundary conditions should be considered. In the context
of the periodicity of material, the RVE size of periodic microstructures certainly is equal to
the size of a microstructural unit cell £. However, it is more challenging to determine a RVE
for random microstructures [82]. On the other hand, the RVE size with periodic boundary
conditions was demonstrated to be smaller than the RVE size with non-periodic boundary
conditions. In addition, the influence of periodicity in material and boundary conditions on

the RVE size varies depending on the loading conditions [30].
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In dynamics, the increasing interest in advanced engineering applications such as band
gaps and acoustic metamaterials has highlighted the importance of wave propagation phe-
nomena in composite materials [66, 83]. In the context of multiscale modelling, averaging and
homogenisation methods have been developed to incorporate inertia effects and body forces
in order to model wave behaviour of composite materials subjected to dynamic excitations
[43, 84-87]. Averaging and homogenisation methods formulated in the frequency domain
have become popular due to the increase in the use of acoustic metamaterials and phononic
crystals, yet the frequency domain can be only applicable for linear elastic materials and
periodic microstructures [88-90]. Accordingly, multiscale methods based on the time domain
are more comprehensive for general cases (e.g. complex time-dependent boundary conditions)
[64]. The modelling of transient interactions and micro-inertia effects in space and time
implies that the wavelength of applied excitations needs to be considered in addition to
the size of microstructure and macrostructure. Therefore, for dynamic problems, three
physical length parameters are involved in total, as shown in Figure 3.1. When the shortest
wavelength in the initial disturbance A is much larger than the size of the microstructure
¢ and the size of the structure L is much larger than its microstructure ¢, the response
can be assumed as a homogeneous material behaviour on the macro level. As a result, the
RVE-based multiscale problem can be solved by the classical quasi-static homogenisation
formulations. Conversely, when the wavelength approaches the size of microstructure, wave
dispersion becomes significant and must be modelled by averaging theorems with effective
constitutive relations that account for the dynamic response of the material. Similar to
statics, RVE-based multiscale modelling has been widely implemented in dynamics for the
contribution of micro-inertia and body forces [91]. However, the size of RVE in statics is not
necessarily equal to the size of RVE in dynamics due to the dispersive behaviour resulting
from the reflection and refraction of the wave. Therefore, the RVE size in dynamics should

be determined separately to obtain accurate averaging between micro and macrostructure.
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For a periodic laminate, the size of RVE in dynamic was argued to be larger than the unit
cell size and dependent on the component properties [2]. Moreover, a higher contrast in
the component properties, thus exhibiting more dispersive behaviour, was shown to lead to
increase in the RVE size [92].

The classical Hill-Mandel Principle of Macrohomogeneity as used in statics concerns only
micro-macro averaging in space. However, in dynamics macro and microscale variables are
affected by temporal fluctuations as well as spatial fluctuations. Several extensions of the
Hill-Mandel Principle theorems have been recently proposed for the micro-macro averaging
in dynamics, including micro-inertia and body forces [57, 64, 91, 93]. In particular, Reina
Romo [93] discusses homogenisation in dynamics with the option to apply averaging in
time as well as in space. As explained by Reina Romo [93], time averaging is equivalent to
assuming the principle of separation of time scales, in addition to the principle of separation
of length scales. When time averaging is considered in addition to space averaging, a rele-

vant question arises: what is the time window over which time averaging should be carried out?

As a matter of principle, in RVE-based multiscale problems, taking microstructural sample
sizes larger than the RVE size should not have an impact on the response of the macrostruc-
ture. Extending this principle to the time dimension, a time window for averaging should
be selected such that taking a larger window would not affect the homogenised macroscopic
response. This section presents how to select this time window for time averaging, and how

it relates to the RVE size that is used for the averaging in space.

An extended version of the Hill-Mandel Principle of macro-homogeneity is implemented
with the finite element method to investigate the influence of the RVE size and time averaging
window in dynamics. The micro-to-macro transition is carried out by averaging in space
and time. With this setup, the influence of RVE size and time averaging window can be
investigated to obtain the most accurate predictions for the macrostructural properties. In
particular, by focussing on a laminated bar with one spatial dimension, it will be possible
to assess whether it is possible to trade off RVE size against length of the time averaging
interval, and vice versa. The analysis is repeated for various boundary conditions, a number

of material parameter sets and different loading regimes to test the sensitivity of the findings.

3.2 Space averaging

The static averaging approach enables a macroscopic integration point to replace its micro-
scopic counterpart obtained by integrating over the size of the RVE. The volume average of
the RVE stress field subjected to the local macroscopic strain tensor defined as prescribed

displacement or traction is established for energy consistency between micro and macrostruc-
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tures. First, the microscopic boundary value problem is defined. In the absence of body

forces, the RVE dynamic equilibrium at any point is expressed as:

0 .
where oy, is the microscale stress and py, is the microscale linear momentum which are given

by the following equations
Pm = Pm Um (32)

om = Emem (3.3)

where p, and E}, are the microstructural mass density and Young’s modulus, respectively.
The microstructural boundary value problem is solved for each RVE. The material behaviour
is determined by the obtained kinematic quantities, the microscopic velocity ,, a dot
indicates the derivative of displacement u,, with respect to time, and the microscopic strain
€m. In statics, for the micro-macro relations, the total variation of work on the macro-level is

equal to the volume average of the variation of work on the micro-level, which is given by [25]

1
OMEM = 7 / UmEdem (3.4)
me

where oy and ey are macroscopic stress and strain, respectively, and Vy, is the volume of the
microstructure. The macro deformation tensor e\ can be linked in the associated RVE to
the position z; = ey g Here, ¢ and xg; represents any point and initial position in the RVE,
respectively. This shows how the macroscale quantities can be obtained by the integration of
micro kinematic quantities in the RVE. Consequently, the macro stress oy and the macro
strain )1 can be obtained by decomposing Eq. (3.4), presented as the volume-averages of

the microscale quantities
1
<Um>w = 7 /Um dVi, (35)
m
Vm

(em)e = Vi / e dVin (3.6)
Vim

where (-), denotes the spatial averaging operator implied by the previous two expressions.
Upscaling, a transition from micro to macroscale, is implemented based on the Hill-Mandel
Principle in order to transfer both static and dynamic features of heterogeneity to a macro-
level. Namely, inertia effects on the micro-level are transferred alongside the stresses to the
macro-level through upscaling, so dynamic effects on macro-level are generated depending
on the microstructure. In addition to the work of strain, the work of acceleration is added

into the variation of work performed on both scales so that the Hill-Mandel condition in
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dynamics is written as [25]

d 1 1 d
oM Oem + %pM dupng = A / Om 0em dViy + A / %pm Ot dVin (3.7)

where p,, and py are microscopic and macroscopic momentum, respectively. Upscaling
relations can be obtained from Eq.(3.7). The averaged momentum and velocity by microscopic

quantities can be written as
1
<pm>z = 7 /pm dVin (3.8)
m
Vm

1
<vm>$ = 7 /Um dvm (39)
Vim

3.3 Time averaging

In this section, the time averaging will be added to develop the dynamic energy averaging
relation. The space averaging in micro-to-macro transition is extended to account for the time
averaging. This transition requires the application of an additional time-dependent averaging,
which can be considered as an extended version of the Hill-Mandel Principle. Apart from the
effect of spatial variability in the microstructure, the time averaging comprises the time history
of the wave propagation through the microstructure. Thus, time and history-dependent
stress-strain and momentum-velocity relationships are both transferred to the macro-level to
improve the accuracy and reliability of the homogenised material behaviour. The suggested
procedure is to extend the coupling between micro and macro scales by integrating the
Hill-Mandel Principle in time, that is

ty ty
d 1 1 1 1 d

d T Vin
to Vim to Vm
where Ty, = t; — tg is the time period of total propagation of a wave on the micro level and
to is the initial time, ¢y is the final time. Analogous to space averaging, the time averaged

quantities can be obtained from Eq. (3.10) as

ty
11
(m)aht = 7o [ [ owdVindt (3.11)
m mto v
t
11/
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1
((Pm)z)t = vaf//pmdv dtm (3.13)
to Vm
ly
1 1
omda)e = -3 [ [ omdVirdin (3.14)
m mto Vm

where (-); denotes the temporal averaging operator and ({om).)t, ((Em)z)t, ({(Pm)z)t, and
({vm)z)¢ are the space and time averaged stress, strain, momentum and velocity, respectively.
As a result of the space-time averaged stress-strain and momentum-velocity relationships,

the transition material parameters for the macro-level are given by

By = ((0m)a)t/((Em)a)t (3.15)
P M = <<pm>x>t/<<vm>ac>t (316)

where Fy; and pyr are the time-space averaged Young’s modulus and mass density on the
macro level, respectively. The micro-macro averaging model is employed for each macroscopic
integration point to describe the homogenised macroscopic behaviour underlying microscopic

heterogeneous behaviour.

The micro-macro averaging model has been verified not to be affected by the order of
averaging since all processes implemented in the method are linear. Although not shown in
this thesis, the macroscale parameters obtained using first the space averaging and then the
time averaging were found to be the same as the parameters obtained in the opposite order of

averaging operations. In this thesis, the former order is employed in the numerical examples.

3.4 Numerical results

Several numerical examples are presented to assess the convergence of the microstructure
size in which spatial and temporal fluctuations do not appear and the macroscopic response
can be approximated by the averaged microscopic response. The macroscopic response of
a one-dimensional laminate bar shown in Figure 3.2 is investigated under various loading
and boundary conditions. The bar is restrained at the left end and subjected to several
loading conditions at the other end (e.g. constant and harmonic loads). The finite element
model consists of periodic unit cells, each discretized with four linear elements with length h.
The bar length varies based on the number of unit cells, which each have length of 1 m and
cross-sectional area of 1 m?. The central difference method for time integration is used with
a time step size of 0.1 s. As for the time window T, each simulation time varies depending
on the number of wave propagations as well as the time required a wave reach to the end of

a bar.
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Fig. 3.2 A laminate bar

A unit cell consist of two layers, the constitutive parameters of which are Young’s modulus
E; and E», mass densities p; and ps, elastic impedances 21 = /E1p1 and 2o = v/F3ps, and
wave speeds c¢; = \/E1/p1 and c3 = \/Es/py. For simplicity, equal volume fractions of the
two materials are chosen is a = 0.5, so that h; = hy = %E. While the material properties
of two laminate elements are chosen for three levels of the impedance contrast z;/ze = 10,
z1/z2 = 100 and z1/z9 = 1000, the wave speeds are kept the same between the components

of laminate ¢; = ¢co =1 m/s.

In the numerical examples, the RVE is determined by user defined parameters, which are
the number of unit cells V. and the number of wave propagations Nyp. For the laminate bar,
the RVE size is equivalent to the bar length selected as Ny times £. Moreover, the laminate
bar is loaded for duration ¢y, where ¢y is found by dividing the bar length by the wave speed,
times a factor Nyp. At time t = t;, the stresses, strains, velocities and momentum values
are sampled and averaged in space and time. Then, Fjy; is obtained by dividing stresses
over strains, while py; is obtained by dividing momentums over velocities. The macroscopic
material properties are validated against the analytical exact solutions of the effective Young’s
modulus E,y, and the effective mass density payr obtained for periodic composites [94, 95] as

follows

E1FEs
(1 — Oz)El + ok

Epy = (3.17)

Pavr = p1 + (1 - Oé)pz (318)

where 0 < o < 1.
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3.4.1 Effect of boundary conditions

In order to establish appropriate boundary requirements for the space-time averaging model,
we firstly adopt Dirichlet conditions via the direct imposition method. Alternatively, and
following earlier findings in statics [30, 59, 96], periodic boundary conditions are studied,
which are here imposed using the so-called bipenalty method (see the Appendix for details).
In Figure 3.3, the results obtained with the two sets of boundary conditions are compared. It
can be verified that the use of periodic boundary conditions has particular advantages in
the determination of the averaged mass density. Therefore, in the remainder of the paper

periodic boundary conditions will be used.
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Fig. 3.3 Space-time averaging results of normalised averaged Young’s modulus Ejs/Eqayy
(left) and normalised averaged mass density pps/pavr (right). Comparisons between Dirichlet
condition (blue line) and periodic boundary condition (red line) for the bar with material
impedance contrast z1/zo = 100 and constant excitation.

3.4.2 Effect of time-averaging

The present study evaluates the effectiveness of the space-time averaging method. To achieve
this objective, we compare the averaged results of Young’s modulus and mass density ob-
tained by both space-time averaging and space averaging. To obtain the averaged material
properties, a one-dimensional periodic laminated bar shown in Figure 3.2, which enables
comparisons with exact analytical solutions, is investigated under harmonic excitation with
periodic boundary conditions, for the material contrast of z1 /2o = 10. The results of averaged
Young’s modulus and mass density, are normalized by the analytical values given in Eqgs.
(3.17) and (3.18), respectively.

As shown in Figure 3.4, the results of the space-time averaged material properties (i.e.
((Em)z)e and ((pm)z)e) converge to those obtained by the analytical equivalents (i.e. Fayy

and payr). Although the normalised macroscopic Young’s modulus results obtained by the
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space averaging approach are reasonably accurate, those obtained by the space-time averaging
approach converge considerably quicker and are fully consistent with the analytically averaged
Young’s modulus. On the other hand, the space averaging approach provides a poor estimation
of the macroscopic mass density over time. Therefore, for dynamic multiscale problems, the
use of space averaging may not be adequate. The space-time averaging approach generates

reliable results for the macroscopic mass density as well as the macroscopic Young’s modulus.
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Fig. 3.4 Comparison of space and space-time averaging for normalised averaged Young’s
modulus E, Eqy,y (left) and normalised averaged mass density p,payr (right) where material
impedance is 21 /22 = 10 subjected to harmonic excitation with periodic boundary conditions.

3.4.3 Effect of number of unit cells and number of wave propagations

With the superiority of periodic boundary conditions and space-time averaging established,
the influence of number of unit cells V. and wave propagations Ny, along the bar on the
averaged Young’s modulus and averaged mass density can be investigated next. Most of
the results converge progressively with increase in the number of unit cells and an ongoing
propagation of the wave. While Figure 3.5 shows the convergence of averaged Young’s
modulus, Figure 3.6 shows mass density parameters in space and time, respectively. This
analysis allows to find the best combination of those parameters since the computational
effort required for doubling the number of unit cells is the same order of magnitude as for

doubling the number of wave propagations.
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Fig. 3.5 Normalised averaged Young’s modulus Eyj/E,y,y versus number of unit cells Ny,
and number of wave propagations N, where material impedances are z;/z2 = 10 (top row),
z1/z2 = 100 (middle row) and z1/z2 = 1000 (bottom row) subjected to constant (left column)
and harmonic (right column) excitations with periodic boundary conditions.
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Fig. 3.6 Normalised averaged mass density puyi/payvr versus number of unit cells N, and
number of wave propagations N,, where material impedances are z;/z; = 10 (top row),
z1/z2 = 100 (middle row) and z1/z2 = 1000 (bottom row) subjected to constant (left column)
and harmonic (right column) excitations with periodic boundary conditions.

The normalised results of Young’s modulus shown in Figure 3.5 converge with increasing
Ny and Nyp. The overriding observation is that a sufficient number of unit cells as well as
a sufficient number of wave propagations is required to obtain accurate estimates for the

macroscale material parameters.
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Furthermore, the obtained space-time averaging results of Young’s modulus and mass
density do not appear to depend on the particular loading conditions, e.g. constant and
harmonic loading conditions. As can be seen in Figure 3.6, at the higher level impedance
contrast, the results under constant load converge slightly quicker compared to harmonic
load, but the overriding observation is that the influence of loading condition is relatively

minor.

3.4.4 Material parameter studies

Next, the numerical examples assess the influence of variations in impedance contrasts be-
tween laminate components to ensure the robustness of the space-time averaging method. As
can be seen in Figures 3.5 and 3.6, accurate estimates of the macroscale material properties
can still be obtained for increased impedance contrasts. Particularly, but not surprisingly,
the averaged Young’s modulus and mass density at the low-levels of impedance contrasts
converge quicker than those at the medium and/or high-level impedance contrasts. Especially
at higher levels of impedance contrasts, the most efficient approach is to aim simultaneously
for a higher number of unit cells as well as a higher number of wave propagations to obtain

accurate estimates for the macroscale parameters.

The influence of different volume fractions on the number of unit cells and wave prop-
agations required to obtain converged macroscopic Young’s modulus and mass density is
investigated next. The bar is subjected to harmonic excitation with periodic boundary condi-
tions, and the highest-level of impedance contrasts z1 /22 = 1000 in the material is considered.
The volume fraction of the first component of the microscopic unit cell « is varied from 10% to
90%, while the macroscopic material parameters are estimated by simultaneously increasing
the number of unit cells and wave propagations. For the wide range of volume fractions
in the material, the macroscopic Young’s modulus Fy; and mass density py; demonstrate
good convergence with those obtained analytically at Ny. = Nyp = 24, The convergence
performance of the macroscopic Young’s modulus for the higher volume fractions of the
first laminate is slower than that for the lower volume fractions, whereas the convergence
performance of the macroscopic mass density for the higher volume fractions of the first

laminate is faster than for lower volume fractions.
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Fig. 3.7 Various volume fractions of components of periodic composites for normalised
averaged Young’s modulus Eyp/Eqaye (left) and normalised averaged mass density pa/pave
(right) where material impedance contrast is z;/z2 = 1000 subjected to harmonic excitation
with periodic boundary conditions versus the same number of unit cells N, and wave
propagations Nyyp,.

3.5 Discussion

In this work, a new space-time averaging model between micro and macrostructure has been
developed to obtain accurate estimates of macroscopic material properties for elastodynamic
multiscale problems. In this context, the Hill-Mandel Principle is extended to include the
effect of the time history on microstructure in addition to spatial heterogeneity. Therefore, in
addition to the standard format of volume averaging, the time averaging leads to enhanced

averaging relations between micro- and macrostructure.

To evaluate the validity of this averaging model, the response of the one-dimensional
laminated bar with low, medium and high level impedance contrasts is investigated when
subjected to several loading/boundary conditions. In particular, the averaged material
parameters are analysed with the size of the microstructure and the time period of propagation
of a longitudinal wave. Accordingly, this present model can be used to determine suitable
RVE sizes in dynamic for averaging problems. Whereas the results in the high level of
impedance contrast is found to require larger RVE sizes and longer runtimes, the results
for a low level of impedance contrast converge much quicker - implying smaller RVE sizes
and shorter runtimes. The numerical examples illustrate that a larger RVE size with shorter

runtime can compensate for smaller RVE sizes with a longer runtime, and vice versa.



Chapter 4

Spatial and Temporal Transitions in

Computational Homogenisation

Building upon the progress in the accuracy of the homogenised material properties in Chapter
3, the methodology of the representative volume element (RVE) for multiscale dynamic prob-
lems from Chapter 3 is integrated into the dynamic computational homogenisation method to
improve scale transitions between the macro and microscales. This chapter presents a newly
proposed approach which separates length and time scales simultaneously for the dynamic

RVE, thereby enhancing the accuracy of the macroscopic response.
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4.1 Introduction

Modelling the mechanical behaviour of periodic composites with engineered microstructure
has gained importance due to their use in advanced engineering applications. The requirement
of modelling complex microstructural properties in materials can robustly be solved by the
direct numerical simulation (DNS), yet this method causes extensive computational effort
due to the high demand for numerical calculations. Homogenisation methods enable the
modelling of the microstructural mechanical and physical behaviour for composites to be more
computationally efficient. Homogenisation methods cannot capture the modelling of many
nonlinear problems such as localisation and discontinuities (e.g. the diverse geometrical and
physical configurations of microstructures) since the conventional homogenisation methods
have been developed for elastic materials and their extension towards problems that violate

basic assumptions of elasticity is not straightforward.

Computational homogenisation has become prominent as an effective tool within multi-
scale methods to overcome these problems by modelling the complex mechanical behaviour
of materials at different scales [52, 97]. The classic computational homogenisation method
contains two (or possibly more) coupled and nested boundary value problems in which the
macroscopic analysis cooperates with the microscopic analysis in defining the constitutive
behaviour [98]. Namely, the macroscopic constitutive behaviour is adopted by the solution of
the associated microstructural problem implemented over typically a representative volume
element (RVE) through successive transitions between macro and microscales. Scale tran-
sitions enable exchanging information, which includes the macroscopic kinematic relations
establishing the microstructural problem and averaging relations in accordance with energy
conservation between the scales. The transition of kinematic relations from macroscopic
to microscopic scales is defined as downscaling. Conversely, in the opposite direction, the

transition of averaging relations is defined as upscaling.

Scale transitions are performed based on the principle of separation of scales on which
the computational homogenisation method is based. In cases where the separation of scales
cannot be clearly identified, the characteristics of a microscopic wave become significant
due to consecutive wave reflections and fractions (i.e. dispersion), leading to the transient
behaviour of microstructures in dynamics. The dynamic response of the microstructure (i.e.
micro-inertia effects) require the consideration of the scale of microstructure fluctuations.
In this case, the classic computational homogenisation method is incapable of capturing
the transient response on the microscale. Accordingly, an extension of the computational
homogenisation method is used for periodic composites with dynamic kinematic and av-
eraging relations to account for these micro-inertia effects [64, 99, 100]. Even though the

development of dynamic transition relations achieves the problems emerging from the size
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of microstructures, the concept of separation of scales in computational homogenisation

methods is not addressed for the transient problems [4].

A computational homogenisation method is developed using finite element discretisation
in space and time integration in time where the separation of both length and time scales
is adopted. A macrostructure is spatially and temporally coupled with the RVE for scale
transition relations between the two scales. The separation of scales principle enables de-
coupling scale transitions across the scales. As a purpose of this Chapter, a decoupling is
presented to overcome the deficiencies in scale transitions emerging from the microstructure
in dynamics. The findings in Chapter 3 clarify that accurate estimation of macroscopic
material properties in dynamics requires a larger RVE size with a longer time period on the
microscale. Furthermore, the improvement in the convergence of the macroscopic material
properties with the time averaging presented in Chapter 3 leads to adopting the separation

of time scales in the dynamic computational homogenisation method.

In this Chapter, the scale transitions strategy is reformulated by the simultaneous sep-
aration of length and time scales. Consequently, the microstructure is decoupled from the
associated macrostructure in regard to space and time discretisation on the microscale. The
proposed work exploits the benefits of separations of length and scales by increasing the
RVE size as well as the time period on the microscale to obtain satisfactory accuracy in the
macroscopic response of a material. Notably, the effects of separation of length and time
scales in a dynamic computational homogenisation framework are studied for various material

properties and validated against the direct numerical solution results.

4.2 Dynamic computational homogenisation system

The computational homogenisation method establishes stress-strain oy — ey and momentum-
velocity py — dw relations between the two scales by averaging the response of the RVEs
according to the Hill-Mandel principle through macroscopic integration points to estimate
the macroscopic response of periodic composites. This leads to involving a boundary value
problem on the macroscale and microscale. The solution of these nested boundary value
problems is coupled by scale transition relations as regards energy consistency between the two
scales. The macroscopic constitutive behaviour is provided by the solution of the microscopic
analysis instead of an analytical constitutive model so that there is no need to make any
constitutive assumption on the macroscale. Briefly, the computational homogenisation

method schematised in Figure 4.1 consist of three main steps:

¢ Solution of a macroscopic boundary value problem
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o Transfer of solutions between macro and microstructure models

¢ Solution of a microscopic boundary value problem.

At the macroscale, the bar is subjected to a constant load F' at its right end and con-
strained at its left end. At the microscale, the bar consists of periodic unit cells of length
£. The macroscopic material properties are homogenised by the response of the RVE. At
the microscale, the material of first laminate component is defined by Young’s modulus F;
and mass density p;, while for the second laminate component, the material properties are
denoted as Fo and ps. The size of laminate components are determined depending on volume

fractions, which are hy and ho for the first and second laminate components, respectively.
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Fig. 4.1 A schematic illustration of the dynamic computational homogenisation method

4.3 Scale separation

In the extended computational homogenisation methods, the scale transitions described in
Section 4.6 contain spatial and temporal relations between the macro and microscales. In
accordance with this strategy, an extended separation of scales principle is presented in this
section by comprising not only the separation of length scales but also the separation of
time scales. This section aims to obtain a better estimation of the macroscopic constitutive
behaviour of the underlying microstructure response with the improvement of the separation

of scales. Accordingly, the macro and microscales are decoupled for the scale transitions,



4.3 Scale separation 40

and the separation of length and time scales presented below is formulated for a dynamic

homogenisation method.

4.3.1 Separation of length scales

In homogenisation methods, the principle of separation of length scales assumes that the
size of the microstructure ¢ is much smaller than the size of the macrostructure L and the

shortest wavelength of the macroscopic response for a given applied load Ay [50]:

(<L (4.1)
(< M (4.2)

In the case of transient problems, the size of the macrostructure L is no longer the sole,
dominant macrostructural length scale. Its significance is reduced by the size of the macro-
fluctuations £y tending to be considerably small compared to the size of the microstructure
£. To tackle these additional length scales, the long wavelength approximation is assumed
for the scale separations in homogenisation methods. According to the long wavelength
approximation, the size of the microstructure ¢ should be much smaller than the shortest
wavelength of the microscopic response for a given applied load Ay,. In addition, the size of
micro-fluctuations ¢, due to the micro-inertia effects must be taken into account and must

be smaller than the size of the microstructure ¢ as follows

Ly, <L <L Uy (4.3)
< Ay (4.4)

Satisfaction of Expressions (4.1), (4.2), (4.3) and (4.4) ensures that the macroscopic response
is independent of the size of the microstructure ¢. In other words, the macroscopic strain ey
and macroscopic velocity )1 are constant over the RVE so that these downscaling parameters
can be applied as uniform loads on the boundary of the RVE. Expressions (4.3) and (4.4)
become invalid when the scales are inseparable (e.g. larger micro-fluctuations ¢,,, smaller
macro-fluctuations ¢y and the wavelength of the microscopic response \,) owing to the

design requirements of periodic composites with tailored microstructures, which are
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To obtain a convergent macroscopic response by dealing with inseparable scale inequalities,
the spatial coupling between macro and microstructures is resolved by increasing the RVE
size Ly,. The spatial decoupling scheme between the two scales is presented in Figure 4.2 for
a one-dimensional periodically laminated bar. The size of the microstructure ¢ is decoupled
from the size of the macrostructure L by increasing the number of unit cells N, at the
microscale until obtaining the convergent macroscopic response. Therefore, at the microscale,
the size of the RVE Ly, is directly linked with the size of the microstructure ¢ and the number

of unit cells Nyc.

As can be seen in Figure 4.2, the size of microscopic unit cell £ is kept the same and the
length of the bar at the microscale increases with an increase in Ny until the macroscopic

response becomes independent of the RVE size Ly, is given by
Ly = Nyl (4.7)

where Ly, and ¢ are the size of the dynamic RVE and the size of microscopic unit cell,

respectively.
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Fig. 4.2 Homogenised macrostructure decoupled spatially with laminated microstructure
through macroscopic integration point
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4.3.2 Separation of time scales

The modelling of transient problems in the computational homogenisation method requires
dynamic transition relations (i.e. momentum-velocity py — @y coupling in addition to
stress-strain o)y — )1 coupling). Thus, the shortest wavelength of the microscopic response
Am, the size of the macro-fluctuations /)y and the size of the micro-fluctuations ¢, become
significant according to the long wavelength approximation. The importance of the principle
of length scales is that the convergent macroscopic response for transient problems can be
obtained by increasing the RVE sizes. In accordance with this, the principle of separation of
time scales assumes that a convergent macroscopic response can also be obtained by longer
time periods of the microscopic analysis so that a microscopic wave propagates during a large
enough time window over the RVE to average the variations of the microscopic response (e.g.
micro-fluctuations and micro-inertia effects). Thus, the temporal coupling between the macro

and microscales is controlled by increasing the microstructure time window 73,.

In the extended computational homogenisation method, dynamic kinematic and averaging
relations are not only coupled between the macro and microscales, but time integration
parameters such as the microscopic simulation time tf, and the macroscopic time step Aty are
also coupled to build a temporal relation between the two scales as shown in Figure 4.3. The
microscopic simulation time tfn equals the macroscopic time step Aty on the account of the
temporal coupling between the microscopic and the associated macroscopic time integrations.
To illustrate, downscaling parameters are transferred from the macroscale at the current
macroscopic time ¢3; with the macroscopic time step Aty used as the microscopic simulation
time tfn. After performing the microscopic analysis, upscaling parameters are transferred

back to the macroscale at the next macroscopic time tK/IH.

As an alternative, similar to the separation of length scales, the microscopic time integra-
tion can also be performed independently from the macroscopic time integration to allow a
large enough microscopic time window to include the variations of the microscopic response.
The principle of the separation of time scales enables the macroscopic time step Aty to be
decoupled from the microscopic simulation time tfn. The temporal decoupling is presented
in Figure 4.4 between the two scales in order to ensure the macroscopic response not to be
affected by the the microscopic simulation time £ . A more relaxed relation is built depending
on the time requiring the microscopic wave to propagate across the RVE ¢} . Therefore, the
microstructure time window T, is directly linked with the microscopic time interval ¢}, to
ensure the microscopic wave experience the variations in the RVE. Thus, the time window of
the microscopic analysis Ty, is determined by the number of wave propagations Ny, over the
RVE as follows
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Tm = {Vwp t>n\1 (48)

where ¢\ is the microscopic time interval. The number of wave propagations Ny, increases
to extend the microstructure time window T}, until the macroscopic response is not affected

by the variations of the microscopic response.

4.4 Macroscopic boundary value problem

To model the dynamic response of one-dimensional linear elastic laminated bar using com-
putational homogenisation, the macroscopic boundary value problem is formulated by the

linear balance of momentum with the body forces as follows

0 .
8756 oM — PM = fext (4'9)

where oy and py are the macroscopic stress and the macroscopic momentum, respectively.

The macroscopic relations linking uy; and ey with py and oy, respectively, are required
at the macroscale to solve the macroscopic boundary problem defined by Eq. (4.9). In the
computational homogenisation method, there is no need to assume a constitutive model
at the macroscale since the macroscopic constitutive relations are determined by averaging
the results of a microscale boundary value problem. The averaged microscopic quantities
are transferred to the macroscale through associated macroscopic integration points. The
averaged microscopic stress and momentum are embedded as residual forces in the macro-
scopic boundary value problem through the upscaling procedure. Consequently, the effects of
heterogeneity explicitly defined at the microscale are introduced to the constitutive behaviour

adopted as a homogeneous at the macroscale.
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4.5 Microscopic boundary value problem

As representative model of the macrostructure, a one-dimensional periodically laminated
microstructural boundary value problem over an RVE is considered for a microstructure
assigned to each macroscopic integration point shown in Figure 4.2. The constitutive
behaviour of the macrostructure is obtained from the results of the microstructural boundary
value problems. The RVE size and the microstructure time window for the microstructural
boundary value problem should be taken large enough not to affect the macroscopic response
significantly. For transient problems, the RVE size in dynamics is typically larger than
one unit cell of periodic composites and the microstructure time window is longer than the
macroscopic time step Aty, see Chapter 3. Accordingly, the separation of length and time
scales procedures explained in Sections 4.3.1 and 4.3.2 are performed to determine the RVE
size Ly, and the microstructure time window 7Ty, for the microscopic boundary value problem.
At the microscale, the selected RVE is solved by the balance of linear momentum with the

absence of body forces

LI (w10
where oy, is the microscopic stress and py, is the microscopic linear momentum. In order to
solve the microstructural boundary value problems, the constitutive relations at the microscale
are defined by constitutive laws, which accounts for heterogeneity in the RVE. Initial and
boundary conditions are applied to the RVE through the dynamic kinematic relations via the
downscaling procedure described in Section 4.6.1. The macroscopic kinematic quantities (the
macroscopic strain e); and velocity yy) are transferred through the macroscopic integration

point to the microscale as a prescribed boundary condition.

4.6 Kinematics of the scale transitions

In the computational homogenisation method, the dynamic scale transitions (downscaling -
upscaling) construct spatial and temporal relations between the macro and microscales based
on conservation of mass, momentum and energy [25, 64]. The downscaling and upscaling
procedures are linked with the separation of length and time scales. Namely, the dynamic
scale transitions occur at the microstructure time window 7Ty, determined by the principle of
the separation of time scales. In addition, dynamic scale transitions are performed over the
RVE following the principle of the separation of length scales. This section aims the principle

of the separation of length and time scales to the downscaling and upscaling procedures.
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4.6.1 Downscaling

The solution of the macroscopic boundary value problem provides the macroscopic strain ey
and velocity 4y as downscaling parameters for the RVE. The downscaling parameters are
formulated as essential boundary conditions for the RVE. The downscaling parameters are
used to obtain microscopic momentum from the macroscopic velocity 1y as well as microscopic
stress from the macroscopic strain ey;. For these purposes, the prescribed boundary condition
of the RVE is formulated using Taylor series so that microscopic displacement u,, and velocity
Uy can be related to the macroscopic strain ey and the macroscopic velocity un as

aauxM Axy + 8;2\/[ Aty (4.11)

where Ax) is the size of a macroscopic unit cell and At,, is the macroscopic time step when

Um (x,t) = up +

the dynamic kinematic relations are coupled at the macro and microscales. Rewriting Eq.
(4.11) based on the principle of separation of length and time scales explained in Sections
(4.3.1) and (4.3.2) gives
8UM 8UM
m = — L+ —1Tn 4.12
“ M ox + ot (4.12)
where L, and T}, is the size of the RVE and the microscopic time window of the microscopic

analysis, respectively.

4.6.2 Upscaling

After solving the microscopic boundary value problem, the averaged microscopic stress (om, )x
and the averaged microscopic momentum (py,)x parameters are transferred to the macro
level as upscaling parameters. According to the Hill-Mandel averaging, the microscopic stress

and the microscopic momentum are averaged as follows

<Jm>x = LL / Om dLm (413)
Y
(e = —— / pundLu (4.14)

where oy, and py, are microscopic stress and momentum, and L., is the RVE size. For each
micro time step, the averaged stress (o )x and the averaged momentum (py, )y values are
calculated. Once the microscopic time window Ty, selected based on the separation of time
scales procedure is completed at the microscale, the values at the end of the simulation ¢

are transferred as residual forces to the macroscale.

oM = <Jm(t{;)>x (4.15)
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v = (pm(t))x (4.16)

4.7 Numerical model implementation

4.7.1 Macroscopic equation of motion in linear problem

In order to solve the macroscopic boundary value problem, Eq. (4.9) is implemented in
the finite element method with the implicit time integration scheme. The constant average
acceleration is adopted as a variant of Newmark time integration methods, which enables
the average of the microscopic stress (om)x and momentum (py,)x to be embedded into the
macroscopic boundary value problem as residual forces. Hence, the weak form of Eq. (4.9) is

expressed as

/ NTpN dzilfat = / NPty dz a2 — / BTEB dx ulfAt (4.17)

where N and B contain interpolation functions and their derivatives, respectively. The

ﬂ'm and acceleration i],'f\}fAt

macroscopic displacement u can be computed as ul; + Auy
and i, + Adiy to place the average of the microscopic stress and momentum in Eq (4.17).
Incorporating the macroscopic displacement Awuy; and acceleration Ay increments into in

Eq (4.17) leads to

/NTpN da (it + Adiyg) = /NTtM dz u’l‘qm - /BTEB dz dz (uby + Auy) (4.18)

The macroscopic acceleration increment Adiy is replaced by the discretised structural Eq.

(A.9) using the constant average acceleration method; hence, Eq. (4.18) is rewritten as

/NTpN da il + /NTpN dx |:A4752(AUM — il At — iuf\dm?)] =

/ NPty dzul A — / BYEB dz (ul; + Auy) (4.19)

Reorganising Eq. (4.19) for the solution of the macroscopic displacement increment Auyg

results in

4
{M / NTpN da+ / BTEde} Auyp = / NPty dz a2 — / BYEB dxul,

4
+ E/NT,ON dz ud; + /NTpN da i (4.20)
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The right hand side of Eq. (4.20) is assigned as a residual force fif® at the macroscale. The
macroscopic residual force is updated by the average of the microscopic stress (o, )x and

momentum (pp,)x for each current macroscopic time ¢}, given by

= fext — fialo) + fa(p) + fa(d) (4.21)

where fl;(o), fi;(p) and f&(p) are the static, momentum and momentum rate residual
forces, respectively. Replacing fi;(c), fi;(p) and fi;(p) in Eq. (4.21) with the average of the

microscopic stress (o, )x and momentum (pp,)x then leads to the following equations

/ BT (o)t / BTl dx (4.22)
/NT (pm)t /NTpM dz (4.23)
/NT P )L /NTpM dz (4.24)

where (pm> is the average of the microscopic momentum rate. As the microscopic stress oy,
gives better accuracy than the microscopic momentum rate pr,, the average of the microscopic
momentum rate is replaced by the average of the microscopic stress depending on Eq. (4.10),

ie.

FaB) = fulo) (4.25)

When a standard finite element discretisation is employed for the macrostructural boundary
value problem, it is important to use implicit time integration methods due to transferring the
heterogeneity of microstructure to the macroscale. In other words, in explicit time integration
methods, although the average of the microscopic stress (o )x can be transferred and placed
as a residual force the average of the microscopic momentum (py, )y and momentum rate (py, )%
cannot be placed in the discretised structural equation of motion Eq. (A.12). Therefore, for
transient problems, explicit time integration methods are not preferable due to the importance
of transferring micro-inertia effects via the average of the microscopic momentum (pp,)x and

momentum rate (pp,)%.

4.7.2 Microscopic equation of motion in linear problem

In order to solve the microscopic boundary value problem, Eq. (4.10) is implemented in a
finite element method with implicit and explicit time integration schemes. The constant
average acceleration is adopted for the implicit time integration, whereas the central difference
scheme is adopted for the explicit time integration. The left and right edge of the RVE

are constrained by he downscaling parameters applied as prescribed boundary conditions.
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Free and prescribed nodes are denoted by subscripts f and p, respectively. The microscopic
displacement !, and velocity %, at the current microscopic time step 2 are imposed on the
prescribed nodes of the RVE as follows

t

U, = uM + €M Ly, + Uty (4.26)

where the nth microscopic time step ¢}, is given by ¢7, = nAty,. The microscopic time window
is given by Ty, = NAt,,, where N is the total number of microscopic steps. Eq. (4.10) is
derived for the time integration schemes in the next Sections to obtain the residual forces

with respect to the microscopic displacement ul, and velocity .

The constant average acceleration scheme

The strong form of Eq. (4.10) in the constant average acceleration scheme is given by

/ NTpN dz a5t 4 / BTEBdzultAt =0 (4.27)

t+At st+HAL

The microscopic displacement ulf 2! and acceleration 2! can be written as u!, + Aupy,
and i’ + Adiy, to replace the microscopic displacement up and velocity ﬂ; of the prescribed
nodes. Incorporating the microscopic displacement Au,, and acceleration Adly, increments

into in Eq. (4.27) leads to

/ NTpN dz (it + Adi) + / BYEBdaz (u!, + Aug) = 0 (4.28)

The microscopic acceleration increment Ay, is replaced by Eq. (A.9) based on an displace-
ment expansion in the constant average acceleration scheme; hence, Eq. (4.28) is rewritten

as

/ BTEBdx (ul, + Auy) + / NTpN dz il

/NTpN dx[A 5 (Aum il At — iu;ﬂm?ﬂ ~0 (4.29)

Reorganising Eq. (4.29) for the solution of the microscopic displacement increment Auy,

results in

[ / BYEBdz+— / NTdex] Aupy, = / BTEBdzul,

At?
+ A—t/NTdem ab, + /NTdem it (4.30)
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The right hand side of Eq. (4.30) is assigned as a residual force f5* at the microscale. The
microscopic residual force is imposed by the microscopic displacement u’; and velocity u; of

the prescribed nodes for each current microscopic time ¢}, given by

for = = fan(um) + fia () + fr, (i) = 0 (4.31)

The central difference scheme

The strong form of Eq. (4.10) in the the central difference scheme is given by
/ NTpN dz il + / BTEBdzu!, =0 (4.32)

The left hand side of Eq. (4.32) is assigned as a residual force fi® for the central difference
scheme at the microscale. The microscopic residual force is imposed by the microscopic

displacement ué of the prescribed nodes for each current microscopic time ¢}, given by

f® = = fia(um) — fio (iim) = 0 (4.33)

Comparing implicit and explicit time integrations, the microscopic residual force in the
constant average acceleration scheme can be expressed in terms of the prescribed displacement
uf) and velocity u;;, while the microscopic residual force in the central difference method is
only defined by the prescribed displacement uf). Examples of using time integration methods

are discussed in Section 4.8.5

4.7.3 Computational homogenisation solution algorithm

The procedure of dynamic computational homogenisation method is schematised in Figure

4.5 which can be concisely described by the following steps.

The macrostructural boundary value problem is defined at the macroscale by using a
finite element scheme. The macrostructure is discretised in space and time. The boundary
condition is imposed on the macrostructure, together with the external load in compliance
with spatial and temporal discretisations. A microstructural boundary value problem (BVP)
over the RVE is assigned to each macroscopic integration point. At the microscale, the RVE
is determined according to the separation of length and time scales explained in Sections
4.3.1 and 4.3.2.

In order to obtain the inital constitutive material model, an artificial initial macroscopic
strain egyy = 1 is applied as the prescribed boundary condition of the RVE at the initial
macro time step fonm. This forms the static microstructural BVP at the microscale. The

solution of the microstructural BVP provides the average of the microscopic stress (om)x to
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calculate the macrosopic Young’s modulus Ey;. The macroscopic mass density py is simply
obtained by the rule of mixture in Eq. (2.1). The initial macroscopic material properties are

transferred back to the macroscale.

At the macroscale, the global stiffness and mass matrices are assembled using the initial
macroscopic material properties. The macroscopic time integration is carried out to solve
the macrostructural BVP for each macroscopic time increment Aty;. The solution of the
macrostructural BVP provides the macroscopic acceleration iy, velocity 2y and displacement
upi. For each macroscopic integration point, the macroscopic strain ey and velocity y; are
imposed as the prescribed boundary condition of its associated RVE through the downscaling

procedure explained in Section 4.6.1.

The microscopic time integration is carried out to solve the microstructural BVP for
each microscopic time increment At,,. When the microstructural analysis is completed,
the solution of the microstructural BVP provides the microscopic acceleration iif , velocity
uf, and displacement u] at the end of the microscopic analysis t{ . As per the upscaling
procedure explained in Section 4.6.2, the macroscopic velocity ufn and displacement uﬂl are
spatially integrated to obtain the microscopic averaged stress (o, )x and momentum (py,)x (i.e.
the macroscopic stress oy and momentum pyy). The microscopic averaged stress (o )x and
momentum (pm)x are embedded as the residual force into the macroscopic BVP for the next
macroscopic time step t’l\‘fl, thereby one loop of the dynamic computational homogenisation

is completed.

When the macroscopic time integration is completed, the macroscopic response of the
periodic composite for the given applied load is obtained for each macroscopic time increment
Aty In case better accuracy in the macroscopic response is required, the choice of the RVE,
examples of which are given in the next Section, can be updated depending on the separation

of length and time scales.

4.8 Numerical results

In this section, a one-dimensional linear elastic laminate bar is modelled using the dynamic
computational homogenisation procedure explained in Sections 4.7.3 to assess the effects
of Ny and Ny, at the microscale. The bar is clamped on the left end and a constant
load F' = 10 N is applied at the right end throughout the simulation. For the macroscopic
boundary value problem, linear finite elements are used with the Newmark time discretisation.
On the other hand, for microscopic boundary value problems, both the constant average
acceleration scheme and the central difference method are implemented. The critical time

step size teir = 0.0625 s is used in the central difference method for reasons of stability
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as well as accuracy. Furthermore, certainly, the separation of length and time scales is
assumed for all analyses below. The results of the multiscale problem are compared with
those obtained by direct numerical simulations (DNS) to verify the accuracy of the multiscale
model. In direct numerical simulations, the one-dimensional laminate bar is only analysed on

the heterogeneous microscale.

For all numerical examples, the error estimation formula is given by

¢ = |Ton = Toxs| 000, (4.34)

‘:UDNS|
where xcy and xpyng are values obtained from the results of computational homogenisation
and direct numerical simulations, respectively. The comparison of macroscopic displacements
and velocities against those obtained with DNS allows one to assess the accuracy of the local
response of the multi-scale model. In order to compare the global response of the multi-scale
model, averaged strain and kinetic energies containing microscopic stress and momentum

can be formulated as follows

1 1

U= §uﬁKMuM =35 /sﬁ(om)f{ dz (4.35)
L. L [T t

K= JU Myt = B /u N (pm)y dz (4.36)

where U and K are strain and kinetic energies, respectively. (o)L and (py ) are upscaling

quantities comprising microscopic material constitutive relations.

4.8.1 The effect of N

As a first examination of the influence of Ny, the strain and kinetic energies of a one-
dimensional linear elastic laminated bar are investigated. Strain and kinetic energies are
appropriate quantities to evaluate the impact of an increase in the number of unit cells on the
global performance of the multi-scale model. In this analysis, the strain and kinetic energies
obtained by the DNS are compared with those obtained by the dynamic computational
homogenisation method. The numerical and physical parameters of this analysis are given in
Table B.1.

As shown in Figure 4.6, an increase in the number of unit cells Ny results in better
estimation of the multi-scale strain energy, while the multi-scale kinetic energy does not show
the same trend. The multi-scale acceleration and displacement values have good correlations
with those obtained by the DNS with time at higher values of Ny.. On the other hand, the
multiscale velocity values remain lower than the velocity values obtained by the DNS so that

the momentum internal force f}; causes a huge error in the multi-scale kinetic energy.
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Fig. 4.6 Effect of the number of unit cells on strain and kinetic energies against the reference
solution obtained by the DNS.

In addition to evaluating the effect of the number of unit cells on the dynamic response of
1D bar system, macroscopic displacements and velocities at the local scale are also assessed
using the dynamic computational homogenisation method. As has been depicted in Figure
4.7, despite showing a consistent trend in both macroscopic results, a higher number of unit
cells gives better estimations of the macroscopic displacement and velocity compared to those
results obtained from the DNS. Particularly, when Ny, = 8 (green line), errors in macroscopic

displacement and velocity at ¢, = 5 s, are 5.44% and 13.41%, respectively.
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Fig. 4.7 Macroscopic displacement-time (left) and velocity-time (right) curves for Ny, = 8
and various V. together with the reference solution obtained by the DNS.
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4.8.2 The effect of Ny,

In contrast with Ny analysis, the number of wave propagations (i.e. the number of times the
wave front travels through the entire microscopic sample) is increased while eight unit cells
are used throughout this analysis. For each number of wave propagations, indicated with
Nyp, the results obtained from the dynamic computational homogenisation are compared
with the results obtained by the DNS. At higher values of Ny, the kinetic energy converges
perfectly. Although the error in strain energy tend to decrease with an increase in Ny, higher
Ny provides better results for strain energy. When Ny, increases, longer averaged stress
profiles can be obtained on the micro-level. As a upscaling parameter, the averaged stress at
the end of the micro simulation time is transferred to the macro-level. The micro simulation
time is critical to be determined since a microscopic wave is required to reach at the end
of the microscopic bar to contain all microscopic characteristics for multi-scale analyses.
When the spatial and temporal links are performed between macro and microstructures, the
results of macroscopic stress and momentum are not accurate. As long as the numerical
parameters such as minimum wave propagation time and critical time step are satisfied,
higher number of wave propagations gives better estimates for averaged stress and momentum.
Therefore, this also proves the importance of Ny, on multi-scale results obtained by the

dynamic computational homogenisation method.

—U
90 [ K

80 |

Error in energies (%)

10\
0 I I

8 16 32 64
Nup

Fig. 4.8 Effect of the number of wave propagations on strain / and kinetic energies K against
the reference solution obtained by the DNS.

The local responses of microscopic boundary value problem is also observed. In Figure
4.9, higher number of wave propagation results in a good approximation of macroscopic
displacement and velocity compared to the DNS results. In particular, when Ny, = 8 (green

line), the errors in macroscopic displacement and velocity at ¢, = 5 s are 2.97% and 6.85%,
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respectively. Additionally, a slight change in Ny, leads to a great amount of reduction in

displacement and velocity errors, as shown in Figure 4.9.
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Fig. 4.9 Macroscopic displacement-time (left) and velocity-time (right) curves at the value of
Ny = 8 for various Ny, values with the reference solution obtained by the DNS.

4.8.3 The combination of N,. and Ny,

Building upon the findings presented in Chapter 3, the advantages of V. for accurately
calculating the strain energy and Ny, for accurately calculating the kinetic energy are
combined. Therefore, to achieve the highest level of accuracy in both strain and kinetic
energy calculations, the superior performance of an simultaneous increase in Ny and Ny, is
evaluated by comparing to their individual components. As demonstrated in Sections 4.8.1
and 4.8.2, the closest satisfactory results of the dynamic response of 1D bar are accomplished
by applying eight unit cells and eight wave propagations, which are considered the minimum
starting values for all analyses. As shown in Figure 4.10, for the strain and kinetic energy, the
combination of Ny = 64 and Ny, = 64 gives minimum error at 10.5% and 0.6%, respectively.
For any point in Figure 4.10, the simultaneous increase of Ny and Ny, results in higher

accuracies than separate increases of either Ny or Nyp.

4.8.4 Different impedance contrasts

The simultaneous increase of Ny and Ny, presented in Section 4.8.3 is considered the best
effective estimation tool for overall properties. Therefore, the effect of this combination on the
contrast in mechanical impedance of materials is investigated in this section. The material
properties of the microscopic structure such as Young’s modulus £ and mass density p are
arranged in accordance with a user-defined impedance contrast factor z = /Ep, yet the wave

speeds of each material ¢ = y/E/p are aimed to remain unchanged.
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Fig. 4.10 Comparison of different N, and Ny, combinations with regards to strain energy
(left) and kinetic energy (right).

To begin with, the local displacement responses at the mid-point of the bar are shown
in Figure 4.11 for various impedance contrast factors from low to moderate contrasts. The
simultaneous increase in Ny and Ny, provides good estimations for all impedance contrast
factors compared to the DNS solutions. In addition, there is a consistent trend for different
impedance contrast factors and their error estimation. When the impedance contrast factor
is low (e.g. zm = 1.2), the local error estimation reaches the lowest value of 0.5%. With
the moderately high impedance contrast factor (e.g. zy, = 2), the local error estimation is

approximately 10.8%.
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Fig. 4.11 Influence of N, and Ny, on macroscopic displacements at the mid-point of the bar
for various impedance contrast factors. Error estimations in macroscopic displacements are
computed based on the DNS solutions.

Moreover, the performance of simultaneous increase in Ny and Ny, is also observed on

the global response of the bar based on the strain and kinetic energies. As depicted in Figure
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4.12, errors in the strain energy at Ny = 64 and Ny, = 64 are concentrated around 6 - 10%
for all impedance contrast factors. On the other hand, as expected, the prediction of this
model becomes less accurate for higher impedance contrast values (e.g. zm = 2). While
the error in kinetic energy for low impedance contrast (e.g. zy, = 1.2) is 0.6%, the one for

moderately high impedance contrast (e.g. zy, = 2) is 29.7%.
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Fig. 4.12 Global influences of Ny, and Ny, on strain energy (left) and kinetic energy (right)
for various impedance contrast factors. Error estimations in macroscopic displacements are
computed based on the DNS solutions.

4.8.5 Explicit time integration on micro level

Instead of implicit time integration on the micro-level, explicit time integration can also be
used for the microscopic boundary value problem. The central difference method, which
is conditionally stable depending on the critical time step At.it, is used to discretise the
microstructural response in time. For reasons of stability, the microscopic time step Aty
used in the developed algorithm is required to be not larger than the critical time step on

the micro-level.

Firstly, the dynamic response of the bar in terms of macroscopic displacements is presented
in Figure 4.13 to compare the effect of simultaneous increases in Ny and Ny, on the central
difference method for various impedance contrasts. The proposed combination represents
satisfying estimations with the explicit time integration for several impedance contrasts
against the DNS solutions. For the lowest impedance contrast (e.g. z, = 1.2, blue line),
the error estimation of displacement at the mid-point of the bar reaches 0.6%, giving less
error than implicit time integration shown in 4.11. On the contrary, for a moderately high
impedance contrast (e.g. zy, = 2, orange line), the error estimation of displacement at the

mid-point of the bar in explicit time integration is around 14% and slightly higher than the
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one predicted by the implicit time integration (10.8%).
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Fig. 4.13 Influences of N, and N, on macroscopic displacements at the mid-point of the
bar for various impedance contrast factors. Error estimations in macroscopic displacements
are computed based on the DNS solutions.

As presented in Figure 4.14, the errors in potential energy for different contrasts are
between 12 - 34%, whereas those in kinetic energy are between 0.03 - 39%. For the global
response of the bar, not surprisingly, higher impedance contrasts result in higher error
estimations. Compared to the results of strain and kinetic energies in implicit time integration
analyses, those obtained using the explicit time integration method for low impedance contrast
provide better estimation. However, for high impedance contrasts, the global response

obtained using the implicit time integration method has more satisfying performance.
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Fig. 4.14 Influence of Ny and Ny, on strain energy (left) and kinetic energy (right) for
various impedance contrast factors. Error estimations in macroscopic displacements are
computed based on the DNS solutions.
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4.9 Discussion

In this chapter, the separation of time scales in the dynamic computational homogenisation
method is presented along with the separation of length scales. The proposed approach
demonstrates the effects of increase in the number of unit cells as well as increase in the
number of wave propagations at the microscale. In order to investigate the effectiveness of
this proposed work, linear dynamic analyses is carried out for a one-dimensional laminate
bar and verified by the DNS solutions. Firstly, it is found that an increase in the number
of unit cells significantly reduces the error in strain energy results, while an increase in the
number of wave propagations significantly reduces the error in kinetic energy results. To
combine those advantages for microstructures, increases in the number of unit cells and
wave propagations are simultaneously controlled to obtain better convergence of macroscopic
response in dynamics. Additionally, the effect of these simultaneous increases is evaluated
for various impedance contrasts of material properties at the microscale. Despite achieving
considerable convergence of macroscopic response, the model becomes less accurate with high

impedance contrasts in material properties.

In order to investigate the efficiency of this proposed work, the DNS solutions require a
significant number of degrees of freedom, estimated to be around 106, due to the periodic
repetition of the discretized RVE model and the need for mesh refinement. This is about 100
times more than the homogenized model, indicating a substantial reduction in computational

cost.

The effect of the number of unit cells and the number of wave propagations is assessed in
the numerical and computational homogenisation frameworks, which are outlined in Chapters
3 and 4, respectively. The former approach employs solely the upscaling procedure, with
both space-time averaging, while the latter employs the up-and-downscaling procedure with
only space averaging. Nevertheless, the results obtained from both frameworks indicate that
a simultaneous increase in the number of unit cells and wave propagations leads to better

convergence of the macroscopic response in both frameworks.



Chapter 5

Dynamic Gradient Elasticity Length

Scales

This chapter explores a more efficient way to capture the dynamic behaviour of periodic
laminates in gradient elasticity theories, drawing upon the knowledge gained in Chapter 3
and Chapter 4. The dynamic representative volume element (RVE) size obtained in Chapter
3 enables the quantification of the dynamic length scale parameter in the gradient elasticity
method. The advancements in the accuracy of the macroscopic response achieved through
the computational homogenisation framework presented in Chapter 4 stimulate to determine

length scales for dynamic multiscale problems.
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5.1 Introduction

Size effects express the changes in the mechanical properties and behaviour of a material
such as its strength and stiffness at different scales, particularly at the microscale. When
there is a strong interaction between structural dimensions and microstructural length scales
in the mechanical response of the material, the material becomes size-dependent. Modelling
size effects are of great interest to researchers as they enable tailoring the material properties
at the microscale [101, 102]. Classical continuum theories focus on the response of a material
point resulting from the first-order derivative of the displacement. Classical equations of
continuum mechanics cannot describe the mechanics of size-dependent materials in composites
such as fibre, woven, and lattice due to the absence of internal length scales underlying the
mechanical and physical behaviour of microstructures. The size effects become significant
when the size of a structure and its internal length are similar. Despite their limited usefulness
in size-dependent composite problems, classical continuum theories can be expanded in their
spatial and temporal response. In order to capture the spatial effect of heterogeneity on
the material response at various scales (i.e. micro, meso and macro), classical continuum
theories are extended into gradient elasticity theories containing higher-order derivatives
of the displacement (i.e. strain gradients) [103]. A second advantage of gradient elasticity
theories concerns the removal of nonphysical singularities. Classical continuum theories are
incapable of removing singularities in stress and strain fields that emerge from re-entrant
corners in the geometry, abrupt changes in boundary conditions, or concentrated loads.
Higher-order derivatives of the displacement in gradient elasticity theories can be employed
to smoothen singularities, thus leading to a more realistic response of the structure that lends

itself better to interpretations on structural strength and structural integrity [104].

A third advantage of gradient theories is that they are able to describe deviations in the
dynamic response of composites that emerge from their microstructure. When an elastic
wave propagates through a composite material, reflection and refraction occur at the interface
of composite components. The extent of these interactions depends on the wavelength and
frequency of the harmonic components, and therefore harmonic waves of different wavelengths
travel at different speeds so that the elastic wave propagation becomes dispersive. The
prediction of wave dispersion cannot be captured by classical continuum theories unless all mi-
crostructural details are explicitly included, causing enormous computational effort and cost.
As an alternative, gradient elasticity theories may include higher-order derivatives of the ac-

celeration (i.e. inertia gradients) to cope with the deficiency of modelling wave dispersion [71].

Combining the capabilities of strain and inertia gradients enables obtaining dynamically
consistent gradient models to overcome size-effect, singularity and wave dispersion problems

[71]. Higher-order derivatives with respect to space and time are accompanied by associated
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length scale parameters that build a link with the material behaviour of microstructure as
additional constitutive constants. While the length scale parameter appearing with high-order
strain is known as the static length scale parameter £, the one appearing with inertia gradients
is known as the dynamic length scale parameter £4. As length scale parameters determine the
contribution of higher-order gradients, appropriate values of length scale parameters should

be acquired for the accuracy of a gradient elasticity model.

Even though identification and quantification of length scale parameters are directly
associated with the size of microstructures, selecting length scale parameters can still be
challenging. As a representation of microstructure, a representative volume element (RVE)
contributes to selecting the length scale parameters. The static length scale parameter can
directly be linked to the size of the RVE, whereas the dynamic length scale parameter varies
with the geometric and material properties of the RVE [2]. Accordingly, calculating the
dynamic length scale parameter is more challenging compared to the static length scale
parameter due to its nature. In Chapter 3, larger sizes of the RVE in dynamics by applying
the separation of length scales provide better convergence in predicting the microstructure
response. This chapter will present a procedure to select the dynamic length scale parameter
connected to the size of RVE such that the response of a dynamically consistent gradient
model is not affected by the dynamic length scale parameter. A one-dimensional periodically

laminated bar is used with a series of numerical examples to demonstrate the effect of the

le L »
5 "
77 IR/ 7/ 7 7/ /7 B/
T i Periodic laminate
/'//}—;)17,01 E2aﬁ;;\ "~ ,’/’/ \\\\
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Gradient equivalent

Fig. 5.1 One-dimensional periodic laminated bar (top) and its equivalent gradient elasticity
model (bottom)
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dynamic length scale parameter on the response of the material and quantify the dynamic

length scale parameter.

5.2 Gradient elasticity model in dynamics

Gradient elasticity theories enhance the classical continuum with additional higher-order
spatial and temporal derivatives to resolve static and dynamic inconsistencies, as detailed
with examples in the previous section. This section presents a dynamically consistent gradient
elasticity model with stable strain and inertia gradients accompanied by the static and
dynamic length scale parameters. This gradient elasticity model is also decoupled by a
developed operator split to avoid inconvenient continuity requirements due to higher-order

derivations.

L

]
ANANNNNY

Ax

&
€

AM-OAMA-OAHOAMA-OAHOA-

w(x-2Ax)  uw(x-Ax) u(2x) w(xtAx)  u(xt2Ax)

Fig. 5.2 One-dimensional gradient elasticity bar (top) and its discrete model comprising of
masses linked by springs (bottom)

5.2.1 Formulation of the gradient elasticity model

Classical continuum mechanics focus on the macroscopic response of composite materials by
neglecting the underlying microstructure. The mathematical model of the classical continuum
can be formed by a discrete model comprising mass and spring elements depicted in Figure
5.2, which enables the material to be modelled analytically and numerically. In the classical
continuum theory, the equation of motion for a one-dimensional linear elastic material is
expressed as

0%u
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Gradient elasticity models consist of the mechanical behaviour of a material point and its
neighbour interactions to describe microstructural effects in composite materials. In order to
include neighbour interactions in the continuum model, Taylor expansion approximation is
derived with respect to space and time to obtain displacement and acceleration. At a given
time ¢, the displacement u(x + Ax,t) and acceleration i(x + Az, t) of a material point x can

be written as

ou(z,t) n leQ O*u(w,t) L

u(z £ nAx,t) =~ u(z,t) + Ax 9 5 92

+ O(Az") (5.2)
. 2..
ti(x,t) n leZCK) ii(x,t) L

iz £ nAx,t) ~ iz, t) + Ax O 5 92

+ O(Azx") (5.3)
where Ax is the distance between two neighbour materials and O is the truncation error with
the nth degree of Taylor polynomial. When Expansions (5.2) and (5.3) are substituted into
the potential energy density and the kinetic energy density, respectively, the formulation of a
series of gradient elasticity models can be derived according to Mindlin’s theory of elasticity
[105]. Rewriting Eq. (5.1) with higher-order terms in the Expansions (5.2) and (5.3) to

obtain the general form of the equation of motion in the gradient elasticity gives

0% ot 0%u 0t o%u
. 2 4 2 4
p(u—ﬁl 83;2 £23 4 ) E(a 5 63 81‘4 648 G ) (54)

where ¢1, {5, {3 and ¢4 are length scales linking the material response to their underlying
microstructure. The existence of ¢3 and ¢4 with strain gradients in Eq. (5.4) leads to
avoiding singularities in the stress and strain fields [104]. When Eq. (5.4) is truncated
after the second-order strain gradient term with ¢; = ¢ = 0 (i.e. the second-order gradient
model), all waves propagates with unrealistic high velocities. On the other hand, when
Eq. (5.4) is truncated after the fourth-order strain gradient term with ¢; = ¢, = 0 (i.e.
the fourth-order gradient model), only waves with higher wave numbers causes unrealistic
high velocities affecting the response of the material [104]. Thus the gradient models cannot
capture wave dispersion completely. Moreover, the higher-order inertia gradients appearing
with #1 and /5 achieves resolving dynamic inconsistencies in the both second and fourth-order
gradient models. When the second-order inertia gradient appearing with ¢; in Eq. (5.4)
is accompanied by the second-order strain gradient with ¢3, the advantage of removing
singularities in the strain field is combined with capturing realistic wave dispersion [71].
Although the fourth-order gradient model is improved by adding the fourth-order inertia
gradient, the use of the fourth-order gradient model is restricted by continuity requirements
[106]. For a dynamically consistent gradient elasticity model, the one-dimensional equation

of motion with higher-order gradient terms is given by [72]



5.2 Gradient elasticity model in dynamics 66

0%ii u 5 0
. U _ ou o du
P (“ fa ax2> b (83:2 £ (3'3:4) (5:5)

where /3 and ¢4 are the static and dynamic length scale parameters, respectively. The

solution of Eq. (5.5) is challenging to obtain as the fourth-order spatial derivatives requires
¢ -continuity of the interpolation functions in numerical discretisation. For simplification, the
discretisation strategy introduced by Askes et al. [72] transforms the dynamically consistent
gradient elasticity equation of motion from %'-continuity with the fourth-order partial
differential equation to €°-continuity with two second-order partial differential equations
by using Ru-Aifantis theorem [70]. The equation of motion of the dynamically consistent
gradient model Eq. (5.5) including fourth-order spatial derivations with the absence of body

forces is separated by displacements up; and wuy, into fully coupled equations:

25 2
p<uM—e2a“M>:Ea“m (5.6)
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where subscripts m and M denote microscopic and macroscopic quantities, which are deter-

Um = UM — E? (5.7)

mined by the comparison of Mindlin’s theory of elasticity [105] with the associated integral
nonlocality of strain [107]. In Eq. (5.7) uy at a certain position is obtained by a nonlocal
averaging uy, over a certain volume at the microscale. Also, the volume of averaging u,, at
the microscale is determined by an internal length which is similar concept with the length
scale parameter in Eq. (5.7). These interpretation enable defining displacement quantities in

Egs. (5.6) and (5.7) as macroscopic and microscopic [2].

For the ease of implementation, rearranging Eq. (5.7) by taking second time derivative

gives
& i
.. 2
Uy = tpn — 05 52 (5.8)
The term 8;::%/[ in Eq. (5.6) is replaced by Eq. (5.8) after multiplying with ¢3/¢2. In addition,

Eq. (5.8) is updated by multiplying with p(1 — ¢3/¢2). Therefore, the new fully coupled sets

of equations in dynamics are reformulated as

G B-e 0t
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The form of Egs. (5.9) and (5.10) paves the way for determining the kinetic and strain energy
densities of the dynamically consistent gradient model denoting by Ky and U, respectively,
that is

1 03— 02 D ?
Ke = 2p(a?n+ o (i — i) + (63— )20 (5.11)

S

and )
Uy, = §€mE€m (5.12)

where ey, is the microscopic strain and the first-order derivative of uy,. According to the
energy-based positive definiteness in physics, the dynamic length scale parameter ¢4 should
be larger than the static length scale parameter ¢ in Eq (5.11). As it happens, such a choice

also leads to realistic dispersion characteristics in the gradient elasticity model [72].

5.3 Wave dispersion

The description of wave dispersion for a one-dimensional periodic laminate bar is briefly
recapped in this section. The general solution form of a harmonic wave at a certain point x

with a certain time ¢ is written as

u = Aexp(ik(z — cpt)) (5.13)

where A is the amplitude, i is the imaginary number defined by i = \/—1, k is the wave
number and ¢, is the phase velocity. In order to simulate wave dispersion, the second-order
derivatives of the displacement and the acceleration are employed in the gradient elasticity
model. Substituting Eq. (5.13) into Eq. (5.5), the equation of motion of the dynamically

consistent gradient model becomes

—pk?c; — plik'cl = —Ek* — ECK! (5.14)

Eq. (5.14) can be expressed for dispersion curves in the dimensionless form, namely

=—= 1
1+ (3k2 (5.15)

a1+ 02K

e
ce is the wave speed of a one-dimensional elastic bar, defined as cc = \/E/p. When the
phase velocity ¢, depends on the wave number k, wave propagation becomes dispersive [108].
Consequently, Eq. (5.15) expresses a dispersion relation. On the basis of the dispersion
relation, when the length scale parameters are equal to each other, i.e. 5 = {4, the
characteristic of wave propagation becomes non-dispersive as demonstrated in Figure 5.3. In

addition, the phase velocity of a wave is the ratio of frequency to wave number as ¢, = w/k.
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The waves with higher wave numbers (i.e. short wavelengths) propagate faster than the
waves with smaller wave numbers (i.e. long wavelengths). Accordingly, for physically realistic
numerical simulations of dispersion, ¢5 < £4 should be adopted. Higher wave numbers due to
short wavelengths approaching the size of microstructures ¢ propagate with the wave speed
controlled by both length scale parameters in order to simulate dispersive characteristics.
As shown in Figure 5.3, several magnitudes of the dynamic length scale parameter lead to
changes in the wave speed based on wave numbers. For high wave numbers, i.e. k — oo,
the wave speed of strong dispersion (i.e. orange line) is almost two and three times higher
than the wave speeds of the intermediate (i.e. red line) and weak (i.e. blue line) dispersion,
respectively. Consequently, the ratio ¢4/¢s should be determined to capture wave dispersion

accurately.
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Fig. 5.3 Dispersion relations with the change of ¢4 - normalised phase velocity versus
normalised wave number for £; = 1m

5.4 Gradient length scale parameters

Gradient length scales convey material properties of a mechanical model on multiple scales,
commonly microstructures, incorporating enriched constitutive relations in the overall be-
haviour of composites. The selection of length scale parameters should be rigorous, resulting
in small enough to embrace all microstructural properties, but in the meantime, large enough

to maintain resolution. The quantification of length scales depends on stiffnesses and densities
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of the material, volume fractions and contrasts in the material, and the size of the RVE
[27, 82, 105]. As depicted in Eq. (5.5), the dynamically consistent gradient elasticity equation
of motion contains two internal length scale parameters. The static length scale parameter
emerges with higher-order derivatives of the displacement, whereas the dynamic length scale
parameter emerges with higher-order derivatives of the acceleration. Whereas the static
length scale parameter is directly connected to the static RVE size underlying the length
of the microstructure, as explained in Appendix D, the dynamic length scale parameter is
connected to the dynamic RVE size. Notably, for periodic laminates, the static length scale
parameter is given by [31, 32]
L

ly = Ts (5.16)

where L, is the size of a representative volume element. For periodic laminates, Ly, is set
equal to the size of the microstructural unit cell. Furthermore, as has been depicted in
Eq. (5.11), the dynamic length scale parameter must be greater than the static length scale

parameter to predict realistic wave dispersion in the microstructure [72]:

by < by (5.17)

On the ground that the dynamic length scale parameter is determined by the dynamic RVE
size, geometric and material properties such as volume fractions and contrasts should be
considered to determine the dynamic length scale parameter. Increases in the contrast of the
material lead to the increase in the dynamic length scale parameter underlying the increase
in the RVE size [27, 82]. An enlargement factor to obtain the dynamic length scale parameter
with respect to the static length scale parameter is presented by Bennett et al. [2] as a result
of the averaged material properties in Eqgs. (3.17) and (3.18) embedded into the gradient

elasticity equation of motion in Eq. (5.5), that is
g = ly\/7 + 1 (5.18)
with

2
_ |l = ) (Erpr — Eaps)
pavr((l - a)El + OZEQ)

(5.19)

where v is the coefficient of the length scale parameter. Although the enlargement factor
incorporates the contrast of the material in addition to the material properties, the dynamic
length scale parameter calculated by Eq. (5.18) can be improved to capture a wider range of
contrasts in the material. Consequently, an improved derivation of Eq. (5.18) enables better
estimation of the dynamic length scale parameter for dynamic gradient elasticity problems.

Apart from using the enlargement factor to quantify the dynamic length scale parameter,



5.4 Gradient length scale parameters 70

in this work, the dynamic length scale parameter of periodic laminates is proposed to be

calibrated by the curve fitting algorithm schematised in Figure 5.4.

The first step of the curve fitting algorithm is to initialise a gradient elasticity model
since the geometric and material properties of periodic laminates are defined in this step.
Then, the number of different magnitude wavelengths is selected to determine the distance
considered in the curve fitting optimisation. The amplitudes of the displacement curves
weakens with the intensity of heterogeneity in the material due to a reduction of wave speeds.
Therefore, the distance is arranged to concentrate on the first peak involving more robust

assessment of the dispersion behaviour.

As a starting point for finding provisional values of the dynamic length scale parameter,
the coefficient v containing contrast of the material is calculated in Eq. (5.19). After that, a
length scale parameter increment A/ is sensitively defined to provide the dynamic response
of periodic laminates for a comprehensive range of geometric and material properties. The
response of the dynamic gradient elasticity model is solved for each value of the dynamic
length scale parameter. On the other hand, the associated heterogeneous model is also solved
by the direct numerical simulation (DNS) to compare the response of the models. As a
result, the displacement profiles are obtained from both the gradient elasticity model and the

heterogeneous model.

The best fit in the displacement curves of the gradient elasticity model is selected by the
error estimation obtained by a trapezoidal integration of the displacement curves between

the gradient elasticity and heterogeneous model. The error estimation formula is given by

N
/fhete(x) dz — /fgrad(m) dx Z ‘ fhete(xn) - fgrad(xn)
ea(%) =2 - 0 £100 = 2= 100 (5.20)
/fhete(x) dx Z ’fhete(-rn)
n=1
0

where N is the total number of evenly spaced intervals. When the minimum error between the
displacement curves is higher than 5%, the dynamic length scale parameter increment Afq is
reduced to increase the sensitivity of the response of the gradient elasticity model. Once the
minimum error is satisfied, the dynamic length scale parameter providing the minimum error
is selected. Finally, the ratio of the dynamic length scale parameter to the static length scale

parameter is presented.
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5.5 Numerical model implementation

The dynamically consistent gradient model presented for a one-dimensional laminated bar
shown in Figure 5.2 is straightforwardly employed within the standard finite element method
and the constant average acceleration time integration scheme. Egs. (5.9) and (5.10),
formed as a coupled system of equations, can be partitioned into updates of microscopic
and macroscopic displacement with associated microscopic and macroscopic acceleration,
respectively. In order to discretise the coupled system of equations with its variationally

consistent boundary conditions, the weak form of Eq. (5.9) can be elaborated as

2
/(5u,0< —géguM>dx—/(5uE

M dz =0 (5.21)

S

du is a virtual displacement. Using integration by parts for the last term of Eq. (5.21) to

bring derivative to du gives

2 52 62
/5up <€2 iy — 7z uM> dz + /5€E€m dz = /5utd:c (5.22)
S

where ¢ is the prescribed tractions associated with the stiffness traction in Eq. (5.7) according
to the variationally consistent boundary condition [72]. Taking the weak form of Eq. (5.10)

gives

L
0/5up < T U + eg uM - (Ed - €S> 522 dz =0 (5.23)

Integrating the last term of Eq. (5.23) by parts leads to the following equation:

02 Oz oz
(5.24)

The boundary integral resulting from the integration by parts is cancelled out according

L 2 2 2 2 L
/5u,0 <—£d£2 b iim—i-gd b UM> dx—i—/ 85u EQ)au—de [&Lp(ﬁg—ﬁz)aUM] =0
0 s 0

to the variationally consistent boundary condition since the inertia traction in Eq. (5.8) is

assumed as zero [72]. Eventually, Egs. (5.22) and (5.24) can be rewritten in a matrix-vector

[ Mr;m _MmM] [Um‘| + [Kmm O‘| [Um] _ [fext] (5‘25)
—Miv Mum| M 0 0] [um 0

Corresponding mass, stiffness and external body force matrices containing length scale

form as

parameters are listed below
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62
M = /NTpg—gNdx (5.26)
0 S
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L
foxt = / NTtdz (5.30)
0

The consistent element matrices for one-dimensional problems, which include length scale

parameters, are provided as follows:

11
4|3 6 (5.31)
Muym = ph— 5.31
G111
6 3
, |11
Gz &
Myt = ph=4——= |3 6 (5.32)
s |11
6 3
2 2 1 1 2 2
2-12|3 & 2201 -1
Muni — pptd =55 13 6| Jfa—h 5.33
6 3
El1 -1
Kpm = — 5.34
A &

Typically, a lumped mass matrix is the favoured choice, especially for explicit time integration
schemes. However, a consistent mass matrix is implemented for gradient analyses since a

mass lumping process will result in cancelling the gradient effects.
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5.6 Numerical results

The one-dimensional periodic laminate bar shown in Figure 5.2 is adopted to scrutinize the
quantification of the dynamic length scale parameter for several numerical examples. The
length of the one-dimensional periodic bar is L = 300 m with the unit cells of constant size
¢ =1 m and the cross-sectional area of A = 1 m?. Each unit cell consists of two layers, where
the first material is assigned Young’s modulus F7, mass density p; and elastic impedance
z1 = v/ F1p1, while corresponding material properties for the second are denoted as Fo, po
and 22 = \/F2py. The material properties are chosen for various impedance contrasts 21 /22,
the contrast levels of which are assigned as low z1/2z9 = 10, intermediate 21 /29 = 100 and
high z;/29 = 1000. Constant volume fractions of the two materials are taken via o = 0.5
along the bar, resulting in the equal size of the laminates hy = ho = g. The bar is constrained
on the right end and subjected to a unit-pulse fo = 1 N on the left end at the beginning of

analyses.

In the numerical examples, the one-dimensional periodic laminate bar is simulated by a
homogeneous equivalent material with averaged (i.e. effective) material properties, a gradient
elasticity model with length scales and a heterogeneous model by the DNS. The material
properties of the homogeneous model are obtained from averaged Young’s modulus F,y; and
mass density payr in Egs. (3.17) and (3.18). The constant average acceleration scheme is
used with time step sizes of 0.05 s for the homogeneous and heterogeneous models as well as
0.2 s for the gradient elasticity model. In Appendix B, all physical and numerical parameters

are listed.

5.6.1 Effect of /; on dispersion behaviour

Firstly, the effect of the dynamic length scale parameter ¢4 on the dispersive behaviour of
the periodic laminate bar is investigated. The dispersive characteristics are simulated by the
gradient elasticity model for various dynamic length scale parameters such as £q = 2,4,6. The
static length scale parameter calculated using Eq. (5.16) remains the same for all analyses

due to the regular unit cell size £ along the bar.

The displacement curves along the bar are presented for various ratios of the dynamic
length scale parameter to the static length scale parameter in Figure 5.5. When the length
scale parameters equal to £q = £5 = 0, the wavefront becomes non-dispersive so that the angle
of the wavefront approaches 90°. All wave numbers k in this non-dispersive homogeneous
model travel with the same phase velocity c,. Despite the absence of physical dispersion, a
modest level of numerical dispersion can be detected in the homogeneous displacement curve
due to spatial and temporal discretisation. On the other hand, when the dynamic and static

length scale parameters appear in the gradient elasticity model, wave propagation becomes
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Fig. 5.5 Role of ¢4 in dispersion behaviour simulated by the gradient elasticity theory -
displacement curves for the periodic laminate bar at time ¢t = 280s.

dispersive, arising from changes in the phase velocities based on their wavelengths. Increases

in the ratio £q/ls give rise to increases in its distance between successive peaks.

5.6.2 Effect of various impedance contrasts on /g4

Length scale parameters tend to increase with increases in the material contrast between
components of composite materials. Apart from the static length scale parameter related
directly to the unit cell size, the quantification of the dynamic length scale parameter is
investigated for the contrast in the mechanical impedance of materials in this section. The
numerical simulations are implemented for the low, intermediate and high contrasts levels
quantified as z1/ze = 10, 2z1/22 = 100 and z;/z9 = 1000, respectively. The selection of the
dynamic length scale parameter is implemented according to the numerical scheme presented
in Figure 5.4.

In Figure 5.6, displacement curves through the bar are shown for three impedance contrast
levels in the material to determine the best value of the dynamic length scale parameter.
As expected, the response of the periodic laminate by the equivalent homogeneous model
provides non-dispersive wave profiles. In gradient elasticity simulations, the first peak of
the displacement curves obtained with the analytical dynamic length scale parameter of
Eq. (5.18) have relatively satisfying dispersion estimations. Nevertheless, the differences
between the response received with the analytical dynamic length scale parameter and the
heterogeneous model become more pronounced in successive peaks. The displacement curves
of the intermediate and high impedance contrasts deviate from the heterogeneous solution by
the DNS more than the low impedance contrast. On the other hand, the displacement curves

obtained with the dynamic length scale parameter estimated by [3] provide dispersive wave
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Fig. 5.6 Displacement profiles of the periodic laminate bar with low contrast z;1/z2 = 10 (top),
intermediate contrast z1/z2 = 100 (middle) and high contrast z;/z2 = 1000 (bottom) at the
time ¢ = 280 s. The bar simulated is with homogeneous (dark grey line), heterogeneous (blue
line), gradient model with ¢4 derived analytically [2] (dotted orange line), gradient model
with /q estimated numerically [3] (dotted green line) and gradient model with the improved
lq presented in Figure (5.4) (red line).
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characteristics, yet the difference from the heterogeneous response is considerably higher than

other gradient elasticity models.

As depicted in Figure 5.6, for all contrast levels in the material, the proposed dynamic
length scale parameter is slightly higher than the analytical dynamic length scale parameter,
while the proposed dynamic length scale parameter is considerably lower than the dynamic
length scale parameter estimated by [3]. Moreover, the deviations from the response obtained
with the analytical dynamic length scale parameter and the dynamic length scale parameter
estimated by [3] slightly increase with increasing the impedance factor z. On the other hand,
the numerical estimations of the proposed dynamic length scale parameter compared to the

heterogeneous benchmark solutions have satisfying trends for all impedance contrast levels.

5.6.3 Comparison of /4/(s with different methods

In the previous section, it is presented that quantifying the dynamic length scale parameter
requires improvement to model the dispersive characteristics of periodic laminates based on
material contrasts. Therefore, the effect of the contrast in mechanical impedance of materials
on £q/ls is examined to formulate the dynamic length scale parameter in this section. A
series of gradient elasticity numerical simulations are conducted to determine the dynamic
length scale parameters for a wide range of material contrast in the one-dimensional periodic
laminate bar. The procedure of selecting the dynamic length scale parameter presented in
Figure 5.4 is pursued in all simulations. After the convergence of ¢4/¢5 against time, the

ratio £q/{s is determined based on displacement profiles at the mid-point of the bar.
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Fig. 5.7 The ratio £q/¢s versus a wide range of impedance contrast levels of the material in
the periodic laminate bar, simulated by various gradient elasticity approximations.

The normalised dynamic length scale parameters obtained from various gradient elasticity

approximations are demonstrated in Figure 5.7. The gradient elasticity approximations shown
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in Figure 5.7 indicate a correlation between the dynamic length scale parameter and the
impedance contrasts. Even though there is a remarkably similar trend for impedance contrasts
among the approximations, the value of the proposed dynamic length scale parameters is
larger than the value of the analytical dynamic length scale parameters and smaller than the
value of the dynamic length scale parameters provided by Carta et al. [3]. The proposed
numerical dynamic length scale parameter is formulated based on contrasts in periodic

laminates according to the data represented in Figure 5.7, that gives

, —0.66
d Z1
d_ o2t 1. .
=0T <Z2> +1.5 (5.35)

5.7 Discussion

The quantification of the dynamic length scale parameter is examined in this chapter for
one-dimensional periodic laminate problems simulated by a gradient elasticity theory. This
requires curve fitting optimisation of displacement profiles obtained from the dynamically
consistent gradient elasticity model. In order to provide a benchmark solution, the one-
dimensional periodically laminated bar is simulated by direct numerical simulation. The
procedure is applied to a wide range of contrasts in the material so that the dynamic length

scale parameter is formulated as a result of the response of the gradient elasticity model.

The gradient elasticity model is numerically computed as a function of the dynamic length
scale parameter for various material properties. As anticipated, the dynamic length scale
parameter is larger than the static length scale parameter. The ratio of the dynamic length
scale parameter to the static length scale parameter also increases with increase in contrasts
in the material. It is detected that the optimum value of the dynamic length scale parameter
lies between the values acquired by two earlier gradient elasticity approximations despite
approaching the relatively same convergence characteristics. For high impedance contrast
levels, the material response obtained from the numerical dynamic length scale parameter is

more robust in ongoing wave propagation than the analytical dynamic length scale parameter.

There are some differences in the dynamic length scales obtained using the averaging
technique outlined in Chapter 3 and the gradient elasticity method described in this Chap-
ter. Particularly, the normalised dynamic RVE size is approximately 10 times larger than
the ratio of the dynamic length scale parameter to the static length scale parameter. In
Chapter 3, a microstructural boundary value problem is solved to obtain the macroscopic
material properties, whereas in the gradient elasticity theory a macrostructural boundary
value problem is solved with additional length scales. The gradient elasticity is based on

Taylor expansion with truncation errors which can be reduced by increasing the number of
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higher-order terms in Taylor expansion. In contrast, homogenisation techniques rely on the
separation of length and time scales to loosen the restriction on coupling between macro and

microscales, leading to a significant reduction in error.



Chapter 6

Conclusions and future perspectives

6.1 Conclusions

The focus of this thesis is to quantify dynamic length and time scales and establish their rela-
tions to facilitate the modelling of the material behaviour of periodic composites in dynamics
for practical engineering applications. The conclusions of the thesis can be summarized

concisely as the outcomes listed in the same order as the chapters:

1. As an extension of Hill-Mandel principle of macrohomogeneity, the time averaging
has been derived in addition to the space averaging with the finite element method
for dynamic micro-macro averaging. The macroscopic material properties have been
normalised by the averaged analytical material properties, widely used in literature to
validate the macroscopic material properties of 1D periodic composites. The results
have demonstrated a significant improvement in the estimation of homogenized material
properties when using the space-time averaging approach compared to the space

averaging alone.

2. The effect of microscale boundary conditions on predicting macroscopic material prop-
erties within the micro-macro averaging relations has been evaluated. Similar to the
findings in statics, the use of periodic boundary conditions outperforms Dirichlet bound-
ary conditions, particularly in estimating macroscopic mass densities in a transient

dynamic context.

3. The findings in this thesis confirms that the size of the representative volume element
(RVE) in dynamics is larger than that in statics as previously reported in current
literature. The quantification of the RVE size in dynamics was investigated by increasing
the number of unit cells and wave propagations at the microscale. The simultaneous
increase in the number of unit cells and the wave propagations resulted in a more
effective convergence of macroscopic material properties than when each of these was

individually increased.
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10.

The proposed space-time averaging approach was assessed for various material impedance
contrasts and volume fractions to validate its effectiveness further for real-world engi-
neering applications. The results showed that higher impedance contrasts and volume

fractions in the material converged at larger RVE sizes as well as larger time windows.

The issue of requiring a sufficiently large RVE size and time window has also been
addressed for dynamic computational homogenisation methods. The work in this thesis
achieved by implementing the separation of time scales between macro and microstruc-
tures, along with the separation of length scales, within the dynamic computational
homogenisation framework. The effectiveness of this approach has been verified by
comparing the macroscopic results with the solutions of the direct numerical simulation

for a one-dimensional periodically laminate bar.

The temporal decoupling of the homogenised macrostructure from its microstructure
has enabled to extend the time window of microstructural analyses until the macro-
scopic response become independent from microscopic variations. This required the
reformulation of scale transitions between macro and microstructures with new time

integration parameters in this work.

The efficacy of the dynamic computational homogenisation model, incorporating both
the separation of length and time scales, was evaluated on the dynamic response of the
one-dimensional bar. Increasing the number of unit cells improved the estimation of
multiscale strain energy, while increasing the number of wave propagations improved
the estimation of multiscale kinetic energy. The simultaneous increase in the numbers of
unit cells and wave propagations yielded the best results in predicting the macroscopic

displacement.

The influence of the simultaneous increase in the number of unit cells and wave
propagations has been examined on the contrast in mechanical impedance of materials.
A consistent trend for the convergence of the macroscopic displacements and energies
was observed at different contrast levels. However, the accuracy of the macroscopic

response highly reduced at high contrast levels, as expected.

The microstructural boundary value problem was solved using both implicit and explicit
time integration methods, and the performance of each method has been evaluated for
different material impedance contrasts. The results indicated that the explicit time
integration method shows better convergence with the direct numerical simulation
results for low impedance contrast levels, while the implicit time integration method

outperforms the explicit method for moderately high impedance contrast levels.

This thesis has addressed the challenge of quantifying the dynamic length scale parameter

in gradient elasticity theories by leveraging advancements in dynamic RVE size within
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homogenisation methods. The curve fitting optimization approach was proposed to
calibrate the dynamic length scale parameter with the size of RVE in dynamics. The
resulting displacement profiles have enabled a comparison with dynamic length scale

parameters derived analytically and numerically in the literature.

11. The proposed curve fitting optimisation approach demonstrated a consistent trend
across a wide range of material impedance contrasts. The equation of the dynamic
length scale parameter was presented in relation to the material impedance contrast
and the RVE size.

12. The findings of length scales in both dynamic homogenisation and gradient elasticity
methods showed that length scales increased under dynamic excitation when compared
with those in statics. The change in length scales resulted in a more significant reduction

in error for homogenisation methods in comparison to gradient elasticity methods.

6.2 Future perspectives

Several promising potentials for future considerations have emerged throughout this work:

Further microstructural geometries The proposed approaches in multiscale methods
were implemented on one-dimensional periodically laminated composites. In order to extend
the feasibility of the developments presented in this thesis to engineering applications, it
would be necessary to implement them on a range of different microstructural designs. This
would facilitate a more comprehensive assessment of the effectiveness and practicality of the
proposed methods. Firstly, the methodologies presented in this thesis for one-dimensional
applications would expand to three-dimensional scenarios, following the mathematical formula-
tion provided in the literature. On the other hand, the application of these developed methods
in this thesis is not limited to periodic laminates; their potential extends to cutting-edge
materials such as metamaterials. Incorporating metamaterials into the evaluation process
can lead to groundbreaking advancements in various fields, including optics, acoustics, and

electromagnetics.

Temporal averaging in computational homogenisation The upscaling in the compu-
tational homogenisation system is formed by spatially averaging results of microstructural
boundary value problems according to the Hill-Mandel principle. The temporal averaging as
an extension of the Hill-Mandel principle introduced in this thesis could be performed within
the computational homogenisation framework. The space-time averaging would highly likely
improve the macroscopic response obtained from the averaged results of microstructural

boundary value problems.
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Temporal scales in gradient elasticity The dynamically consistent gradient elasticity
model for determining the dynamic length scale parameter is based on a Taylor expansion in
space, which only involves length scales. However, Askes et al. [109] introduced a gradient
elasticity model with time scales to improve the accuracy of predicting material behaviour in
dynamic problems. Quantifying time scale parameters would be as significant as quantifying
the length scale parameters, as it can affect the performance of the gradient elasticity model

on the macroscopic response of the material.

Scale separations for frequency domain boundary value problems Recent attempts
have been made to expand the use of frequency domain boundary value problems in multiscale
problems, despite the limitation of their applicability to linear elastic materials [66, 110]. For
instance, Sridhar et al. [66] have explored the improved separation of length scale approach
at higher frequencies, where the classical scale separation fails. However, the classical scale
separation method is no longer practical in higher frequency regimes. Due to the fact that
energy consistency has not achieved between the scales in frequency domain, further research
should be required. The separation of length and time scales presented in this thesis could

contribute to frequency domain analyses for multiscale problems.
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Appendix A

Numerical Methods

Time integration methods

In order to solve the equation of motion, time discretisation is required in addition to space
discretisation. Therefore, a time integration method should be adopted with the finite element
method. The Newmark time integration is employed in this section to achieve a solution for

each time step. The equation of motion reads
Mii+ Ku = fext (A.1)

where feyt is the external force applied to the system. The displacement and velocity equations

of Newmark time integration at time t + At gives

ul At =yt gt AL+ (% — B) A%l + BAL (i + Ai) (A.2)

,[Lt-i-At —_ ’[Lt + (1 _ ’)’)At ut + "}’At ilt""At (A3)

where u!

, 4, and i are displacements, velocities and accelerations discretised in time, and
At is the time step. Also, § and « are Newmark parameters to determine the accuracy
and stability of the time integration. When Newmark constant coeflicients are g = 0.25
and v = 0.5, the time integration method becomes unconditionally stable, which is the
so-called constant average acceleration scheme. On the other hand, when Newmark constant
coefficients are 5 = 0 and v = 0.5, the time integration method becomes conditionally stable
with the critical time step. This method is equivalent to the so-called central difference

method.

The constant average acceleration scheme

Rewriting Eq. (A.2) and Eq. (A.3) with Newmark constants 8 = 0.25 and v = 0.5 gives
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1 1
WA = ul Al AL AP AT (A4)

1 1
WA = 4+ 5 At it + 5 At attat (A.5)

The constant average acceleration scheme solves the equation of motion to obtain the state

of the system at time ¢ 4+ At, leading to

Mat+At | gyt+At — ptrAt (A.6)

ext

As an alternative, the increment form of Eq. (A.6) incorporates the displacement and
acceleration at previous time ¢ to update the solution incrementally over each time step.
Thus,

M (it + Aw) + K (uf + Au) = fL5A (A7)

ext

When Eq. (A.4) is also written in accordance with Eq. (A.7), that gives
-t 1 2t 1 2/t .
Au = u'At + EAt 4 ZAt (u" + At) (A.8)

Apart from the displacement calculation at time ¢ 4+ At, accelerations are also calculated at

time ¢ + At; hence, reorganising Eq. (A.8) to obtain the acceleration increment results in

1
Ad Au—al At — 5At%'ﬁ) (A.9)

= ael
The central difference method

Rewriting Eq. (A.2) and Eq. (A.3) with Newmark constants § = 0 and v = 0.5 and shifting

the time evaluation instants to include half-time steps gives

1 _1
A RN (A.10)
1
ul A = ot At At 4 EAt2i'Lt (A.11)

Different from the constant average acceleration scheme, the central difference method

expresses the equation of motion at current time ¢, namely

it = MY (fly, — Ku') (A.12)
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Periodic boundary conditions

In this section, the equations of the bipenaly method [111] are presented to impose periodic
boundary conditions on a one-dimensional periodic laminate bar. In the bipenalty method,
displacement constraints are imposed together with the associated acceleration constraints
for greater accuracy (and avoidance of problems with stability). The matrix form of the

equation of motion at the microscale Eq. (3.1) is given by
Mu+ Ki=0 (A.13)

where M and K are the mass matrix and stiffness matrix of the microstructure. In order
to impose a tying between degrees of freedom with subscripts L and R, the equation of

constraints for displacements [112] is written as
u = Uy, — Ur (A14)

where @ is the prescribed displacements at the boundary of the microstructure the constraint
matrix describing the connections between degrees of freedom for each constraint. The
displacement constraint is differentiated with respect to time to obtain the associated velocity
constraint as follows

U =1y, — Uy (A.15)

where u is the prescribed velocities tying degrees of freedom subscripts L and R. The

contributions of Egs. (A.14) and (A.15) in the potential ¢/ and kinetic energies KC gives

1 s

U= §uTKu + %(UL — ug —)? (A.16)
1 n ~

K = il M+ %(aL iy — )2 (A.17)

where ag and ay, are the stiffness and mass penalty parameters. Hence, the equation of

motions can be derived in the following form
(M + MP)ii+ (K + KP)u = fP (A.18)

where KP is zero matrix except for the elements that imposing a tying between L and R,
which are K, = K&y = as and Ky = K&, = —ag. Similarly, MY, = My = o and MY, =
ML, = —ay,, whereas all other elements of MP are zero. This leads to ff = —agli — ol

and fY = o + ant, but all other elements of fP are equal to zero.
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Numerical and physical parameters

The analysis of N,

Table B.1 Geometric and material properties for the analysis of Ny on the macro- and
micro-scale

Symbol  Value  Unit

Length L 1 m
Wave Speed oM 0.9959 m/s
Applied Force F 10 N
Element Size hw 0.25 m
Macro Scale No of element Nely 4
Critical time step Aterit 0.2510 S
Wave duration tﬁ/{ 1.0042
Time step Aty 1
No of time steps nim 10
Simulation Time t{/l 5 S
Length Ly, varies m
No of element in N, nely 2
No of unit cell Nue varies
Element size hm 0.0625 m
Impedance factor Zm 1.2
Micro Scale  Critical time step Agcrit 0.0625 s
Wave duration ) 0.5
Time step Aty 1x1073
No of wave propagation Nyp 4
No of Time Steps Nty 2000
Simulation Time tf 2 S
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The analysis of N,

Table B.2 Geometric and material properties for the analysis of Ny, on the macro- and

micro-scale

Symbol  Value  Unit
Length L 1 m
Wave Speed oM 0.9959 m/s
Applied Force F 10 N
Element Size ha 0.25 m
Macro Scale No of element Nely 4
Critical time step Aterit 0.2510 S
Wave duration 2 1.0042 s
Time step Aty 1 S
No of time steps Nty b}
Simulation Time ti/[ 2.5 S
Length Ly, 1 m
No of element in N, nely 2
No of unit cell Nyc 4
Element size hm 0.0625 m
Impedance factor Zm 1.2
Micro Scale  Critical time step Aterit 0.0625 S
Wave duration ) 1 s
Time step Aty 1x1073
No of Time Steps Nty 1000
No of wave propagation Nyp varies
Simulation Time tf varies S

m




The displacement curves in gradient elasticity analyses

Table B.3 Geometric and material properties for the gradient analyses

Symbol Value Unit
Length L 300 m
No of element Nel 6000
Young’s modulus E 1.82,1.98,1.99 N/m
Homogeneous  Mass density p 5.5,50.5,500.5 kg/m
Applied force F unit pulse N
Time step At 5x 1072 S
Simulation time T 280 S
Length L 300 m
No of element Nel 6000
Length of unit cell l 1 m
Young’s modulus E 1 N/m
Mass densit 1 kg/m
Heterogeneous - dance E;ctor 5 10,100,1000 o/
Volume fraction e 0.5
Applied force F unit pulse N
Time step At 5x 1072 S
Simulation time T 280 S
Length L 300 m
No of element Nel 1500
Young’s modulus E 1.82,1.98,1.99 N/m
Gradient Mass density p 5.5,50.5,500.5 kg/m
Applied force F unit pulse N
Time step At 2 x 1071 S
Simulation Time T 280 S




Appendix C

Convergence of numerical analyses

The effect of periodic boundary conditions

This section investigates the influence of Dirichlet conditions and periodic boundary conditions,
which are imposed on the microstructure, on accurately estimating the macroscopic material
properties. Dirichlet conditions via the direct imposition method reduce the size of system
equations, which correspond to the degrees of freedom at the boundary, to impose constraints.
On the other hand, periodic boundary conditions via the bipenalty method impose a tying
between degrees of freedom.

When Dirichlet conditions are employed to the system of equations obtained by Eq. (3.10),
an anomaly occurs for the intermediate level of impedance contrast z;/z2 = 100, number of
unit cells Ny = 22 and number of wave propagations Nyp = 24, In Figures C.1la and C.1b,
both the averaged momentum and averaged velocity happen to attain values very close to
zero at time around ¢ =70 s and 140 s. Using Eq. (3.16) to find the macroscopic mass density
results in anomalies in accordance with the zero values of averaged momentum and averaged
velocity at the times, as shown in Figure C.lc. On the other hand, periodic boundary
conditions are imposed with displacement and velocity constraints with large stiffness and
mass penalty parameters chosen as o = 10% and ay, = 108, respectively. Periodic boundary
conditions via the bipenalty method provide better convergence than Dirichlet conditions via

the direct imposition method as demonstrated in Figure C.1d.

The convergence of /4/(,

In order to compare the ratio between the dynamic length scale parameter ¢4 and the static
length scale parameter /5 with the one obtained by other gradient models, the ¢4 /s ratio is
iteratively refined over time. For a given problem whose geometric and material properties
outlined in Table B, the £4/¢s ratio is selected by analysing the displacement curves at the

mid-point of the bar, where all impedance contrasts in material relatively converge.



99

0 20 40

60 80 100 120 140 160 180
Time s

(a)

60 80 100 120 140 160 180
Time [s]

60 80 100 120 140 160 180
Time [s]

()

0 20 40
560
Kl
ap 40
=B
= 20
QUL
0 . .
0 20 40
560
)
ap 40
=B
= 20
QL
0 . .
0 20 40

60 80 100 120 140 160 180
Time [s]

()

Fig. C.1 Space-time averaging results of the bar presented in Figure 3.2 over microscopic
time: (a) averaged momentum, (b) averaged velocity, (c) averaged mass density with Dirichlet
conditions, (d) averaged mass density with periodic boundary conditions.



100

1.75 .
r —s—2z =10 (numerical)
[ z=10 (analytical)
LTr —e-2z=100 (numerical)
[ 1 ——-2=100 (analytical)
1.65 |- . z = 1000 (numerical)
r z = 1000 (analytical)
16F .
w 1.55 -
S
~
= [
= 15 B
G- -0-6-0-6 4
145F Y0-6 -6 0-G- ©—0- 4
D e =
135 .
S8 &8 8 8 88 888 8 a0
1.3 . L L L L | L L L L | L L L L | L L L L | L L L L | L L L L ]
0 50 100 150 200 250 300
Distance

Fig. C.2 The ratio ¢q/¢s versus the length of the periodic laminate bar depicted in Figure 5.2
for low contrast z1 /29 = 10, intermediate contrast z; /zo = 100 and high contrast z1 /22 = 1000,
simulated by gradient model with ¢4 derived analytically [2] and gradient model with the
improved ¢4 presented in Figure 5.4.



Appendix D

Relation between the RVE size and
the static length scale

The first-order homogenisation method achieves micro-macro averaging over the RVE within a
standard local continuum mechanics framework. In cases where classical continuum mechanics
loses accuracy due to size effects, Kouznetsova et al. [51] have introduced the second-order
homogenisation method to include gradients into the constitutive equations to reflect the
underlying material microstructure. The procedure of micro-macro averaging relations within
both first-order and second-order homogenisation frameworks is explained to provide a
formulation of the RVE as the microstructural length scale. Moreover, the second-order
homogenisation method includes the second-order terms in addition to the first-order terms

in the Taylor expansion. When Eq. (5.3) is rewritten for the microscopic stiffness and strain

as follows
O0FE\
F,=F Az, —— D.1
Mt Ao 5 - (D.1)
881\/{
Em — &M -+ A.’L’p aixp (D2)

Now Eq. (D.1) and Eq. (D.2) are embedded into the constitutive relation Eq. (3.4)

B 1 O0E\ Oem

RVE
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Ey and ey can be taken out of the integral since these values are at the center of the RVE
and thus,

/A O gy /AmanM av

oM = EM€M+

VR\/E v Tp VRVE v o
RVE RVE
/ Az 8EM Tl oM gy .
VRVE ¢ a
VrRvE

The three remaining integrals in Eq. (D.4) are further detailed using integration by parts.

Since Az, and Az, are scalar, so their derivatives are cancelled out as follows

oM :EMEM—I— / AZEPEMdF—l- M / Az, By dIl'+

VRVEF B
RVE ) RVE (D.5)
/ Az, Az G dl' — F Oem / Az, Az, dV
VRVE oTp &L‘p Maxoﬁxp oTp
T'rve VRVE

Under the assumption of periodic boundary conditions, the boundary integrals vanish due to

the integration over a symmetric domain and the final term in Eq. (D.5)

L L L
2 2 2
1
/ Az, Az, dV = / / /AwoAxpdxdxd:U— 12L‘;’WEAOP (D.6)

where A, is the Kronecker delta, and Viye = L3, where Lyyg is the size of the RVE. With

the elaborations, Eq. (D.3) becomes

5  O%um
S— <5M 12LRVE axoaxp) (D.7)
When comparing the constitutive equations in the gradient elasticity and second-order
homogenisation frameworks, Eq. (2.9) bears a noticeable resemblance to Eq. (D.7). Con-
sequently, their dependencies {5 and Lgyg, respectively, can be connected by considering a
coefficient that precedes the Lgyg [31].
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