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Abstract 

Under the guidance of Moore’s Law, the number of transistors on a central processing unit has 

doubled every two years for over 50 years, but the ever-growing demand for data processing, 

computational performance, and the general advancement of the capabilities of technology has 

pushed conventional computing systems, which are limited by the von Neumann bottleneck, to 

a digital efficiency wall of performance. Optical signal processing and neural network 

architectures present a possible solution to overcoming the limitations of conventional 

computing systems, given that computationally heavy Fourier-space computations are trivial in 

the optical domain. Spatial light modulators play a key role in an all-optical system and are 

required to perform to a highly-efficient level with the desire to push the dimensions close to 

that of microelectronic systems. 

Electro-optic modulators, a branch of spatial light modulators, operate on the principle that the 

optical property of a material may be controlled with electrical gating. Indium tin oxide has been 

widely identified as a suitable material, due to the plasma dispersion effect exhibited in the 

material. Typically, electro-optic modulators utilise a silicon platform to operate in this 

wavelength range, but in this work, I propose to use a silicon nitride platform and take advantage 

of the low-loss operation and high-power throughput of the platform. 

In this work, I show that a competitive phase modulator can be realised using a metal-oxide-

semiconductor capacitor to modulate the local permittivity in an indium tin oxide layer, the 

change in permittivity is overlapped with a guided mode in a silicon nitride waveguide platform 

and Mach-Zehnder Interferometer architecture to produce a phase change. I have 

demonstrated a half-wave voltage-length between 0.5-1.0Vmm in the visible spectrum, 

achieved with a dual-mode interaction within the modulator. 

The simulations and experiments in this work demonstrate the capabilities of indium tin oxide 

as a material for electro-optic modulation, and the suitability of silicon nitride as a platform in 

the wider field of spatial light modulators. I also demonstrate that the electrical thickness of the 

insulating material in the capacitor may be reduced without affecting the optical behaviour of 

the modulator, as has been hinted to in the literature.  
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Chapter Synopsis 

This chapter presents an original review of the literature and introduces the research project, 

inspired by the end of conventional computing systems and the advancements in optical 

processors. Advancements in science are rarely unprompted and are instead often the result of 

a need or desire to find the solution to an existing problem. This means that scientific 

researchers require a keen eye for observation, a compassionate understanding of the 

fundamental physical processes, and the creative imagination to design and realise a solution 

that benefits society. The research contained in this thesis is no different. Society’s insatiable 

demands for high-speed data processing and power will already have grown substantially in the 

time between when I wrote this paragraph and when it will be read. Largely conventional 

computing has been guided by Moore’s Law, though scaling and efficiency limitations are 

highlighting the need for new computational architectures and hardware. Neuromorphic 

computing represents a new paradigm for computational systems, specifically speech 

recognition, natural language processing, and machine learning systems, where the brain-like 

architecture is highly suited. For machine learning systems, an optical processor is highly 

desirable. Such a system requires the design and implementation of spatial light modulators, 

and it is here where I will focus my research.  
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1.1. The End of Conventional Computing 

I will begin with the observation that drives scientific research, the motivation. For this research, 

the motivation is the ever-growing demand for data processing, computational performance, 

and general advancement of the capabilities of technology. It is estimated that approximately 

63% of people use the internet, with 5.32 billion people worldwide accessing it through mobile 

phones. Google receives 99,000 search requests per second, totalling 8.5 billion requests per 

day. They have invested heavily in machine learning algorithms, to increase the efficiency of its 

translation tool to 85%. Artificial intelligence (AI) is a key industry, expected to reach a growth 

rate of 42% by 2027, with 37% of global organisations employing AI in some capacity. While AI 

as a business tool is on the rise, the largest market is currently the fully- and semi-automatic car 

industry, estimated to be worth $26 billion by 2030. The demand for data processing is so high 

because, currently, as a population we generate 2.5x1018 bytes of data daily [1]. While the 

computer may have had humble beginnings, the rate of demand for data has drastically 

increased over the rate of performance. 

 

1.1.1. Moore’s Law 

In 1965 Gordon Moore published a prediction that the number of transistors of a central 

processing unit (CPU) would double every year, a trend dubbed Moore’s law [2]. His prediction 

was corrected in 1975 to state that the number of transistors, i.e., central processing unit (CPU) 

scaling, would double every two years, but that the cost of computers would halve at the same 

time. Moore predicted that a more powerful computing architecture and more machines with 

integrated electronic circuits would lead to increased manufacturing capabilities, a higher 

demand for semiconductor materials, and an inevitable decrease in production cost. 

Moore was specifically referring to integrated electronic circuits with the desire to miniaturise 

and increase the capabilities of electronic devices in society. While Moore did predict that the 

advancements in integrated electronics could lead to home computers, automated controls for 

vehicles, personal portable communications equipment, and a digital telephone 

communications network, it is not possible he could have predicted that his ideas would have 

driven the advancement of semiconductor electronics for over 50 years. 

While global events, such as the Covid-19 pandemic and the increasing popularity of 

cryptocurrencies, have driven the price of semiconductors higher and thus removed the 
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predicted halving of costs from Moore’s law, for the most part the original predictions have 

stood the test of time. However, all technological development eventually reaches an end point 

[3]. 

 

1.1.2. The End of Moore’s Law 

From smart devices that comprise the internet of things (IoT) and harvest small volumes of data, 

to facial recognition software that analyses enormous volumes of data at high speeds, the 

growth and variety of data processing applications in everyday life has dramatically increased 

over the last 20 years. Manufacturers have, for the most part, dealt with increasing demand for 

performance by adding transistors and miniaturising their size, and making minor architectural 

enhancements such as increasing cache size and complex dynamic instruction level parallelism 

(ILP). 

 

Figure 1.1: 48 years of microprocessor trend data comparing transistors, single-thread performance, clock 

frequency, thermal design power, and number of logical cores from 1871-2019. Data acquired from K. Rupp 

[4] and replotted in accordance with CC-BY 4.0. 

For the most part, miniaturising the transistor and increasing packing density yielded the 

performance gains manufacturers desired because of Dennard scaling, whereby the power 

demand of the transistor scaled with size [5]. As nanometric transistors became more prevalent, 

CPU speeds stabilised around the 4 GHz mark [6], and Dennard scaling began to breakdown. 

Original data up to the year 2010 collected by M. Horowitz, F. 
Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Ba en.

Data for 2010 2019 collected by K. Rupp.
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CPU clock speed is a measure of the number of cycles executed by a CPU per second, hence the 

frequency units, and as such a 4 GHz CPU can execute 4 billion cycles per second, where multiple 

instructions may be handled per cycle, or a string of instructions may take multiple cycles to 

handle. The performance of the CPU is determined as a combination of its design and speed, 

which I will discuss in the next section. 

This frequency limit, of approximately 4 GHz, was reached because of power considerations; 

driving transistors faster and shipping the data around the circuit takes disproportionally more 

power, so the frequency was a compromise between performance and cooling, also known as 

the power wall [7]. The power wall caused the rate of development in single thread performance 

to be reduced considerably [4]. Single-thread performance is the amount of work completed by 

a program that runs as a single stream of instructions and the time taken to complete these 

instructions is then the product of computational speed and number of instructions. Single-

thread performance, indicated by the blue dots in Figure 1.1, highlights the trend toward the 

asymptotic end of Moore’s law for digital electrons in single-thread performance. 

The semiconductor industry overcame the diminishing returns in performance scaling by 

adopting the integration of multiple cores and processors on the same chip, which came into 

effect around 2005. Each core can exploit ILP and thread-parallelism to increase processing 

speeds. The breakdown of Dennard scaling limited the number of simultaneously powered cores 

with a fixed power and heat extraction rate. The knock-on effect is a phenomenon known as 

“dark silicon”, referring to the fact that not all of the circuit can be powered-up to the operating 

power due to thermal overload [8]. 

The onset of the dark silicon phenomenon, and the trends observed in Figure 1.1, are indicative 

of the fact that digital electronic scaling, and by extension Moore’s law, is reaching its inevitable 

end. Fundamentally, the end of the scaling can be traced to three bottlenecks in conventional 

computing. The first is the power-wall discussed here, where scaling a system that no longer 

obeys Dennard scaling requires exponentially more expensive and power demanding cooling 

systems to prevent system damage. The increased demand on the components of the system 

causes a shortened life cycle for components and an increase in computational faults with 

operation time [9]. The other bottlenecks are the limit of electronic interconnects and the 

energy consumption of digital switching, which I will discuss next [10]. 
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1.1.3. The Von Neumann Bottleneck 

The scaling of CPU architectures and innovations in performance are not always matched by 

faster memory technologies and memory access techniques. There are two major design 

philosophies in conventional computing architectures when discussing how the CPU accesses a 

memory unit: the Von Neumann and Harvard architectures. 

 

Figure 1.2: (a) Von Neumann and (b) Harvard computing architecture. 

The Von Neumann architecture (Figure 1.2(a)) comprises a CPU and a memory unit responsible 

for all program elements, data, and instructions; whereas the Harvard architecture (Figure 

1.2(b)) has the memory unit divided into a program memory unit for instructions and a data 

memory unit. As the memory unit can only be accessed once per clock cycle, the decision of 

which architecture to use is dependent on the application. Von Neumann architecture require 2 

clock cycles per instruction but has the distinct advantage of having program and data 

instructions in the same unit [11]. The Von Neumann architecture is typically used for personal 

computing due to the simple and inexpensive design, where the Harvard architecture is more 

suited to signal processing and microcontrollers because of the increase in processing speed. 

Both the Von Neumann and Harvard architectures suffer the same flaw, which is that the 

memory access is reliant on CPU-to-memory speed, and inevitably this leads to a performance 

bottleneck commonly known as the Von Neumann bottleneck [12], or memory-wall. The Von 

Neumann bottleneck becomes more of an issue with performance and memory capacity scaling 

as the system is still fundamentally limited by access speed between the two units. The 

bottleneck between CPU and memory leads not only to the reduced single-thread performance, 

but also to a power density problem in conventional computing systems [13]. 
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1.1.4. The Digital Efficiency Wall 

Computational efficiency is measured in “multiple and accumulation” (MAC) operation per Joule 

and has been consistently doubling every 1.5 years with computational speed for around 50 

years, an effect referred to as Koomey’s law [14]. Just like Moore’s law however, the scaling of 

efficiency has begun to reach an asymptote of around 10 GMAC/J, and has only doubled once 

in the last decade [10]. With current trends predicting the number of IoT devices to reach 50 

billion by 2030, the world to produce 463 Eb of data by 2025 [15], and the power consumption 

of data centres to reach 33% of the world’s energy consumption by 2030 [16], it is now 

imperative that the power budget of the computational systems we use becomes a top priority. 

The limit of the capabilities of conventional computing systems, regarding an increase in 

performance without the increase of power demand, is allowing a new era of information 

technology with research shifting to neuromorphic architectures and optical transistors, which 

are discussed in the next sections. Figure 1.3 shows the speed and efficiency metrics achievable 

by conventional electronic systems, shown by the digital and microwave electronics regions, and 

the metrics offered by neuromorphic electronics and photonics platforms. The areas are 

approximated based on the qualitative trade-offs of each platform by Lima et al. [10]. 

 

Figure 1.3: Computational efficiency and the digital efficiency wall. Figure taken from neuromorphic 

photonics [10] under CC-BY. Hybrid Si/III-V is a silicon and group III-V semiconductor simulated neural 

network PIC, sub-λ refers to subwavelength photonics, and the neuromorphic electronics platforms are 

discussed in later sections. 

The emergence of photonic integrated circuits (PICs), which are commonplace in fast ethernet 

switches and supercomputers, presents an exciting choice for replacing conventional electrical 



1.2. Neuromorphic Computing  1. Introduction and Scope 

37 
 

interconnects. Photonic systems offer several advantages over electronics in data transmission, 

such as: high bandwidth, high resolution, and high interconnectivity through very high-

frequency operation, natively high spatial resolution, and free space operation, respectively 

[17]. The key advantage of optical technology is that there is no power penalty in moving data 

through the system, a major downfall in electronic systems leading to the power wall. 

Optical interconnects in high-performance computing systems have been considered since the 

mid-1980s [18], [19], with a reignition of interest by Benner et al. [20] almost 2 decades ago. 

Optical cabling replacing electrical wiring in supercomputers was used by IBM in the Roadrunner 

supercomputer [21], the first petaflop machine, with 5 Gb/s bitrates per channel. VCSELs [22], 

[23] and silicon photonics [24]–[26] platforms have been reported as exceeding 50 GB/s bitrates, 

with an silicon photonic modulator system reportedly exceeding a 100 Gb/s rate on chip [27]. 

Integration of optical interconnects with microelectronic systems has shown an increase in 

efficiency and computation speed, but for optical systems to truly overhaul electronic systems, 

the issues leading to the digital efficiency and memory walls also needs to be addressed. High 

interconnectivity, on either platform, has the capabilities to overcome the memory wall when 

combined with a new, biology-inspired, architecture; but the high bandwidth capabilities of 

optical systems, not possible with purely electronic systems, will truly overcome the digital 

efficiency wall. The architectural change required is known as “neuromorphic computing”. 

 

1.2. Neuromorphic Computing 

Neuromorphic computing systems represent a new paradigm of computing systems, namely 

their ability to be taught, rather than directly programmed, in a process known as “machine 

learning”, and can be applied to speech recognition, natural language processing, and machine 

vision applications [28]. In this section I will outline the foundations of neuromorphic computing, 

and the further limitations of electronic systems. 

 

1.2.1. Neuromorphic Computing 

Neuromorphic computing refers to an architecture that resembles the human brain, which can 

perform tasks beyond supercomputers for a fraction of the power consumption.  There are 1011 

neurons in the brain operating with a total power of 23 W, or 230 pW per neuron. The brain is 
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estimated to operate at 1020 MAC/s, and is therefore estimated to operate with an approximate 

efficiency of 4.35x1018 MAC/s/W [29]. While neural networks tend to use MAC/s as a figure of 

merit, it is far more common for conventional computing systems to use floating-point 

operations per second (FLOP), where 1 FLOP/s is equal to 2 MAC/s [30]. It follows that the human 

brain operates with an efficiency of 8.7x1018 FLOP/s/W (8.7 EFLOP/s/W). Hewlett Packard’s 

Frontier supercomputer is rated as the fastest exa-scale supercomputer, achieving 1.102 

EFLOP/s while consuming 21 MW of power. Frontier utilises a combined CPU and graphics 

processing unit (GPU) architecture to operate with an efficiency of 62.68 GFLOP/s/W [31], 

meaning the efficiency of the human brain is five orders of magnitude beyond that of leading 

supercomputers. There is clear evidence that distributed processing is a possible solution to the 

constraints of conventional computing architectures [10]. 

While the brain is, therefore, a natural standard for information processing, it differs greatly 

from computers today and instead operates on timed events known as “spikes”. Neurons 

receive the spikes and integrate over time, i.e., the spikes contain no other information other 

than the time and source of generation, known as “event driven computing” [32]. A 

neuromorphic process, in contrast to the point-to-point memory-processor communication 

employed by the Von Neumann architecture, requires many interconnects. The volume of 

interconnects requires a significant amount of multicasting and introduces capacitive loads and 

radiative problems with electrical links [29]. Spiked neural networks (SNNs) typically employ the 

following techniques to overcome the electronic limitations; an event-driven inter-chip 

encoding technique known as address event representation (AER) to communicate the location 

and timing information of sparse neural events, crossbar time-division multiplexing (TDM) to 

transmit and receive signals over a common path through synchronised switches, and packet 

switching to transfer small pieces of data across various networks. Despite these techniques, 

SNNs can only achieve biological timescales in the kHz regime [33], [34]. 

 

1.2.2. Neuromorphic Photonics 

For neuromorphic processing of high-bandwidth data in the GHz-regime, however, a different 

approach to interconnection is required, and photonics holds the answer. While photonics has, 

for some time, dominated information transmission, it has been electronics that has 

monopolised information transformation. If photonics is to fill the role of computation, a new 

architecture is required. Optical waveguides, unlike complementary metal-oxide-semiconductor 



1.2. Neuromorphic Computing  1. Introduction and Scope 

39 
 

(CMOS) gates that draw energy when called upon, can passively carry multiplexed signals 

through a network. 

The concept of optical systems replacing electronics is not new, the limiting factors have been 

the physical constraints of optical systems, the limitation of optical-digital interfaces, and the 

absence of a robust integration platform [35]. A photonic system built around the use of optical 

interconnects would be able to support nonlinear optoelectronic devices with high energy 

efficiency and bandwidth, with small latency, thus sidestepping the current electronic 

interconnect pitfalls. 

There has been a shift in the landscape for photonic chips in recent years, and for good reason, 

Figure 1.3, references [36], PICs [37], [38], and other optical interconnects research is predicting 

an increase in processing speed by 6 orders of magnitude compared to neuromorphic 

electronics [39]. 

 

1.2.3. The Artificial Neuron 

The three elements to a neural network are: the neuron (a set of nonlinear nodes), the network 

(configurable interconnects), and the learning (information representation). An artificial neuron 

is illustrated in Figure 1.4. Inputs (x) enter the system where they are weighted (w) by the 

learning algorithm and summed with a bias (b). The weighted addition is then fed to an 

activation function y(x) to produce an output (y). 
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Figure 1.4: Nonlinear model of an artificial neuron. 

Realising this architecture with a photonic neuron presents the potential solution to the limits 

of microelectronic computing, where electrical pulses are to be replace by pulses of light. In this 

section I will discuss machine learning and the requirements for a photonic neuron considering 

the design philosophy in Figure 1.4. The interconnecting of neurons, to form a network, is 

implied in the formation of a neural network. 

 

1.2.4. Deep Learning 

Conventional computing systems could potentially stay stagnant at current performance levels, 

with research aimed at improving reliability and longevity of systems, but there are many 

applications for which conventional computing systems are not adequate. The most prominent 

of which is machine learning. With applications in identifying objects in images, transcribing 

speech to text, targeting adverts and products at consumers, and much more, machine learning 

is a major industry on the rise [40]. 

Many of the applications discussed above use a class of machine learning known as deep 

learning. Unlike machine learning, which is limited in its ability to process raw data and requires 

significant pre-treatment, deep learning methods transform raw data into more abstract levels 
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that can be processed. The key is that deep learning layers are not human designed but are 

instead learned from a training protocol with engineered feedback on performance. 

Deep learning is the ideal tool for image and speech recognition, where it is already 

outperforming other machine learning techniques [41]–[44]. The pattern recognition 

capabilities are applicable across several industries including security, translation, and driverless 

vehicles. 

 

1.2. . Convolutional Neural Networks 

A deep learning architecture is typically a multilayer stack of simple modules, where each 

module in the stack transforms its input to increase the selectivity and invariance of the 

representation, thus forming a network. One type of deep network that has proved significantly 

easier to train and can be applied to more general purposes Is the convolutional neural network 

(CNN) [45]. A CNN is a type of deep learning model for processing data with a grid pattern, such 

as images, and is designed to learn spatial hierarchies of features automatically and adaptively. 

A CNN consists of a convolution and pooling layers for feature extraction, and a fully connected 

layer for output classification. The convolution layer is the most computationally taxing process 

as the mathematical convolution between the input image and stored training images, known 

as “kernels”, is performed at each image position as an object could be anywhere in an input 

image [46]. 

 𝑐 = ℱ−1{𝐶}, 𝐶 = 𝐴 ∗ 𝐵 = {ℱ{𝑎} ∙ ℱ{𝑏}} Equation 1.1 

The computationally heavy kernel function for the convolution of image data can be expressed 

as matrix multiplication of the 2D Fourier transform (ℱ) of both object (a), A, and the kernel 

function (b) in the Fourier domain, B. The inverse Fourier transform (ℱ -1) of the resultant matrix 

(C) produces the image convolution, c (Equation 1.1). The fact that convolutional neural 

networks can be expressed as Fourier transforms opens the door for an optical approach where, 

in the optical domain, Fourier transforms are easy to perform. 
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1.2.6. State-of-the-Art Neuromorphic Computing 

While the details of neural network architectures, algorithms, and performance metrics are 

beyond the scope of this thesis, to summarise this section I will give a brief overview of some of 

the CMOS-based neuromorphic chips that are currently at the forefront of neuromorphic 

computing. The performance metrics amongst the literature is often quoted in system specific 

units, here I have attempted to give fair quotations of the respective metrics, and where 

appropriate a comparative measurement of energy consumption per synaptic event, i.e., the 

energy required to process one piece of information. 

The first for comparison is TrueNorth [33], [47], [48], a digital CMOS chip created by IBM using 

1272 application-specific integrated circuits (ASICs) on printed circuit board (PCB), consisting of 

one million distributed digital neurons exhibiting spiking behaviour. Each die holds 4096 cores, 

with 256 digital neurons per core, and 256 synapses per neuron. Each die consumes 72 mW of 

power, but the true power of TrueNorth comes in stacking 16 die on a chip, which consumes 1 

W of power and operates at 1 kHz speed. TrueNorth is reported consuming 26.6 nJ per synaptic 

event. Neurogrid [49] is a chip created at Stanford University, and uses analogue neural circuits 

to compute real-time large-scale neural simulations using digital spike communication between 

neurons. The chip consists of 16 cores containing 65000 neurons, totalling 1 million neurons. 

The 16-core chip has an energy consumption of 3 W of power, or approximately 150 mW per 

core. Neurogrid has a reported figure of merit of 941 pJ per event. 

Catholic University Louvain demonstrated a digital neuromorphic chip known as ODIN [50], a 

fully depleted silicon-on-insulate (FDSOI) CMOS chip, with 256 neurons supporting spike-driven 

synaptic events implementing neuron dynamics in sequential fashion, and consuming 15 nJ per 

event. SpiNNaker [34], [51]–[53] is a massively parallel multi-core computing system that 

implements neural and synapse models in real-time built using 18 ARM9 processors, which are 

a reduced instruction set computer (RISC) CMOS chip on PCB. Currently, the SpiNNaker node 

contains 18 processor cores with 16,000 digital neurons and 16 million synapses, with the single 

node consuming 1 W of power. The real power of the SpiNNaker project is that they aim to 

combine 57,000 nodes on a chip to increase the multi-parallelism of the system, which is quoted 

as consuming 90 kW of power. This is achieved through clever use of instruction, local, and 

shared memory, and the transfer of information through the system in packets. The SpiNNaker 

project is reported having a 11.3 nJ per event power consumption, with 2.2x106 instructions per 

second per watt (IPS/W). 
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BrainScaleS [54]–[56] is a neuromorphic wafer-scale chip, utilising a mixed signal ASICs platform 

on PCB, combining analog neural circuits and digital spiking communication, the same 

architecture as Neurogrid. BrainScaleS is, however, unique in that it operates using a spiking 

network speedup factor, 103-104, which means the network operates 10,000 times faster than 

the equivalent biological system. BrainScaleS consists of 48 modules containing 8 cores, with 

each core containing 512 neurons, with approximately 14000 synapses per core. BrainScaleS has 

a reported power consumption of 2 kW, equivalent to 83 W for 16 cores, and operates at 40 Hz 

spiking frequency. The true power of BrainScaleS is its scale, the number of cores per module 

and synapses per core dwarfs the competition, allowing for a larger data size and simultaneous 

processing. 

 

1.3. Optical Processing 

The limitations of microelectronics have led to the emergence of optical replacements, and 

specifically large-scale all optical systems relying on optical interconnects. Specifically, silicon 

photonics has emerged as the leading platform due to its combination of low fabrication costs, 

electronic-photonic integration, and CMOS compatibility. Silicon photonics optical interconnects 

also offer the key functionality of optical modulation, which can be done directly and is readily 

integrated with electronic CMOS driving circuits. Before I discuss the inclusion of silicon photonic 

interconnects, I will first introduce the concept of the coherent optical processor. 

 

1.3.1. Coherent Optical Processor 

Optical systems are typically one of two categories: a focused optical system, or an image 

processing system. At the basic level, an optical system consists of three components; an input 

plane, an output plane, and a set of components between the two planes that transform the 

input image (f) into the output image (g). Th output image is related to the input image through 

an optical impulse response function (h), such that 

 𝑔(𝑥, 𝑦) = ℎ(𝑥, 𝑦) ∗ 𝑓(𝑥, 𝑦) Equation 1.2 

defines the behaviour of the optical system. For optical image processing systems, the impulse 

response function is a close replica of the kernel in the input plane. The convolution of image 

and kernel, i.e., the Fourier transform of Equation 1.2 into Equation 1.1, is computationally 
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expensive and throttled by the architecture of a conventional processor, this process is trivial in 

the optical domain. An optical lens forms the complex two-dimensional Fourier transform of a 

coherent wave in its back focal plane [57]. The phenomenon allows for a two lens 4-focal length 

coherent optical processor, illustrated in Figure 1.5, to implement a two-dimensional 

convolution between a reference kernel and an input image in the complex filter. The image in 

the output plane indicates the presence and location of the reference object in the input scene. 

 

Figure 1.5: 4f coherent optical processor. 

Throughout my research, I have explained the coherent optical processor using the analogy of 

Where’s Wally, by comparing the operation of searching for a kernel in an image to looking for 

Wally in the popular children’s puzzle book. Here, I will use the same analogy. Most deep 

learning systems undergo a process called supervised learning, which is to correct the machine’s 

learning without direct input from the engineer into manipulating the raw data. 

Consider a machine designed to classify images. First, a large collection of images labelled with 

their categories are shown to the machine. In the example shown here, this would be an image 

of Wally, shown in Figure 1.6(a). Naturally, in a real system, the machine would be shown 

multiple images of this character, and scored on how well it categorised the character as Wally. 

Equally, it would be shown different characters and scored well if it didn’t classify them as Wally, 

such as those characters shown in the example scenery in Figure 1.6(b) [58]. 
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Figure 1.6: (a) An example kernel image, and (b) an example scene containing the kernel image. 

Once the system has classified the target character, it stores the Fourier transform of the image, 

so that when it is shown a scene like Figure 1.6(b), it has the reference image (kernel) ready. To 

input the data, a spatial light modulator (SLM) is located at the input of the 4f optical system, 

illuminated by a laser source to modulate the input image. Assuming the system is then shown 

an image of the example scenery (Figure 1.7 (a)) and asked to find the character Wally, the 

scenery image is transferred to an optical signal and passed through the 4f coherent optical 

processor. The Fourier transform of the input image is multiplied by the Fourier transform of the 

kernel in Fourier space at the complex filter in Figure 1.5, where the Fourier transform of the 

kernel is projected, before passing through a second lens into real space. 

 

Figure 1.7: (a) An example scene containing the kernel image and (b) the returned information of the 4f 

coherent optical processor. 

If the character Wally is present in the scene, the only returned information is Wally in the scene, 

as shown in Figure 1.7(b). But, if Wally is not present in the scene (Figure 1.8(a)), the returned 

information is nothing (Figure 1.8 (b)). 
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Figure 1.8: (a) An example scene that does not contain the kernel image and (b) the returned information 

of the 4f coherent optical processor. 

The binary response from such a system, and the speed at which the convolution can be 

performed, highlight the power of the coherent optical processor. Naturally, in the example I 

have shown here, it is extremely easy to find the kernel image. 

 

Figure 1.9: (a) An example scene containing the kernel image and (b) the returned information of the 4f 

coherent optical processor. 

But in a scene, such as that in Figure 1.9(a), even a conventional electronic deep learning 

machine would take several seconds to find the character Wally. The output of the 4f coherent 

optical processor is shown in Figure 1.9(b) and can be calculated several orders of magnitude 

faster than conventional systems. The modulators discussed in this thesis serve as a spatial light 

modulator for the transfer of electrical data to the optical regime in Figure 1.5. 

It is apparent that the 4f approach in Figure 1.5 has significant advantages compared to 

conventional computing methods, including the speed of light operation and passive image 

convolution, but it relies heavily on methods of transferring information from the electrical to 

the optical domain. As a single-purpose functional process, the photonic system can perform at 

with a significant speed increase, as well as the increase in efficiency offered by a decrease in 
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power consumption, the number of operations achievable per CPU clock cycle may be expressed 

as 

 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑠 = 6𝐶𝑛2 log(𝑛) + 4𝑛2 Equation 1.3 

The 4f approach has the potential to be incredibly powerful. The number of operations per clock 

cycle is given by Equation 1.3, where n is the image size (proportional to the kernel size k), and 

C is a constant in the Fourier transform [59] of approximate value C = 1/log(2). Considering a 

pixel array of 64 x 64, driven by a top spec processor [60] at 4.8 GHz, yields a number of 

operations of 163,840 per processor cycle, where a conventional engine would work at 1 

operation per cycle. 

 

1.3.2. Performance Metric of Spatial Light Modulators 

In 2019 Optalysys [61] announced the world’s first optical co-processor system for machine 

intelligence computing. They used the 4f optical processor and a deep learning framework to 

form a convolutional neural network architecture. Optalysys utilise spatial light modulators as 

the interface between electronic and optical domain, and CMOS camera sensors as illustrated 

in Figure 1.5. Their FT:X system operates approximately 30 times faster than state-of-the-art 

graphics cards, for like-for-like tasks, operating at only a quarter of the power. While 

commercially available SLMs can provide fine control of phase or amplitude of light, over a high 

resolution array of pixels (on the megapixel order) through the modulation of a coherent light 

source, most operate with a frame rate in the Hz – kHz range [62]. Wang et al. [63] report the 

use of a 4f optical processing system utilising a SLM to modulate an input signal to interfere with 

a radar (microwave) signal for analysis. Their system reports a modulation speed of 60 Hz. This 

performance limitation of digital SLMs provides an opportunity for the introduction of high-

speed low-power photonic modulators, which are discussed in the next section. 

 

1.4. Review of Electro-Optic Modulators 

An optical modulator is a device used to modulate propagating light in either free space or an 

optical waveguide by altering the amplitude, phase, or polarisation of the incident light. The field 

is extensive, so to narrow the parameter space further, we consider the detector of such a 

system measuring a change in incident intensity, i.e., amplitude modulation that can be achieved 
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through the change of a material’s refractive index or the superposition of a phase difference 

between two paths of a coherent system, since this is practically achievable using a 

photodetector. 

Amongst the literature, optical modulation has been achieved through electrical gating (electro-

optic modulation) or thermal-gating (thermos-optic modulation), with the former preferable 

due to the relatively slow response rate and high-power consumption of thermo-optic 

modulators. The electro-optic effect is typically achieved through the Pockels and Kerr or carrier 

density effects [64], [65]. Electro-optic modulators (EOMs) inherently rely on the interaction 

strength between the signal and the modulation material, i.e., the light-matter interaction (LMI).  

The key to an ultrafast, compact, and power-efficient EOM is to increase the LMI to allow for a 

reduction in device size (L) and the driving voltage (V). The LMI can be increased, for instance, 

by increasing the overlap (Γ) of a waveguide mode with the material responsible for the 

modulation. For a modulator that induces an intensity change through a phase shift, this is 

represented as the product of the voltage required to obtain a π-phase shift and the modulator 

length, known as the half-wave voltage length (VπL). 

 

1.4.1. State-of-the-Art Electro-Optic Modulators 

The Pockels and Kerr effects are well established modulation mechanisms in the field, with the 

effects used primarily in lithium niobate (LiNbO3)-based phase modulator designs, though this 

can easily be represented as an intensity modulation in an interferometric system layout. Both 

effects are an electric field induced refractive index change, where the Pockels effect is an 

anisotropic effect proportional to the electric field and he Kerr effect is a second-order electric 

field effect [17]. 

Janner and Tulli et al. [66] demonstrated a lithium niobate-based phase modulator with a Mach-

Zehnder design layout operating with a half-wave voltage length of 800,000 Vμm. Wang et al. 

[67] report a thin film lithium niobate on insulator modulator with a figure of merit of 36,000 

Vμm. Huang et al. [68] report a sub-millimetre hybrid silicon-rich nitride and thin film lithium 

niobate modulator with a half-wave voltage length of 67,000 Vμm. Lithium niobate modulators 

typically have a small footprint, but suffer from a relatively large power consumption, thus 

decreasing their efficiency. 

The primary focus of this research, however, is carrier effect modulators. The carrier effect relies 

on the electrostatics of a metal-oxide-semiconductor (MOS) capacitor, whereby a bias voltage 
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can change the carrier concentration in an accumulation/depletion layer of a semiconductor 

material. The change in carrier concentration results in a refractive index change, described as 

the free carrier plasma dispersion effect [69]. 

The Intel group [70] demonstrated the first on-chip high-speed modulation on monolithically 

integrated silicon with an operating speed of >1 GHz, opening the door for silicon photonics in 

the field of electro-optic modulation. The modulator consists of a p-doped polysilicon rib 

waveguide separated from an n-doped crystalline silicon layer by a 12 nm oxide layer. A positive 

bias voltage is applied to the polysilicon waveguide, a thin layer of charge accumulates on both 

side of the oxide layer, modulating the refractive index of the silicon. Other examples of SiP EO 

modulators include an integration with Mach-Zehnder interferometer (MZI) (section 2.5.1) [71] 

and micro-ring structures [72]. Recent advances in the field of silicon EO modulators include Liu 

et al. [70] who report a silicon-based metal-oxide-semiconductor (MOS) capacitor modulator 

with 80000 Vμm performance. 

The restricting factor of SiP phase modulators is power consumption. Generally, increasing the 

capacitance of the modulator reduces the power consumption as a lower drive voltage is 

required for the same carrier accumulation. However, this results in a greater space charge 

region, and overall higher dopant concentrations, which increases the overall insertion loss of 

the waveguide, and so there is a trade-off between phase shift efficiency and insertion losses. 

One might assume that simply increasing the input power would allow for improved efficiency 

due to a decreased effect of the insertion losses, but as will be discussed in section 3.1.1, silicon 

experiences nonlinearities at high throughput powers [73]. 

 

1.4.2. Improving Light-Matter Interactions 

Enhancement of the silicon platform to incorporate surface plasmon polaritons (SPPs) has 

attracted a lot of attention in the field in recent years [70], [74], [75] as the principle serves to 

overcome the intrinsic losses involved with higher phase-shift efficiency of silicon-based carrier 

modulation. SPPs are optical waves that propagate at the interface between a metal and a 

dielectric. Below the plasma frequency of the metal, the real component of its permittivity is 

negative and can be very large values far below the plasma frequency. As the frequency of the 

input signal approaches the plasma frequency of the metal, the magnitude of the metal’s 

permittivity decreases and is opposite to the dielectric’s permittivity. The dispersion of the SPP 

diverges with the wave number, resulting in very large wave numbers, and the group velocities 
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at the interface tend to zero due to the derivative relationship to the wave number. The large 

wave numbers and small group velocities are combined with a very short evanescent decay 

length of the light in the dielectric. 

Consequently, SPPs are able to dramatically reduce the effective mode area, thus reducing the 

required volume in which the refractive index needs to be changed whilst maintaining a large 

mode overlap [76]. New device concepts have emerged by implementing a highly doped 

transparent conductive oxide in place of the metal layer, in which modification of the free-

carrier concentration shifts the plasma resonance and further enhances the efficiency of the 

tuning mechanism. Indium tin oxide (ITO) is a highly promising material in the field [77]–[80], 

and it is here where this research focuses. 

Real performance gains have been seen with the switch to ITO, as shown by Amin et al. [74], 

[77] who have demonstrated the capabilities of an ITO and aluminium oxide MOS capacitor atop 

a silicon waveguide, with a reported figure of merit of 52 Vμm. The dramatic increase in 

performance has highlighted the need for an ITO-based modulator, with further improvements 

lying in reducing overall insertion loss, i.e., moving beyond the silicon platform, as is proposed 

in this research. 

 

1.4.3. State-of-the-Art Optical Systems 

In the wider field of all optical processing systems, Shen et al. [81] present an optical neural 

network (ONN) utilising 56 Mach-Zehnder interferometers (section 2.5.1) on a silicon waveguide 

platform. The modulation technique used is a 50thermo-optic modulation of the silicon 

platform. The authors report an operating speed in the GHz regime and a 10 mW per modulator 

operating power demand, though they also report that thermal cross-talk between modulators 

contributes largely to photodetection errors. Bueno et al. [82] demonstrate a 2025 node 

photonic neural network operating at approximately 5 Hz, and report that their biggest setback 

is currently the update speed of their SLMs, suggesting that high-speed EO modulators could 

yield significant performance gains. Cheng et al. [83] report an all optical reservoir computing 

neural network with a maximum 10 W power consumption, operating at the telecommunication 

wavelength of 1550 nm, and thus utilising a silicon platform. 
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1. . Scope of the Thesis 

The core research question of this thesis is: can we develop a new, highly efficient, carrier-based 

electro-optic modulator platform suitable for large-scale coherent optical processors? 

The concern with the silicon platform is that it is unsuitable for high-throughput optical systems, 

and the increased insertion losses at wavelengths lower than the typical telecommunications 

wavelength of 1550 nm places restrictions on the system that are not necessary. We propose a 

silicon nitride waveguide platform as a more suitable prospect given the low loss through the 

visible and infra-red spectrum [84] and the higher available throughput power making it far 

more suited to large-scale systems. As silicon nitride does not exhibit carrier accumulation under 

electrical gating, the modulation technique is through carrier accumulation in indium tin oxide, 

thus changing a local refractive index and the effective index of the waveguide mode. There are, 

naturally, several smaller research goals that are covered in this thesis, and these are outline 

here along with the overall scope of the thesis. 

Chapter 2 provides the background theory and information for my research, specifically the 

optical background for guiding and manipulating light and the governing physics behind metal-

oxide-semiconductor capacitors. The smaller research question discussed in this chapter is how 

to accurately determine the capacitance of a highly degenerate semiconductor such as indium 

tin oxide. 

Chapter 3 provides information on how I designed and simulated my modulator structures to 

obtain the fabrication dimensions required to achieve my research goals. Here I discuss how 

valuable simulation data can be and how it can be used to reduce fabrication time. The smaller 

research question in this chapter is how simulation data may be applied to real fabrication 

techniques, and why it is important to consider the fabrication tolerances prior to simulation. 

Chapter 4 details a collaborative research goal to characterise the dependency of the optical 

and electrical properties of indium tin oxide on the oxygen concentration of the material. In this 

chapter I present a novel approach to the characterisation of the material that is not discussed 

in the literature. The approach discussed here is necessitated by the overuse of assumed 

literature values. 

Chapter 5 contains the relevant fabrication techniques and parameters used to create the 

modulators discussed in this research. Here I discuss my fabrication choices and provide a 
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detailed schematic of how the structure comes together. The smaller research goal outlined in 

this chapter is the development of a fabrication protocol. 

In Chapter 6 I use the characterisation method for indium tin oxide discussed in chapter 4 and 

apply it to the indium tin oxide used in my modulators to obtain the optical and electrical 

properties of the semiconductor layer in the capacitor. Using this information, I then 

characterise the capacitor and predict its performance metrics. In this section, I answer a wide 

literature question of the potential for metal/semiconductor penetration into the oxide layer of 

the capacitor and detail my findings. 

In Chapter 7 I present amplitude and phase modulation results and the details of the optical 

setup used to obtain them. I also discuss an unpredicted phenomenon encountered during my 

research. 

In Chapter 8, I summarise my research and determine if the research question has been 

answered. I will discuss, critically, how I have developed and how the project could be improved, 

whilst giving an outlook to the future of the field. 



 

53 
 

2. Background and Theory 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter Synopsis 

This chapter presents the textbook analysis of the background theory required and referenced 

throughout this thesis. It contains the relevant theory for describing light in free-space, periodic 

structures, resonant gratings, and slab waveguides. I also outline how the optical modulation 

can be achieved and measured, with specific reference to- and analysis of- the space charge 

region in a gated metal-oxide-semiconductor structure. Specifically, I will focus the discussion 

on ITO-based modulators, which have demonstrated their capabilities in the literature in recent 

years, with many authors utilising the material for phase modulation applications in the 

telecommunications regime. Before I get into designing, fabricating, and characterising my own 

modulators, I will detail the background of ITO modulators and the theory on which many of the 

models, predictions, and calculations in this thesis are built on. The chapter culminates with an 

analytical model for the predicted performance of the modulators discussed in this thesis, and 

a comparison to a literature device. The analytical model was implemented in python in original 

code, with reference to a textbook derivation. I would like to acknowledge Dr George Duffett 

for his assistance in developing this model with me.  
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2.1. Describing Light 

It is conventional for a discussion of the classical description of electromagnetic fields to begin 

with Maxwell’s equations, and so that is where I shall begin. Throughout this work, I will discuss 

the manipulation of light in both waveguide structures and photonic crystals; therefore, in this 

section I will discuss how light can be guided in these structures, before moving to an application 

setting and how we can use Maxwell’s equations. 

 

2.1.1. Ma well’s Equations 

Light, considered as a propagating plane electromagnetic wave, consists of an oscillating electric 

and magnetic field, where the fields are in phase and orthogonal to each other and the 

propagation direction, described by the wave vector (k). The magnitude of the wave vector is 

given as a function of the wavelength (λ) in Equation 2.1. All macroscopic electromagnetism is 

governed by the four Maxwell equations. 

 
|𝒌| =

2𝜋

𝜆
 

Equation 2.1 

 ∇ ∙ 𝑩 = 0, ∇ ∙ 𝑫 = 𝜌 Equation 2.2 

 
∇ × 𝑬 = −

𝜕𝑩

𝜕𝑡
, ∇ × 𝑯 = 𝑱 +

𝜕𝑫

𝜕𝑡
 

Equation 2.3 

 

The four Maxwell equations (Equation 2.2 and Equation 2.3) describe the relationship between 

the electric field (E), magnetic field (H), displacement field (D), and magnetic induced field (B) 

with free charge (ρ) and current (J) densities. A full treatment of Maxwell’s equations, especially 

with respect to periodic structures, is given by Joannopoulos et al. [85]. Typically, for the 

description of light propagating in a dielectric structure, we make certain assumptions to 

simplify Maxwell’s equations. Firstly, we assume that there are no sources of light in the 

structure, and that it is free from free charges and currents, i.e., ρ = 0 and J = 0. 

 𝑫 = 𝜀0𝜀𝑬, 𝑩 = 𝜇0𝜇𝑯 Equation 2.4 

We assume that the field strengths are small enough so that we can operate in the linear regime, 

and the non-linear effects that arise from the displacement field relationship to the electric and 

magnetic fields can be ignored, and that the materials are macroscopic and isotropic. This means 

that the electric and displacement fields are related through the vacuum permittivity (ε0) and a 
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scalar dielectric function (ε), known as the “relative permittivity”, as shown in Equation 2.4. 

Similarly, the magnetic induction field is related to the magnetic field through the vacuum 

permeability (μ0) and the relative permeability (μ). However, we assume that the materials are 

non-magnetic, which is typically the case at optical wavelengths (μ=1) [85]. 

 ∇ ∙ 𝑬 = 0, ∇ ∙ 𝑩 = 0 Equation 2.5 

 
∇ × 𝑬 = −

𝜕𝑩

𝜕𝑡
, ∇ × 𝑩 = 𝜇0𝜀0𝜀 (

𝜕𝑬

𝜕𝑡
) 

Equation 2.6 

Finally, we assume that there are no explicit material dispersion effects, i.e., the dielectric 

constant is not frequency dependent but instead, assumes an appropriate value for the 

frequency range of interest; and we assume that it is real and positive, and the material is 

therefore transparent. With all these assumptions, the Maxwell equations can be represented 

by Equation 2.5 and Equation 2.6. These equations form the basis for electromagnetic theory, 

of particular interest are the curl equations, which indicate that electromagnetic waves do not 

need a medium through which to propagate. 

 
∇2𝑬 = 𝜇0𝜀0 (

𝜕2𝑬

𝜕𝑡2 ) 
Equation 2.7 

Maxwell’s equations are coupled first-order partial differential equations, but using some well-

known vector identities, they can be decoupled to yield the second-order equation (Equation 

2.7) [86], also known as the “wave equation”. This equation describes a wave with propagation 

velocity 1/√𝜇𝜀, i.e., the speed of light in a vacuum c ≈ 3x108ms-1. 

 1

√𝜇𝜀
=

𝑐

𝑛
, 𝑤ℎ𝑒𝑟𝑒 𝑛 = √

𝜇𝜀

𝜇0𝜀0
 Equation 2.8 

When light propagates through a dielectric material, the atoms are polarised and magnetised in 

response to the oscillating fields within the material, and in turn create their own fields. The 

result is a single wave with its own velocity, and the only change to the Maxwell equations is to 

replace μ0 and ε0 with μ and ε. The propagation velocity of the wave through the material is then 

given by Equation 2.8. The refractive index, n, acts as a velocity scaling factor and describes how 

the velocity is reduced compared to the vacuum propagation velocity. For the transparent non-

magnetic dielectric materials discussed here, refractive index can be approximated as 𝑛 = √𝜀. 

 𝑬(𝒓, 𝑡) = 𝑬(𝒓)𝑒−𝑖𝜔𝑡 , 𝑯(𝒓, 𝑡) = 𝑯(𝒓)𝑒−𝑖𝜔𝑡 Equation 2.9 

Exploiting all the Maxwell equation assumptions, the temporal (t) and spatial (r) terms can be 

separated and Equation 2.8 can be expressed as “harmonic modes”. Equation 2.9 describes 
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these harmonic modes, where the result is a spatial mode profile multiplied by a complex 

exponential with angular frequency (ω). This allows the spatial mode profiles to be calculated 

by treating Maxwell’s equations as an eigenvalue problem, where the resulting mode profiles 

are the eigenfunctions of the system and the angular frequencies are the corresponding 

eigenvalues [87]. 

 

2.1.2. Light in Waveguides 

The origin of the harmonic mode solutions to the Maxwell equations becomes apparent when 

we look closer at how light behaves in an optical waveguide, a structure used to confine and 

guide light through the principle of total internal reflection (TIR). The most common optical 

waveguide is the optical fibre, which usually has a circular cross section and visible cladding 

around the waveguide to protect the delicate structure and maintain TIR. However, in the field 

of integrated optics, it is often planar structures such as thin film guides or waveguide strips that 

are used, and it is here that I will focus my discussion. 

 

Figure 2.1: (a) Basic structure of the optical waveguide with indicated refractive indices and (b) refractive 

index profile of the optical waveguide. Light ray is indicated by the red arrow in (a), guided in the blue 

waveguide layer. 

The basic optical waveguide consists of a core material, in which the light is confined, 

surrounded by a cladding layer, as illustrated in Figure 2.1(a). The cladding layer (n0) may be air 

in some cases, but for the light to be guided in the core material, the refractive index (n1) must 

be higher than that of the cladding layer, as illustrated in Figure 2.1(b). 

 
𝑛1cos (φ) ≥ 𝑛0, sin(𝜃) = 𝑛1 sin(𝜑) ≤ √𝑛1

2 − 𝑛0
2 

Equation 2.10 
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The condition for TIR at the core-cladding interface is given as a function of the refractive indices 

(n1 and n0) and the internal reflection angle (φ), which in turn is related to the incident angle (θ) 

as shown in Equation 2.10. 

 
𝜃 ≤ sin−1 (√𝑛1

2 − 𝑛0
2) ≡ 𝜃m , 𝜃𝑚 ≅ √𝑛1

2 − 𝑛0
2 Equation 2.11 

Equation 2.11 can be used to determine the limit of the incident angle (θm), known as the critical 

angle. This denotes the maximum angle at which light may be coupled into the waveguide and 

be fully guided through TIR and is often referred to as the “numerical aperture” (NA) of the 

waveguide. 

 
𝑁𝐴 = 𝜃𝑚 ≅ 𝑛1√2∆, ∆=

𝑛1
2 − 𝑛0

2

2𝑛1
2  

Equation 2.12 

The relative refractive index difference (Δ), commonly expressed as a percentage, is related to 

the numerical aperture as detailed in Equation 2.12 [88]. It should be noted, however, that the 

acceptance angle is discrete, and each associated mode can be determined through the 

following analysis. 

Consider the waveguide mode illustrated in Figure 2.1, propagating in the z-direction with an 

inclination angle (φ) with perpendicular phase fronts. We know that the wave velocity is given 

by the vacuum wavelength (λ) and the core index (n1), and we know the wave vector magnitude 

is given by Equation 2.1. 

 

Figure 2.2: Light rays and their phase fronts in an optical waveguide. 
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 𝛽 = 𝑘𝑛1 cos(𝜑) , 𝜅 = 𝑘𝑛1sin (𝜑) Equation 2.13 

Such a scenario is illustrated in Figure 2.2. As the wave is sinusoidal, we can use Euler’s formula 

[89] to represent the propagation constants that determine the light ray vector (kn1). The z- and 

x-directional components are given by β and κ, respectively, in Equation 2.13. Hence, we can 

adjust our expression for an electromagnetic wave (Equation 2.9), for the case where it is 

propagating with a constant β to Equation 2.14. 

 𝑬(𝒓, 𝑡) = 𝑬(𝒓)𝑒𝑖(𝜔𝑡−βz), 𝑯(𝒓, 𝑡) = 𝑯(𝒓)𝑒𝑖(𝜔𝑡−βz) Equation 2.14 

Let us consider the phase difference between the two light rays on the same plane illustrated in 

Figure 2.2 as |PQ| and |RS|. Despite the extra core-cladding reflections experienced by ray RS, 

the optical paths of the two rays should differ by a multiple of 2π as they are on the same phase 

front. 

 
𝑙1 = 2𝑎 (

1

sin(𝜑)
− 2 sin(𝜑)) , 𝑙2 =

2𝑎

sin(𝜑)
 Equation 2.15 

 (𝑘𝑛1𝑙2 + 2Φ) − 𝑘𝑛1𝑙1 = 2𝑚𝜋 Equation 2.16 

The distance between points P and Q, and R and S, can be expressed using Equation 2.16 and 

the phase (φ) matching condition then becomes Equation 2.17, where m is an integer. 

 tan (𝑘𝑛1 asin(𝜑) − (
𝑚𝜋

2
)) = √(

2∆

sin2(𝜑)
) − 1 

Equation 2.17 

Combining Equation 2.16, Equation 2.17, and the Goos-Hänchen [90] shift, yields the condition 

for propagation angle (φ) shown in Equation 2.17. This shows that the propagation angle of a 

light ray is discrete and is determined by the waveguide structure and the wavelength of incident 

light [91]. The optical field distribution that satisfies the phase-matching condition of Equation 

2.17 is called the mode. The allowed value of the propagation constant β is also discrete and is 

denoted as an eigenvalue. The mode with the minimum internal reflection angle occurs at m=0 

and is known as the fundamental mode, with higher order modes thus having larger internal 

reflection angles. 
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2.1.3. Light in Periodic Structures 

To this point I have only considered a homogenous medium, where the harmonic solutions to 

the wave equations are plane waves and the permittivity (ε) has been considered only as the 

real component (εr) of the refractive index (n). 

 𝜺 = 𝜀𝑟 + 𝑖𝜀𝑖 = 𝒏2 = (𝑛 + 𝑖𝑘)2 Equation 2.18 

While the use of complex materials (Equation 2.18) is reserved for later sections, a special case 

for solving the wave equations arises when we consider a spatial distribution of the permittivity 

with a period (a) of comparable size to the material wavelength of light; it is this structure that 

I will discuss here. Such a structure is known as a photonic crystal, and may have a periodic 

permittivity in one-, two-, or three-dimensions. For simplicity and relevance to this work, I will 

only consider a photonic crystal with periodic permittivity in one dimension. 

 𝑬𝒌(𝒓) = 𝑢𝒌(𝒓)𝑒𝑖(𝒌∙𝒓) Equation 2.19 

Bloch’s theorem [92] states that when the permittivity is periodic, the spatial mode profiles 

(Ek(r)) can be expressed as a plane wave with an amplitude modulated by a function (uk(r)) with 

the same periodicity as the permittivity, as detailed in Equation 2.19 [93]. 

 
𝑮 =

2𝜋

𝑎
 

Equation 2.20 

 
𝑬𝒌(𝒓) = ∑ 𝐸𝑚𝑒𝑖(𝒌+𝑚𝑮)∙𝒓

∞

𝑚=−∞

, 𝑚 = ⋯ , −2, −1, 0, 1, 2, … Equation 2.21 

The Bloch states given by Equation 2.19 are distinguished by their k-vector but can be expressed 

using a grating vector (G), which is a function of the grating period (a). This leads to Equation 

2.21, an expression for a plane wave coupling to the Bloch modes in a periodic structure by 

adding integer multiples (m) of the grating vector to the incident k-vector. 
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Figure 2.3: Illustration of a typical 1D periodic structure used in this work, with guided and diffracted modes 

indicated. 

This means that the incident wave splits into diffraction orders, each with their own k-vectors 

as illustrated in Figure 2.3, a diagram of the typical 1D periodic structure used in this work. Light 

is incident on the grating from below, with a k-vector (kinc), through the substrate material (ns) 

at normal incidence. The grating (ng) and cover (nc) indices are marked, with the grating having 

a thickness (tg), period (a), and ridge width (ff*a), where the fill factor (ff) is a percentage of the 

period. There are diffracted modes and a guided mode as illustrated in Figure 2.3, with the 

diffraction orders individually marked with their order up to, but not limited to, m = ±2. 

 𝑘𝑥,𝑚 = 𝑘𝑥,𝑖𝑛𝑐 − 𝑚𝐺, 𝑚 = ⋯ , −2, −1, 0, 1, 2, …   Equation 2.22 

 
𝑛𝑒𝑓𝑓 sin(𝜃𝑚) = 𝑛𝑠 sin(𝜃𝑖𝑛𝑐) − 𝑚 (

𝜆0

𝑎
) 

Equation 2.23 

The wave vector describes the propagation of the wave, and we can impose field boundary 

conditions and the conservation of momentum to dictate the phase-matching condition in the 

direction of the periodicity (x) (Equation 2.22). Substituting more suitable values for the k-

vectors and introducing an electric field weighted average refractive index (neff), known as the 
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“effective index”, we can rearrange to yield the familiar grating equation (Equation 2.23). Here 

I have used θm and θinc to indicate the diffraction angle of the mth order mode and the incident 

light respectively, a represents the grating period, and λ0 refers to the vacuum wavelength of 

the incident light [94]. It has been shown that the effective grating index can be approximated 

from the grating parameters [87], but a more in-depth analysis is beyond the scope of this thesis. 

 

2.2. Describing Permittivity 

Permittivity is simply the ratio of electric displacement to the electric field in a material, i.e., it 

describes the opposition a material provides against an electric field. The permittivity is a 

representation, then, of how electric fields propagate through a material, and hence the 

relationship between permittivity and refractive index becomes apparent. It follows that the 

permittivity of a material is dispersive with respect to the electric field strength, and it is 

commonplace to plot the dispersive permittivity as a function of incident wavelength or 

frequency. 

For this work, the permittivity of the dielectric (insulating) materials has been well studied and 

characterised in the literature [84], [95], [96]; but the problem becomes more complex when 

considering metallic films, such as indium tin oxide. Here, the permittivity is strongly linked to 

the material’s electron response to the electric field, and electron behaviour in solids is not 

trivial. In metallic materials, the intraband and interband transitions from the free and bound 

electrons, respectively, contribute to the permittivity and can be modelled by classical forces 

acting on a negatively charged gas of electrons. This model is known as the “Drude Model” [97]. 

 

2.2.1. The Drude Model 

The Drude model [98] is an application of kinetic theory and aims to link electron motion to a 

conductor’s macroscopic material properties. The model was extended by Lorentz, who linked 

the periodic motion of electrons to the current density equation derived by Drude to yield a 

permittivity [99]. To derive the Drude-Lorentz equation, we first must make some assumptions; 

firstly, that the conduction electrons are free to move against a background of positive ion cores 

and have a mass m*, an adjusted value based on their motion between the ion cores. We assume 

that the electrons collide with the ion cores and other electrons with a frequency (Γ), 

proportional to their velocity dx/dt, which damps their oscillation, known as the “collision 
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frequency”. As the electrons move in an electric field, they experience a force (F) which is 

proportional to their mass and acceleration (m* d2x/dt). 

 
𝑚∗ (

𝑑2𝒙(𝑡)

𝑑𝑡2 ) + 𝑚∗Γ (
𝑑𝒙(𝑡)

𝑑𝑡
) = −𝑒𝑬(𝑡) 

Equation 2.24 

If we assume that the electric field has a time-harmonic dependence as given in Equation 2.9, 

then the description of the electron’s motion becomes Equation 2.24, where e represents the 

elementary charge [79]. The most convenient way to solve Equation 2.24 is to consider it as a 

function of frequency. 

 
𝒙(𝜔) = (

𝑒

𝑚∗
) (

𝑬(𝜔)

𝜔2 + 𝑖𝜔Γ
) 

Equation 2.25 

The time-harmonic electric field has a solution of the form 𝒙 = 𝒙0𝑒−𝑖𝜔𝑡, which yields the general 

solution for the equations of motion, shown in Equation 2.25. Now that we have this solution, 

we can find the susceptibility and conductivity relationships and derive the permittivity 

equation. 

 𝑷(𝜔) = −𝑛𝑒𝒙(𝜔) = 𝜀0χ(ω)𝐄(ω) Equation 2.26 

If we assume that the electrons do not interact with each other, the polarisation density (P) is 

given as a function of the electron density (n) and has a linear relationship to the susceptibility 

(χ) and the permittivity of free space (ε0), shown in Equation 2.26. The susceptibility is the 

component of the permittivity that is frequency dependent and is given by Equation 2.27. 

 
𝜒(𝜔) = − (

𝜔𝑝
2

𝜔2 + 𝑖𝜔Γ
) 

Equation 2.27 

 
𝜔𝑝

2 =
𝑛𝑒2

𝜀0𝑚∗
 

Equation 2.28 

Here we have incorporated the electron charge, charge density, and electron mass into a 

parameter known as the plasma frequency (ωp
2), shown in Equation 2.28. Now we have a 

function of the relative permittivity of the material (εr), given in Equation 2.29. 

 
𝜀𝑟 = 1 + 𝜒(𝜔) = 1 − (

𝜔𝑝
2

𝜔2 + 𝑖𝜔Γ
) 

Equation 2.29 

Finally, we consider the conductivity of the material using Ohm’s law [100], specifically the 

current density (j), which is proportional to the velocity of the electrons and the material 

conductivity (σ) (Equation 2.30). 

 
𝒋(𝜔) = −𝑛𝑒 (

𝑑𝒙

𝑑𝑡
) = 𝑖𝜔 (

𝜀0𝜔𝑝
2𝑬(𝜔)

𝜔2 + 𝑖𝜔Γ
) = 𝜎(𝜔)𝑬(𝜔) 

Equation 2.30 
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𝜺(𝜔) = 𝜀∞ −

𝜎(𝜔)

𝑖𝜔
= 𝜀∞ −

𝜔𝑝
2

𝜔2 + 𝑖𝜔Γ
 

Equation 2.31 

This leads to the general permittivity equation (Equation 2.31) for the Drude-Lorentz model with 

the additional contributions from the ion cores manifesting as an offset in permittivity known as 

the “high frequency permittivity” (𝜀∞) [101], [102]. 

 𝜺(𝜔) = 𝜀𝑟(𝜔) − 𝑖𝜀𝒊(𝜔) Equation 2.32 

 
𝜀𝑟(𝜔) = 𝜀∞ − (

𝜔𝑝
2

𝜔2 + Γ2) , 𝜀𝑖(𝜔) =
𝜔𝑝

2Γ

𝜔3 + 𝜔Γ2  

Equation 2.33 

Using the complex permittivity relationship (Equation 2.32), it becomes clear that the real 

component of the permittivity (εr) is dominated by the electrical response of the material in an 

electric field, and the imaginary component (εi), i.e., that which contribute to the absorption of 

the material, is dominated by the collision frequency, and therefore the electron density. I have 

used the Drude-Lorentz model for permittivity above the plasma frequency, where the Drude 

model is valid for the material, throughout this work to characterise the optical response of thin 

film indium tin oxide in an electric field and have gone into more detail in chapter 4. 

 

2.3. Resonant  ratings 

While resonant gratings are only a tool used in this work to further understand the 

characteristics of thin film indium tin oxide (section 4.6), it would be remiss of me not to discuss 

the theory of guided-mode resonance in high-contrast gratings to further the understanding in 

this thesis. High-contrast gratings allow for a higher reflectivity and quality factor in their 

resonance, hence the inclusion in this work as a characterisation tool. Here I will briefly discuss 

the principle of guided-mode resonances, and how the grating parameters can affect the 

resultant optical response. The operation of these structures is derived from the theory 

discussed in section 2.1.3. 

 

2.3.1.  uided-Mode Resonances 

Guided-modes resonances (GMRs) are supported by a grating when the grating layer also 

operates as the waveguiding layer. Here I will refer to Figure 2.3 in my description of the grating. 

The gratings can be designed to exhibit arbitrarily narrow resonance linewidths or complete 

reflectance/transmittance by tuning the refractive index contrast between the grating and cover 
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layers, or the fill factor [87]. The resonance wavelength is highly sensitive to the refractive index 

contrast between the grating index and cover index, which what makes GMRs useful in this work 

as we can use them to reverse engineer the refractive index value from a resonant response 

(section 4.6). 

 
𝑛𝑒𝑓𝑓 > 𝑛𝑠,

𝜆0

𝑛𝑒𝑓𝑓
< 𝑎 <

𝜆0

𝑛𝑠
 

Equation 2.34 

The resonance in these structures is governed by Equation 2.34, which states that the effective 

index of the mode must be higher than the refractive index of the surrounding layer, which I 

have assumed to be the substrate layer in Figure 2.3. This condition is a direct result of the Bragg 

condition at the boundary between two permittivities, and the solution to the Bloch mode 

equation detailed in Equation 2.23. The condition ensures that the grating can act like a 

waveguide, and support guided modes; like a waveguide, the number of modes it can support 

is dictated by the grating thickness (tg). The other condition in Equation 2.34 states that the 

grating period (a) must be smaller than the wavelength in the incident material (again indicated 

as the substrate layer) but higher than the wavelength of the guided mode. This condition 

ensures a strong resonance and is often referred to as the “near-lambda” condition [103]. 

 

2.3.2. Operation Modes 

From Equation 2.34, we can extract the three operating modes of a GMR grating, determined 

by the grating thickness (tg) and the grating period (a). To demonstrate this, I used a rigorous 

coupled-wave analysis (RCWA) technique using an implementation known as “S4” [104], which 

I will discuss in detail (section 3.2). I used an indium tin oxide grating (ng=2.0) and a borosilicate 

substrate (ns=1.46) with air as the cover material (nc=1). The ridge width is determined by a 

scaling factor, known as “fill factor”, which was set to 0.7, and the grating period was set to 

500nm; this yields a ridge with of 350nm. The grating response is in the transverse electric (TE) 

polarisation. The resulting resonant response is shown in Figure 2.4(a), with the three operating 

modes. 
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Figure 2.4: Reflectance as a function of wavelength (λ) and grating thickness (t), both normalised to grating 

period (a), showing the diffractive, near-λ, and sub-λ operation modes. 

The three operating modes shown in Figure 2.4 are as follows: 

 

Figure 2.5: Schematic of diffractive operating mode for a resonant structure. 

Diffractive: The grating is purely diffractive and generates modes at different angles, observed 

by the high reflectivity around 0.7-0.8 on the x-axis in Figure 2.4. This occurs at λ/a ≤ 1.4 

(approximately the index of the substrate), as dictated by the grating equation (Equation 2.34), 

and in this regime it is the Fabry-Perot response of the thin film that can be observed in Figure 
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2.4 by the horizontal light and dark pattern in the reflectance. As illustrated in Figure 2.5, the 

non-zero order modes carry energy away from the grating at different diffraction angles, and as 

such there are no high reflectance areas or resonances in the diffraction region. 

 

Figure 2.6: Schematic of near-λ operating mode for a resonant structure. 

Near-λ: For this grating there is one mode of high intensity, indicated by the strong 

reflectance bar between the green dotted lines in Figure 2.4. This is a guided mode 

resonance, occurring in the 1.4 ≤ λ/a ≤ 1.6 (approximately the index of the substrate and 

the effective index of the structure), as dictated by the grating equation (Equation 2.34), 

region. Here we are observing the fundamental mode (m = 0, θm = 0°), with the other 

diffractive modes coupling into the grating layer due to a high effective index. As 

illustrated in Figure 2.6, the reflectance within the grating is a result of the thin-film 

interference with guided mode excitation. The reflectance in Figure 2.4 is a result of the 

waveguide thickness beneath the grating, and more guided modes would be visible for 

a thicker waveguide layer. 
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Figure 2.7: Schematic of sub-λ operating mode for a resonant structure. 

Sub-λ: When the grating period is sufficiently small compared to the wavelength, the 

GMR operates in a sub-λ mode, where the light behaves as if it was incident on a thin 

film with the same effective index, the response is described by the Fresnel equations 

in this regime. We observe the sub-λ operating mode in Figure 2.4 at λ/a ≥ 1.6 

(approximately the effective index of the structure) as dictated by the grating equation 

(Equation 2.34). As illustrated in Figure 2.7, in the sub-λ regime, only the zero-order mode 

can propagate away from the grating, and we observe the thin film effect. 

It is clear from the above discussion that the ideal operating mode of the GMR grating is in the 

near-λ, where the 0th order mode exists in the cover and substrate layers, but the higher order 

modes are coupled and propagate laterally through the grating layer. The light scatters at each 

grating interface, since unlike a normal waveguide, the permittivity is inhomogeneous. These 

scattered modes are often referred to as “leaky modes” [105]–[108], and allow light to be 

coupled out of the grating. When these leaky modes are phase matched to the 0th order mode 

propagating through the structure, they produce a strong reflectance or transmittance 

response, which we observe in Figure 2.4 in the near-λ regime. 

The line shape of the grating resonance is asymmetric due to the interference between the 

slowly-varying thin-film response of the grating layer and the quickly-varying Bragg resonance 

of the in-plane guided modes. As such, it is common to observe a Fano line shape [109], where 

the asymmetry is a result of resonant scattering and a background intensity. Fano resonances 

will be discussed in more detail in chapter 4. This has been a brief foray into GMR gratings, there 
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is a significant body of literature concerning these structures [87], [94], [110]–[115], and I have 

merely scratched the surface of what is necessary to understand this topic. 

 

2.4. Slab Waveguide 

The bulk of this thesis is focused on electromagnetic waves propagating in optical waveguides, 

and the manipulation of the waveguide mode. It is with the former that I shall begin with. I have 

briefly discussed a 2D analysis of the effective index of a waveguide, now I will look at the 

derivation of an effective index method for the slab waveguide; a waveguide that is not only 

invariant in the direction of propagation, but also perpendicular to the direction of propagation, 

like that illustrated in Figure 2.8. 

 

Figure 2.8: Illustration of slab waveguide, layer materials, permittivities, and dimensions are not important, 

note that the y scale is significantly larger than the wavelength of propagating light to ensure invariance 

in y. Propagation is in the z-direction, indicated by the red arrow. 

In this instance, each layer in considered invariant in both the z- and y-direction compared to 

the supported waveguide mode. While this is an oversimplification, the analysis can be used to 

approximate the waveguide mode propagation through simple numerical analysis. 
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2.4.1. Multi-Layer Slab Waveguide 

The derivation of an analytical model for a multi-layer slab waveguide, as illustrated in Figure 

2.8, begins with Maxwell’s curl equations (Equation 2.6). 

 𝑬(𝒓) = 𝑬(𝒓)𝑒−𝑖𝛽𝑧, 𝑯(𝒓) = 𝑯(𝒓)𝑒−𝑖𝛽𝑧 Equation 2.35 

Substituting Equation 2.35 into the curl equations yields two sets of eigenmodes for the 

transverse electric (TE) and transverse magnetic (TM) orientations, where e and h are the 

electric and magnetic field components. 

 𝑑2𝑒𝑦(𝑥)

𝑑𝑥2
+ 𝑘0

2𝑛2(𝑥)𝑒𝑦(𝑥) = 𝛽2𝑒𝑦(𝑥) 

𝑑

𝑑𝑥
(

1

𝑘0
2𝑛2(𝑥)

(
𝑑ℎ𝑦(𝑥)

𝑑𝑥
)) + ℎ𝑦(𝑥) =

𝛽2

𝑘0
2𝑛2(𝑥)

ℎ𝑦(𝑥) 

 

Equation 2.36 

By eliminating the x- and z-field components, the eigenmodes yield two second order 

differentials shown in Equation 2.36. 

 𝑒𝑦,𝑖 = 𝐴𝑖𝑒𝑖𝑘𝑥,𝑖(𝑥−𝑎𝑖) + 𝐵𝑖𝑒−𝑖𝑘𝑥,𝑖(𝑥−𝑎𝑖) 

  𝑘𝑥,𝑖 = √𝑘0
2𝑛𝑖

2 − 𝛽2 

 

Equation 2.37 

However, because the multi-layer slab waveguide consists of several layers with piecewise 

refractive index (ni), we can consider the k-vector piecewise (kx,i) for a layer with thickness di. 

The result is the general solution shown in  

Equation 2.37, where k0 and β are the free-space k-vector and propagation constant, 

respectively. 
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Figure 2.9: Multilayer slab waveguide with piecewise refractive index (n), electric field (e), and thickness 

(d). 

A simplistic piecewise illustration of a multilayer slab waveguide is illustrated in Figure 2.9, 

where I have only detailed 4 layers, but one could easily extrapolate ad infinitum. The layer 

materials are, for now, not important, but are illustrated as a 2D cross-section of Equation 2.5. 

 
[
𝐴𝑖

𝐵𝑖
] =

1

2𝛼𝑖
[
(𝛼𝑖 + 𝛼𝑖+1)𝑒−𝛿𝑖+1 (𝛼𝑖 − 𝛼𝑖+1)𝑒𝛿𝑖+1

(𝛼𝑖 − 𝛼𝑖+1)𝑒−𝛿𝑖+1 (𝛼𝑖 + 𝛼𝑖+1)𝑒𝛿𝑖+1
] [

𝐴𝑖+1

𝐵𝑖+1
] 

𝛼𝑖 = 𝑖𝑘𝑥,𝑖, 𝛿𝑖 = 𝛼𝑖𝑑𝑖 

 

Equation 2.38 

By applying appropriate boundary conditions, 

 

{

𝑒𝑦,𝑖(𝑎𝑖) = 𝑒𝑦,𝑖+1(𝑎𝑖)

(
𝑑𝑒𝑦,𝑖(𝑎𝑖)

𝑑𝑥
) = (

𝑑𝑒𝑦,𝑖+1(𝑎𝑖)

𝑑𝑥
)

 

Equation 2.39 

the piecewise eigenmode ( 

Equation 2.37) can be calculated using the matrix equation shown in  

Equation 2.38 [116]–[118]. This method can be applied to analytical models and is often used by 

simulation techniques to yield the effective index (neff) of a multilayer waveguide. I will use  

Equation 2.38 (section 3.4) to demonstrate the effective index of my waveguide modulators. 
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2. . Optical Modulation 

As discussed in the introduction (section 1.3), there are two techniques that can be used to 

achieve optical modulation, i.e., phase or absorption. While the mechanism for modulation will 

be discussed in the next section of this chapter, it is necessary to discuss the design choices 

required for both these techniques. Absorption modulation can be achieved in a straight-

through waveguide setup, i.e., a waveguide with an input, a modulator, and an output all in one 

path. Phase modulation, however, typically relies on the use of an interferometric setup, where 

the interference of a modulated and unmodulated signal creates a measured output. In this 

section I will discuss how this can be achieved, and the important considerations therein for the 

modulators presented in this work. 

 

2. .1. Mach-Zehnder Interferometer 

The Mach-Zehnder interferometer (MZI) is a particularly simple optical device used to split a 

light beam into two paths using a beam splitter and recombine under the same principle. While 

an MZI is typically considered with free-space optics, the principle can be extended to integrated 

optics as it relies on a very simple and well-known equation. 

 
𝑣 =

𝑑

𝑡
, 𝑛 =

𝑐

𝑣
, 𝑂𝑃𝐿 = 𝑛𝑑 

Equation 2.40 

In its simplest form, light travels through a vacuum with a velocity (c) which is given as a distance 

travelled (d) in a time (t). Extending our understanding of refractive index (n) from Equation 2.8, 

we know that this velocity scales (c/v) when light is travelling through a medium and, in optics, 

the distance travelled by light is referred to as the optical path length (OPL) which can be 

expressed as a function of the distance (d) as shown in Equation 2.40. 
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Figure 2.10: Mach-Zehnder Interferometer 

As illustrated in Figure 2.10, an MZI splits a singular beam of light of wavelength (λ) into two 

paths (U and D) using a beam splitter. We can consider a phase (ϕ) change at each reflection 

equal to λ/2. At detector 1, paths U and D both experience the same number of reflections and 

distance travelled through the beam splitter, as such they are in phase, and we get constructive 

interference. At detector 2 there is an extra distance component for path D, and if we assume 

this to be λ/2, then there is destructive interference and no light is being detected [119]. 

For an ideal MZI, each reflection (and path length difference) contributes a λ/2 phase shift and 

results in perfect constructive and destructive interference. However, there is a great body of 

research [74], [75], [77], [120]–[122] describing the electrical tuning of the phase shift to 

produce a range of interference responses. 
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Figure 2.11: Mach-Zehnder interferometer waveguide platform. 

In integrated optics, the phase shift can be achieved by changing the OPL, and the beam splitting 

technique can be realised via a multi-mode interferometer (MMI) or a Y-junction waveguide, as 

illustrated in Figure 2.11 where a single input is split into two waveguides and recombined to 

one output. In this instance, the optical path length is changed on the split waveguide paths. 

This design platform is discussed further in section 3.6. 

 

2. .2. Phase Modulation 

Given that a change (modulation) in phase is the desirable effect in optical modulation, we now 

need to consider how the optical path length can be modulated. A change in optical path length, 

or the difference (OPD), is the difference of the refractive index (n) and distance (d) product 

between two paths. The phase (ϕ) of the light is then given as: 

 
𝑂𝑃𝐷 = 𝑛1𝑑1 − 𝑛2𝑑2, 𝜙 = 2𝜋 (

𝑂𝑃𝐷

𝜆
) 

Equation 2.41 

where λ is the wavelength of the input light. In integrated optics, a change in phase can be 

achieved as a change in the refractive index experienced by the optical mode. The resulting 

phase change can be calculated using Equation 2.41. 
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Figure 2.12: Illustration of phase shift methods in Mach-Zehnder modulator. 

Physically, this can be represented as an increase in the distance travelled by the light, a change 

in the effective index of the waveguide mode, or a combination of both, as illustrated in Figure 

2.12 where the system is identical on the left and right side of the black lines, and the optical 

path length only changes in the middle of the Mach-Zehnder interferometer. 

 𝑬𝑜𝑢𝑡 = 𝑬𝑖𝑛(𝑎1𝑒−𝑖𝜙1 + 𝑎2𝑒−𝑖𝜙2) Equation 2.42 

 
𝑇 = |

𝑬𝑜𝑢𝑡

𝑬𝑖𝑛
|

2

= 𝑎1
2 + 𝑎2

2 + 2𝑎1𝑎2𝑐𝑜𝑠∆𝜙 
Equation 2.43 

The input and output of the interferometer is a singular waveguide, though it is not illustrated 

here. Using the principle of superposition, the output electric field (Eout) can be represented as 

shown in Equation 2.42, where Ein represents the input electric field, a1 and a2 are the amplitudes 

of the light signals in arms 1 and 2 (these are equal to 1 in a loss-less system), and ϕ1 and ϕ2 are 

the phases corresponding to the propagation through each arm, where the difference in the 

phases, Δϕ, can be used to calculate the intensity transmission (T), as shown in Equation 2.43. 

As the intensity is given as the cosine of the phase difference, as the two paths approach a π-

phase difference, the intensity tends to a minimum. 

 

 

 

 

 

 

d1, ne ,1

d1, ne ,2

d1, ne ,1

d2, ne ,2
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2. .3. Absorption Modulation 

So far, I have only considered a loss-less system, where the modulation is achieved through a 

change in the effective refractive index (neff). In absorption modulation, we consider a material 

with loss (α). 

 
𝒏 = 𝑛 + 𝑖𝑘, 𝛼 =

4𝜋𝑘

𝜆
 

Equation 2.44 

The complex refractive index (n) of a material is a function of the refractive index (n) and the 

extinction coefficient (k), with the latter responsible for the loss of a material, as shown in 

Equation 2.44. It follows that a waveguide mode experiences both an effective index and an 

effective loss (keff, αeff), such that an input signal is modulated in intensity (I) as well as in phase. 

 𝐼 = 𝐼0𝑒−𝛼𝑒𝑓𝑓𝑑 Equation 2.45 

The intensity of the output signal is given by the Beer-Lambert law [123] and is a function of the 

input intensity (I0), the and the effective absorption length (αeffd) (Equation 2.45). 

 

Figure 2.13: Illustration of absorption modulation concept. 

Absorption modulation can be achieved, then, either as a stand-alone technique as illustrated 

in Figure 2.13, or by including absorption in the phase modulation calculation in Equation 2.41, 

taking the effective index as the complex effective index (neff). 

 

2.6. Phase Modulation 

While it is possible to achieve phase modulation with a change in the path length, in this body 

of work I will focus on the electrical modulation of the refractive index component of the optical 

path length due to the integrated optics aspect of my work, in free space this could be achieved 

by changing the physical path length (d). As discussed in section 1.4 the electrical tuning of the 

refractive index can be achieved with transparent conductive oxides (TCOs), where the complex 

permittivity is controlled through the accumulation of carriers as described by the Drude Model. 

Of specific interest in this field is indium tin oxide (ITO), which has been shown to have unity 

order refractive index modulation [80] (in a very thin film) through the gated accumulation of 
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electrons using a metal-oxide-semiconductor (MOS) capacitor. Here, I will discuss the MOS 

capacitor and present a simplistic model of the achievable accumulated carrier concentrations. 

 

2.6.1. Conductivity in Semiconductors 

The electrical conductivity of metals, semiconductors, and insulators can be described 

qualitatively in terms of their energy bands. Metals are characterised by very high conductivity, 

where the conduction band is either partially filled or overlaps with the valence band, i.e., there 

is no bandgap and electrons in the valence band can easily move to the conduction band where 

they are free to move around. This makes metals excellent conductors. In contrast, valence 

electrons in insulators form strong bonds between neighbouring atoms that are difficult to 

break. This yields a large bandgap and prevents conduction of currents even when the electrons 

are given a high thermal or electrical energy.   

There are two factors that are affected by temperature in semiconductor materials, the mobility 

of the carriers and the number of carriers available, though the latter is more dependent on the 

doping level (the initial concentration of carriers). Semiconductors have a small energy bandgap, 

of the order of 1 eV at room temperature. At a temperature of 0K all the electrons are in the 

valence band and no conduction may take place, but at room temperature, the thermal energy 

represents a sufficient fraction of the bandgap energy such that the electrons can get excited 

into the conduction band. There are many empty states in the conduction band at room 

temperature, so a small applied potential can move some valence electrons into the conduction 

band, thus semiconductors may conduct a moderate current. 

Temperature alone only accounts for a small increase in available carriers, doping a 

semiconductor is the easiest way to change the number of available carriers. A semiconductor 

that is doped with a group III element is labelled p-type and is labelled with n-type if the doping 

element is a group V element. P-type semiconductors have majority carriers as holes, and n-type 

have majority carriers as electrons. A degenerate semiconductor is doped to such a high level 

that is acts more like a conductor and a non-degenerate behaves more like an insulator. Indium 

tin oxide, as is discussed in the following sections, is a degenerate n-type semiconductor. 
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2.6.2. The Ideal MOS Structure 

The MOS structure is an important type of structure in the world of semiconductor devices, 

being at the core of applications such as metal-oxide-semiconductor field effect transistor 

(MOSFET) [5], [124]–[128], charge-coupled devices (CCDs) [129]–[132], and electro-optic 

modulators (EOMs) [74], [133], [134]. The latter is the focus of this work, where we use ITO as 

the semiconductor material. Given that the optical response of a Drude material under an 

applied electric field is mainly governed by the electronic response within the material, a 

comprehensive study of the MOS structure using ITO from an electrostatic perspective is 

required. 

Fortunately, most of the MOS capacitor theory is identical to that of the MOS diode, which has 

been known for decades in the context of the MOSFET [135], [136]. The major consideration for 

applying the typical MOSFET analysis to a degenerate semiconductor is the space charge region 

width; for nondegenerate semiconductors, this width is on the order of 100 nm, but for 

degenerate semiconductors it shrinks to a much lower value (1-2 nm) [137]. 

 

Figure 2.14: Cross-section of a metal-oxide-semiconductor structure. 

An ideal MOS structure consists of three materials; a metal, an ideal insulator in which we can 

neglect charge accumulation and tunnelling, and a semiconductor, as illustrated in Figure 2.14. 

For this analysis, we assume that the insulator (oxide) has a thickness d, the semiconductor layer 

is connected to an Ohmic contact, and the voltage (V) is positive when the metal plate is 

positively biased with respect to the Ohmic contact. 

[135] 
𝑒𝜙𝑚𝑠 ≡ (𝑒𝜙𝑚 − 𝑒𝜙𝑠) = 𝑒𝜙𝑚 − 𝑒𝜒 +

𝐸𝑔

2
+ 𝑒ψB = 0 

Equation 2.46 

Furthermore, for the ideal MOS structure, the energy difference (ϕms) is equal to the difference 

between the metal and the semiconductor work functions (ϕm and ϕs, respectively), and is equal 
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to zero at zero applied bias voltage. The work function of the semiconductor, as shown in 

Equation 2.46, can be calculated from the electron affinity (χ), the energy difference (ψB) 

between the Fermi level (Ef) and the intrinsic Fermi level (Ei), and the band gap energy (Eg), 

where the elementary charge (e) has its usual meaning. Essentially, the structure is in flat-band 

condition when there is no applied voltage. 

 

2.6.3. Space Charge Region 

When the ideal MOS structure is biased, three cases may exist at the semiconductor surface: 

accumulation, depletion, and inversion. The boundary between accumulation and depletion is 

the flat-band voltage, and the boundary between depletion and inversion is the threshold 

voltage. The flat-band voltage is the voltage at which no band bending occurs and the energy 

bands are flat. Since the bands are flat, the electric field is zero everywhere and the hole 

concentration is the same as the acceptor concentration, and the charge density is zero. 

 

Figure 2.15: Energy band diagram and charge distribution of an ideal MOS capacitor in accumulation. 

Accumulation: For the p-type semiconductor, a negative voltage at the metal causes the energy 

bands near the semiconductor surface to bend upward as illustrated in Figure 2.15. As no current 

flows in an ideal MOS structure, the Fermi level in the semiconductor remains constant. The 

bending of the bands causes an increase in the energy difference (Ei – Ef), thus yielding an 

enhanced concentration of majority carriers (holes for p-type). 
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Figure 2.16: Energy band diagram and charge distribution of an ideal MOS capacitor in depletion. 

Depletion: When a small positive voltage is applied at the metal, the energy bands near the p-

type semiconductor surface bend downward as illustrated in Figure 2.16. This bending causes 

the majority carriers (holes for p-type) to be depleted. 

 

Figure 2.17: Energy band diagram and charge distribution of an ideal MOS capacitor in inversion. 

Inversion: As the positive voltage applied to the metal increases, the energy bands bend further 

downward such that the intrinsic Fermi level crosses the Fermi level at the semiconductor 

surface as illustrated in Figure 2.17. The positive voltage begins to induce excess negative 

carriers (electrons) at the semiconductor-insulator interface. The electron concentration is then 

larger than the intrinsic carrier concentration (ni) and the hole concentration is lower than ni and 

the surface is inverted. 

The above is a description of accumulation and depletion in a p-type semiconductor, but the 

principle can be applied to an n-type where the positive voltage induces an accumulation of 
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electrons, and a negative voltage induces the depletion of electrons. The space charge region 

description is applicable in both instances. 

 𝑄 = 𝑒𝑁𝑤 Equation 2.47 

Once very strong inversion occurs, the space charge region reaches a maximum width as the 

bands are bent downward far enough that a small increase in band bending corresponds to a 

very small increase in space charge region width. As such, the charge (Q) per unit area in the 

semiconductor layer is proportional to the dopant density (N) and the space charge region width 

(w) as shown in Equation 2.47 [136]. 

 

2.6.4. Capacitance 

Capacitance is the measure of the ability of a device to store electric charge; the capacitance 

can be calculated either from the geometry of the conductive plates and the dielectric properties 

of the insulator, or from the charge stored as a function of applied electric voltage. We can 

quantify capacitance as the charge (q) per unit potential 

 
𝐶 =

𝑞

𝑉
, 𝐶 = 𝜀 (

𝐴

𝑑
) 

Equation 2.48 

as shown in Equation 2.48 or calculate it geometrically using the material dielectric constant 

(ε=ε0εr) and the area of the smallest electrical contact (A) and the distance between the two 

contacts (d). Given that the charge per unit area (Q) is given by 

 𝑄 =
𝑞𝑒

𝐴
 Equation 2.49 

we can substitute Equation 2.48 to express the charge per unit area, or 2-dimensional density 

(n2D) as 

 
Q =  𝑛2𝐷 = 𝜀0𝜀𝑟 (

𝑉

𝑑𝑒
) 

Equation 2.50 

that we can use to determine the carrier concentration in ITO under an applied gate voltage 

[138]. The conversion to a three-dimensional carrier density is a simple division by the space 

charge region thickness (~a few nm). A more in-depth analysis can be found in Appendix section 

9.2. 
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2.7. ITO for Electro-Optic Modulation 

Mach-Zehnder modulators have been employed by many authors in the field of electro-optic 

phase modulation [70], [139]–[142]. Naturally, the figure of merit for such a device is given as a 

function of the achievable voltage-dependent phase shift (Vπ), given as the voltage required to 

achieve a π-phase change, and the length of the modulator (L). This figure of merit has already 

been discussed in detail in section 1.3.2, but as I have discussed the mechanism for voltage 

induced carrier modulation and refractive index modulation in this chapter, here I will use our 

calculations with literature results. 

 

2.7.1. Benchmarking Analytical Waveguide Model 

I look to Sorger et al. [77] who demonstrated an ITO-based MZM on a silicon platform, operating 

at the telecommunication wavelength of 1550 nm. In their research, they were able to 

demonstrate a 0.52 Vmm figure of merit harnessing the refractive index modulation in a thin 

layer of ITO on top of one arm of the waveguide.  

 

Figure 2.18: 2D schematic of the structure presented by Sorger et al. 

I began by looking at the carrier (electron) concentration in the accumulation layer, and although 

the literature states an accumulation layer thickness of 1-2 nm, the authors here claim a 5 nm 
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layer. The structure presented by the authors is illustrated in Figure 2.18 and features a 220 nm 

thick silicon waveguide, connected to a gold electrical contact and a 10 nm insulating layer of 

aluminium oxide (alumina). The optical modulation is achieved through a 5 nm accumulation 

layer in 10 nm of ITO with a further gold electrical contact on top. The structure is 500nm wide 

and 32 μm long. Using Equation 2.50 and the relevant parameters, I was able to determine a 

voltage-dependent carrier density in the 5nm accumulation layer, shown by the red line in Figure 

2.19, which naturally has a linear relationship. 

 

Figure 2.19: Local carrier density and refractive index within 5nm accumulation layer of ITO in [77]. 

The authors claim a free carrier density in their ITO of 2.29x1026 m-3 and a Δn/ΔV=1x1019cm-3V-1. 

Our simplistic approximation agrees with their experimental results. Using this carrier density 

and Equation 2.31, I was then able to determine the material refractive index within the 

accumulation layer, leading to a local refractive index as shown in blue in Figure 2.19. Using the 

material indices and dimensions listed in [77], and the slab waveguide model in  

Equation 2.38, I was then able to determine the effective index of the guided modes within the 

structure. 
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Figure 2.20: Effective index as a function of gate voltage for ITO-based modulation in [77] plotted as a 

function of the gate voltage. 

The fundamental waveguide mode is plotted as a function of the gate voltage in Figure 2.20, and 

we can see that there is an approximate Δneff/ΔV relationship of 10-4 RIU/V. This value is two 

orders of magnitude smaller than the quoted value by the authors. Given that our model of 

electron accumulation predicts the carrier density accurately, a lot of these discrepancies can 

be explained by the simplicity of my slab waveguide model and the optimistic interpretation of 

the magnitude of the change in refractive index of ITO, of unity order, given by the authors. 

 

2.7.2. Discrepancies in the Literature 

This observation leads on to an issue that will be addressed in section 4.3, which is to say that 

there are some discrepancies amongst the literature as to the optical properties of ITO, with 

many authors determining the complex refractive index using spectral ellipsometry, such as 

Sorger et al. [77] in the previous section, and then using these to explain the electrical 

properties. Some authors, like Feigenbaum [80], on the other hand use the electrical properties 

to determine the optical. In my brief study above, the latter technique is what I have used. I have 

discussed the common discrepancies in the literature surrounding ITO in more detail in section 

4.3 and set this question as one of the main goals of my research. 



2. Background and Theory  2.7. ITO for Electro-Optic Modulation 

84 
 

The behaviour of the carriers in ITO is not the only question surrounding the behaviour of ITO 

MOS capacitors in the literature, with several authors reporting a higher modulation 

performance and efficiency from their modulators. It is commonplace for these authors to 

suggest that there are pinholes in their insulator layer, leading to “metal fingers” dangling 

through their insulator layer, thus decreasing the capacitor separation distance (d) and providing 

an increase in performance. One such example in [80] is detailed in the supporting information 

with little detail given. I therefore note that these papers provide unsubstantiated statements 

to explain that their models do not fit their experimental observations, which is highly 

unsatisfactory. As such, the examination of the elemental “leaking” into the insulator layer is a 

further question for my research. 
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Chapter Synopsis 

This chapter presents the material choices and structure designs as influenced by the research 

goals and simulations discussed herein. Benjamin Franklin once said, “if you fail to plan, you plan 

to fail”, and with nanofabrication, this statement could not be more accurate. An overall concept 

is meaningless if the device will never work because the waveguide facet is too rough, the 

waveguide is too thin to support a guided mode, or there is an overlap between the metal 

contacts and thus no capacitance. Indeed, I was very fortunate to have access to the simulation 

and design techniques discussed in this chapter. Here I will discuss the choice of materials I will 

use in the modulator, the simulation techniques used in this research to sweep parameters and 

have an approximation of key dimensions, and the design considerations made allowing for 

fabrication and experimental tolerances quickly and inexpensively. Specifically, I will discuss 

the Fourier-Modal and Finite-Difference techniques used to design and implement the 

electro-optic modulators on which this thesis is built. I developed the Fourier-Modal and 

Finite-Difference simulations presented in this chapter over multiple years with 

inspiration from similar models available in and used regularly within the wider research 

group. With that in mind, I would like to acknowledge Dr Christopher Reardon, Dr 

George Duffett, Dr Alex Drayton, Dr Manuel Deckart, Dr Kezheng Li, and Samuel Blair for 

their assistance developing and refining these models.  
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3.1. Choice of Materials 

The electro-optic modulators in this body of work are planar, built on the idea that light may be 

guided and manipulated using an optical waveguide. As detailed in chapter 2, the effective index 

of the waveguide mode may be altered using a gated semiconductor with an electrically tuned 

permittivity, an illustration of this concept is shown in Figure 3.1. 

 

Figure 3.1: Schematic of proposed MOS EO Modulator where width (W) and thicknesses (t) are discussed 

in this chapter. 

There are several choices for the materials that form the metal-oxide-semiconductor (MOS) 

sandwich illustrated in Figure 3.1. The choice of materials has been heavily influenced by the 

collective knowledge of the research group, fabrication tolerances and limitations, and 

overarching research aims. Here I will summarise and explain my choice for each layer. 

 

3.1.1. Waveguide 

Most of the ITO-based modulators described in the literature utilise the silicon platform, due to 

its technological maturity and corresponding popularity for datacomms applications [74], [77], 

[143], [144]. We decided not to go down this route and to use a silicon nitride platform instead 

because a) silicon nitride is transparent into the visible regime, which is more attractive for the 

optical neural network application targeted here [145]; b) similarly, silicon nitride is able to carry 
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higher power signals than silicon [73], which is essential for coherent optical processing 

requiring 100s of channels; c) finally, alternatives for silicon modulators already exist based on 

carriers [70], [76], while there are no known high-speed modulators available on silicon nitride. 

Silicon nitride (SI3N4) on borofloat 33 substrate is also the primary material used in the research 

group [111], [146], so there is a significant body of knowledge available on how best to process 

this material. The silicon nitride thickness used in the research group is 150 nm but, as will be 

discussed in this chapter, a new substrate material was required for this body of work, allowing 

me to choose a more suitable silicon nitride thickness. The chosen thickness was designed to 

increase mode overlap with the semiconductor layer (section 3.4.2). 

 

3.1.2. Substrate 

Utilising Si3N4 on a borofloat 33 substrate has a major issue, i.e., that it does not readily form a 

cleaved facet (section 5.6.9). As the waveguide geometry we are targeting requires end-fire 

coupling through a facet, this is a major drawback. We initially tried to address this issue by 

partial dicing (section 5.5.1) the wafers through the back (non-coated side), but this proved 

difficult, with low yield. Instead, we changed the substrate to a bulk silicon wafer with a thinner 

layer of thermal oxide onto which the silicon nitride was deposited commercially, as illustrated 

in Figure 3.1. 

Silicon is a cubic crystal structure with symmetry along the x, y, and z Cartesian coordinates, with 

a unit cell consisting of two face-centred-cubic (FCC) structures. The orientation of each face 

yields different chemical, mechanical, and optical properties, and is therefore an important 

parameter governing the material properties. Despite silicon having cubic symmetry, it can be 

cut along any direction, either parallel to one of its cubic faces, diagonally from one edge to 

another of the same cube, or diagonally through three corners of the cube [147], i.e., silicon 

cleaves readily and, as a result, I have been able to reliably create cleaved facets using a bulk 

silicon substrate. 

Moreover, using a silicon platform increases sample strength during fabrication, where many of 

the steps require vacuum stages, thermal tape, or careful manipulation with tweezers, which all 

place mechanical pressure on the substrate material. Switching to a substrate that does not 

require partial dicing prior to fabrication will naturally increase the durability of the sample 

during fabrication. 
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3.1.3. Semiconductor 

This layer serves to modulate the optical mode by capacitively induced changes in carrier 

density. We chose indium tin oxide (ITO) as the material because its doping density can be 

controlled over a wide range, allowing for control over the refractive index; correspondingly, 

several efficient ITO-based modulators have already been described in the literature [74], [79], 

[80], which provides a good starting point for my studies. The ITO layer is described in much 

more detail in (chapter 4). Fabrication tolerances due to equipment limitations and design 

choices have limited the layer thickness, which is discussed in section 3.5. 

 

3.1.4. O ide 

The oxide, or insulator, layer in the capacitor has several requirements; a) it needs to be pinhole-

free to avoid leakage currents while b) it needs to be thin such that a moderate voltage is 

sufficient to create a strong electric field and modulate the carrier distribution in the ITO. We 

chose SU-8, an epoxy-based photoresist, chosen for its chemically and thermally stable 

properties; its thickness can be controlled via spin speed and chemical dilution during 

application. Once exposed and cured, SU-8 exhibits optical and chemical behaviour similar to 

silicon dioxide (SiO2) [148]. 

 

3.1. . Metal 

For the metal, electrical contact, layer of the MOS structure, gold was the obvious choice 

because of its high conductivity, ease of processing, and resistance to corrosion. Since the 

structure is capacitive, it does not need to carry significant carrier density, so it does not need 

to be particularly thick; additionally, as discussed in section 5.4.2 an adhesion layer is required 

between the oxide and gold layers. An adhesion layer of chromium was chosen, due to its 

electrical compatibility with gold [149]; the gold and chromium layers are discussed in more 

detail in section 5.6.8. 
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3.2. Simulation Techniques 

Creating a MOS EO modulator, as illustrated in Figure 3.1, requires development and 

optimisation; this would be nearly impossible to achieve through fabrication and measurement 

alone. Simulation techniques off a relatively fast method to sweep and optimise parameters by 

comparison. MOS EO modulators, as will be discussed in chapter 4, are not the only structures 

simulated in this body of work; I also simulated 2D periodic structures, that exhibit guided mode 

resonance (GMR). Computational electromagnetism (CEM) is used, which solves Maxwell’s 

equations through discretisation in both space and time. 

The time component of Maxwell’s equations can be discretised by defining the electric field at 

discrete frequencies, using a finite-difference time-domain (FDTD) [150] or finite-difference 

frequency-domain (FDFD) [151] method. The space component can be discretised through a 

periodic permittivity distribution at discrete spatial frequencies in Fourier space, using the finite 

element method (FEM) [152] or the Fourier modal method (FMM) [153]. In my research I used 

a combination of FDTD and FMM to simulate and optimise the two structures detailed above, 

and I will discuss both methods in this chapter. 

 

3.2.1. Fourier Modal Method 

The Fourier modal method, also called rigorous coupled-wave analysis (RCWA) [104], [154], 

[155] or the scattering matrix method (SMM) [156], [157], is the ideal method for periodic 

structures of layers that are invariant normal to the periodicity. RCWA is the implementation of 

the time-harmonic spatial-frequency form of Maxwell’s equations, through expansion of the 

electromagnetic fields within each layer into eigenmodes with an exponential dependence on 

the normal direction. Bloch’s theorem [92] underpins RCWA, so electromagnetic waves in each 

layer are expanded to a truncated Fourier series and transmission, reflection, and field 

information are obtained by specifying the complex amplitude, wavevectors, and coupling 

coefficients of every Bloch eigenmode for each layer [158]. 

 ∇ × 𝑬 = 𝑖𝜔𝜇0𝜇𝑯 Equation 3.1 

 ∇ × 𝑯 = −𝑖𝜔𝜀0𝜀𝑬 Equation 3.2 

For isotopic homogeneous nonmagnetic materials without source, the time-harmonic Maxwell 

curl equations with a time dependence of e-iωt can be represented by Equation 3.1 and Equation 
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3.2, where E and H are the three-dimensional electric and magnetic fields respectively, ω is the 

angular frequency, ε0 and μ0 are the vacuum permittivity and permeability respectively [159]. 

The relative permittivity and permeability (ε and μ) are material dependent spatially varying 

periodic functions and can be approximated by the truncated Fourier series. A simple 

distribution for a layer periodic in x and homogeneous in y and z is expressed in Equation 3.3 

and Equation 3.4. 

 
𝜀 = ∑ 𝜀𝑛𝑒𝑖𝐺𝑛𝑥

𝑁

𝑛=−𝑁

 
Equation 3.3 

 
𝜇 = ∑ 𝜇𝑛𝑒𝑖𝐺𝑛𝑥

𝑁

𝑛=−𝑁

 
Equation 3.4 

In Equation 3.3 and Equation 3.4, εn and μn are the Fourier expansion coefficients of material 

permittivity and permeability, and 𝐺 =
2𝜋

𝑎
 represents the Bloch wavenumber, and a is the 

structure period. Equation 3.3 and Equation 3.4 define a unit cell with periodic boundary 

conditions, and N represents the finite number of Fourier harmonics (or truncation order) along 

the x-direction. The magnitude of N essentially determines the accuracy of the RCWA method. 

Multilayer structures are defined by stacking layers in the z-direction with the same period in 

the x-direction, where each layer is represented by its own Fourier series (invariant in z). The 

individual layers are connected by defining boundary conditions to enforce continuity of the 

tangential electric and magnetic field components. The top and bottom layers are typically 

defined as quasi-infinite half-spaces to allow the reflected and transmitted waves to propagate 

in these layers [102]. 

 
𝑬 = ∑ 𝑬𝑛𝑒𝑖(𝑘𝑥−𝑛𝐺)𝑥

𝑁

𝑛=−𝑁

 
Equation 3.5 

 
𝑯 = ∑ 𝑯𝑛𝑒𝑖(𝑘𝑥−𝑛𝐺)𝑥

𝑁

𝑛=−𝑁

 
Equation 3.6 

Bloch’s theorem yields the periodic electric and magnetic fields, respectively, in the x-direction, 

given by Equation 3.5 and Equation 3.6. En and Hn represent the complex amplitude vectors of 

the electric and magnetic fields of each Bloch eigenmode and kx is the discrete in-plane 

wavevector determined by Bloch’s theorem. The solving of Maxwell’s curl equations using 

Equation 3.3 - Equation 3.6 requires algebra beyond the scope of this thesis, but can be found 

in peer-reviewed implementations of RCWA [104], [160]. I used an implementation of RCWA 

known as S4, which is discussed in greater detail in section 3.2.1, to simulate 1D periodic 
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structures fabricated in the surface of sputter deposited thin films of indium tin oxide. This 

implementation, apart from being peer-reviewed, benefits from its open-source nature and easy 

implementation with coding techniques. 

 

3.2.2. Finite-Di erence Methods 

The finite-difference time-domain (FDTD) method can be classed in as a grid-based differential 

numerical modelling method (finite-difference method) and is often included as an extra feature 

in software options for finite-difference (FD) solvers. There are a number of software options to 

consider when using FD techniques, but of particular interest is Ansys Lumerical [161] and 

COMSOL Multiphysics [162], which are finely tuned FD implementations with simple user 

interfaces, a wide range of geometry and parameter options, FDTD solvers, and the potential for 

combination with other simulation techniques. FDTD is a time-domain computational 

electrodynamics technique used to solve Maxwell’s equations in the frequency space [163].  

COMSOL and Lumerical discretise the simulated geometry and permittivity in a grid, referred to 

as “Yee lattice” [163] or “mesh”, defining finite elements in space over which Maxwell’s 

equations can be applied. The mesh removes the need to solve simultaneous equations and 

therefore reduces the required computational power and processing time. The most common 

mesh is a conformal mesh [150], [164], which removes the need to solve layers simultaneously, 

reducing required power and processing time, but introduces a strict boundary on the spatial 

distribution to ensure numerical stability [165]. 

Both software options allow user-defined meshes and can generate a mesh automatically based 

on the user-defined layer dimensions and material parameters. The documentation states that 

the mesh is graded such that a material with refractive index 2 will have a mesh twice as small 

as a material with refractive index 1, because the wavelength is smaller in the higher index 

material. Using too few mesh elements reduces the precision of features that can be resolved, 

but forcing a very small spatial mesh increases the computation time by a factor dx4 for 3D 

simulations due to the increase in frequency spacing. 

There are further limitations to consider, namely that it is impossible to recreate the fine details 

and imperfections created in fabricated structures. As such, material roughness, layer 

misalignment, and material thickness distribution across the layer cannot be considered in the 

simulation domain. Therefore, the simulations presented in this work form part of the 

description of a device’s performance, guiding the fabrication and providing context for the 
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experimental results, and were optimised for speed of output and manipulation of input 

parameters rather than outright precision. 

 

3.3.  rating Parameter Investigation 

In section 2.3 I discussed the behaviour of guided mode resonance (GMR) in periodic structures 

that are used in this body of work to determine the optical parameters of our ITO. To further 

understand the resonance behaviour, I investigated how the resonant wavelength (λR) was 

affected by the grating parameters. I used RCWA to simulate an ITO grating on a borosilicate 

(ns=1.46) substrate, varying each parameter (period, fill-factor, thickness, refractive index) 

individually and maintaining the others as constants. The base parameters were as follows: 

grating period (a) of 500 nm, grating thickness (t) of 150 nm, fill factor (ff) of 0.7 where the ridge 

width is given as ff*a, and refractive index (ng) of 2.0. The resulting spectrum was measured in 

reflectance and plotted as a function of the varied parameter and incident wavelength. Only the 

transverse electric (TE) mode was measured. Figure 3.2 shows the results of this investigation, 

where the colour bar represents the normalised reflection. 

Figure 3.2(a) shows the reflectance spectrum as a function of the grating period with a clear 

linear dependence between the resonance position and the period as indicated by the diagonal 

yellow line starting at point (220, 200) on the plot. This relationship is expected from the grating 

theory (2.3.2), though the plot does highlight the limited resonance behaviour of a low index 

grating. Figure 3.2(b) shows the relationship between fill factor and resonance for a fixed grating 

period, where the FF can be considered a representation of the effective index (neff) from 

(Equation 2.34). The plot shows that the resonance position remains constant across a large FF 

range, suggesting that once an effective index to sustain a guided mode is achieved, the mode 

remains invariant across a large ridge width range and is instead mainly dependent on period. 
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Figure 3.2: Reflectance surface plots with incident wavelength on the x-axis and (a) grating period, (b) fill 

factor, (c) grating thickness, and (d) grating refractive index on the y-axis. Reflectance is given by the colour 

bar. Simulations conducted using RCWA (S4) software. The base parameters were a period of 500 nm, 

grating thickness of 150 nm, fill factor of 0.7, and a refractive index of 2.0 for the grating layer. 

The effective index argument for the fill factor variation is applicable to the grating thickness 

and refractive index of the grating, as shown in Figure 3.2(c) and (d) respectively. Above a 

particular grating thickness, the grating can sustain a guided mode, above and below this 

thickness the grating operates in sub-λ or diffractive mode respectively. Lastly, the relationship 

between the grating index and the resonance position behaves similarly. One would expect that 
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the grating index is largely responsible for the effective index, and therefore increasing this index 

would cause a corresponding shift in the resonance wavelength. Indeed, this relationship is 

beginning to occur for higher grating indices, shown by the curve in the resonance response 

beyond n = 2.2. The relationship is clearly nonlinear and is an important one to recognise when 

designing these gratings. 

The results of this investigation, and the relationships observed in Figure 3.2, were used to 

ensure that there were GMRs in the ITO gratings prior to the fabrication process discussed in 

chapter 4. The RCWA method to produce the reflectance surface plots can be reverse to 

determine the grating parameters, and this is discussed in more detail section 4.6. 

 

3.4. Mode Overlap Investigation 

To determine the ideal layer thicknesses and waveguide width illustrated in Figure 3.1, I used a 

Lumerical FDTD solver to understand the layer-wise overlap of an optical mode in the silicon 

nitride waveguide. Here, I will briefly discuss the simulation parameters and how the data was 

processed to determine these layer properties. 

 

3.4.1. Model Parameters 

The model was setup using the FDTD solver in Lumerical and consists of a silicon nitride 

waveguide on a glass substrate, an ITO layer, an SU-8 layer, and a gold layer, where each layer’s 

effect on the waveguide mode can be analysed individually. As the model serves as a guide, I 

used the automatic mesh generation option, which created a mesh range between 10-30 nm 

across the structures, narrowing at thinner layers. The structure was considered to be a slab 

waveguide with the layer refractive indices taken as literature values for glass [166], silicon 

nitride [84], ITO [167], SU-8 [96], and gold [101]. The cover layer was assumed to be air, with a 

refractive index of 1. The incident wavelength was 509 nm. 
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Figure 3.3: Cross-section of slab waveguide with metal-oxide-semiconductor structure surrounded by air. 

The individual layers are separated by white lines and labelled in Figure 3.3 where the optical 

mode is predominantly in the waveguide layer and the slab waveguide is considered between -

1.5 and 1.5 μm in the x-direction. The substrate layer is considered infinite from y=0 down. The 

FDTD frame sets the boundary conditions of 10x5 μm, centred around the waveguide. It is within 

this window that the electric field will be evaluated. The layer dimensions are evaluated 

individually, with the base thicknesses and widths as follows: W = 3 μm, twg = 150 nm, tito = 100 

nm, tSU-8 = 500 nm, and tg = 100 nm for width, waveguide thickness, ITO thickness, SU-8 thickness, 

and gold thickness respectively. 

 
𝐸𝑛 = √𝐸𝑥

2 + 𝐸𝑦
2 + 𝐸𝑧

2 
Equation 3.7 

The normalised electric field is shown in Figure 3.3 and is used to calculate the mode overlap 

throughout this section. It can be calculated as the sum of the squared electric field components, 

using Equation 3.7. The effect of each layer is evaluated individually by separating the structure 

into layers. In Figure 3.3, the top box and both sides are considered air, while the bottom box is 

the substrate layer. In the slab waveguide in the centre, the waveguide is the bottom with ITO, 

SU-8, and gold layers on top. 

 
𝑆𝑖 =

∑ 𝐸𝑛,𝑖
𝑁
𝑖=1

𝐴𝑖
, 𝑂𝑖 =

𝑆𝑖

𝑆𝑇
 

Equation 3.8 
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The sum of the normalised electric field (En,i) divided by the layer area (Ai) yields a normalised 

sum of the electric field (Si), that can be used to calculate the layer wise mode overlap (Oi) as a 

fraction of the total electric field sum (ST) using Equation 3.8. I have only considered the mode 

overlap with the substrate, waveguide, and ITO layer as desirable overlap, i.e., the substrate 

overlap is undesirable as it can cause scattering losses, the waveguide overlap is desirable for 

guiding the input signal, and ITO overlap for signal modulation. Any other overlap is considered 

not relevant. It should be noted, only the fundamental mode was considered. 

 

3.4.2. Waveguide Layer 

I will begin with the waveguide layer dimensions. Here the capacitor layer thicknesses remain 

constant while the slab width and waveguide thickness are varied separately. The mode overlaps 

are shown in Figure 3.4(a) and (b) for the slab width and waveguide thickness, respectively. It 

should be noted that the waveguiding layer is silicon nitride, as discussed in section 0. 

 

Figure 3.4: (a) Mode overlap as a function of slab waveguide width and (b) mode overlap as a function of 

waveguide layer thickness. 

It is clear from the red and blue lines in Figure 3.4(a), that the mode overlaps in the waveguide 

and ITO layers, respectively, are not heavily influenced by the slab thickness. There is a minor 

increase around 2-3 μm, but the difference is minimal in an approximation such as this. 

Therefore, I can set my target waveguide thickness to 3 μm and afford some tolerance in 

coupling into the waveguide and in the lithography steps, discussed in section 7.1.2 and 5.6.5. 

As for Figure 3.4(b), it is intuitive that as the waveguide layer thickness increases, more of the 

 a  b 
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optical mode is in this layer and the inverse is true for the ITO layer. Therefore, it is a balancing 

act between the two to find an optical overlap for modulation. I opted for a target waveguide 

thickness of 150-200 nm, allowing some tolerance in the fabrication steps whilst maintaining a 

waveguide and ITO overlap around 70-80% and 25-20% respectively. It should be noted, below 

100 nm waveguide thickness, the mode is not guided and is largely absorbed by the gold layer. 

 

3.4.3. Capacitor Layers 

Finally, I will consider the individual layers in the capacitor structure. For each of these layers, 

the waveguide dimensions remained constant, and only one layer thickness was varied at a time. 

The mode overlaps are shown in Figure 3.5(a), (b), and (c) for the ITO, SU-8, and gold layers 

respectively. 

Once again, we are comparing the red (waveguide) and blue (ITO) lines in Figure 3.5. For the ITO 

layer thickness (a), the mode overlap decreases to a minimum as the layer thickness increases. 

This is likely due to good confinement in the waveguide layer and a non-significant refractive 

index contrast between the silicon nitride and ITO preventing more of the mode being drawn 

into the ITO layer. Hence, we can afford to reduce the layer thickness in the ITO layer to increase 

the overlap. However, achieving a thin layer (<50 nm) using the deposition techniques available 

is non-trivial. As such, I have assumed a target thickness between 50-100 nm to achieve an ITO 

layer overlap of 25-20%. While overlap with the ITO layer is not the target in this work, but 

instead an overlap with a small portion at the ITO-SU-8 interface, measuring the overlap with a 

few nm of material is not feasible with the available mesh size of the simulation. The overlap 

with the ITO layer is sufficient when considering device dimensions. 
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Figure 3.5: Mode overlap as a function of (a) indium tin oxide layer, (b) SU-8 layer, and (c) gold layer 

thickness. 

The remaining capacitor layers of SU-8 and gold, (b) and (c) respectively, highlight that there is 

good confinement of the optical mode in both the waveguide and ITO layers, with the thickness 

of both these layers not having a dramatic effect on the mode overlap. This is good, as I can tune 

the SU-8 thickness to achieve a target capacitance (section 6.1.2), and therefore a modulation 

speed/depth, and I can increase the gold layer thickness to increase durability when making 

electrical contact. To begin with, I assumed an SU-8 thickness of around 200-500 nm and a gold 

thickness of 100 nm because a thinner SU-8 layer brings the gold layer closer to the waveguide 

mode and results in increased losses. 

 a  b 

 c 
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3. . Modulator Design 

To this point, I have considered the modulator as a slab waveguide, but this poses difficulties 

experimentally; namely, how would one make electrical contact to the ITO layer. To make the 

modulator practical and be able to place electrical contacts away from the waveguide, I needed 

a redesign. Here I will discuss these changes and their potential effects on the modulator 

performance. 

 

3. .1. Capacitor Design 

In principle, there are two design layouts that would allow the electrical contacts to be taken 

away from the sensitive waveguide structure. These two layouts are illustrated in Figure 3.6, 

with (a) a surrounded and (b) a partial surround design. 

 

Figure 3.6: 2D schematic of a (a) fully surrounded and (b) partially surrounded modulator design. 

Due to the good horizontal confinement of the waveguide mode observed in Figure 3.3, and 

based on the preliminary simulations shown in Appendix section 9.3, it is unlikely that either the 

fully surrounded or partially surrounded designs will alter the waveguide mode effective index 

due to the majority of the unconfined portion of the mode being vertically spread. To confirm 

that this is indeed the case, I used the effective index method discussed in section 2.4.1 to 

determine the waveguide effective index as a function of the three parameters that I showed to 

have the largest effect on the waveguide mode in Figure 3.5; the waveguide thickness, 

waveguide width, and the ITO layer thickness. The same simulation conditions were used here 

as were used in section 3.4, i.e., the same refractive indices, layer thicknesses, and widths where 

appropriate. I only varied the waveguide thickness, width, and ITO layer thickness individually, 

and measured the waveguide mode effective index. The results are shown in Figure 3.7. 
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Figure 3.7: Waveguide mode effective index for the slab (orange), partial (green), and surrounded (purple) 

waveguide designs as a function of (a) waveguide thickness, (b) waveguide width, and (c) indium tin oxide 

layer thickness measured using the effective index method in finite-difference time-domain simulation in 

Lumerical. 

The effective index method confirms the idea that the waveguide mode is well confined, as can 

be observed by equal effective index over the (a) waveguide thickness and (c) ITO thickness 

ranges in Figure 3.7. The horizontal confinement slightly deviates below 1 μm width, as is 

apparent from the splitting of the three lines in Figure 3.7(b). This is consistent with the mode 

overlap experiment and is not of concern for the waveguides discussed in this work. Hence, the 

design of the modulator can be, to some extent, guided by whatever makes the fabrication 

process easier. I chose to use the design illustrated in Figure 3.6(a). 
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3. .2. Electrical Contact Design 

It is common in the literature [74], [77], [78] to see phase modulator designs with the MOS 

capacitor as illustrated in Figure 3.6(b), with the bottom electrical contact on the unmodulated 

waveguide arm. For the modulators discussed in this work, the ITO layer acts as the bottom 

contact, and as such needs to have an open area for electrical contact. However, I chose to 

separate the electrical contacts to prevent the build-up of an electric field between the two 

contacts and concentrate the electric field between the gold and ITO layers in the capacitor. 

 

Figure 3.8: Top-down illustration of the (a) same level and (b) staggered top and bottom electrical contacts 

with arrayed modulators. 

Initially, I used the contact layout as shown in Figure 3.8(a), where both the top (right) and 

bottom (left) contacts were equal but contacted each capacitor plate separately. I included an 

insulating layer of SU-8 between the top contact and the thermal oxide substrate to prevent any 

chance that a large potential could create a strong electric field between the two contacts. 

Fundamentally, the contact layout illustrated in Figure 3.8(a) is good enough for a single-

waveguide modulator, i.e., an absorption modulator. 

However, once I began measuring phase modulation, with a Mach-Zehnder Modulator (MZM) 

setup as discussed in section 2.5.1, I used the layout illustrated in Figure 3.8(b) to allow for a 

tighter packing of modulators when creating arrays of the MZMs. With the overall goal of these 

modulators to be as small as possible, as it is with the field effect transistor in conventional 

computing systems, a tighter packing of the modulators is favourable. Placing two modulators 

side by side, as illustrated in Figure 3.8, is significantly easier with the staggered top and bottom 

contact (b) than it is with contacts on the same level (a). Hence, I decided to use the staggered 

contacts illustrated in (b). 
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3.6. MMI and MZM Designs 

Finally, the waveguide design itself should be considered. The design is based on a Mach-

Zehnder modulator (MZM). As discussed in section 2.5.1 there are two options when it comes 

to splitting or recombining one signal to two or vice versa: the multi-mode interferometer and 

the Y-junction waveguide. Here I will discuss the design challenges facing both options and 

justify my choice. 

 

3.6.1. Multi-Mode Interferometer 

The multi-mode interferometer (MMI) is based on the principle of multimode propagation 

(MMP) of waveguides. The principle is derived from hollow core waveguide systems but can be 

applied to modes that are confined in a solid-core waveguide such as the silicon nitride 

waveguides in this research. 

 

Figure 3.9: (a) Schematic of a one-to-two multimode propagation splitter in solid-core waveguide 

technology. (b) Electric field profile of a one-to-two multimode propagation splitter [161]. 

Consider a single-input system with a square waveguide of width and thickness 2a. The 

waveguide is fed symmetrically (around y=0) into a rectangular waveguide of width, thickness, 

and length 2b, 2a, and L respectively. 

As the single mode input enters the larger section, of width 2b, it excites the higher order modes 

that have now become available due to the increased dimensions. These modes propagate and 

interfere to reform the original single mode input after a distance 2L, so the MMI can image the 
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input after a certain propagation length. For half this distance, the length L chosen here, the 

system produces a split image of the input, i.e., the intensity is equally distributed over two 

tightly confined spots. It is this property which makes the MMI useful as a 1-to-2 splitter, so the 

input signal is then split into two output square waveguides of width and thickness 2a. Such a 

system is illustrated in Figure 3.9(a), where the input signal travels from left to right in the 

positive x-direction. The electric field profile, shown in Figure 3.9(b), is described by: 

 𝑬(𝒙) = Σ𝐸𝑚𝑒𝑖𝑘𝑥 Equation 3.9 

We can assume that input signal excites m modes as indicated by Equation 3.9, where x is the 

position at which we take the electric field, and m is the mode order. We ideally want the 

distance x=L at which the two output waveguides have a fundamental mode excitation. 

 
𝐿 =

4𝑏2

𝑠𝜆
 

Equation 3.10 

In general, if we assume that b ≥ sa, where s in the number of splits in the system, and that the 

wavelength in the core of the rectangular waveguides is λ, then the first point at which the two 

output waveguides experience fundamental mode excitation is given by Equation 3.10. 

 
𝑦𝑠 = −𝑏 + (

𝑏

𝑠
) [2(𝑛 − 1) + 1], 𝑛 = 1, 2, 3, … , 𝑠 

Equation 3.11 

At the point L, the position of the two output waveguides (ys) are given by Equation 3.11 as 

demonstrated by Jenkins et al. [168]. The problem with the MMI splitter for my research is that, 

as can be seen in Equation 3.10, there is a wavelength dependency on the dimensions of this 

structure. This wavelength dependency affects both the length and width of the rectangular 

guide, which in turn determines the position of the output waveguides. In my research, I wanted 

to demonstrate the power of a silicon nitride platform by showing modulation in multiple 

wavelengths. Such a task would then require individually optimised MMIs for each desired 

wavelength, thus removing the comparability of the results as each system may have its own 

defects/imperfections from the fabrication process. As such, I decided to use a different type of 

splitter. 
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3.6.2. Y-Junction Waveguide 

A far simpler and more broadband structure, but one that does not guarantee an equal division 

of the input signal, is the Y-junction waveguide, illustrated in Figure 3.10. The Y-junction is 

characterised by a one-to-two split where the split angle (θ) is the important parameter to 

consider. To keep the modulators in this research more broadband, I chose to use a Y-junction 

splitter. A Y-junction is more broadband than an MMI due to the dimension/wavelength 

relationship used to achieve an equal split of the input signal. 

 

Figure 3.10: Optical power splitter with Y-junction waveguides. 

In practice, the Y-junction waveguide is polarisation and wavelength independent, but the split 

angle should be very small to reduce scattering at the point (u). This means that Y-junction 

waveguides often suffer from longer device length than MMIs [169]. To achieve a smooth 

transition, we used a rounded point (u) in the split, specifically designed to provide a smooth 

transition between the single input and multiple output. 

However, as can be seen by the angle of the two output waveguides in Figure 3.10, the 

recombination the two signals must at some point require a bend. In fact, I included a bend at 

the input end to ensure straight waveguides for the modulated section (for ease of fabrication), 

and thus created a symmetrical input-output MZM design. The bend geometry is illustrated in 

Figure 3.11, where the sharpness of the bend is exaggerated for illustrative purposes. 
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Figure 3.11: Straight waveguide – bend – straight waveguide geometry. 

Given that the waveguide mode is supported through total internal reflection, we can 

approximate the bend angle (θ) as the square root of the refractive index contrast (~3), and thus 

the angle per unit length (L) is approximately 1.7°, using simple trigonometry [170]. In my 

research, I tested a variety of bend angles, and measured the optical power carried to ensure 

that each waveguide was receiving an equal split and found the waveguides with maximum bend 

angle of approximately 1.66° were the sharpest I could fully utilise. 

 

3.7. Design Summary 

In this chapter I have discussed the design parameters of the capacitor materials, waveguide 

platform, and the interferometry architecture of the phase modulator, as well as the choice of 

materials for the modulator. The novelty of my research lies in combining the carrier induced 

permittivity change in a capacitor gated ITO layer to overlap with a waveguide mode in a silicon 

nitride platform. I chose to use a silicon nitride waveguide of width 3 μm and thickness 150-200 

nm. As discussed in section 2.5 the modulator is suitable for phase and amplitude modulation 

in a Mach-Zehnder architecture or as a straight through waveguide. In this chapter, I have 

chosen to focus the discussion on designing a Mach-Zehnder Modulator (MZM) phase 

modulator. The splitting of one input into two is achieved using a broadband Y-junction splitter 

into two bends to separate the modulators, with a maximum bend angle of 1.66°. 

The metal-oxide-semiconductor (MOS) capacitor layers consist of gold, SU-8, and ITO 

respectively. The capacitor is used to modulate the local permittivity in the ITO-SU-8 interface 

and thus the effective index of the waveguide mode. The capacitor layer thicknesses were 
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chosen to provide the maximum mode overlap with the ITO layer for optimum modulation 

depth, while minimising the mode overlap with the gold layer to reduce system loss. I used a 

gold layer of 100 nm thickness, an SU-8 layer thickness between 200-500 nm, and an ITO layer 

thickness between 50-100 nm, where the range is dependent on fabrication conditions. 

 

Figure 3.12: (a) Illustrate diagram and (b) micrograph of the phase modulator with a capacitor on each 

arm of the Mach-Zehnder architecture. 

I have also discussed the design considerations of the electrical contacts to the capacitor in this 

chapter, opting for an asymmetric design with an insulated top contact to concentrate the 

electric field between capacitor plates. The system design is illustrated in Figure 3.12(a) and 

pictured in (b, showing the double capacitor layout to remove any 0V bias. The waveguide bend 

in Figure 3.12(a) is exaggerated for illustrative purposes and the SU-8 layer in Figure 3.12(b) is 

observed under the gold (yellow) layer on the right hand side of each capacitor, appearing as a 

“bold line” effect. 

2mm
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200 m

200 m

420 m

230 m

400 m

130 m
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4. Characterising Indium Tin O ide 

 

 

 

 

 

 

 

Chapter Synopsis 

This chapter presents an original contribution to the literature and furthers the understanding 

of indium tin oxide thin film deposition. In this chapter I describe the material properties of ITO 

and how it can be used in electro-optic modulators to introduce a signal change. I will also 

discuss some of the literature inconsistencies surrounding ITO that introduced many 

misconceptions about the material properties. The work presented here was conducted 

collaboratively with Professor Thomas Krauss, Dr Stuart Cavill, Dr Christopher Reardon, and 

Samuel Blair. I present our method of determining the optical and electrical properties of ITO 

that we believe is a more robust technique. The chapter discusses the electrical and optical 

characterisation of indium tin oxide thin films including surface profilometry, four-probe, Hall 

probe, X-ray diffraction, scanning electron microscopy, and resonant grating techniques. I have 

already discussed the interest in transparent conductive oxides (TCOs), and specifically indium 

tin oxide (ITO), in the field of optoelectronic technologies. This interest is based on their optically 

transparent yet electrically conductive properties. ITO is not a new material, having been used 

in heated windscreens [171], infra-red filters [172], transparent electrodes [173], and flat-panel 

displays [174], though it has been thrust to the forefront of optoelectronic devices since the 

Atwater group published the ability to achieve up to unity order refractive index change [80]. I 

have chosen to focus this chapter on my contributions to this body of work, namely the 

deposition protocol and measurement analysis. I focused my efforts on analysing the surface 

profilometry, RCWA simulation, scanning electron microscopy, and resonant grating analysis. 

Where appropriate, I have indicated this with a “we” and “I” distinction.  
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4.1. Indium Tin O ide 

Indium tin oxide (ITO), a heavily doped n-type semiconductor, is a ternary mix of indium (In), tin 

(Sn), and oxygen (O2). The optical and electrical properties are strongly influenced by the 

crystalline structure and thickness of the ITO, making the deposition of ITO significantly more 

challenging than metals and most dielectrics. 

 

4.1.1. Indium Tin O ide Structure 

The atomic structure of a unit-cell of ITO resembles that of indium oxide (In2O3), an ionically 

bound semiconducting oxide that crystallises in a cubic bixbyite-type structure with a space 

group Ia3 and a lattice constant of 10.118 nm [175]. The band structure of ITO is a function of 

the complex unit cell lattice and electronic interactions, and therefore the material properties 

of ITO are usually discussed in terms of an assumed band diagram consisting of an isotropic 

parabolic conduction band [137], [176]. Fan and Goodenough’s [177] band diagram for In3O3 

exhibits a band gap of 3.5eV, prohibiting interband transitions in the visible range and yielding 

over 90% transmission in this region. The conduction and valence bands arise from indium 5s 

orbitals and oxygen 2p electrons, respectively, and the Fermi level (Ef) is found to be above the 

conduction band, due to n-type doping of the tin impurities [137]. 

The bands differ depending on doping density; for low doping density, donor states are formed 

just below the conduction band, but for very high doping densities, the donor states increase 

and merge with the conduction band at a critical density. This critical density, known as the Mott 

density, is governed by the Bohr radius and for ITO is approximately 1.3 nm, corresponding to a 

doping density of 3.4x1019 cm-3 [137]. Above the Mott density, the electrons occupy the bottom 

of the conduction band and form an electron gas, reducing the electron mobility [178], [179]. 

 

4.1.2. Electrical and Optical Properties of ITO 

To use ITO for nanophotonic devices, a detailed knowledge of the deposition parameter 

relationship to the optical and electrical properties must be known. In general, the Drude-

Lorentz model can be used to model the optical properties of ITO, which is discussed later in this 

chapter, due to the high carrier concentration. The permittivity of ITO is heavily influenced by 

the electrical properties, namely carrier concentration, of the material, resulting from the 
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doping tin donors and oxygen vacancies. The doping levels is a balancing act, as substituting an 

indium atom, thus freeing an electron and increasing carrier density, allows a doubly-charged 

oxygen vacancy and singly-charged tin donor, reducing the carrier mobility due to ionised 

impurity scattering [137]. It follows that tuning ITO is possible by controlling the oxygen and tin 

content of the material during deposition. However, it is not that simple as the properties also 

depend on the material thickness and film crystallinity [180]. 

Studies into the film colour and carrier mobility because of the oxygen/tin doping concentration 

and sputtering power density, respectively, during deposition further compound the notion that 

controlling the optical and electrical properties of ITO is non-trivial. The resistivity of ITO is 

shown to be high for low doping concentrations, while the resistivity is also high for increased 

carrier concentrations, thus there is a local minimum of parameters if the desired effect is low 

resistivity/high conductivity, and therefore high speed, operation. The high carrier density 

associated with increased oxygen content is a result of enhanced crystallisation which can also 

be achieved through high temperature annealing, thus adding another complication to the 

tunability of ITO. 

 

4.2. Electro-Optic Modulation in ITO 

While ITO has been most commonly used as a transparent electrode in photovoltaic and 

touchscreen applications [181], [182], in photonic applications a lower conductivity ITO is more 

desirable. The lower optical losses associated with a lower conductivity is of interest for use in 

light modulation [74], [77], [78], tuneable metasurfaces [183]–[185], and efficient light-matter 

interaction in the epsilon-near-zero (ENZ) regime [186]. We are interested in using ITO for 

electro-optic (EO) modulation, namely the modulation of an effective index of an optical 

waveguide mode. This is achieved in ITO through a change in carrier concentration as described 

by the Drude model. 

 

4.2.1. The Drude Model 

We start by considering the complex dielectric permittivity of ITO, which can be described by 

the simplified Drude model. The complex permittivity (ε)  
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𝜀(𝜔) = 𝜀∞ − (

𝜔𝑝
2

𝜔2 + 𝑖𝜔Γ
) 

Equation 4.1 

can be expressed as a function of the angular frequency of the incident light (ω) (Equation 4.1), 

with the material dependent variables: high frequency permittivity (ε∞), plasma frequency (ωp
2), 

and the collision frequency (Γ). The plasma frequency, or ENZ point, represents a plasma 

oscillation resonance where the dielectric function changes sign and the real part of the 

permittivity drops to zero. Light with angular frequency below the plasma frequency is totally 

reflected, whereas light with angular frequency above the plasma frequency can penetrate the 

material. The plasma frequency  

 
𝜔𝑝

2 =
𝑛𝑒2

𝜀0𝑚𝑒
∗  

Equation 4.2 

is a material constant, related to the free carrier density (n) and the effective electron mass (me
*) 

(Equation 4.2). Where the permittivity of free space (ε0) and the elementary charge (e) have 

their usual meaning [79]. It is clear, from Equation 4.2, that the Drude permittivity is entirely 

governed by the free carrier density of the material 

 𝑛 =
𝜎

𝜇𝑒
 Equation 4.3 

which is related to the electrical properties of conductivity (σ) and electron mobility (μ) as shown 

in Equation 4.3. 

 

Figure 4.1: (a) Real and (b) imaginary components of the complex Drude permittivity for literature values 

of free carrier density. Data taken from Sorger et al. [187] and replotted. Note that carrier density is 

expressed in cm-3 as is customary in the field. 
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The dependence of the complex Drude permittivity on the electrical properties of ITO, given in  

Equation 4.3, is shown in Figure 4.1, where change the (a) real and (b) imaginary permittivities 

as a function of the free carrier density are highlighted by the dramatic shift in the permittivity 

curves. The ENZ region, shown by the crossing of the y axis at 0 (Figure 4.1(a)), is popular because 

it affords more efficient light-matter interaction, due to the 
∆𝜀𝑟

𝜀0
 dependence of many linear and 

nonlinear effects. 

The high frequency permittivity, collision frequency, and effective electron mass used in 

Equation 4.1 to describe the permittivities shown in Figure 4.1 are taken from the literature 

[188], and are assumed to be 3.9, 180 THz, and 0.35, respectively. The elementary charge and 

electron mass are taken as the commonly accepted values. The refractive index (n) and 

extinction coefficient (k) components of the complex refractive index 

 

𝑛 =
√√𝜀𝑟

2 + 𝜀𝑖
2 + 𝜀𝑟

2
, 𝑘 =

√√𝜀𝑟
2 + 𝜀𝑖

2 − 𝜀𝑖

2
  

Equation 4.4 

can be calculated from the complex permittivity components using Equation 4.4, where 

√𝜀𝑟
2 + 𝜀𝑖

2 represents the complex modulus [189]. 

 

Figure 4.2: (a) Refractive index and (b) extinction coefficient components of the complex refractive index 

calculated from the Drude permittivity for literature values of free carrier density. Data taken from Sorger 

et al. [187] and replotted. Carrier densities are expressed in cm-3 as is customary in the field. 
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Using the complex Drude permittivities in Figure 4.1, I was able to calculate the corresponding 

refractive index components shown in Figure 4.2, where the change in (a) refractive index and 

(b) extinction coefficient (loss) as a function of the free carrier density are highlighted. What is 

remarkable about ITO is that if the carrier concentration can be modulated by 2 orders of 

magnitude, a unity order change in the refractive index and a 2-orders of magnitude change in 

the extinction coefficient can be achieved. 

 

4.2.2. Limitations of Performance 

Despite the promising literature calculation shown in Figure 4.2, which indicates that a unity-

order refractive index change is achievable in ITO, there are several factors that limit the 

performance of an ITO-based EO modulator. Placing ITO in a metal-oxide-semiconductor (MOS) 

capacitor, thus achieving electrically tuneable refractive index modulation in the ITO, places 

electrostatic limitations on the achievable change of the carrier concentration. Free carrier 

accumulation inherently leads to the formation of an accumulation layer, which is the portion 

of the ITO in which the refractive index modulation will be achieved. As is well known in 

electrostatics, the thickness of such an accumulation layer scales inversely with the carrier 

density, such that, only a small modal index change can be achieved in practise. This small modal 

index change clearly limits the achievable modulation strength. 

Due to these limitations, it is imperative to process ITO in such a way that the deposited film 

yields a carrier concentration in a desirable region. There are two potential routes: low carrier 

concentration with low optical loss, and high carrier concentration with high optical loss. 

Typically, the photovoltaic industry requires low resistivity ITO for use in transparent electrodes, 

whereas EO modulation is more of a trade-off between speed and performance. A higher carrier 

concentration yields a greater shift in the refractive index, and thus a greater modulation depth 

(Figure 4.1) [79], but at the cost of increased losses. 

It is well understood that the optical and electrical properties of ITO are sensitive to small 

variations in the deposition conditions, such as oxygen flow, operating pressures, and thin film 

deposition technique. Typically, ITO is deposited from a source material of diindium trioxide 

(In2O3) and tin dioxide (SnO2) and, as such, high temperature deposition techniques tend to 

dissociate the oxygen, which is largely responsible for the free electron density, and therefore 

the source of index modulation in the material. Therefore, high temperature deposition 

techniques produce a low resistivity ITO desirable for high-speed applications. I have discussed 
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how the ITO in this body of work was deposited, and the justification for this choice, in more 

detail in section 5.2.9. It is unclear in the surrounding literature how the deposition conditions 

affect the optical and electrical properties of ITO. Here, I will show how the deposition conditions 

affect the electro-optic performance of the resulting film. 

 

4.3. Literature Inconsistencies 

Many authors assume previously published literature values for important optical and electrical 

properties for the Drude model of ITO including carrier mobility (μ), high frequency permittivity 

(ε∞), electron effective mass (me
*), and the collision frequency (Γ) without accounting for the 

deposition conditions for which these values were obtained. We propose an alternative 

approach to spectroscopic ellipsometry measurements to determine the dispersion curves for a 

complex semiconductor such as ITO, noting that many of these parameters vary as a function of 

the deposition conditions. To illustrate the effect on the complex Drude permittivity of these 

parameters, I will briefly discuss the values assumed in the literature and show the resulting 

Drude permittivity and complex refractive index components. I have already shown (Figure 4.1 

and Figure 4.2) the effect the carrier density, and by extension the carrier mobility, have on the 

Drude permittivity and refractive index, respectively, though I used this to demonstrate a 

performance metric. While neither can be assumed independently, without ignoring material 

conductivity, the importance of accurately measuring the electrical properties is highlighted. 

 

4.3.1. High Frequency Permittivity 

The high frequency permittivity is the real permittivity component at short (ideally, zero) 

wavelength and is determined by the bound carrier concentration. Most authors assume the 

high frequency permittivity to be constant, but this is an oversimplification as it reflects the 

degree of crystallinity of a material. The high frequency permittivity is essentially the y-intercept 

of the Drude curve, and is often assumed in the literature to be either 1 or 3.9 in published 

literature [80], [133], [188], [190]. It is common to assume a permittivity of 1 when considering 

the material properties below the plasma frequency, where the real component is not relevant. 

For the modulators considered in this research, it was important to clarify the optical and 

electrical behaviour of ITO in the visible spectrum. To demonstrate the effect the high frequency 
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permittivity value has on the optical properties of ITO, I assumed a carrier density of 1x1020 cm-

3, a collision frequency of 180 THz, and an effective mass of 0.35 [79]. 

 

Figure 4.3: (a) Real and (b) imaginary components of the complex Drude permittivity and the corresponding 

(c) refractive index and (d) extinction coefficient of the complex refractive index as a function of the high 

frequency permittivity. 

The effect of the high frequency permittivity value on the complex Drude permittivities is shown 

in Figure 4.3(a)(b), where the imaginary components are all approximately equal, as the 

imaginary component is, inherently, dependent on the parameters in the loss region of the 

spectrum. In the negative epsilon regime, the material becomes highly reflective, which is 
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desirable for tuneable reflectors. It is common in the literature to operate close to the epsilon 

near zero condition for the maximum shift in permittivity. As can be seen in Figure 4.3(c), the 

high frequency permittivity can alter the refractive index by unity order, the same level as the 

carrier density. Hence, accurately determining the high frequency permittivity is important for 

characterising the optical properties of ITO. 

 

4.3.2. Collision Frequency 

The simplest form of the Drude model assumes that electrons moving in a constant uniform 

electric field have a velocity that is sufficiently high to accumulate a moment between collisions, 

where the time between collisions is given as the reciprocal of the collision frequency. It follows 

that a material with high carrier density will have a high collision frequency, and thus a highly 

absorptive material will have a high collision frequency; in a way, the collision frequency can be 

understood as a loss term with respect to electron mobility. The collision frequency is often 

assumed to be either 0 or 1.8 THz [80], [188]. To demonstrate the effect of the collision 

frequency value on the optical properties of ITO, I assumed a carrier density of 1x1020 cm-3, a 

high frequency permittivity of 3.9, and an effective mass of 0.35. 
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Figure 4.4: (a) Real and (b) imaginary components of the complex Drude permittivity and the corresponding 

(c) refractive index and (d) extinction coefficient of the complex refractive index as a function of the collision 

frequency. 

The effect on the complex Drude permittivities of the collision frequency is shown in Figure 

4.4(a)(b), where the data labels are given in THz. The effect is not as dramatic as the high 

frequency permittivity, especially on the refractive index components (Figure 4.4(c)(d)). This is 

because the collision frequency is only having a significant effect on imaginary component of 

the complex Drude permittivity, i.e., the region of the permittivity beyond the plasma frequency. 

This is demonstrated in Figure 4.4 (a) and (c). 
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4.3.3. E ective Electron Mass 

An electron in a crystal may behave as though it has a mass different to the free electron mass 

(m0). The effective electron mass describes the mass an electron appears to have when 

responding to an applied electric or magnetic field, or when interactive with another electron. 

The description of the effective electron mass in response to an applied field is described by 

Newton’s second law of motion and can be used to describe the transport of electrons. It follows 

that the effective electron mass is therefore a description of the carrier density of a material, 

temperature of a material, and external field strength. Hence, it would be wrong to assume that 

the commonly used value of 0.35 [77], [79], [133] is fixed and independent of the deposition 

conditions. To illustrate the effect of the effective electron mass on the optical properties of ITO, 

I assumed a carrier density of 1x1020 cm-3, a high frequency permittivity of 3.9, and a collision 

frequency of 180 THz. 
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Figure 4.5: (a) Real and (b) imaginary components of the complex Drude permittivity and the corresponding 

(c) refractive index and (d) extinction coefficient of the complex refractive index as a function of the 

effective electron mass. 

The effect of the effective electron mass on the complex Drude permittivities is shown in Figure 

4.5(a)(b), with the corresponding complex refractive index components are shown in (c) and (d). 

The effect of decreasing the effective electron mass is a shift to a lower plasma frequency and 

lower refractive index, with an increase in the loss component at shorter wavelengths. 
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4.4. Investigation into Photonic Properties 

It is clear, from Figure 4.2 - Figure 4.5, that irrespective of the preferred operating wavelength 

range, the Drude parameters all impact on the dispersion curves, and thus on an accurate 

understanding of the optical and electrical properties of ITO. A misinterpretation of the Drude 

parameters, when considering a MOS EO modulator, could have significant impact on the design 

and thus lead to wasted development and poor performance. 

To better understand how the incorporation of oxygen can affect the electro-optic properties of 

ITO, we conducted a comprehensive analysis of a variety of ITO thin films deposited using a 

range of conditions. We made no intrinsic assumptions about any of the material parameters 

using 1D periodic structures fabricated in thin films of ITO, which allows us to characterise the 

material as a device, rather than measuring the properties of an unaltered film. Measuring the 

material parameters in a device structure means any post-processing of the film such as 

lithography, etching, material deposition, or cleaning protocols that may affect the thin film 

properties have been accounted for in our measurements. These processes may cause 

displacement of oxygen or tin from the surface of the material which would alter the material 

permittivity. For the modulators in this research, a periodic structure is not necessarily of 

interest, but the protocols used to fabricate such structures are synonymous with those 

discussed in chapter 5. This detailed investigation will be discussed in this chapter, and we hope 

it will lead to a better understanding of how to control the deposition conditions to yield the 

desired properties of ITO. 

 

4.4.1. Investigation Constants 

Clearly, if we are going to propose a new method for accurately determining the optical and 

electrical properties of Drude materials, specifically ITO, then we need to maintain consistent 

fabrication, measurement, and data processing techniques. Throughout this investigation, the 

thin films of ITO and fabricated gratings were kept consistent by maintaining one fabricator and 

a strict protocol. The data analysis and measurement techniques were conducted under similar 

restrictions to ensure an unbiased treatment of the characterisation. I will now discuss the 

fabrication and data processing constants used throughout this investigation. 
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4.4.2. Deposition of ITO Thin Films 

As has been discussed in section 4.2.1, it is known that the optical and electrical properties of 

ITO are highly dependent on the deposition and post-deposition protocols, namely that there is 

an increase in crystallinity with deposition and annealing temperatures [191], [192]. ITO, for thin 

film deposition, is typically supplied either as a sputter target or in pellets for thermal 

evaporation as a 90-10 wt% of diindium trioxide (In2O3) – tin dioxide (SnO2), and the 

disassociation of oxygen from the constituents is proportional to temperature. As is discussed 

in section 5.2.9, we chose to use a pulsed DC reactive magnetron sputtering technique to avoid 

high deposition temperatures and allow for finer control of oxygen incorporation during the 

deposition. The deposition temperature of the sputtering technique was not controlled outside 

of using the same pressure and DC voltage to deposit the film. The temperature during the 

process is, as discussed in section 5.2.9, is proportional to the DC volage and plasma pressure, 

and therefore maintaining consistent conditions during the deposition reduces variation in 

deposition temperature. As for post-deposition protocols, specifically we are discussing the 

thermal annealing of the deposited films (section 5.4.1), where we can introduce further oxygen 

in to the as-deposited films. 

Table 4.1: Oxygen flow in the sputtering process represented as percentage concentration in the chamber. 

O2 Flow Rate O2 Concentration 

[SCCM] [%] 

0 0 

0.5 2.5 

1 5 

2.5 10 

3.5 15 

5 20 

7.5 27 

ITO thin films were deposited on to a borofloat 33 substrate using the sputtering technique 

mentioned above, where the reactive gas (oxygen) flow was varied to adjust the as-deposited 

film conductivity using the flow rates: 0, 0.5, 1, 2.5, 3.5, 5, 7.5 standard cubic centimetre per 

minute (SCCM). Not all the oxygen concentrations are used for all the measurement techniques 

discussed in this chapter; as such, to keep the nomenclature simple, I will refer to the oxygen 

flows as percentage concentrations, as indicated in Table 4.1. The values are rounded for 

simplicity. 
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While the oxygen flow was varied throughout this experimental campaign, the base parameters 

for the sputtering protocol were maintained as follows: 20 SCCM Argon as the sputtering gas, 

100 W supplied DC power, and a plasma pressure of 0.75 Pa. To avoid reactions between the as-

deposited film and any unwanted gas, the samples are allowed to cool overnight before bringing 

the sputtering chamber back to atmosphere with nitrogen gas.  

 

4.4.3. Annealing of ITO Thin Films 

The ITO films are highly amorphous post-deposition and, as such, require a thermal anneal to 

reintroduce oxygen in a controlled fashion and introduce some crystallinity back into the lattice. 

This is done using a tube furnace (section 5.4.1). Oxygen flows into the tube furnace at 500 SCCM 

throughout the anneal with a 5-minute precondition prior to heating. The samples begin at room 

temperature (~20°C), and the furnace ramps at 5°C/min to a maximum of 500°C. The samples 

sit at 500°C for 1 hour in the oxygen environment before cooling to room temperature overnight. 

Cooling is unassisted and is therefore achieved purely through thermal radiation into the room. 

We also investigated the ITO sheet resistance dependency on the temperature and oxygen flow 

during annealing. In this instance, the temperatures and oxygen flow rates were varied, while 

the heating and cooling ramp rates were maintained, and samples were deposited using 0 SCCM 

oxygen flow. 

Table 4.2: Effect of oxygen flow, annealing temperature, and annealing time on the sheet resistance for 

sputter deposited ITO with 0 SCCM oxygen. 

Gas Flow Temperature Anneal Time Sheet Resistance 

[SCCM] [°C] [hrs] (RS) [Ω/sq] 

Air 500 1 48.3 ± 0.5 

500 O2 500 1 41.7 ± 0.4 

1000 O2 500 1 38.9 ± 0.1 

500 O2 500 2 46.6 ± 0.4 

500 O2 300 1 88.9 ± 0.3 

The results of changing the anneal gas flow, temperature, and duration are shown in Table 4.2, 

indicating that while the oxygen flow during anneal and the duration of the anneal does not 

affect the electrical composition of ITO, the temperature at which the anneal is performed does. 

The measured sheet resistances are all approximately the same for a constant anneal time and 

oxygen flow, but for a decreased anneal time, the sheet resistance (4.5.2) is almost doubled. For 
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consistency, and a lower resistivity, we maintained a temperature of 500°C and only varied the 

oxygen flow during deposition during this investigation. 

 

4.4.4. Fabrication of ITO  ratings 

To limit the number of small references to the fabrication chapter, all the fabrication methods 

are discussed in more detail in chapter 5, but I will give a summary of how the gratings were 

patterned into the ITO films and then discuss how the grating parameters were measured and 

used to determine the optical properties. 

Due to the nature of the optical measurements (section 4.6), the ITO gratings needed to be 

fabricated on-to a transparent substrate. We used borofloat 33 substrates, diced into 15x15 mm 

sample sizes. The mechanical dicing process leaves a residue on the samples, and so the samples 

are cleaned in Piranha solution for 5 minutes and then rinsed in acetone and isopropanol (IPA). 

The ITO films are then deposited and annealed as discussed above. 

The gratings are patterned using electron beam lithography (EBL), which requires a lithography 

resist layer. We used AR-P 13 [30], spun at 5000 rpm for 60 seconds and soft-baked at 180°C for 

10 minutes. The EBL parameters used to fabricate the gratings are: 40 μm aperture, 0.6 nA beam 

current, 10 nm step size, 130 μC/cm2 base dose, 1.71 base dose multiplier, and 9.5x10-2 ms 

exposure time. The samples are then developed in xylene for 2 minutes and rinsed with IPA. 

Post development, samples are dry etched using reactive ion etching (RIE). The gas mixture is 21 

SCCM argon and 5 SCCM hydrogen with a pressure of 3x10-2 mbar. The DC voltage is fixed at 

450V. These conditions yield an etch rate of 5nm/min and are a combination of the physical and 

chemical etching component of the argon and hydrogen respectively. Regarding the chemical 

component, the hydrogen reduces the metal oxide to form water, which is volatile at the process 

pressure, whilst the argon works to physically bombard the indium and tin. Samples were etched 

for 30 minutes, creating an etch depth of approximately 150 nm, though of course this process 

is not perfectly linear. Following etching, the remaining photoresist was removed by rinsing in 

1165 solvent remover at 65°C, and cleaning with acetone and IPA.  
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4.4. . Reducing Errors 

A common technique to reduce variations in measurements, and to help improve precision, is 

to take repeated measurements and calculate average results. Where possible, throughout this 

investigation, we took multiple measurements of each parameter for every sample and used 

these measurements to calculate an average result. The formulation and technique are 

discussed in Appendix section 0. During the data analysis portion of the campaign, I used a 

combination of linear and nonlinear regression tools to fit equations to measured data points. 

In this instance, the average and SEOM method is unsuitable. Regression is a statistical 

technique, and the error analysis is typically conducted using a covariance matrix method [194]. 

The covariance is a vector measurement of joint variability of random variables [195], where the 

sign of the covariance refers to the linearity of the variables. The magnitude of the covariance is 

the geometric mean of the variances of the variables, i.e., the correlation between the variables 

can be calculated by dividing the magnitude of the covariance by the total variances of the 

random variables. The errors are calculated from the covariance matrix by taking the square 

root of the diagonal of the covariance matrix. 

 

4. . Determining Electrical Properties 

We begin the investigation by considering Equation 4.3 and the electrical properties of ITO, 

specifically the material conductivity (σ) and the carrier mobility (μ). The conductivity can be 

measured using the Kelvin technique (four-probe method) but requires the additional 

parameter of material thickness, and the mobility can be measured using a Hall probe technique. 

I will briefly discuss these methods and how they were applied in this investigation, but first we 

also need to discuss how we accurately measured the ITO film thickness. 

 

4. .1. Surface Profilometry 

As discussed in section 5.2, the sputter deposition is monitored using a quartz crystal 

microbalance (QCM), which is a common method for monitoring the rate of deposition in real 

time in most thin film deposition techniques. The QCM measures the mass loading effect on a 

piezoelectric crystal, where the resonant frequency of the crystal is a function of the crystal 

thickness and, as such, any change in mass can be measured as a change in the frequency 
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response under an applied voltage. However, there are many factors such as temperature, 

calibration, film stress, and deposition energy that can affect the accuracy of the QCM [147]. 

As we need to know the thickness of the ITO films to accurately determine the electrical 

properties discussed in the next section, we need to employ another technique to measure the 

deposition thickness. A common, and reliable, measurement tool is the stylus profiler, which 

measures a step height variation by dragging a fine tip across the sample and measuring tip 

deflection. To measure the film thickness, the stylus profiler requires a step change between the 

substrate and deposited ITO film. This step can be introduced by covering a small area of the 

substrate with tape, marker ink, or photoresist, removed by mechanical pulling, dissolving in 

acetone, or photoresist developer post-deposition, respectively. 

 

Figure 4.6: (a) Bruker DektakXT stylus profiler at York, (b) resulting step height from taped substrate during 

thin film deposition. 

To measure the thickness of our sputter deposited ITO films, we used a Bruker DektakXT stylus 

profiler (“Dektak”) [196]. The Dektak, shown in Figure 4.6(a), uses the step introduced by taping 

the substrate during deposition, shown in Figure 4.6(b), to Angstrom precision. There is, 

however, a problem with stylus profilometers when measuring across relatively large (few mm) 

lengths, namely that there is a distortion effect caused by alignment deviation [197]. This 

distortion is primarily caused by small damages to the stylus tip over time and manifests itself 

as an angle offset in the measured data, shown in Figure 4.7. 
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Figure 4.7: A (a) distorted and (b) levelled surface profile data for the same sputter deposited ITO film. Data 

line marked in blue, quadratic line marked in red, zero marked in green. 

Figure 4.7 is the perfect example of the tip-affected distortion, observe how the blue data line 

in (a) is angled with a minor curve downward. To overcome this distortion, I use a quadratic 

equation (ax2 + bx + c) fitted to the data and least squares regression [198] to fit a baseline to 

the data. A quadratic was chosen as it suits the two most common scenarios using a DektakXT 

system; a) the distortion creates a parabolic effect in the measurement and b) there is a linear 

offset, in which case a=0. The baseline can then be subtracted from the original data to produce 

the levelled data shown in Figure 4.7 by the blue line in (b). This quadratic method is distortion 

independent and can always be applied to the measured profile. 

The step height indicated in Figure 4.7(b) is calculated as the difference between the averages 

of the upper and lower region. It is almost impossible to achieve a perfectly flat measurement 

due to the amorphous nature of sputtered thin films producing some level of surface roughness 

and the chance of a speck of dust producing spikes in the measured profile. To accurately obtain 

a step height, average values are calculated over a large region in both the substrate and film 

regions (lower and upper regions in Figure 4.7, respectively). Multiple surface profile 

measurements were taken for each film to calculate an average value and associated error as 

discussed in 4.4.5 [199]. 
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4. .2. Four-Probe Method 

Now that we have a method for determining the ITO film thickness, we can determine the film 

conductivity using the Four-probe method. Ohm’s law states that when a voltage (V) is applied 

between two points in a circuit, an electrical current (I) will flow between them 

 
𝐼 =

𝑉

𝑅
 

Equation 4.5 

where the amount of current which flows is encourage by the potential difference and restricted 

by the amount of resistance (R) present (Equation 4.5) [100]. The electrical resistance 

 
𝑅 = 𝜌 (

𝐿

𝐴
) 

Equation 4.6 

through a conductor can depend on the conductor length (L), the cross-sectional area of the 

conductor (A), and the material through which the current flows, which is assigned a constant 

known as “resistivity” (ρ). The resistance can then be expressed by Pouillet’s law (Equation 4.6) 

[200]. The electrical resistivity 

 
𝜎 =

1

𝜌
 

Equation 4.7 

is a measure of how strongly the material opposes the flow of the current. It follows that a 

measure of how easily a current flows through the material could be expressed as the reciprocal 

of the resistivity, this is known as “conductivity” (σ) (Equation 4.7). 

 

Figure 4.8: (a) Schematic diagram and (b) picture of the four-point probe system at York. Here the probe is 

pictured measuring a calibration sample. 

A four-probe system (four-point probe), illustrated in Figure 4.8(a), consists of four equally 

spaced, co-linear electrical probes. The method relies on the principle that a sharp probe 
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injecting a DC current into a thin film of a semi-infinite hemispherical volume. The current 

density (J) 

 
𝑱 =

𝐼

2𝜋𝑟2
 

Equation 4.8 

through the conductive material can be expresses as Equation 4.8. Where r is the radial distance 

from the probe tip. Applying Ohm’s law, integrating over the volume, and applying a boundary 

condition that the voltage approaches zero as the radius approaches infinity, the voltage drop 

 
𝑉 =

𝜌𝐼

2𝜋𝑟
 

Equation 4.9 

across the hemisphere can be expressed as Equation 4.9. As illustrated in Figure 4.8(a), the 

current is injected at probe 1 and measured at probe 4 which are in a line with equal spacing (s). 

The voltage at any point between the probes is equal to the sum of the voltage due to each 

probe separately, and hence the voltage change (ΔV) 

 
∆𝑉 =

𝜌𝐼

2𝜋𝑠
 

Equation 4.10 

between probes 2 and 3 is given by Equation 4.10. However, four-probe systems assume a 

penetration thickness (t), up to a maximum of 650μm for the system used in this research and 

introduce a cylindrical assumption of the current density. 

 
𝑅𝑠 =

𝜌

𝑡
=

𝜋

ln(2)
(

∆𝑉

𝐼
) 

Equation 4.11 

This assumption carried through Equation 4.8 - Equation 4.10, gives an expression (Equation 

4.11) for the film resistivity. Where Rs is a parameter known as “sheet resistance”. Sheet 

resistance is defined as the lateral resistance through a thin square of the material, introduced 

by the four-probe method as a size and instrument independent variable, allowing for 

comparison between different samples. The sheet resistance is generally measured in ohms per 

square (Ω/sq.), to differentiate it from bulk resistance [201]–[203]. 

One of the primary advantages of using a four-point probe to perform electrical characterisation 

is the elimination of contact and wire resistances from the measurement. We used a Jandel 

RM3000+ four-probe system with a Jandel cylindrical four-point probe (Figure 4.8(b)) to 

measure the sheet resistance of the ITO thin films and used Equation 4.11 and Equation 4.7 to 

calculate the corresponding conductivity, using the thin film thickness measured as detailed in 

section 4.5.1. As with the surface profilometry, multiple measurements are taken across each 

deposited film to calculate an average sheet resistance and associated standard error as 

discussed in section 4.4.5. 
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4. .3. Hall Probe Method 

The Hall effect is the generation of the Hall voltage by the deflection of charge carriers in a 

magnetic field. The Hall effect is underpinned by the Lorentz force acting on an electron moving 

perpendicular to an applied magnetic field. The direction of deflection depends on the charge 

of the carrier, so holes and electrons are deflected in opposite directions. This leads to a 

distribution of charge and gives rise to the Hall voltage. The effect is illustrated in Figure 4.9(a), 

where a current is driven by a voltage source into a film under an applied magnetic field, leading 

to a charge build up in the film that can be measured as a Hall voltage. The Hall voltage (VH) is 

given as a function of the current (I), magnetic field (B), and the elementary charge (e), and can 

be used to calculate the sheet density (ns). 

 
𝑛𝑠 =

𝐼𝐵

𝑒𝑉𝐻
 

Equation 4.12 

As we are concerned with measuring the Hall voltage, the sheet carrier density can be calculated 

using Equation 4.12 [204]. 

 

Figure 4.9: Schematic of (a) a Hall effect measurement setup and (b) Van de Pauw electrical contact 

configuration. 

The Hall voltage is typically measured using a Van de Pauw contact configuration, illustrated in 

Figure 4.9(b), where arbitrarily shaped ohmic contacts are placed in the four corners of the 

sample. The object of the Van de Pauw configuration is to measure a sheet resistance, though 

as can be seen from Equation 4.13, for a known sheet resistance it can be used to determine the 

electron mobility [110], [205]. 

 
𝜇 =

1

𝑒𝑛𝑠𝑅𝑠
 

Equation 4.13 

The bulk carrier density (n) can be calculated by multiplying the measured sheet carrier density 

by the known film thickness (t). 
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 𝑛 = 𝑛𝑠𝑡 Equation 4.14 

We used an Ecopia HMS-3000 Hall measurement system and Van de Pauw contact method with 

a magnetic field of 0.56T to determine the electron mobility and bulk carrier density using 

Equation 4.14. As with all previous measurements, multiple measurements were taken to 

calculate average values and use a standard error of the mean error analysis as discussed in 

4.4.5. 

 

4. .4. X-Ray Di raction 

X-ray diffraction (XRD) is a non-destructive analytical technique used to analyse the phase 

composition, crystal structure, and crystal orientation of materials, and can be used to look at 

the crystal structure of thin film materials. XRD is the result of constructive interference between 

x-rays and the crystalline structure of the target material. Given that x-rays of similar order of 

magnitude to the distance between the atoms in a crystal lattice produce a diffraction pattern, 

we can use Bragg’s law to analyse the crystallinity of a material [206]. 

Since electron mobility can be considered the measure of how quickly an electron can move 

through the semiconductor in the presence of an electric field, we thought it worth examining 

the crystallinity of the material. One would expect a highly crystalline material to exhibit high 

electron mobility, while a polycrystalline material would exhibit a lower mobility, due to the 

presence of transport impeding grain boundaries[207], [208]. As such, we expect the ITO films 

that exhibit low mobility to also show a decrease in film crystallinity. We collaborated with Dr 

Stuart Cavill, at York, who specialises in XRD to measure the crystallinity of out 0%, 5%, and 20% 

oxygen flow sputter deposited ITO films. 

 

4. . . Electrical Properties – E perimental Results 

It is well understood that the free carrier density in ITO arises from oxygen vacancies and tin 

donors [209], with the former found to make the dominant contribution to the conductivity due 

to the two-electron contribution compared to the single-electron contribution of tin donors 

[210]. We expect the conductivity to decrease with a higher oxygen content in the material due 

to the filled oxygen vacancies. 
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The sputtered ITO films were investigated electrically as a function of oxygen flow. The sheet 

resistances and free carrier mobilities measured using the Four-probe and Hall probe methods 

discussed in this section are shown in Figure 4.10(a). Using Equation 4.7, Equation 4.3, and the 

measured film thicknesses, I was able to calculate the corresponding film conductivity and free 

carrier density, shown in Figure 4.10(b). 

 

Figure 4.10: (a) Measured sheet resistance and carrier mobility for sputter deposited ITO film and the (b) 

calculated conductivity and carrier density as a function of oxygen concentration. 

Figure 4.10 confirms the expected result, namely that increasing oxygen flow and oxygen 

concentration during deposition decreases the conductivity of the ITO and reduces the overall 

carrier mobility. This is expected due to the increase in carrier density caused by the increased 

oxygen incorporation, i.e., an increase in carrier density reduces mobility and increases 

resistance. This behaviour is observed in the literature. The conductivity increases again above 

10% oxygen flow, which we associate with a higher number of substituted tin ions with 

increasing oxygen flow, providing additional carrier contributions, indicated by the sudden 

increase in the green and orange lines in Figure 4.10(b). The conductivity saturates beyond this 

limit due to an equilibrium state of the oxygen vacancy contributions and the tin ion 

contributions. 

The results of the XRD data are shown in Figure 4.11(a), with the Miller indices indicating the 

observed diffraction planes of the Ia3 cubic space group. The visible peaks for the (222), (004), 

and (440) planes match the literature Bragg angles for sputtered ITO [211], which serves as a 

nice confirmation that there is oxygen present in the deposited material. 
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The degree of crystallinity is determined from the width of each reflection peak (Figure 4.11(b)-

(d)) and the narrower the diffraction peak, the more crystalline the ITO and the larger the 

average grain size, as shown by Equation 4.15. The average grain size (δ) 

 
𝛿 =

0.9𝜆

𝐹𝑊𝐻(cos(𝜃))
 

Equation 4.15 

can be expressed as a function of the incident wavelength (λ), and the full width half maximum 

(FWHM) of the respective reflection and Bragg angle (θ). 

 

Figure 4.11: (a) XRD data for annealed ITO films of 0%, 5%, and 20% oxygen flow during deposition. (b), 

(c), and (d) show exemplar FWHM extractions for the respective (222) orientation for 0%, 5%, and 20% 

oxygen flow. The FWHM increases from 0.246° for 0% oxygen to 0.361° for 20% oxygen concentration. 

An increase in carrier mobility translates to an increase in the crystallinity of the ITO because 

mobility is higher in a pure monocrystal compared to a polycrystalline film. Looking at the 

decrease in mobility with oxygen concentration (Figure 4.10(a)) and the broadening of the 

diffraction peak with oxygen concentration (Figure 4.11(b)-(d)), this effect is exactly what we 

observe. The more oxygen is incorporated into the ITO film, the poorer the crystal becomes and 

the lower the mobility. The average grain size of the samples shown in Figure 4.11 is represented 
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in Table 4.3. The grain size is seen to decrease with oxygen incorporation, further aligning with 

the mobility trend, i.e., the higher the oxygen incorporation, the smaller the grain size and the 

carrier mobility as there are more grain boundaries to impede the movement of carriers through 

the material. 

Table 4.3: Average grain sizes for different crystal orientations for 0%, 5%, and 20% oxygen flow ITO films. 

O2 Flow Conductivity Orientation 
Full Width Half 

Max 

Average Grain 

Size 

[%]  σ  [S/cm] [au] (FWHM) [°]  δ  [nm] 

0 1300 ± 200 
(222) 

(440) 

0.246 ± 0.001 

0.261 ± 0.006 
54.3 ± 0.9 

5 21 ± 1 
(222) 

(440) 

0.29 ± 0.02 

0.313 ± 0.002 
45.7 ± 0.5 

20 57 ± 5 
(222) 

(440) 

0.361 ± 0.007 

0.389 ± 0.009 
34.5 ± 0.9 

To compound these findings with the annealing time and temperature data in Table 4.2, we see 

that annealing ITO is critical for achieving highly conductive films. The polycrystalline structure 

of the annealed ITO films is caused by the relaxation of distorted bonds in the amorphous film 

and a reduction of impurities [210], [212]. In the literature, it is reported that ITO has a 

crystallisation temperature of 400°C [213], and we found that with our equipment, a 

temperature of 500°C for 1 hour in an oxygen environment was sufficient to increase the 

conductivity to a local maximum. 

 

4.6. Determining Optical Properties 

I have discussed how we measured the electrical properties of ITO, but to accurately determine 

the optical properties, we decided to use a 1D resonant grating, allowing for a guided mode 

resonance (GMR) (section 2.3). To relate the optical response of the grating to the complex 

refractive index, we need to know the grating dimensions: grating thickness, grating period, 

grating fill factor, and film thickness. The optical resonance, combined with these grating 

parameters, allows us to use rigorous coupled-wave analysis (RCWA) (section 3.2.1) to 

determine the complex refractive index. 
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Figure 4.12: Schematic of 1D periodic structure in ITO showing some of the parameters that need to be 

known: substrate thickness (tsub), film thickness (tfilm), grating thickness (tg), waveguide thickness (twg), 

grating period (a), and grating fill factor (ff). 

For the RCWA simulations of a 1D periodic structure, we need to know the parameters 

illustrated in Figure 4.12. We can assume that the substrate thickness (tsub) is infinite due to the 

confinement of the light within the ITO layer. I have already discussed how we can measure the 

ITO film thickness (tfilm) in section 4.5.1, and hence I will discuss in this section how we can 

measure the period (a), fill factor (ff), the grating thickness (tg), and the pedestal thickness (tp). 

 

4.6.1.  rating Profilometry 

While we already know what the ITO film thickness is, as discussed in section 4.4.4 the grating 

etch is not perfectly linear and the grating may not be fully etched through to the substrate. This 

leaves a pedestal layer of ITO beneath the grating that shifts the optical resonance. 

Unfortunately, the lateral resolution on the Dektak instrument is not precise enough to resolve 

nanometric structures, so we need to use a different technique. We chose to use atomic force 

microscopy (AFM) to determine the grating thickness and to yield an estimate of the grating 

period and fill factor. 

AFM systems achieve surface topography, and other sensing techniques, using an extremely fine 

tip on a micromachined probe, which is used to scan across the surface line by line in a process 

known as “raster scanning”. There are two distinct operating modes associated with the 

technique, “contact” and “tapping” mode, where the distinction comes in the form of tip-sample 

interaction. The AFM tip is attached to a small cantilever to form a spring and, as the tip scans 

across the sample surface, the cantilever bends indicating a tip-sample interaction force. The 
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bending is detected using a laser diode and the deflection corresponds to a measurement of the 

surface topography. In contact mode, the tip is pressed into the surface and the tip-sample 

interaction force is electronically monitored to keep the deflection constant throughout the 

scan. In tapping mode, the contact between sample surface and the tip is limited to protect both 

from damage. The cantilever is, instead, vibrated near a resonant frequency and exhibits a 

sinusoidal motion. The motion of the tip is then altered by electrostatic forces in the tip-sample 

interaction to yield a topographic measurement [214]. 

 

Figure 4.13: Atomic force micrographs of a 1D periodic structure in ITO showing the (a) raw and (b) step 

height calculated data of 60.54 nm. 

To measure the grating etch depth, we used a Bruker BioScope Resolve AFM with a 2x2μm scan 

size with 512 lines per scan at 0.999Hz scan frequency and a Bruker RTESPA300 tip operating in 

tapping mode. The scans produce a topography as shown in Figure 4.13(a). To calculate the 

grating thickness, two regions of interest are selected (a lower and an upper region) and average 

values across the lateral position are taken. This method, in conjunction with the standard error 

on the mean method (section 4.4.5) produces two values; a lower value for the bottom of the 

grating and an upper value for the top of the grating, both with associated errors. The grating 

thickness is then calculated as the difference between the two regions and an error calculated 

using standard quadrature methods (Appendix section 9.1.2) [215]. The result is a grating 

thickness as shown in Figure 4.13(b), shown in the box at the bottom of the figure and the figure 

caption, and a calculated pedestal layer thickness, i.e., the remaining ITO film beneath the 

grating is calculated from the difference between deposited film thickness and grating thickness 

measurements [199]. 
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An estimate for the grating period and fill factor is determined from the AFM measurements by 

taking the distance between ridges and the centre of the sidewalls, respectively. As is typical of 

AFM measurements, there is a component in the lateral position resolution that comes from the 

tip, and thus requires a complex deconvolution of the tip function and the measured 

topography. To complement the AFM measurements, and to get a better understanding of the 

grating period, we use a different method employing Fourier Transforms. 

 

4.6.2. Fourier Period Method 

To increase the resolution of the AFM, and to determine the grating period more accurately, we 

decided to use a scanning electron microscope (SEM) in conjunction with a Fourier transform 

image analysis technique. An SEM uses electrons instead of light to form an image and yields a 

significantly higher resolution to image closely spaced structures. A beam of electrons is 

produced by an electron gun at the top of the microscope, which is then focused through a 

vacuum by electromagnetic fields and lenses just as in electron beam lithography (section 5.1.3). 

The focused electrons hit the sample and produce primary/secondary backscattered electrons 

and x-rays that are detected to produce an image [216]. 

 

Figure 4.14: (a) Scanning electron micrograph of a 1D periodic structure in ITO, taken at 37,000x 

magnification, 9mm working distance, and 2kV beam power. (b) Raw pixel intensity across 1 row of an 

SEM image of a 1D periodic structure in ITO. 

We used a JEOL JSM-7800F Prime scanning electron microscope to capture high resolution 

images of 1D periodic structures fabricated in ITO, with an example of these images shown in 

Figure 4.14(a). The SEM produces both an image and log file containing the image size (without 
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the border) and the pixel-distance ratio, indicated visually by the small white bar at the bottom 

of Figure 4.14(a). The pixel-distance ratio is important because when we take the Fourier 

transform of the image we obtain a frequency as a function of the pixel-space, and we want to 

obtain a physical distance for the grating period. 

The pixel intensity is taken row-wise, Figure 4.14(b), with 960 rows per image allowing for 

average frequencies and standard error on the mean treatment of the frequency errors (section 

4.4.5). As can be seen in both Figure 4.14(a) and (b), the edges of the grating appear brighter 

(white in greyscale), which indicates surface curvature altering the scattering profile of the 

incident electrons. The resulting edge effect on the pixel intensity introduces extra frequencies 

in Fourier space, thus increasing the noise of the measurement. 

 

Figure 4.15: (a) Threshold treated data of 1 row of an SEM image of a 1D periodic structure in ITO and (b) 

the corresponding Fourier space frequencies. 

Fortunately, the difference in pixel intensity between the edges of the grating and the top of the 

grating is minimal compared to the contrast of the bottom of the grating (Figure 4.14(a)). As 

such, we can implement a threshold algorithm that looks for a change in pixel intensity greater 

than the standard deviation of the input signal. This removes extra frequencies introduced by 

the edge effect, without altering the grating parameters Figure 4.15(a). The grating period is 

then found by taking the inverse Fourier transform of the dominant frequency in Fourier space 

(Figure 4.15(b)) as a function of the pixel-distance and image width (sample size), i.e., the peak 

corresponding to the dominant frequency in real space, which is the grating period and the usual 

inverse Fourier transform treatment [217]. 



4.6. Determining Optical Properties  4. Characterising Indium Tin Oxide 

137 
 

4.6.3.  rating Resonance Method 

The gratings fabricated in ITO exhibit a guided mode resonance (GMR), which I have discussed 

in more detail in section 2.3.1. When illuminated with a white light source, the gratings produce 

a Fano resonance, i.e., an asymmetric line-shape caused by the interference between the 

varying thin-film response and the Bragg resonance. The resonance position is determined by 

the grating dimensions and the refractive index of the grating material. Around the resonant 

wavelength, the background scattering amplitude varies slowly and the resonant scattering 

amplitude changes quickly, producing an asymmetric line profile. 

𝑓(𝐸) = 𝐷2 (
(𝑞 + Ω)2 + 𝜂

1 + Ω2 ) 

Equation 4.16 

In general, the interference of states that causes a Fano resonance occurs in the absorption 

spectrum f(E) as a function of incident energy (E). The Fano equation (Equation 4.16) can be 

described by the Fano parameter (q), which is an expression of the phase shift (δ) of the 

continuum (𝑞 = cot (𝛿)), Ω = 2(𝐸 − 𝐸0)/Γ where E0 and Γ are the resonance energy and width 

respectively, η is a interaction constant, and 𝐷2 = 4 sin2 𝛿 [218]. 

 

Figure 4.16: Optical setup for measuring the reflectance of guided mode resonance spectra for 1D periodic 

structures in ITO. 

The Fano resonance response of the ITO gratings is measured using the setup illustrated in 

Figure 4.16. The samples are illuminated with a collimated and polarised halogen light source 
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being focused onto the back-focal-plane of a 4x objective. The reflected signal is collected and 

focused into a spectrometer. Samples are aligned in the field of view using a camera. The 

measured spectra are normalised to a background intensity, achieved by placing a mirror on the 

sample stage. 

 

Figure 4.17: (a) Raw spectrum from 1D periodic structure in ITO and (b) the fitted Fano resonance function 

with peak wavelength. 

An example of the normalised spectra produced by the ITO gratings is shown in Figure 4.17(a). 

The spectra are normalised to the background measurement with respect to individual 

integration times, i.e., the integration time is maximised to produce a strong peak signal and 

accounted for in the normalisation process. The region of interest is then trimmed down to the 

resonance peak, as shown in Figure 4.17(b), to allow for fast processing. The Fano resonance, 

Equation 4.16, is fitted to the resonance peak using nonlinear regression of the peak width, 

resonance position, peak amplitude, and the Fano parameter. The result is a peak wavelength 

and associated error calculated using the covariance matrix method (4.4.5). Data is captured for 

both transverse electric (TE) and transverse magnetic (TM) excitation, controlled with the 

polariser in Figure 4.16 [219]. 
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4.6.4. Rigorous Coupled-Wave Analysis Method 

Here, I have employed S4 to determine the complex refractive index components (n and k) of 

ITO from the measured grating parameters and experimentally measured Fano resonance 

response. As I have discussed both GMR and RCWA elsewhere, I will instead focus on how the 

simulation is constructed and how I use the tool to determine n and k. 

 

Figure 4.18: Guided mode resonance exhibited in an ITO grating, required simulation parameters labelled. 

An illustration of the simulation is shown in Figure 4.18, where the grating parameters are as 

detailed earlier in this section. The Cartesian coordinate system is set up such that the figure is 

drawn in the x-z plane with y into the figure, the grating is illuminated from the top down, and 

hence reflection and transmission are measured from the top and bottom respectively. Each of 

the grating parameters, including n and k, have the potential to drastically change the position 

of the resonance in the spectrum. Given the volume of potential parameters, I used the S4 

simulation to produce estimates of the grating parameters using a linear regression algorithm 

to optimise the structure and optical properties to values as close to true as is possible, and we 

then adjusted manually where required. 
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𝑓(𝒙) = ∑[100(𝑥𝑖 + 1 − 𝑥𝑖

2)2 + (1 − 𝑥𝑖)2

𝑁−1

𝑖=1

] , 𝑤ℎ𝑒𝑟𝑒 𝒙 = (𝑥1, … , 𝑥𝑁) ∈ ℝ 
Equation 4.17 

The linear regression of a multivariable system (x) can be achieved using the Rosenbrock 

function (Equation 4.17), utilised by many software tools to find the global minimum of the 

parabolic valley of the function [220]. This can be solved using the Broyden-Fletcher-Goldfarb-

Shanno (BFGS) algorithm [221], which is a quasi-Newton iterative method. Essentially the 

algorithm comes down to finding a minimum (ideally, zero) of the differential function, the 

Hessian function [222], of the Rosenbrock function. 

The process required several simulation variables, constants, and a figure of merit to be reduced 

in the regression algorithm. To begin with the variables, these were: the refractive index (n), 

extinction coefficient (k), grating fill factor (ff), grating period (a), grating thickness (tg), and film 

thickness (tfilm), where the waveguide thickness (twg) is then calculated as the difference between 

film and grating thickness values. All the structural grating variables were given starting values 

informed by the measured values discussed in this chapter, with upper and lower limits 

determined by their associated error (σ) on the order of a 10σ range. Starting estimates for n 

and k were taken from literature values for ITO [223] where the boundary conditions are placed 

at the extremes (1.4-2.5 for n, and 0.0001-2.5 for k). 

The substrate material is assumed to be glass, with no loss and a refractive index of 1.45 [95], 

and is assumed to be infinite in all directions. This is an assumption based on the relative 

dimensions between the incident light (400-1000 nm) and the physical substrate thickness (~5 

mm). The grating cover, providing the index contrast in the grating for resonance to occur, is 

assumed to be air, with no loss and an index of 1 [224]. The cover layer is also assumed to be 

infinite in all dimensions and is set to fill the grating gaps. S4 operates based on Fourier 

factorisation and requires a set number of spatial harmonics which are not indicated in the 

schematic. For 1D structures, 21 spatial harmonics is sufficient to achieve sub-nanometre 

resolution for the TE mode and 35 spatial harmonics for the TM mode. 

S4 uses the complex material permittivity (ε(ω)) 

 𝜀(𝜔) = 𝜀𝑟(𝜔) − 𝑖𝜀𝑖(𝜔) Equation 4.18 

which is a function of the real (εr(ω)) and imaginary components (εi(ω)) as shown in Equation 

4.18 where the components can be expressed as a function of the refractive index (n) and 

extinction coefficient (k) as detailed in Equation 4.19. 
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 𝜀𝑟(𝜔) = 𝑛2(𝜔) − 𝑘2(𝜔), 𝜀𝑖(𝜔) = 2𝑛(𝜔)𝑘(𝜔) Equation 4.19 

Hence, while I discuss the optical constants and variables for the cover, grating, and substrate 

layers, the simulation uses the complex permittivities to calculate the resultant resonance. 

 

4.6. . Optical Properties - E perimental Results 

 

Figure 4.19: (a) Individual grating variables changing through simulation iterations and the corresponding 

figure of merit and (b) the simulation resonance peak Fano resonance equation parameters changing as a 

function of simulation iteration and the corresponding figure of merit. 

The Rosenbrock regression function figure of merit, shown in Figure 4.19(a)(b), is calculated 

from the sum of the Fano resonance equation for both simulation and experimental resonance 

peak, and the overlap integral of the two curves. The former is calculated as the square of the 

difference between the Fano equation parameters (Figure 4.19(b)) for both the experimental 

and simulation Fano responses; the latter is calculated as the square of the difference between 

the two intensity curves. The combination of two fitting methods in the Rosenbrock function 

has the effect of dramatically increasing the figure of merit when there is little-to-no correlation 

between the two spectra, forcing the software to drastically vary the input variables shown in 

Figure 4.19(a), which results in the spikes observed in the black line in Figure 4.19(a)(b). 
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Figure 4.20: Comparison between simulated and experimental resonances for an ITO grating with fitted 

Fano resonances, found using minimising algorithm. 

As the two errors are added up to produce one figure of merit for the algorithm, the chance that 

a good Fano resonance fit would dominate and produce a good peak elsewhere in the spectrum 

is limited, and an equally a good overlap and bad resonance cannot dominate. However, as 

shown in Figure 4.20, a situation may occur whereby the fits and peak positions are good, but 

the overall correlation is not. In this instance, we require manual adjustment of some of the 

input variables to obtain accurate values. Overall, this method is far quicker than adjusting the 

input grating parameters manually from the outset [225]. 

In Figure 4.20 specifically, it is the extinction coefficient (k), largely responsible for the 

absorption loss, which is the parameter that the algorithm has failed to optimise, thus resulting 

in a larger peak amplitude than expected. We found this error to be a common trend amongst 

many of the gratings in ITO and realised that there was more than just absorption loss in the 

experimental measurements. The simulated gratings are considered perfect, but the 

experimental measurements will have an additional scattering loss component due to surface 

roughness in the ITO and any minor imperfections in the gratings. To account for the scattering 

loss, we used the experimental peaks for the low-loss ITO material and took the amplitude 

difference, which is more sensitive to scattering than the sharpness (Q-factor) of the peak, to 

perfect reflection of the peaks and assumed that the loss exhibited by these gratings was due to 

scattering losses. 
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4.7. Determining Drude Properties 

The final step in determining the Drude equation parameters for ITO is to combine the electrical, 

optical, and simulation measurements in Equation 4.1 and to determine the collision frequency, 

effective electron mass, and high frequency permittivity. To achieve this, we calculated the 

expected Drude permittivity values for the measured films, at specific frequencies, and then use 

nonlinear regression with the measured electrical properties to determine the remaining 

unknown values. 

 

4.7.1. Nonlinear Regression Method 

The key to this technique is that we only know the Drude parameters for the ITO films at the 

resonance frequencies of the ITO gratings, yet we want to determine the properties across the 

full spectrum. I use Equation 4.19 and the measured values n and k from the S4 simulation to 

calculate the real and imaginary components of the Drude permittivity at the resonant 

frequency measured using the Fano resonance in 4.6.3. The errors in the optical measurements 

then give an upper and lower limit in the permittivity for the nonlinear regression algorithm. 

Table 4.4: Electrical parameters determined by the nonlinear Drude regression technique. The parameters 

correspond to the measured optical responses from ITO gratings. 

O2 Gas Flow Sheet Resistance Conductivity Electron 

Mobility 

Carrier Density 

[%] (RS) [Ω/sq] (σ) [S/cm] (μ) [cm2/Vs] (n) [cm-3] 

(x1018) 

0 38.4 ± 0.5 1300 ± 200 28 ± 2 280 ± 70 

5 1940 ± 30 21 ± 1 24 ± 3 4.5 ± 0.2 

20 710 ± 30 57 ± 5 1.1 ± 0.7 13 ± 6 

27 1120 ± 20 36 ± 3 1.4 ± 0.9 8.0 ± 0.9 

The regression algorithm uses the Drude function (Equation 4.1) with the measured electrical 

properties of the ITO films shown in Table 4.4 . The errors in the electrical measurements provide 

the bounds of the nonlinear regression, allowing only minor variations in the measured 

parameters. Regarding the unknown parameters of the collision frequency, the high frequency 

permittivity, and the effective electron mass, these are given starting values from the literature 

[188] of 180THz, 0.35, and 3.9 respectively. The bounds placed on the unknown parameters are 
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set to sensible error ranges: a few orders of magnitude, 0.2, and 2, respectively; these bounds 

were set through experimentation and could vary depending on material [226]. 

 

4.7.2. Drude Properties - Regression Results 

Only oxygen concentrations of 0%, 5%, 20%, and 27% flow had gratings fabricated in the ITO 

films and are, therefore, the only oxygen concentrations that could be included in the Drude 

permittivity plots. The results of the nonlinear regression to determine the Drude parameters 

are shown in Figure 4.21. 

 

Figure 4.21: Real and imaginary dielectric permittivity as a function of wavelength (frequency) for ITO films 

deposited with (a) 0%, (b) 5%, (c) 20%, and (d) 27% oxygen flow. 

Figure 4.21 shows how different the dispersion curves turn out as a function of oxygen 

incorporation during deposition. It is not as simple as x% yields a plasma frequency of y, or a 

high frequency permittivity of z. Each concentration of oxygen yields a different set of Drude 

parameters. To better understand the effect of the oxygen flow during deposition on the Drude 

parameters, I have summarised the results in Table 4.5, where the error values are calculated 

using the covariance method discussed in section 4.4.5. 
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Table 4.5: Summary of Drude parameters for 0%, 5%, 20%, and 27% oxygen flow concentration ITO films. 

O2 Gas Flow Effective Electron 

Mass 

High Frequency 

Permittivity 

Collision Frequency 

[%] (me
*) [au] (ε∞) [au] (Γ) [THz] 

0 0.5 ± 0.3 4.3 ± 0.4 147 ± 4 

5 0.4 ± 0.3 5.3 ± 0.5 993 ± 2 

20 0.5 ± 0.3 5.4 ± 0.6 390 ± 1 

27 0.5 ± 0.3 5.3 ± 0.4 1478 ± 1 

 

4.8. Summary of the Investigation 

The effective electron mass, defined as the apparent mass of an electron in response to an 

electric or magnetic field, is related to the real component of the material permittivity. One 

expects the effective electron mass to be higher in a material with a higher carrier density, as an 

increase in carriers produces a large potential in which the electron moves. A variation in 

effective electron mass has a similar, though inverse, effect to that of the electron mobility, 

shifting the epsilon near zero point to shorter wavelengths as the mass decreases. We observe 

this trend, in that the effective electron mass, and carrier density, is at a minimum for the ITO 

film with the lowest conductivity. The literature-assumed value of 0.35 is within the error range 

of our result, though as the effective electron mass can move the ENZ points to shorter 

wavelengths, we note that it is important not to assume its value. 

The high frequency permittivity, the real component of the permittivity at short (ideally, zero) 

wavelengths is determined by the bound carriers. The assumption made by most authors is that 

the high frequency permittivity is constant for all ITO films with varying carrier concentrations. 

This assumption is clearly an oversimplification. We show that the electrical behaviour of ITO, 

determined by the oxygen and tin content of the material, affects the value of the high 

frequency permittivity drastically. The value, while not affecting the ENZ point, where many 

authors like to operate, affects the real and imaginary components of the complex Drude 

permittivity, and therefore is an important parameter to determine when operating in the 

visible spectrum. 

Finally, we have shown that the collision frequency, assumed in the literature to be 180 or 0 THz 

in the literature, increases with oxygen content. We note that the high frequency permittivity 

has an inverse relationship with carrier mobility, which is to be expected as an increase in carrier 



4. Characterising Indium Tin Oxide  4.8. Summary of the Investigation 

146 
 

density is likely to lead to more collisions between carriers and thus disrupt the motion of 

carriers through the material. 

We note that all the Drude parameters significantly affect the Drude permittivity dispersion, and 

simply assuming the values of any of the parameters could lead to significant errors in expected 

performance and device design. Using the quadrature formulation with the regression results, I 

estimate a 2.2% error in the fits shown in Figure 4.21. We can use the method presented in this 

chapter to determine the optical and electrical properties of ITO going forward, and I will use 

this technique to characterise the ITO used in my MOS EO modulator (section 5.7.2). 

While the experimentally determined real and imaginary dispersion trends shown in Figure 4.21 

are representative of those obtained by ITO ellipsometry reported recently in the literature, it 

would be remiss not to comment on the validity and adaptability of the methodology discussed 

in this chapter [80], [188]. Variable angle spectroscopic ellipsometry (VASE) is an alternative and 

robust measurement technique that has frequently been used to determine the optical 

properties of ITO [227]–[229]. VASE can provide insights into the graded nature of ITO, which 

our method cannot, although as with our model, VASE requires material parameter assumptions 

and a similarly detailed, albeit in a different field, level of understanding and knowledge to 

obtain the results. For a device application, such as the 1D periodic structures examined here or 

the modulators discussed later in the thesis, it is more practical to consider the effective index 

of the material, which our method readily provides. Similarly, we believe that this technique is 

of interest to other members of the transparent conductive oxide family, such as the crystallinity 

of zinc oxide films as a function of oxygen concentration during deposition [230] or the high 

frequency permittivity of gallium zinc oxide as a function of the deposition conditions [231]. 
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Chapter Synopsis 

This chapter presents my development of the fabrication methods required to create the 

electro-optic modulators discussed in this thesis. I have already discussed the design and 

simulated the dimensions required to achieve a metal-oxide-semiconductor (MOS) electro-optic 

(EO) modulator based on the epsilon-near-zero (ENZ) behaviour of indium tin oxide (ITO). 

Simulated structures, however, very rarely translate their behaviour to real structures without 

a deep understanding of the available fabrication techniques and the respective limitations. The 

creation of the MOS EO modulator in this research required a knowledge of the material and 

optical theory and a creative problem-solving attitude to engineering on, at times, the 

nanometre scale. Without the multitude of techniques discussed in this chapter, the modulator 

could not have been realised. In this chapter I will discuss the fabrication and characterisation 

techniques used to create the MOS EO modulator. Many of the individual protocols are either 

well documented or known amongst the wider research group but required adapting for the 

materials I used or optimising to achieve the shapes, consistency, or dimensions required. 

Therefore, I would like to acknowledge the Photonics Research Group at the University of York 

for the foundations on which I could develop my protocol. I would also like to acknowledge 

Christina Ingleby for her assistance with the enthalpy calculations later in the chapter. 

Throughout this chapter I will use a specific terminology to distinguish between different aspects 

of the fabrication process, which I have summarised below. 
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Terminology 

Wafer refers to the industrially manufactured substrate materials, irrespective of which 

materials this may refer to, all the wafers discussed in this chapter are commercially 

manufactured. Sample refers to a 15x15 mm square of the wafer whilst still being 

processed. Chip refers to the final 5x15mm cleaved sample on which the modulator is 

fabricated. 

 

Figure 5.1: (a) Layer structure of the MOS EO modulator with dimensions: W ~ 3μm, tsub ~ 525μm, twg ~ 

100nm, ti ~ 200nm, and tm ~ 100nm. (b) Device structure of the phase modulator. 

The primary design of the device, illustrated in Figure 5.1(a), includes the following, 

approximate, thicknesses and dimensions, discussed in section 3.5, on the order of width 3 μm 

and thicknesses for the waveguide 150 nm, semiconductor 100 nm, insulator 200 nm, metal 100 

nm. The choice of materials from a design perspective is discussed in section 0, while here, I 

discuss the choice of materials from a fabrication perspective. 
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 .1. Lithography Techniques 

To achieve the structure shown in Figure 5.1(b), several lithographic patterning steps are 

required. Lithography, which will be discussed more in this section, is a process used to create 

structures in the horizontal plane, often referred to as patterning. In my research I have used 

photolithography, which is a subsection of lithography in which photons define the lateral 

structures, and electron beam lithography (EBL), whereby a beam of electrons defines the lateral 

structures. There are several steps involved in the lithography process that will be discussed in 

this section from both an EBL and a photolithography perspective. 

 

 .1.1. Application of Photoresists 

Photoresists are typically long-chain polymers containing a photon or electron sensitive 

chemical which, when exposed, reacts to either weaken or strengthen the polymer. The reaction 

to exposure is dependent on positive or negative behaviour respectively, where a positive 

photoresists is weakened in the exposed area and a negative photoresist is strengthened in the 

exposed area and in both instances the weaker bonded polymer is removed during development 

[232]. 

 

Figure 5.2: (a) Spin coater available at York and (b) photoresist thickness as a function of spin speed for 

S1800 photoresist series [233]. 

Lithography resists can be applied to a sample either through spin coating or spray coating, 

where the former is preferential due to the uniformity offered over larger areas [234], [235]. In 

spin coating, the sample is held in place using a vacuum stage (Figure 5.2(a), and the solvent is 

dispensed on to the sample and spun at high speeds to evenly distribute the resist across the 
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surface. I apply the resists using a pipette, to create a droplet of resist across the sample surface. 

This droplet should cover the entire surface of the sample, as it is always better to have too 

much photoresist than too little. 

The sample is then spun at a speed that will yield a desired film thickness, as dictated by wetting 

properties and the viscosity of the resist; a typical set of spin speed vs thickness curves is shown 

in Figure 5.2(b), taken from the S1800 series datasheet [233]. Once the resists have been spun, 

the samples are placed onto a hotplate to allow the solvent to evaporate. This process is known 

as a soft bake as it removes as much solvent as necessary while maintaining a viscous, exposable 

layer. 

Once the photoresists have been applied, the samples are covered with foil to block external UV 

light pre-development; while this is strictly only necessary for optical resists (not EBL resists), 

the practice was maintained throughout this work, as it also minimises contamination from dust 

and moisture. 

 

 .1.2. Common Spin Coating Problems 

A common problem with spin coating resists is that, as the resist approaches the edge of the 

sample, surface tension prevents fluid flow and results in a thicker resist layer at the edge of the 

sample, known as “edge beads”. While this effect is often minimal, it can cause under-exposed 

areas on the sample edge, as thicker resist requires higher exposure. To minimise the effect of 

this edge bead effect, it is good practice to ensure that any structures that require a high level 

of precision during exposure are placed near the centre of the sample, thus promoting an evenly 

distributed resist layer in the target area. 

Another problem is known as the comet effect, where debris on the surface of the sample can 

cause the resist layer to streak across the sample surface as the debris moves under the 

tangential acceleration of the spin coater. To avoid this effect samples should be cleaned 

thoroughly prior to spin coating and kept in a laminar flow cabinet. To reduce the comet effect 

further, samples can be sprayed with high-pressure nitrogen prior to resist application. 
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 .1.3. Electron Beam Lithography 

EBL is a top-down nanometre-scale pattern-transfer fabrication technique, with significantly 

higher resolution than UVL, which typically operates on the micrometre-scale [236], [237]. EBL 

systems use magnetic lenses to produce a fine beam of electrons, and then steer the beam 

across the sample electrostatically within a fixed exposure area, known as a writefield. It is 

common for EBL systems to have an interferometrically controlled stage that allows the system 

to stitch multiple writefields together to increase the maximum exposure area. The Raith 

Voyager system we use has a writefield size of 500 μm and a stitching accuracy of 30-50 nm. 

EBL requires the use of specifically designed e-beam resist and, in the case of patterning a 

dielectric, a complementary charge dissipation layer to prevent the build-up of charge on the 

surface negatively impacting the patterning. EBL is capable of its nanometre-scale feature sizes 

due to the nature of accelerated electrons, namely the wave-particle duality, where the 

wavelength 

 
𝜆 =

ℎ

𝑝
=

ℎ

𝑚𝑣
=

ℎ

√2𝑚𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐

 
Equation 5.1 

is governed by the de Broglie relationship (Equation 5.1), where h is Planck’s constant, p the 

linear momentum, m the electron mass, Ekinetic the kinetic energy of the electron, and λ the de 

Broglie wavelength.  Using the appropriate literature values and the kinetic energy of the Raith 

system (50 keV), the de Broglie wavelength is approximately 5 pm. 

 
𝑟0 =

1.22𝜆

𝑁𝐴
≈

0.61𝜆𝑓

𝐷
 

Equation 5.2 

The electrons pass through a uniform circular aperture, and therefore experience Airy diffraction 

where the first minimum is given by Equation 5.2, where NA is the numerical aperture given as 

a function of the aperture (D) and focal length (f). For the Raith system we use, with apertures 

on the order of 10s of micrometres and a focal length of approximately 20 mm, the NA is of the 

order 2x10-3, resulting in a spot size of order 5 nm [238], [239]. 
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Figure 5.3: (a) Interaction of electrons with resist illustrating proximity effect and (b) the exposed area 

remaining. 

The Raith system would form a spot this size on a bare substrate, but when incident on a resist 

layer, the electrons scatter both within the resist layer and in the substrate leading to a reduction 

in resolution, known as the “proximity effect” [240], [241]. The proximity effect is illustrated in 

Figure 5.3 where the scattering is shown in (a), and the resulting exposure is shown in (b). The 

electrons are accelerated at a high velocity, allowing them to travel fully through the charge 

dissipation layer and resist, where backscattered electrons and secondary electrons caused by 

the interaction with each layer interact as illustrated in Figure 5.3. This interaction dictates the 

minimum feature size, which for the Raith system is on the order of 10 nm. The exposure dose 

is determined by several factors; acceleration voltage, spot size, and beam dwell time which can 

all be controlled to optimise the dose for the target resist and resist thickness. 

 

 .1.4. Ultraviolet Lithography 

UV-lithography (UVL) is a top-down micrometre-scale pattern-transfer fabrication technique 

utilising narrow-bandwidth UV light to impart energy into a photoresist to change its chemical 

properties. Unlike the EBL technique, the UVL available at York uses a fixed-beam moving-stage 

system to allow large areas to be exposed in a relatively short time. The Kloe Dilase 650 system 

we use has a stage size of 6 inches and can expose accurately between 1 and 100 mms-1 [237]. 
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Figure 5.4: (a) Interaction of UV with resist illustrating proximity effect and (b) the exposed area remaining. 

UVL is common practice in photolithography, with many specific techniques including deep- and 

extreme- UV lithography at very short (~100s of nanometres and ~10s of nanometres 

respectively), but most UV emission lines of interest are in the 300-450 nm range. The shorter 

wavelengths, as with EBL, are more desirable due to smaller diffraction effects leading to greater 

spatial resolution. UVL photoresists are typically designed for use in a set wavelength range, and 

it is therefore important to match the resist to the exposure wavelength. Similarly, to EBL, the 

focussed UV scatters on interaction with the photoresist layers and substrate to produce an 

angled exposed area via the proximity effect as illustrated in Figure 5.4(a) and (b). 

The Kloe system we use has a wavelength of 375 nm, focussed using an aperture and 10x 

objective lens. The optics and wavelength can produce a spot size between 5-10 μm while the 

stage is stationary, where the spot size can vary with stage velocity. Exposure dose is determined 

by several factors; the UV source modulation power (0-100%), the stage velocity (0-100 mms-1), 

and we can add a neutral density (ND) filter to the aperture to further reduce dose. In this work, 

I use UVL in conjunction with a bilayer lift off process which is detailed in section 5.3.3. 

 

 .1. . Development 

Exposed positive, and unexposed negative, photoresist is highly soluble in a chemical developer, 

which is often specifically designed by the manufacturer to dissolve the resist. The difference in 

solubility between the exposed and unexposed areas can be several orders of magnitude 

depending on the resist, leading to sharp edges created post-development [242]. Developers 

are specifically chosen to complement the photoresist, though typically contain a weak solution 

of sodium hydroxide, potassium hydroxide, or tetramethylammonium hydroxide, where the key 
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difference is the content of metal ions in the developer. Metal ion-based developers are typically 

not compatible with MOS devices due to metal contaminants and the potential for salt deposits 

on the sample surface. Hence, it is important to choose a suitable developer. 

 

 .1.6. Photoresist Outgassing 

Photoresists can produce outgassing when subjected to heat or plasma during a thin film 

deposition under vacuum conditions. This can occur when the photoresist is not sufficiently hard 

baked (section 5.1.7) as there remains some solvent within the resist even after exposure and 

development. Outgassing will increase the scatter rate of deposited species and, potentially, 

cause uneven build up on the sidewall of the exposed photoresist [147]. A similar concern arises 

from the content of the outgassing during reactive deposition techniques, which are discussed 

in section 5.2. Outgassing introduces a reactive species into the vacuum chamber during 

deposition and may present a possible reaction between the outgassing solvent and deposited 

material. 

 

 .1.7. Hard Baking 

Hard baking, as with soft baking post-spin coating, is a process designed to remove any 

remaining solvent in the photoresist. Typically, this process results in an increased chemical 

resistance and mechanical strength of the photoresist and is performed after the patterning 

process is complete. Baking above ~120°C results in a reshaping of the photoresist and aids in 

smoothing sidewalls and rounding corners of the remaining resist. SU-8 is of particular interest 

for this research as the result is a glass-like material that is chemically inert and structurally 

strong enough to withstand further processing. SU-8 is discussed in more detail in section 5.6.1, 

but becomes very difficult to remove once hard baked, to the point where aggressive organic 

removal techniques are required, such as Piranha cleaning (section 5.5.2) [243]. 
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 .2. Thin Film Deposition 

A MOS-EO modulator, such as Figure 5.1(a), requires at least 2 layers that cannot be spun, 

exposed, and hard baked into place; namely the semiconductor and electrical contact layers. 

These layers need to be deposited using a physical vapour deposition technique such as 

sputtering or evaporation. 

 

 .2.1. Physical Vapour Deposition 

Physical vapour deposition (PVD) techniques, involves the vapour phase deposition of a solid 

material at a controlled rate. PVD techniques include thermal evaporation and sputter 

deposition, where the distinction is the energy used to vaporise the solid material. As the name 

suggests, thermal evaporation techniques involve the transfer of thermal energy to the solid 

material and, as such, should not be used with materials where the deposition temperature can 

affect the resultant thin film. Sputter deposition is a cold deposition technique as the exchange 

of energy is due to a bombardment of high energy particles [147]. 

I use a sputter deposition technique to deposit thin films of indium tin oxide (ITO), due to the 

thermal sensitivity of the material reported in the literature [244]. As for the electrical contacts 

to the MOS capacitor, which are predominantly gold, a thermal evaporation is more appropriate. 

The justification for this decision is detailed in section 5.2.9, but here I will detail both 

techniques. 

 

 .2.2. Sputter Deposition 

Sputtering is a thin film deposition technique common in the fabrication of semiconductor and 

optical devices and can be considered a sublimation process, as the solid material is turned 

directly into a vapour without melting. I will give a brief overview of the sputtering process 

performed on the bespoke pulsed direct current (DC) reactive magnetron sputterer available to 

my research group at York, shown Figure 5.5(a). A schematic of the bespoke system is shown in 

Figure 5.5(b) and is explained below. 
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Figure 5.5: (a) Photograph and (b) schematic of the bespoke pulsed DC reactive magnetron sputterer at 

York, schematic not to scale. 

Sputtering is the process of removing surface atoms from a target material through the 

bombardment of high energy inert gas ions, due to an exchange in kinetic energy between ion 

and target atom. If the kinetic energy of the ion is larger than the binding energy of the atom, 

the target atom is ejected upon collision. Momentum and energy are always conserved during 

the process. A negatively charged sputtering target allows free electrons, within the target, to 

flow away from the cathode and in to the near-surface region in Figure 5.5(b). An injected inert 

gas, typically argon, is present in the same region. Collisions between the target electrons and 

outer shell argon electrons, and the conservation of momentum, results in positively charged 

gas ions (a plasma). 

The resulting plasma is accelerated toward the target due to the potential difference between 

the dark space shield and cathode. The positively charged ions impact upon the negatively 

charged target and eject surface atoms at high velocities, through the exchange of momentum, 

towards the anode. The ejected target atoms are projected across a vacuum chamber towards 

a substrate, where they condense and form the desired thin film [245]. 

Sputtering is an inherently omnidirectional process and can have a low target-to-film yield [102]. 

To improve efficiency, our bespoke system in Figure 5.5(b) includes a nose cone aimed at the 

rotating substrate stage. Conduction between cathode and target is aided by the inclusion of a 

copper backing plate, highlighted in orange in the schematic. The sputter target is held in place 

by a locking ring, highlighted in Figure 5.6(b). Deposition rate and thickness through the use of 

a quartz crystal microbalance (QCM) [246]. 
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The bespoke sputtering system in Figure 5.5(a) is labelled to include; (i) sputtering guns, (ii) 

reactive gas inlet, (iii) argon gas inlet, (iv) gate and gate valve controller, (v) QCM, (vi) substrate 

stage and rotation controller, (vii) pulsed DC power supply, (viii) gas flow controller, (ix) vacuum 

pressure monitor, and (x) vacuum pump controller. 

 

 .2.3. Magnetron Sputtering 

In conventional DC sputtering, electrons are released from the cathode through secondary 

electron emission and accelerated toward the anode. These electrons create more electrons 

and ions through impact ionisation, and the ions return to the cathode to release secondary 

electrons to sustain the plasma. This requires many impact ionisation events to sustain the 

plasma, therefore reducing the energy of the ions. The result is a low sputter yield and heating 

of the plasma and substrate, which is not ideal for thermally sensitive materials. 

 

Figure 5.6: Indium tin oxide sputter target (a) new and (b) placed in the sputter gun, clamped into place, 

with dark space shield removed. 

The internals of the bespoke sputtering system in Figure 5.6(b) are labelled to include (i) indium 

tin oxide sputtering target, (ii) target retaining ring, (iii) argon gas inlet (unattached), (iv) 

magnetron and cathode, and (v) pulsed DC power supply and water cooling into the chamber. 

The sputtering yield and the energy exchange between gas ions and target atoms have been 

extensively studied in the literature [247]–[250] but are critical for the thin film deposition. For 

thermally sensitive materials, such as ITO, it is preferential to operate the plasma at low pressure 

and temperature, which requires the use of a magnetron which is placed behind the target in 

Figure 5.6(b) [251]. 
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The magnetic field exerts a force on the electrons proportional to their velocity but with 

perpendicular direction, thus confining them to circular motion above the surface of the target. 

At low pressure, the electrons move significantly faster than the argon atoms, as such the 

electrons move circularly with their motion dominated by the magnetron, whereas the argon 

atoms (ionised by the electrons) have their motion dominated by the electric field provided by 

the sputter gun. Thus, ionised argon atoms are accelerated toward the target in a circular path, 

creating the commonly name “racetrack” effect observed in Figure 5.6(b) [250]. 

 

 .2.4. Sputtering of Compounds 

When compounds are sputtered, ion bombardment will cause the compounds to be ejected 

both as atoms and as entire molecules. Different atoms also have different sputter yields due to 

their different masses and diameters. If one type of atom has a higher yield than the other, it 

will be preferentially ejected over the other types. This may seem like a serious problem when 

sputtering compound materials, but it has been found that a certain steady-state composition 

and depth profile are quickly reached where the removal of both elements occurs at the original 

stochiometric composition [252]. This should not be surprising because the only way to consume 

a target to its entirety is by depleting its constituent elements in their original proportions. 

 

 .2. . Reactive Sputtering 

Sputtered ITO is the critical layer that dictates the performance of the EO modulator, as such 

the deposition parameters need to be finely controlled. We use an indium tin oxide target (In2O3-

SnO2 90-10 wt%) as the base material. Since the oxygen is volatile, some of it is lost during the 

process, which is compensated for by introducing oxygen during deposition. We have also found 

that oxygen backpressure impacts on the electrical and optical properties of the deposited film 

[253]. Oxygen can be introduced to the sputter process as a reactive gas either in the plasma 

(argon) gas inlet or the reactive gas inlet as an oxygen backpressure (Figure 5.5(b)). 

Firstly, let’s consider oxygen in the plasma gas. Oxygen tends to form negative ions, which is a 

concern during sputtering, as the ions are accelerated away from the target by the same electric 

field accelerating positive argon ions to the target. High energy negative ions impacting on the 

growing film can damage or alter the properties of the ITO film [254]–[256]. 
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Introducing oxygen as a backpressure in the chamber, via the reactive gas inlet, doesn’t come 

without its own complications. Oxygen in the sputter chamber can lead to the formation of a 

compound layer (e.g., an oxide layer) on the surface of the target, also known as “target 

poisoning”. Target poisoning changes the sputter yield as the surface of the sputter target is now 

of different composition, and affects all discharge parameters within the chamber [250]. A 

compound layer forms for many reasons, primarily due to low energy atoms from the reactive 

gas bonding with the surface atoms of the target, but also due to recoil-implantation of reactive 

gas atoms due to interactions with the high energy ions above the target surface [257], [258]. 

Reactive gas atoms are not the only source of compound layers, it has also been shown that 

directly implanting reactive elements into the chamber can cause compound layers to form 

[250], [259]. An example of directly implanting reactive elements into the chamber would be 

the inclusion of an out-gassing photoresist (section 5.1.6). Another source of target poisoning is 

the oxygen that is introduced as a background pressure in the sputtering chamber through the 

reactive gas inlet in Figure 5.5(b). To reduce the effect of oxygen poisoning the target, the target 

is cleaned both mechanically, prior to sputtering, and with an argon plasma in the chamber prior 

to sputtering. Similarly, a minimal layer of ITO is deposited to reduce the contamination. 

The main concern about oxygen incorporation into the sputtered ITO film, however, is whether 

the oxygen and the sputtered ITO particles leaving the target have a chance to interact before 

the ITO particles reach the sample. This chance of interaction is governed by the mean free path. 

 
𝜆 =

𝑘𝐵𝑇

𝑝𝜋𝑑𝑚
2  

Equation 5.3 

For a typical sputtering pressure (p) of 0.75 Pa and temperature 300K, with the Boltzmann 

constant (kB), the atomic diameter of a tin atom of 300 pm and an indium atom of 400 pm, the 

mean free path can be estimated at 1-2 cm. This mean free path is significantly smaller than the 

30cm distance between target and substrate, so there is plenty of opportunity for interaction 

and reactive gas incorporation. In fact, the mean free path is likely to be smaller than the 

approximate 2 cm due to target atom cluster ejections rather than the assumed single atom 

ejection in the mean free path equation (Equation 5.3) [260]. 

The introduction of a reactive gas can change the plasma pressure which, for a constant DC 

power, changes the ion density in the plasma proportionally. For high pressures, the sputter 

removal rate on the target will decrease due to a drop in ion voltage and an increased scattering 

distribution of the target atoms. To maintain a constant pressure in the sputtering chamber, a 

gate valve on the vacuum outlet in Figure 5.5(b) is therefore used. 
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 .2.6. Pulsed DC Sputtering 

Sputtering is a technique suitable for metal and dielectric material depositions, with the latter 

resulting in a non-conductive coating on every internal surface of the sputtering chamber due 

to the inherent omnidirectionality. Free charges from the plasma can build up on these surfaces, 

creating regions of high charge and potentially resulting in charge arcing. Charge arcing can 

strike the sputter target and cause nonuniform removal of target material and thus 

nonuniformities in the deposited films [261]. 

To mitigate arcing and prevent potential damage to the target, there are two competing 

methods, pulsed DC sputtering and radiofrequency (RF) sputtering. Both use a voltage-off (or 

voltage-negative for RF) regime to allow dielectric regions to discharge to prevent arcing. Pulsed 

DC sputtering, however, offers a greater control within the manufacturing process as it has a 

greater versatility on sputtering pressure, and therefore sputtering rate. RF sputtering typically, 

as well as having a slower deposition rate, requires significantly more power and a more complex 

integration with the sputtering system. To mitigate the arcing and prevent potential damage to 

the target, we use a pulsed DC signal provided by the power supply that oscillates at 120 kHz 

[262], [263]. 

 

 .2.7. Thermal Evaporation 

Thermal evaporation exploits the principle of heating a material until it evaporates at a 

sufficiently high rate to produce deposition on an adjacent surface through condensation. The 

procedure is quite simple as the temperature required for the process is only dependent on the 

deposition material and the pressure. The evaporation is therefore performed under vacuum 

condition, also to prevent any unwanted background gases interfering with the evaporation or 

reacting with the material. 

Thermal evaporation aims to achieve a sufficiently high vapour pressure to evaporate the 

material and condense on a substrate and not to necessarily melt the material, though this may 

still happen depending on the material. Naturally, as melting is always a possibility, the 

evaporation direction must be vertically upwards to avoid unnecessary material loss. Most 

thermal evaporation techniques involve heating a container of material through resistive 

heating methods, but less energy consumption and higher yield can be achieved if we heat from 

the top surface of the material with an electron beam or via laser ablation [147]. 
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 .2.8. Electron Beam Evaporation 

To increase efficiency, we can heat the material, which is typically stored in a crucible as a pellet, 

using a beam of electrons from the top down. This allows the top surface to be both the 

evaporative surface and the heated surface. We can further protect the bulk material by water 

cooling the underside of the crucible. 

 

Figure 5.7: (a) Photograph of material crucible, electron beam filament, and water-cooling stage at York, 

(b) schematic of electron beam evaporator at York. 

A schematic of the MBRAUN EVAP [264] electron beam (e-beam) evaporator available at York is 

illustrated in Figure 5.7(b), highlighting some key features of e-beam evaporation. A tungsten 

filament, held at negative potential, generates free electrons, and accelerates them away from 

the filament where they are guided toward the centre of the crucible by a series of beam forming 

plates, static magnets, and electromagnets. The latter is typically used to make small 

adjustments to the beam spot to evenly heat the surface of the material in the crucible. The 

background pressure in the chamber needs to be significantly low to allow a long mean free path 

for the electrons to form a focussed beam spot, typically on the scale of 1 mm2. A spot size on 

this scale, with an electron penetration depth on the micrometre scale, allows for a very high 

power-density and a high deceleration of electrons on the material surface, resulting in very low 

ohmic heating of the bulk material. 

The high-energy electrons displace surface atoms through the transfer of kinetic energy, where 

the evaporation rate is proportional to the electron energy. Naturally, the ejection of surface 

atoms in a vacuum chamber is omnidirectional, so the sample onto which we want to deposit 
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must be directly above the crucible, and the deposition rate and thickness is monitored with a 

QCM. The sample is affixed to a rotational stage to encourage a more even surface deposition. 

Temperatures within the crucible can reach values on the order of 500°C, and so to protect the 

crucible and bulk material we need to introduce a water-cooling system. Crucibles are usually 

made of copper for the thermal conductivity to increase the cooling efficiency, and the 

evaporation material is placed in the crucible as pellets. The problem with using a thermally 

conductive crucible is that a higher beam power is required to maintain surface temperature, so 

often a graphite crucible liner is used to reduce the thermal conductivity and transfer of heat 

from beam to copper crucible [147], [265], [266]. 

 

 .2.9. Deposition Technique Justifications 

Throughout section 5.2, I have commented that I used a sputtering technique and e-beam 

evaporation technique for the deposition of ITO and gold respectively, though the two 

techniques I detailed are both physically suitable for the deposition of both materials. In 

principle and discounting the efficient material use in e-beam evaporation and the economic 

benefits therein, I could have used the commercially designed and programmed e-beam 

evaporator to deposit both materials. While ITO is discussed further in chapter 4, it is known 

that the optical and electrical properties are highly dependent on the deposition and post-

deposition protocols, namely that there is an increase in crystallinity with deposition and 

annealing temperatures [191], [192]. It is therefore important that we consider the deposition 

parameters when choosing the technique. 

I will first consider the rate equations. As has been discussed, e-beam evaporation is a thermal 

process, where a constant rate of emission requires the thermal energy transfer to overcome 

the material’s binding energy. 

 
𝑍𝐴 = 3.5𝑥1022 (

𝑃

√𝑀𝑇
) 

Equation 5.4 

The atoms leaving the materials surface is given by Equation 5.4, where the rate of atoms per 

square centimetre per second (ZA) leaving the surface is a function of the vapour pressure (P), 

the molar mass (M) and the temperature (T). It follows that, when multiplying the removal rate 

and the evaporation surface area (A), which we can assume is approximately 10x that of the spot 

size, we obtain an atom removal rate (RT) 
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 𝑅𝑇 = 𝑍𝐴𝐴 Equation 5.5 

described by Equation 5.5. Naturally, in an omnidirectional procedure such as e-beam 

evaporation and sputtering, the evaporation rate from the source material will not be the same 

as the deposition rate. The angular distribution of the evaporation flux, the source-to-substrate 

distance, and collisions in the vapour will naturally interfere with the angle of deposition. 

However, we can assume that the source-to-substrate distance is significantly greater than the 

evaporation spot size, and thus an approximate point source treatment yields a flux rate (ϕ) 

 
Φ =

𝑅𝑇

𝜋𝐷2
 

Equation 5.6 

which is inversely proportional to the square of source-to-substrate distance (D) (Equation 5.6). 

Finally, the film growth is given by the incident flux as a function of the material molar mass (M) 

and the material density (ρ) (Equation 5.7). 

 
𝑟 =

Φ

(
𝜌
𝑀

) 𝑁𝐴

 
Equation 5.7 

Where NA is the usual notation for Avogadro’s constant. It is clear then, for e-beam evaporation, 

that the deposition rate is highly dependent on both the material and the evaporation 

temperature. Sputtering, however, is considered a low temperature process and is instead 

dependent on the pressure-voltage relationship of the plasma. The rate of removal (RT) 

 
𝑅𝑇 =

𝐼

𝑞
𝑆 

Equation 5.8 

in a sputtering system is given by the incident ion energy (I) and the sputter yield (S) (Equation 

5.8). Where q is the usual notation for the electron charge. The same flux treatment as with e-

beam evaporation can be used as an approximate here, giving a flux rate as in Equation 5.6, and 

a deposition rate as in Equation 5.7 [147]. To determine a relationship between evaporation 

temperature and evaporation rate, for the available materials in our e-beam evaporator, I first 

need to consider the vapour pressure. 

 
ln (

𝑃𝑠
𝑠𝑢𝑏

𝑃𝑙
𝑠𝑢𝑏) = − (

∆𝑓𝑢𝑠𝐻

𝑅
) (

1

𝑇𝑠𝑢𝑏
−

1

𝑇𝑓𝑢𝑠
) 

Equation 5.9 

During a deposition, the vapor pressure will be in equilibrium, meaning we can consider the 

vapor pressure to be given as a function of the material enthalpy and temperatures of phase 

transitions (Equation 5.9) [267]. Where Ps
sub and Pl

sub are the sublimation pressure of the solid 

component and the vapour pressure of the liquid component respectively, ΔfusH is the enthalpy 

of fusion, R is the gas constant, and Tsub and Tfus are the sublimation and melting temperature 

respectively. Rearranging Equation 5.9 for Ps
sub, and using literature values for the temperatures 
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and enthalpies [268]–[275], yielded the material dependent vapour pressure, which can be 

substituted into Equation 5.4. 

The results of the approximate temperature-rate relationship for the available materials in our 

e-beam system are shown in Figure 5.8(a). The removal of an atom from a sputter target requires 

the incident ion energy to be larger than the binding energy of the target atoms, and the energy 

delivered upon collision is a function of the mass ratio between ion and atom. Argon is the most 

common gas used in sputtering systems and is the one I have considered here. The sputtering 

yield, S, 

 𝑆 = 𝐴(𝑚)(√𝐼 − √𝐼𝑡ℎ) Equation 5.10 

is the number of ejected target atoms for each incident ion, and it can be calculated using the 

ion energy (I), a threshold energy (Ith) and a mass proportional constant (A) (Equation 5.10) [276], 

[277]. Literature values for the sputtering yield of different materials were used to approximate 

the ion energy dependency on the yield [278], but the ion energy is itself dependent on the 

potential gradient between the anode and cathode. Therefore, I will assume a constant DC 

power of 100W, and use the Paschen relationship [279] 

 
𝑉𝐵 =

𝐵𝑝𝑑

ln(𝐴𝑝𝑑) − ln [ln (1 + (
1
𝛾))]

 
Equation 5.11 

to calculate the ion potential. Where A and B are gas constants, and γ is the secondary scattering 

coefficient. The constants are well documented, and the cathode-anode separation (d) is fixed, 

so the plasma pressure becomes the driving variable in ion potential, and eventually deposition 

rate. 

The constants A and B in Equation 5.11 are temperature dependent, though standard literature 

values for room temperature plasma (T = 293K) were used in this approximation. Using a simple 

P = IV relationship between power (P), current (I), and potential (V), I am able to approximate 

the ion energy and use the respective sputter yield to calculate rate using Equation 5.8, Equation 

5.6, and Equation 5.7. The resultant approximation is shown in Figure 5.8(b). 
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Figure 5.8: Approximation of deposition rate as a function of (a) evaporation temperature for electron 

beam evaporation of common materials, and (b) plasma pressure for pulsed DC reactive magnetron 

sputtering of common materials. 

The approximate effect of temperature and plasma pressure on the deposition rate in e-beam 

evaporation and sputtering is shown in Figure 5.8, (a) and (b) respectively. The materials 

represented in Figure 5.8(a) are all common materials we can evaporate using our e-beam 

evaporator, specifically those shown with solid lines are the desired materials for this work, 

while the dashed lines are available adhesion layers. The materials represented in Figure 5.8(b) 

are all materials readily available for sputtering using our bespoke system, though silver is only 

represented to highlight the significant rate when considering ITO and not its constituents. While 

these values may only be approximate, as the true deposition rate is also dependent on the 

mean free path of the atoms, the random nature of collisions in a vapour, and angle of the 

removal flux, the values do agree with measure deposition rates. For instance, I sputter ITO at 

0.75 Pa and achieve a rate of 0.3-0.5 Å/s which corresponds to the rate of indium and tin in 

Figure 5.8(b) of 0.6 Å/s. The difference in rate, between expected and achieved, is negligible 

when considering the assumptions made, thus the results highlight the low temperature nature 

of sputtering. The rate of ITO in Figure 5.8 is of similar magnitude to that of silver, which 

highlights the earlier discussion of compound sputtering (section 5.2.4). As for e-beam 

evaporation, which is a commercially controlled evaporation, a rate of 0.3 and 0.5 Å/s is set for 

gold and ITO respectively. Using the data in Figure 5.8(a), I can say that the gold is evaporated 
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at approximately 1800K and ITO is evaporated at approximately 1200-1500K, assuming that the 

ITO equilibrium is between indium and tin evaporations. 

The deposition temperature of ITO is so important as it is largely proportional to the rate of 

disassociation of oxygen from the indium and tin oxides within the target material. As the 

temperature is significantly higher in e-beam evaporation, it follows that more oxygen is lost 

from the source material through this deposition technique. As oxygen in ITO is largely 

responsible for free electron density, and thus the electrical and optical properties desirable for 

an EO modulator (see section), depositing using e-beam evaporation increases the difficulty of 

optimising oxygen content. Of equal consideration is the mean free path in both techniques. I 

have shown that the mean free path of an indium or tin atom is of the order 1-2cm in the sputter 

chamber. Due to the decreased pressure during evaporation, caused by the increase in 

deposition temperature, the mean free path of an indium or tin atom in the evaporation 

chamber would be 2-3 orders of magnitude larger. This increase in mean free path significantly 

hampers oxygen reincorporation during deposition. 

 

 .3. Lithographic Patterning 

Lithographic patterning is more than simply spin coating photoresists and depositing metals, 

however. Typically, the photoresist serves as a sacrificial layer and is removed through 

development (section 0), so to transfer the pattern to the substrate we need to employ two 

other techniques. These techniques involve either lifting off the deposited materials from areas 

where it is not needed or using the photoresist as a top-down etch mask. These two methods 

are commonly known as lift-off and etch-down, respectively, although specifically I use a bilayer 

lift-off and an etching technique known as reactive ion etching, that I will detail in this section. 

 

 .3.1. Reactive Ion Etching 

Reactive ion etching is an etch-down method, where the pattern exposed lithographically is 

etched into the film beneath the photoresist. The method of deposition is not important in etch-

down, but in the interest of this research, I will discuss the etch-down method of transferring a 

pattern into the silicon nitride layer in Figure 5.1(a). The photoresist is applied, exposed, and 

developed as detailed in section 0, and the remaining photoresist acts as a chemical barrier 

allowing us to etch into the underlying material. Plasma etching, or dry etching, is the most 
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suitable method of etching into materials deposited using plasma enhanced chemical vapor 

deposition (PECVD), due to the significant reduction in etching temperature required to remove 

a material, using a plasma, that was deposited using a plasma. In any chemically reactive 

process, deposition and removal take place simultaneously, therefore plasma etching is an ideal 

technique for the targeted removal of the silicon nitride layer used in this research, as it was 

deposited using PECVD. 

 

Figure 5.9: (a) Photograph and (b) schematic of the bespoke reactive ion etcher at York. 

The basic plasma etching system consists of a vacuum chamber, controlled gas inlet, a gate-

controlled exhaust to maintain chamber pressure, cathode, anode, and an RF power supply, as 

shown in Figure 5.9(b). The cathode is driven at 13.56 MHz at 10-100 W, which is a sufficient 

power to ionise the process gas and to produce free radical species that are responsible for the 

low substrate temperature. In the plasma there are ions, free radicals, and unexcited feed gas 

molecules, where any positive ions generated bombard the cathode and produce secondary 

electrons to sustain the plasma and the free radicals are primarily responsible for the substrate 

etching. 

Dry etching can be considered as a combination of mechanical and chemical etching, as the free 

radicals are not driven by any force within the chamber, but instead diffuse toward the 

substrate. The result is an isotropic etch, just like wet chemical etching techniques. However, 

there is no way to produce these neutral free radicals without creating charged species, which 

are required to sustain the plasma. The charged species bombard the cathode to produce 

secondary electrons, but if they bombard on the substrate a sputtering effect is achieved. In this 

instance, dry etching behaves as a mechanical etching technique, hence the duality. In a typical 

plasma, the free radical density far outweighs the ion density, so we can consider the etch to be 

driven by free radicals, hence the name reactive ion etching (RIE). 



5. Fabrication Methods  5.3. Lithographic Patterning 

168 
 

The etch rate, a key parameter in RIE, is not as simple as the sum of a sputter rate and chemical 

rate, however. In addition to sputtering, the ion bombardment can break or loosen substrate 

bonds, increasing their reactivity with the free radicals, and causing the etch rate to be 

significantly larger than the sum of the components. The reduction in activation energy, and 

increase in etch rate, caused by ion bombardment only occurs on the horizontal surface of the 

substrate, resulting in an anisotropic edge effect. Adding to the multitude of effects is a 

deposition process caused by the ion bombardment on the substrate, which is dependent on 

the gas and process conditions (section 5.2.2) and forms a protective layer on the film and 

thereby reducing the etch rate. The result of all these processes is a significant reduction in etch 

rate on vertical surfaces, which leads to the formation of vertical sidewalls of the etched pattern 

if the process conditions are suitably adjusted. 

The arrival energy of the ions is determined by the DC bias voltage and the gas pressure, where 

the former is proportional to bombardment energy and the latter inversely proportional to 

bombardment energy. Increasing pressure while holding a constant discharge power will lower 

the DC bias due to the higher ion density and higher ion current toward the cathode, and 

increasing RF power while holding pressure constant will result in an increase in DC bias. The 

parameters for RIE are all interrelated and it is not possible to control them independently. It is, 

however, possible to find a protocol that results in a repeatable etch rate and profile (section 

5.6.5) [280]. 

 

 .3.2. Silicon Etching 

When etching silicon, the key requirement is to create silicon compounds that are volatile at the 

working substrate temperature and pressure, so the end products either have a high vapour 

pressure and evaporate, or they have a high sputter yield to be removed by ion sputtering. The 

most common of these products is silicon tetra fluoride (SiF4), created by etching silicon with 

fluorine. Etching silicon with fluorine has several problems, primarily is the chance of producing 

hydrogen fluoride in the presence of moisture, and the chance that fluorine will uncontrollably 

react with silicon at room temperature. 

Therefore, while pure fluorine is not an option as an etchant, we can use another gas containing 

fluorine, such as trifluoromethane (CHF3) or sulphur hexafluoride (SF6), both of which are 

available on the bespoke RIE shown in Figure 5.9(b) and are fairly inert until excited when they 

produce atomic fluorine free radicals [281]. Due to the addition of other elements into the 
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enchant, there is the chance that a non-volatile and inert material may form on the surface of 

the substrate. Fortunately, the ion bombardment sputtering aids to remove any developing film 

from the substrate surface, with only a slower etch rate as the by-product. In some cases, the 

growth of inert films on the substrate surface can increase the smoothness of the surface and 

sidewalls of the etched material. 

The complications of silicon etching are minimised based on the body of experience available 

within the research group [94] who have previously developed a protocol for etching silicon 

nitride. This recipe involves a gas mixture of CHF3 and oxygen (O2) at 58 SCCM and 2 SCCM 

respectively. The fluorine radicals are provided by the CHF3 [281], and the O2 reacts with 

hydrocarbons and hydrofluorocarbons, created in the reaction, to prevent recombination and 

keep the reactant concentration high [282]. Referring to our bespoke system shown in Figure 

5.9(a), the gases are introduced through the anode (ii), with their flow controlled using a mass-

flow controller (iv). Power is supplied through an RF power supply (v) to the cathode stage (i). 

The chamber pressure is maintained and monitored (vi), and the chamber pressure is controlled 

using a gate valve on the exhaust (iii). All these elements are shown in the schematic in Figure 

5.9(b). 

 

Figure 5.10: (a) Post exposure development and (b) dry etch patterning. 

Following from exposure and development, discussed in sections 5.1.3 and 5.1.5, plasma etching 

is illustrated in Figure 5.10. The differential etch rate between surface and sidewall is highlighted 

in Figure 5.10(b), where the sidewalls of the silicon nitride layer appear chamfered and are also 

affected by ion bombardment sputtering. 
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 .3.3. Bilayer Lift-O  

In the lift-off technique, the patterning is completed by removing unwanted areas of a deposited 

material by dissolving the underlying, unexposed, photoresist. A photoresist film is spun, 

exposed, and developed, and a thin film is deposited on top of the entire sample using any thin 

film deposition technique, including but not limited to those discussed in section 5.2. The 

remaining photoresist is then dissolved in a stripper or solvent, releasing the deposited film in 

those regions from the surface and leaving behind only patterned areas of the deposited thin 

film. While a lift-off process has the distinct advantage that the etch chemistry of the material is 

now irrelevant to the process, and all the chemistry lies in the photoresist-stripper relationship, 

the key to this process is that the stripper has access to the photoresist, and this is highly 

dependent on the presence on voids, cracks, defects, or sidewall access within the deposited 

film. Given that thicker or very conformal films are less likely to contain defects, and sonication 

of the sample could be potentially damaging to the desired structures, it is the latter parameter 

that we must focus on. 

Ideally, a separation between the two layers of deposited films needs to be achieved to prevent 

the removed film tearing or pulling the desired film during lift-off. There are several methods 

that can be employed to achieve this. Firstly, an inwardly tapered sidewall, or undercut, creates 

a physical separation between the deposited film on the photoresist and the sample surface, 

thus allowing a gap for the stripper to access the photoresist and produce a clean lift-off. An 

inwardly tapered sidewall is aided by a direct (line-of-sight) deposition, i.e., a deposition 

orthogonal to the sample surface that prevents deposited material from penetrating the 

undercut. Thermal evaporation and sputtering, providing the pressures are kept low to reduce 

scattering of the deposition material, are ideal thin film deposition techniques for lift-off 

patterning as they produce less conformal thin films. Negative photoresists are typically more 

suited to lift-off patterning due to their natural inward tapering under exposure, which is a direct 

cause of proximity effect (section 5.1.4) in that minor over-exposure is more likely to occur at 

the top of the photoresist and cause an expansion, which in negative photoresists yields a 

natural undercut [147]. 
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Figure 5.11: (a) Post UV exposure development with bilayer photoresist and (b) targeted thin film 

deposition. 

Unfortunately, using negative photoresists increases exposure time for small structures, and are 

typically more difficult to remove entirely due to the nature of cross-linking in negative 

photoresists [148]. Instead, we can employ a positive photoresist and a lift-off resist (LOR), which 

contains resin with no photoactive compound, i.e., it does not react under exposure. The LOR is 

instead designed to be soluble isotropically in the photoresist developer and produces an 

undercut during the photoresist development phase [283]. The increase in undercut offered by 

using a LOR allows some tolerance in the orthogonality of the deposition direction due to the 

outward taper in the positive photoresist. The positive photoresist and corresponding lift-off 

resist used in this research are detailed in section 5.1.1. Figure 5.11 illustrates the (a) 

development and undercut and (b) orthogonal deposition patterning that can be achieved using 

a bilayer lift-off technique for deposited thin film pattering. In practice, the deposition is not 

orthogonal and a chamfered edge on the deposited thin film often remains. 

 

 .4. E tra Fabrication Steps 

There are extra fabrication steps to consider before I can detail the steps. Namely an adhesion 

layer required during the deposition of gold is required, but first I will discuss the thermal 

treatment of some of the layers in Figure 5.1(a) that have structural, optical, or electrical 

properties that can be developed or optimised under thermal treatment. SU-8 photoresist and 

ITO are two materials whose properties change when hard-baked and annealed, respectively. In 
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this section, I will detail the techniques used to hard-bake and thermally anneal these two 

materials, and the benefits therein. 

 

 .4.1. Annealing ITO 

As discussed in chapter 4, the optical and electrical properties of ITO can be controlled using the 

exposure to oxygen at elevated temperature. To achieve this, I use an oxygen-environment 

annealing process in a tube furnace. The system available to my research group is shown in 

Figure 5.12 both with (a) a photograph and (b) a schematic of the internals. Figure 5.12(a) shows 

the (i) reactive gas flow controller, (ii) reactive gas inlet, (iii) furnace tube, (iv) heating filament, 

and (v) program controller that I will briefly describe in this section. 

 

Figure 5.12: (a) Photograph and (b) schematic of the tube furnace available at York. 

The annealing protocol I used is as follows. Reactive gas is allowed to flow into the tube furnace, 

in this research that is oxygen, at a rate of between 0-2 standard cubic foot per hour (SCFH), or 

0-944 SCCM, 5 minutes prior to any heating and throughout the annealing process. The heating 

filaments are programmable, with a maximum ramp speed of 5°C/min and a maximum 

temperature of 1200°C. The heating controller allows for a series of steps, including ramps and 

dwells to be programmed in for a fully customisable process. I use a 500°C temperature for 1 

hour, with a 5°C/min ramp, 1 SCFH oxygen flow, and I allow the system to cool unaided. The 

exhaust gas outlet is unassisted and vents into an extraction system only, therefore creating an 

oxygen environment in which ITO is annealed. 
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 .4.2. Adhesion Layer 

While gold is the ideal choice for an electrical contact material, due to its low resistivity and 

chemical inertness, it is the latter that introduces a further problem. Because gold is chemically 

unreactive, it adheres poorly to oxide surfaces and therefore requires an adhesion layer. The 

adhesion layer must be applied between the gold and insulator layer shown in Figure 5.1(a). 

Typical adhesion layers include nickel, titanium, and chromium, all of which are more chemically 

reactive than gold and thus have a higher adhesive property. All three adhesive metals are 

available in the e-beam evaporator available to me; therefore, the choice of adhesion layer 

should be carefully considered to ensure minimum effect on the final structure. There has been 

much investigation into metallic and non-metallic adhesion layers in the literature [284]–[287], 

primarily for nano-scale devices where the interference with periodic structures is not a concern 

for this work. 

However, an in-depth analysis of titanium and chromium adhesion layers [288], shows that if 

interaction with the optical field is a concern, titanium is the adhesion layer of choice, and if 

mechanical stability, superior electrical and physical contact is required, chromium is the 

preferred choice. This is because chromium forms an oxide layer with the insulation layer and 

an alloy with the gold layer, where neither interface is diffuse, therefore allowing a strong bond 

for micro-scale bilayer lift-off (see section), whilst maintaining electrical compatibility and 

durability. I typically used an adhesion layer of 10% thickness with respect to the deposited gold 

film, although there are no hard rules to determine this thickness. 

 

 . . Substrate Preparation 

The substrate layers, as described in section 3.1.2, are commercially fabricated on a 4-inch 

wafer. The wafers are then diced into 15x15 mm samples, simply because this is the standard 

sample size now used in the research group and, as such, many of the fabrication steps have 

been optimised for these dimensions. Mechanical dicing, discussed here, and many of the other 

fabrication techniques used in this work can be aggressive and dirty, leaving a residue on the 

surface and/or damaging the sample surface or edges [289], so require substrate cleaning and 

preparation between each of the fabrication steps. 
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 . .1. Mechanical Dicing 

Wafer dicing is common practice in the manufacturing of integrated circuits, and mechanical 

dicing is a subsection thereof, referring to the specific use of a mechanical saw (known as a dicing 

saw). Mechanical wafer dicing is the process of cutting through a wafer material to produce a 

specific size of sample, known as a die. The process is typically automated, and a sample size can 

be set prior to cutting. As mentioned in section 5.5, I chose a 15x15 mm sample size to easily 

assimilate with my research group. Given that the saw typically cuts through the entire thickness 

of the wafer, the dice quality is directly proportional to the blade speed, blade thickness, blade 

size, and cutting speed. The primary limitation of mechanical wafer dicing is that the bottom 

side of the wafer, with respect to the blade, may experience chipping during cutting. There are 

several techniques to minimise this effect, including bonding a glass layer to the bottom of the 

wafer, but this process is very labour intensive and has the potential to cause further wafer 

damage [290]. 

 

Figure 5.13: (a) Partially diced silicon nitride on borofloat 33 samples, and (b) cleaved chip from partially 

diced sample. 

Initially, with Si3N4 on a borofloat 33 substrate, we found that cleaving the sample post-

fabrication resulted in a significant drop in sample yield and often caused damage to the 

structures. We also found a significant amount of damage to the waveguide facet (see section) 

when purely cleaving the sample to produce the final chip. We used a technique, known as 

partial dicing, whereby the dicer was programmed to cut through the wafer only partially from 

the back, see Figure 5.13(a). 

It is common practice to use a frame, clamp, or possibly a vacuum stage to maintain a stable 

cutting position of the wafer. We used a frame that was clamped into place with the wafer held 

in the frame using dicing tape (Figure 5.13(a)). To protect the silicon nitride surface, we place 

the nitride side of the wafer onto the tape, though this can have its own problem. At high cutting 

temperatures the tape can melt, leaving behind a residue on the silicon nitride surface of the 

wafer, which then requires an aggressive cleaning protocol to remove. To minimise the damage 
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to the wafer surface, the sample size needs to be larger than the desired circuit. Hence, while 

the sample size is arbitrary, it is important to have a larger sample size than necessary as edge 

damage does then not affect structures, providing they are fabricated away from the sample 

edges. 

While a partial dice as in Figure 5.13(a) allows for a relatively good cleave in the case of an 

amorphous substrate, shown in Figure 5.13(b), the cleaving process required to remove the 

rough sample edges can leave excess material, leave a rough or distressed edge, or cause a 

sample to shatter. This problem was solved by changing the substrate from borosilicate to 

silicon, as a silicon substrate enables a good, smooth cleaved facet. We used a combination of 

the Disco DAD 320 semi-automatic dicing saw and the Loadpoint MicroAce 66 mechanical dicing 

saw throughout this work. 

 

 . .2. Piranha Cleaning Protocol 

The aggressive cleaning protocol required to remove any residue left by mechanical dicing is a 

3:1 mixture of sulfuric acid and hydrogen peroxide, commonly known as piranha solution. 

Piranha removes organic material, though it can also be used to remove certain trace metals 

[291]. Piranha cleaning is therefore the ideal cleaning protocol to use post-dicing. I use a 5-

minute clean in piranha, without agitation or external heating, to remove any residue left by 

dicing the wafer. Samples are then submerged in deionised (DI) water for a further 10 minutes 

before drying with high-pressure nitrogen. 

 

 . .3. Acetone-Isopropyl Alcohol Cleaning Protocol 

The acetone-isopropyl alcohol (ACE-IPA) cleaning protocol is common practice in pre-

lithography sample preparation, and is performed to remove organic contamination including 

photoresist, dust, and other solutions/chemicals used during fabrication processes. Acetone is 

responsible for the removal of organic materials, softening or dissolving any residues, though 

this can often leave behind an organic film. Therefore, the additional use of IPA is required to 

remove the acetone before the sample can dry. IPA is hygroscopic and can therefore leave a 

surface dehydrated. As such, it is common practice to never allow the sample to dry naturally 

and instead to use high-pressure, dry nitrogen for sample drying. 
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Sonic cleaning is a useful addition to an ACE-IPA protocol and involves agitating the sample with 

high frequency acoustic waves on the order of 200kHz. Such a frequency can easily dislodge 

small particles (around 1μm in size) through the creation and collapse of partial vacuum bubbles 

around the sample. However, such a cleaning process can have an adverse effect on any 

structures, such as delamination, and should therefore be used with caution [292]. Fortunately, 

the structures in this work are large enough to avoid damage during sonic agitation. 

The ACE-IPA protocol is used before each lithography step in conjunction with a sonication bath 

for added agitation, where the sample is allowed to sit for five minutes in acetone and IPA and 

then dried with nitrogen accordingly. The sample is never allowed to dry between either solvent 

and is never allowed to dry naturally to prevent any organic film growth or dehydration. 

 

 .6. Fabrication Steps 

To this point, I have detailed all the fabrication techniques required to create the MOS EO 

modulator shown in Figure 5.1(a). Here I will summarise the layer development, fabrication 

techniques, and parameters used for each layer of the structure following the design parameters 

detailed in section 3.5. 

 

 .6.1. Choice of Photoresist 

For photolithography, I chose the resist S1818 which is a member of the Microposit S1800 G2 

photoresist series [233]. The S1800 photoresist series consists of positive photoresists, allowing 

for direct patterning, and residue-free removal techniques, and for complete removal in 

acetone. S1818 was specifically chosen to accommodate for the high-power UV-exposure 

technique discussed in section 5.1.4 and allows for a uniform coating when spinning over pre-

existing structures due to its 1.5-2.5 μm thickness range as shown in Figure 5.2(b). S1818 

photoresist serves as a patterning mask for bi-layer lift-off processing (section 5.3.3), which 

requires the use of a high yield undercut resist. Specifically, I used MicroChem LOR 7B [293] 

which is a simple bilayer resist with high thermal stability and thin film deposition compatibility. 

The final photoresist I used serves as the insulator layer in the MOS capacitor (Figure 5.1(a)), and 

is known as SU-8 [294]. SU-8 is a negative photoresist dissolved in cyclopentanone, where the 

concentration of cyclopentanone is inversely proportional to the final film thickness and directly 
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proportional to UV sensitivity [148]. SU-8 was chosen as the insulator layer due to its ability to 

become a structural film, due to its mechanical strength and chemical resistance. 

For EBL, I chose to use AR-P 6200.13 (AR-P 13) from ALLRESIST GmbH [193], which is a high-

contrast (high resolution) and highly stable positive electron-beam resist. AR-P 13 was chosen 

due to its resistance to plasma-etching relative to the silicon nitride platform, allowing for fine 

control over the etch depth (section 5.3.1). Due to the electrical properties of Si3N4, under 

electron-beam exposure, a significant charge can build up on the surface and a charge 

dissipation layer is required. I chose AR-PC 5091.01 (AR-PC) [295] from ALLRESIST GmbH. The 

advantage of using AR-PC is that it is directly compatible with AR-P 13 and soluble in water for 

easy, non-damaging removal post-exposure. 

 

 .6.2. Choice of Developers 

Due to the multitude of photoresists, I used, I had to use a similarly extensive list of developers 

and will summarise them here with their corresponding resist layers. All developers were used 

at room temperature and with no external agitation. For EBL, AR-PC is easily removed with a 

deionised (DI) water wash, where AR-P 13 requires a xylene soak, followed by an IPA clean and 

dry with high-pressure nitrogen to remove any remaining developer. By removing the 

developer, the chance for over-development is reduced. 

For UVL with S1818 and LOR 7B photoresists, I use MF-319 developer, which is a 

tetramethylammonium hydroxide (TMAH) based developer specifically designed for use with 

the S1800 photoresist series and provides a good undercut (section 5.3.3) when used with LOR 

7B [296]. As is common with many photoresists, post-soaking in MF-319 the samples are rinsed 

with DI water to prevent further development and dried with high-pressure nitrogen. For UVL 

with SU-8, I use a 2-methoxy-1-methylethyl acetate, commonly known as EC solvent (from 

Microposit), soak with a DI rinse and high-pressure nitrogen drying step [297]. 

 

 .6.3. Solvents for Bilayer Lift-O  

The removal of the lift-off resist requires the use of an appropriate solvent. The recommended 

solvent to use with LOR 7B is 1-methyl-2-pyrrolidinone solvent, specifically MICROPOSIT 1165 

resist remover [298], which effectively dissolves LOR 7B and provides a clean lift-off procedure. 

Lift-off can be encouraged through gentle agitation, provided by a magnetic stir bar rotating at 
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300 rpm, and gentle heating at 50°C. Depending on the thickness, verticality, and possible 

overhang of the resist layer, lift-off can be a 1-hour to 5-hour process, where vigorous 

encouragement is not recommended due to the risk of damaging the lithographic structures. 

1165 is removed using DI water. 

 

 .6.4. Alignment Marks 

The multi-layer nature of the MOS EO structure discussed in this work requires multiple 

sequential lithography steps that have been discussed in this chapter. Maintaining precise layer 

alignment is a necessity to preserve the capacitive behaviour of the MOS structure and to reduce 

losses in the waveguide. To improve repeatability and increase fabrication speed, I developed a 

series of alignment marks that can be used in conjunction with a lithography tool known as “3-

point alignment”. 

In practice, the alignment marks should allow for discrepancies in sample placement and 

orientation to be completely removed during any lithography step. Initially, I used a two-mark 

system where I designed a UVL mark (star) and an EBL mark (cross) to ensure that the two 

systems were aligned to each other. 

 

Figure 5.14: Micrographs of (a) UV and electron beam lithography alignment marks, and (b) misaligned 

MOS capacitor components. 

An example of the two-mark system is shown in Figure 5.14(a), with the smaller EBL cross visible 

inside the larger UVL mark and showing that the inter-system alignment is good. I noticed, 

through the fabrication development portion of my research, that there can be drift between 

the UVL steps, shown in Figure 5.14(b). The chance for over-exposure created by the multiple 
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crossing lines, which leads to an increase in feature size, can diminish the effectiveness of the 

alignment marks as the centre point is more difficult to determine. 

 

Figure 5.15: Alignment mark designs, showing (a) individual cross marker, (b) cleave marker, (c) layer 

alignment marker, and (d) sample layout (not to scale). 

I chose to use a simple cross mark (Figure 5.15(a)) instead, and to repeat this mark across the 

sample (Figure 5.15(d)) in such a way that I am able to easily determine the orientation and 

position on the chip using any lithography or microscopy technique; essentially creating a 

coordinate system across the surface. The simple cross mark ensures minimal repeated writing 

areas, reducing over-exposure likelihood, whilst maintaining a clear centroid. To increase layer 

alignment precision, I included a “multi-layer alignment mark”, illustrated in Figure 5.15(c), 

where each layer forms a part of the circle, allowing me to identify both the misaligned layer 

and the magnitude of the misalignment. The gold (i)(v), silicon nitride (ii), ITO (iii), and SU8 (iv) 

layers are illustrated respectively. 

Finally, to ensure all cleaved chip sizes were the same, I included a cleave marker illustrated in 

Figure 5.15(b). these marks run down the sides of the sample and are spaced 5mm from top and 

bottom of the sample, thus leaving 5mm between them. By cleaving between the two lines, I 

can ensure that the resulting chip is approximately 5mm in length. Thus, the lengths of repeated 
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chips will be approximately the same, allowing for experimental comparison and ensuring the 

chips will fit on the optical stage (Figure 7.1). 

Creating alignment marks is the first step in the multi-layer fabrication process and allows for 

precise alignment between the multiple lithography steps and both in EBL and UVL techniques. 

The samples are pre-diced to 15x15mm squares and are cleaned using the piranha and ACE-IPA 

protocols to produce a clean blank sample as illustrated in Figure 5.16(a). The alignment marks 

are patterned using UVL and a bilayer lift-off technique (sections 5.1.4 and 5.3.3 respectively), 

and therefore requires a layer of lift-off resist (LOR 7B) spun at 500 rpm for 20 seconds and 5000 

rpm for 60 seconds to achieve an approximate thickness of 250 nm. LOR 7B is soft baked at 

180°C for 10 minutes. The photoresist used for UVL is S1818, spun at 6000 rpm for 60 seconds 

to achieve a thickness of approximately 1.7 μm, followed by a soft bake at 115°C for 60 seconds. 

Temperatures are monitored throughout using a digital thermometer, and baking is performed 

on a hot plate. The photoresists are illustrated Figure 5.16(b). 

 

Figure 5.16: Bilayer lift-off for alignment mark patterning. 

The pattern is exposed using UVL and developed for 1 minute in MF-319 developer using the 

protocol (section 5.6.2), illustrated in Figure 5.16(d). I then use an e-beam deposited chromium 

20 nm and gold 80 nm protocol (illustrated in Figure 5.16(e)). I use gold because it can be clearly 

seen both optically and with electron microscopy (shown in Figure 5.17), allowing me to see the 

alignment marks clearly in both lithography steps. The patterning is completed using a bilayer 

lift-off by dissolving LOR 7B in 1165, as detailed in section 5.6.3 and illustrated in Figure 5.16(f). 
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Figure 5.17: (a) individual alignment mark and (b) layer alignment marks. 

The effectiveness of the multi-layer alignment mark can be seen in Figure 5.17(b). There is clearly 

1 layer missing in the bottom right corner and is yet to be deposited, and the layer in the top left 

is poorly aligned; there are the gold electrical contact and silicon nitride etch layers respectively. 

Using an image like Figure 5.17(b) during the fabrication process, I can easily adjust the 

subsequent layers where necessary to realign, thus removing the need to restart the entire 

process. 

 

 .6. . Waveguide 

Samples are cleaned using the ACE-IPA protocol (section 5.5.3) to remove any remaining 

photoresist from the alignment mark layer, illustrated in Figure 5.18(a). The waveguides are 

fabricated using EBL and dry etching, therefore a layer of AR-P 13, spun at 5000 rpm for 60 

seconds and soft-baked at 180°C for 5 minutes to achieve a thickness of 350 nm, followed by 

AR-PC spun at 2000 rpm for 60 seconds and soft-baked at 90°C for 2 minutes (illustrated in Figure 

5.18(b)). The pattern is exposed using EBL (section 5.1.3) with a 40 μm aperture and beam dose 

of 130 μC/cm2, the beam current is typically measured to be around 900 pA (Figure 5.18(c)). 
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Figure 5.18: EBL and dry etching for waveguide patterning.  

Post-exposure, the samples are developed using the xylene protocol describe in section 5.6.2, 

with 30 seconds in DI water to remove the charge dissipation layer and 2 minutes in xylene 

(Figure 5.18(d)). The patterning is completed using reactive ion etching (section 5.3.1) with a 

reactive gas of 2 SCCM O2 and 58 SCCM CHF3, with a DC volage maintained at 420 V for a 

consistent etch rate (Figure 5.18(e)). 

 

Figure 5.19: A (a) distorted and (b) levelled surface profile data for the silicon nitride waveguide. Data line 

marked in blue, quadratic line marked in red, zero marked in green. 
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The RIE etch of 2 minutes produces an etch depth of approximately 100nm, as shown in Figure 

5.19(b). The long scans are taken to reduce the errors by increasing the distance over which an 

average step height can be calculated, with the Dektak moving across the waveguide to avoid 

damage when the tip touches down on the surface. The remaining resist is removed using 1165 

resist remover and DI water, to produce the waveguide illustrated in Figure 5.18(f). 

 

Figure 5.20: Micrographs of (a) tapered silicon nitride waveguide with SU-8 waveguides and (b) Y-junction 

splitter fabricated in silicon nitride. 

Before moving to a silicon substrate, to compensate for the poor cleave of the borosilicate 

substrate, I used a tapered waveguide system. The silicon nitride waveguide tapered to a point 

and intersected with an SU-8 tapered waveguide, as shown in Figure 5.20(a). The overlap of the 

two tapers needs to be perfect to minimise optical losses. The change to a silicon substrate 

eliminated the problem of a poor waveguide facet, and a larger, SU-8, waveguide facet was no 

longer required. The SU-8 waveguide are exposed using UVL, which reduces the precision and 

increases the scale of the exposable patterns. Removing the need for SU-8 waveguides removed 

the need for UVL waveguide exposure. The multi-wavelength 1-to-2 splitter (section 3.6.2) is 

shown in Figure 5.20(b), where the gradual bend in the waveguide to reduce optical losses can 

be seen, along with the rounded edge on the split to reduce scattering losses and increase the 

bandwidth of accepted wavelengths. 
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 .6.6. Semiconductor 

Samples are cleaned using the ACE-IPA protocol (section 5.5.3). The semiconductor (ITO) layer 

is patterned using UVL and a bilayer lift-off technique, and therefore requires a layer of lift-off 

resist (LOR 7B) spun at 500 rpm for 20 seconds and 5000 rpm for 60 seconds, with a soft bake 

of 180°C for 10 minutes (Figure 5.21(b)). The photoresist used for UVL is S1818, spun at 6000 

rpm for 60 seconds with a soft bake at 115°C for 60 seconds. 

 

Figure 5.21: UVL and bilayer lift-off for ITO patterning. 

The pattern is exposed using UVL (section 5.1.4) and developed for 1 minute in MF-319 using 

the protocol detailed in section 5.6.2 (illustrated in Figure 5.21(c) and (d)). I then deposit a thin 

film of ITO using a pulsed DC sputtering technique (section 5.2.2) with the following parameters: 

20 SCCM argon, 7.5 SCCM oxygen, 100 W DC power, and with a pressure of 0.75 Pa. The 

patterning is completed using a bilayer lift-off in 1165 (section 5.6.3) as illustrated in Figure 

5.21(f). Post-patterning, the ITO layer is annealed at 500°C for 1 hour in an oxygen flow of 1 

SCFH, as detailed in section 5.4.1, and allowed to cool to room temperature overnight. 
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Figure 5.22: Micrograph of phase modulators with double capacitors, showing only the waveguide layer 

and ITO layer. 

The characterisation of the ITO layer is discussed in section 5.7.2, but the result of the fabrication 

process can be seen in Figure 5.22, which shows two phase modulators with a capacitor on each 

arm of the Mach-Zehnder modulator. 

 

 .6.7. Insulator 

The samples are cleaned using the ACE-IPA protocol (section 5.5.3). The insulator (SU-8) layer is 

patterned using UVL and hard-baking (section 5.1.7). First a layer of SU-8, either 2000.5 or a 7:2 

2000.5:2050 mix (Appendix section 9.5), is spun at 5000 rpm for 60 seconds with a soft bake of 

65°C, 95°C, 65°C for 2 minutes at each temperature to achieve a thickness between 200-800 nm 

(dependent on SU-8 mix), illustrated in Figure 5.23(b). 
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Figure 5.23: UVL and hard baking for SU-8 patterning. 

The pattern is exposed using UVL (5.1.4), followed by a post-exposure soft bake of 65°C, 95°C, 

65°C for 2 minutes at each temperature, and developed for 1 minute in EC solvent using the 

protocol recommended by the manufacturer and described in section 5.6.2 (illustrated in Figure 

5.23(c) and (d)). As the SU-8 is the insulator layer, post-development, I hard bake the SU-8 at 

180°C for 15 minutes. The sample can then be cleaned using the ACE-IPA protocol, illustrated in 

Figure 5.23(f). 

 

Figure 5.24: Micrograph of phase modulators with double capacitors, showing only the waveguide, ITO, 

and SU-8 layers. 

At the start of my research, I found that I was overdosing the SU-8 pattern, which can result in 

a patch of SU-8 (not a pattern) exposed on the surface, which then becomes almost impossible 
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to remove. The problem lies in the consistency of the SU-8 across the sample and once 

optimised, I was able to precisely expose the insulator layer of the capacitor as shown in Figure 

5.24. 

 

 .6.8. Electrical Contacts 

Samples are cleaned using the ACE-IPA protocol (section 5.5.3). The electrical contact layer is a 

repeated process to the alignment mark layer with a different design (section 3.5.2). The 

electrical contacts are patterned using UVL and a bilayer lift-off technique, and therefore 

requires a layer of lift-off resist (LOR 7B) spun at 500 rpm for 20 seconds and 5000 rpm for 60 

seconds with a soft bake at 180°C for 10 minutes. The photoresist used for UVL is S1818, spun 

at 6000 rpm for 60 seconds with a soft bake at 115°C for 60 seconds, illustrated in Figure 5.25(b). 

 

Figure 5.25: UVL and bilayer lift-off for electrical contact patterning. 

The pattern is exposed using UVL and developed for 1 minute in MF-319 developer using the 

protocol (section 5.6.2), illustrated in Figure 5.25(c) and (d). I then use an e-beam deposited 

chromium 20nm and gold 80nm protocol (illustrated in Figure 5.25Figure 5.16(e)). The 

patterning is completed using a bilayer lift-off by dissolving LOR 7B in 1165, as detailed in section 

5.6.3 and illustrated in Figure 5.25(f). 
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 .6.9. Facet Cleave 

Many of the techniques discussed in this chapter and the general handling of the sample 

throughout the fabrication sequence have the potential to be very damaging to the sample 

edges. Rough waveguide edges have the potential to scatter incident light and thus reduce the 

performance of the modulator. So, to create smooth edges on the waveguide facets, I use a 

technique known a cleaving. Cleaving is the process of encouraging a material to break down a 

crystal plane and is therefore far more compatible with crystalline materials than with 

amorphous materials. As discussed in section 5.5.1, this is why we introduced a partial dicing 

method for borosilicate substrates, but with silicon substrates I was able to perform a good 

cleave to obtain a smooth waveguide facet. 

 

Figure 5.26: (a) Cleaving tool and scribe, (b) cleaved silicon nitride on borofloat 33 sample, and (c) cleaved 

silicon nitride on thermal oxide on silicon sample. 

Cleaving requires a precise but shallow groove to be marked into the substrate edge and 

mechanical pressure to be applied around that groove. The groove can be applied using a 

diamond scribe, while the pressure can be applied using a similarly scaled tip to encourage 

breaking down the scribed crystal plane, where the tools I used are shown in Figure 5.26(a). 

Providing the material is crystalline, the cleaved facet follows the scribed mark to leave a smooth 

edge, Figure 5.26(c). However, cleaving in amorphous materials can leave torn substrate 

material behind on the sample edge due to an incomplete cleave, Figure 5.26(b). There is a clear 
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smooth facet edge visible in Figure 5.26(c), and the same edge in  Figure 5.26(b) on the 

amorphous substrate is visibly rougher, even when observed with a standard camera. The 

difference in cleave shown in Figure 5.26(b) and (c) was the driving force in moving to a bulk 

silicon substrate. 

 

 .7. Fabrication Results 

The culmination of optimising the fabrication process and developing the structure layout is 

shown in Figure 5.27. The precision alignment between layers, is visible in Figure 5.27(b), 

captured with high a scanning electron microscope (SEM). The two images show different 

structure layouts across two iterations of the design (section 3.5.2). 

 

Figure 5.27: (a) Optical and (b) electron microscope image of fabricated MOS EO modulator showing 

waveguide, ITO, SU-8, and electrical contact layers. 

The culmination of optimising the fabrication steps can be seen by the clearly distinguishable 

layers and good alignment in Figure 5.27(b). For the phase modulators, with a Mach-Zehnder 

architecture and double capacitor setup, the staggered electrical contacts and achieve a smaller 

system footprint can be seen in Figure 5.28. 
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Figure 5.28: Micrograph of phase modulators with double capacitors, showing only the waveguide, ITO, 

SU-8, and gold layers. 

The phase modulator layout is shown in Figure 5.29(a), observed with an SEM, further 

emphasising the need for gold alignment marks, as the gold layer is clearly visible with electron 

microscopy. The gradual bend and Y-junction splitter is shown in Figure 5.29(b). The gradual 

transition between the single input and double output (from left to right) is surrounded by the 

etched area of approximately 5 μm width. This width of air surrounding the waveguide is 

sufficient to maintain mode confinement and minimise exposure time. 

 

Figure 5.29: Scanning electron micrographs of (a) Y-junction splitter and (b) phase modulator with two 

capacitors. 

 

 

 a  b 



5.7. Fabrication Results  5. Fabrication Methods 

191 
 

 .7.1. Waveguide Facet 

A comparison between the cleaved facet between silicon nitride on (a) borofloat 33 and (b) 

thermal oxide on bulk silicon substrates is shown in Figure 5.30. The torn facet edge resulting 

from an amorphous substrate is easily visible, and a facet of this quality would cause significant 

scattering losses at the input facet. 

 

Figure 5.30: Scanning electron microscope images of cleaved facet from (a) silicon nitride on borofloat 33 

substrate and (b) silicon nitride on thermal oxide on silicon substrate. 

The scale of the damage that can be caused by a poor cleave on an amorphous substrate is not 

obvious in Figure 5.30(a). To understand the scale of substrate tearing and lack of smoothness 

to the facet edge that can occur, a wider field of view is required. 

 

Figure 5.31: Scanning electron microscope images of cleaved facet from (a) silicon nitride on borofloat 33 

substrate and (b) silicon nitride on thermal oxide on silicon substrate, captured with a low magnification. 

The wider field of view, shown in Figure 5.31 for the (a) amorphous borosilicate and (b) 

crystalline silicon substrate, shows the scale of facet damage. The silicon nitride layer on the 
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borosilicate, in (a), is the middle horizontal layer appearing brighter in the image than the 

substrate. The silicon nitride layer appears rough and uneven. The contrasting quality of the 

silicon nitride and silicon dioxide layers, shown as the bottom layers in Figure 5.31(b), on the 

silicon substrate confirms the decision to use a silicon substrate was beneficial to the fabrication 

process. 

 

 .7.2. ITO Characteristics 

The electrical and optical properties of the ITO used in this research was found using the novel 

technique discussed in chapter 4. The electrical properties were determined using surface 

profilometry (section 4.5.1), four-probe (section 4.5.2), and Hall probe (section 4.5.3), methods. 

These measurements yielded a film thickness of 197nm, a sheet resistance of (110±4) Ω/sq, a 

material conductivity of (460±20) S/cm, a carrier mobility of (4.67±0.06) cm2/Vs, and a carrier 

density of (6.1±0.2) x1020 cm-3, respectively. Using Equation 4.2, the electrical parameters give a 

plasma frequency of (2.1±0.2) x1015 rad/s. The sheet resistance and carrier mobility 

measurements were taken multiple times to obtain an average result with appropriate error 

(Appendix section 9.1.1), while the calculated values have an associated error calculated using 

quadrature (Appendix section 9.1.2). The carrier density of the ITO here is significantly higher 

than the ITO discussed in chapter 4. The higher carrier density is a result of the outgassing of the 

S1818 photoresist used for lithographic patterning, altering the sputter gas composition, which 

was not present during the deposition of the ITO films in chapter 4. Using the measured and 

calculated electrical properties, and our previous investigation, we determine an effective 

electron mass (m*) of 0.45me, where me is the standard electron mass. 
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Figure 5.32: Real (red) and imaginary (blue) components of the Drude permittivity for sputter deposited 

ITO with a 27% oxygen flow concentration during deposition. 

Using optical measurements, as detailed in chapter 4 and Appendix section 9.6, the high 

frequency permittivity (ε∞) is measured as 4.95, and the collision frequency (Γ) is measured as 

13THz. The measured m*, ε∞, and Γ parameters are indicative of a high carrier density, when 

compared to the ITO films shown in Table 4.4, which aligns with the electrical characterisation 

of this film. The optical and electrical parameters are used in the Drude equation (Equation 4.1) 

to plot the real (red) and imaginary (blue) components of the Drude dispersion shown in Figure 

5.32, where the dispersion is plotted as a function of frequency with the corresponding 

wavelength values shown on the lower x-axis. 
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Figure 5.33: Refractive index (green) and extinction coefficient (orange) components of the complex 

refractive index of sputter deposited ITO with a 27% oxygen flow concentration during deposition. 

The complex refractive index components are calculated from the dispersion curves in Figure 

5.32 using Equation 4.4. The refractive index (n) and the extinction coefficient (k) are shown in 

green and orange lines, respectively, in Figure 5.33. 
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Chapter Synopsis 

This chapter presents a confirmation of suspected metal-insulator-semiconductor behaviour 

described in the literature as “needle-like” behaviour, where the metal and semiconductor 

materials penetrate the insulator in a MOS structure. I will also discuss the capacitance 

characterisation of the MOS structure used for optical modulation in this research. The capacitor 

I designed and fabricated had a capacitance too small to measure accurately, as a result I had to 

design and fabricate an array of capacitors in parallel to bring the total capacitance to a 

measurable value. The chapter concludes with some elemental analysis through the capacitor 

cross-section to confirm the literature predictions. Given further measurements, and time, the 

work discussed in this chapter could form an original contribution to the literature.  
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6.1. E pected Capacitor Performance 

The performance of the modulators discussed in my work relies heavily on the performance of 

the metal-oxide-semiconductor (MOS) capacitor, especially the magnitude of electron 

accumulation at the oxide/semiconductor interface (SU8/ITO). 

 

Figure 6.1: Schematic of the (a) cross-section and (b) top-down view of the capacitor with approximate 

layer thickness and dimensions. 

Given the approximate dimensions of the capacitor, shown in Figure 6.1 with the (a) SU-8 

thickness and (b) ITO capacitor plate dimensions, and the parallel plate capacitor equation 

(Equation 2.48), the predicted capacitance is approximately 1pF. In this chapter, I present a 

measurement technique used to verify the capacitance prediction and discuss the possible 

discrepancies between the physical and electrical thickness of the SU-8 layer and the impact on 

the modulator performance. The dimensions shown in Figure 6.1 are an approximation. To 

obtain a true estimate of the capacitance I measured the thickness of the SU-8 and the area of 

the ITO layer using surface profilometry (section 4.5.1). 
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6.1.1. Capacitor Plate Area 

In the ideal MOS capacitor theory, the semiconductor and metal plate areas are considered 

equal. However, due to fabrication constraints, I had to make the top gold contact and the 

bottom ITO contact different sizes to prevent the two layers touching in an over-exposure 

scenario (section 5.1.3). As such, it is more appropriate to consider the surface area of the ITO 

layer, given that the desired effect is the accumulation of electrons at the ITO/SU8 interface. 

 

Figure 6.2: Surface profile analysis of indium tin oxide contact measuring (a) length and (b) width of the 

surface profile. 

Surface profilometry was used to determine the dimensions of the example capacitor used in 

this chapter to measure the length (L) and width (w) of the ITO capacitor contact, with one of 

each of the measurements shown in Figure 6.2 (a) and (b) respectively. I took multiple 

measurements of the region, allowing for an average value and error to be calculated (Appendix 

section 9.1.1). This yielded an ITO capacitor contact with an area of (308±1) μm by (98.0±0.3) 

μm, so (30200±100) μm2. 
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6.1.2. Insulator Layer Thickness 

Similarly, from Equation 2.48, the insulator layer thickness (d) and relative dielectric constant is 

required to fully characterise the MOS capacitor. I use an oxide layer of SU-8, which has a 

reported dielectric constant of 3.0 [299], and we can perform the same surface profile analysis 

as with the ITO layer to determine the SU8 layer thickness. 

 

Figure 6.3: Surface profile analysis of SU-8 capacitor layer showing (a) distorted and (b) levelled surface 

profile. 

An example of the surface profilometry on the SU-8 layer is shown in Figure 6.3, where the 

unlevelled (a) data and measured step height (b) data are shown in blue. The waveguide under 

the ITO and SU-8 layers is visible with a bump in the surface profile in the centre of the figure. I 

performed multiple measurements, took an average value, and calculated an error (as described 

in Appendix section 9.1.1) to measure a layer thickness of (760±10) nm for an SU-8 layer of 7:2 

mix of SU-8 2000.5: 2050 (Appendix section 9.5). 

 

6.1.3. Capacitance Prediction 

Thus, using the measured dimensions of the capacitor plate area and oxide layer thickness, and 

the literature values for the permittivity of free space and the relative dielectric constant, we 

 a  b 
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can use Equation 2.49 to calculate the expected capacitance. With appropriate errors, this can 

be calculated to be (1.05±0.01) x10-12 F, or ~1 pF. 

 

6.2. Characterisation of the Capacitor 

The expected capacitance of 1 pF, resulting from the small dimensions of the capacitor, is 

difficult to measure experimentally. Capacitors in parallel combine such that the total 

capacitance (CT) 

 𝐶𝑇 = 𝐶1 + 𝐶2 + ⋯ + 𝐶𝑁−1 + 𝐶𝑁 Equation 6.1 

Is the sum of the capacitances in the circuit. As such, the capacitance of a single modulator may 

be measured by increasing the number of capacitors in the circuit. I designed a measurement 

circuit with 32 capacitors in parallel, as shown in Figure 6.1(a). 

 

Figure 6.4: Metal-oxide-semiconductor capacitors in parallel, showing the (a) fabricated chip and (b) an 

illustration of the equivalent circuit. 

The principle of the measurement is that many capacitors in parallel will sum up to a measurable 

capacitance. Thus, given that there are 32 equal capacitors, with an expected 1 pF capacitance, 

in the row in Figure 6.4, I expect a total capacitance of 32 pF from the measurement. 
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I used the same fabrication techniques discussed in section 5.6 to create rows of parallel 

capacitors, shown in Figure 6.4(a), with the row containing 32 capacitors. Here, I will discuss how 

the investigation was performed, and discuss the effect of the oxide layer on the capacitor 

performance. 

 

6.2.1. Capacitance Measurements 

The charging of a capacitor is not instantaneous. Capacitors have I-V characteristics which 

depend exponentially on time, with a characteristic time constant (τ) 

 𝜏 = 𝑅𝐶 Equation 6.2 

and a voltage dependence across the capacitor (VC) as a function of the supply voltage (VS) 

described by: 

 
𝑉𝐶 = 𝑉𝑆 (1 − e−

t
RC) 

Equation 6.3 

Hence, we can use the time dependence of a simple circuit, shown in Figure 6.5, to measure the 

size of an unknown capacitor [300]. 

 

Figure 6.5: Illustration of an RC charging circuit with (from left to right) an input alternating current supply, 

a 5MΩ resistor, a capacitor, an operational amplifier, and an oscilloscope. 

The input signal, on the far left, is an alternating current (AC) power supply, which feeds a 5MΩ 

resistor and the 32 capacitors indicated by the capacitor symbol. I chose a 5MΩ resistor to make 

 

 M 
  V

- V
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the time constant more easily measurable, i.e., around 150μs, given the ~32 pF capacitance of 

the array. 

The output of the circuit is measured using a Multicomp MP720107 oscilloscope, capable of 

measuring in the GHz regime, but the signal is amplified by a 10 V operational amplifier (op-

amp). Without the inclusion of the op-amp, the only measured signal would also be proportional 

to the internal impedance of the oscilloscope. The on-chip capacitors were connected to the 

circuit using electrical probes, which have their own impedance that can interfere with the 

measurement. This circuit capacitance was measured at 8pF and will be included as an error in 

the measurement. 

The capacitance was calculated by taking 67% of the input voltage to obtain the time constant, 

and then using Equation 6.2 to determine the capacitance of the 32 parallel capacitors. The 

calculation is checked by fitting an exponential to the measured capacitor voltage signal using 

Equation 6.3. The result is shown in Figure 6.6. 

 

Figure 6.6: Capacitance measurement for 32 parallel capacitors in an RC charging circuit. Input voltage 

alternates between -0.5 and 0.5 V, normalised to 0-1 V, and is shown in black. The voltage across the 

capacitor is shown in blue, with the charging region between 0 and 0.005 s. The exponential fit using the 

calculated capacitance is shown in red. 

The measured output, shown in Figure 6.6 includes a discharging region (-0.005-0s) and a 

charging region (0-0.005s), the input voltage supply (-0.5-0.5V, normalised to 0-1V) in black, the 
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voltage measured across the capacitor in blue, and the fitted exponential with the calculated 

capacitance in red. The exponential fit is good, and the measured capacitance for 32 parallel 

capacitors is shown as (104±8) pF. Using Equation 6.1, this yields an individual capacitance of 

(3.3±0.3) pF, approximately 3 times the expected capacitance. I will explore this discrepancy in 

the next section. 

 

6.2.2. Suggestions for Increased Capacitance 

It is reported in the literature [80] that it is possible for the metal and semiconductor materials 

to extend into the oxide material, in a process described as “needle-like gold filaments”, for 

glass-like materials. This would cause a decrease in effective the layer thickness (d) and thus 

increase the measured capacitance. Given that the dielectric constant is well documented for 

SU-8, and that the lateral dimensions of the capacitor are measured to a high level of precision, 

the “leaking” of the metal and semiconductor into the oxide layer is therefore the most plausible 

cause. I therefore decided to conduct further analysis to better understand whether the same 

effect may have happened during my fabrication process and whether metals may have leaked 

into the insulator layer thus effectively reducing its thickness and increasing the capacitance. 

 

6.3. Energy Dispersive X-ray Spectroscopy 

Energy-dispersive x-ray spectroscopy (EDS) is a technique used to measure the elemental 

composition of a sample using high energy x-rays to eject core electrons from an atom. 

Removing these electrons leaves behind a hole that a higher energy electron can fill in a process 

that releases energy unique to each element. As such, the bombardment of a sample with high 

energy x-rays can determine the elemental composition of the material, and in what proportion 

they are present [301], [302]. The technique relies on Moseley’s Law [303] and can be integrated 

into many electron microscopes. I used AZtecOne software, in conjunction with a scanning 

electron microscope, to measure the elemental composition of the cross-section of the MOS 

capacitors used in this research and in this section, I will discuss the relevant process and results. 
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6.3.1. Sample Preparation 

The EDS software is integrated into the JEOL JSM-7800F Prime scanning electron microscope 

(SEM) available at York, allowing precise alignment of the detector and imaging apparatus. I used 

the MOS capacitor described above and cleaved the substrate through the middle of the 

capacitor stack, as shown in Figure 6.7(b). This gave me a smooth facet edge to look down into 

with the EDS detector. The sample was mounted vertically into the SEM system due to detector 

alignment, as shown in Figure 6.7(a). The stage allows for minor angle adjustments up to 45°, 

and these have been accounted for in my analysis. 

 

Figure 6.7: (a) Vertical sample mounting in the scanning electron microscope loading stage, (b) cleaved 

cross-section of the metal-oxide-semiconductor capacitor viewed under the scanning electron microscope 

at a 20° angle. 

Despite the bulk metal stage (onto which the sample was mounted), the bulk silicon substrate, 

and metallic elements present in the capacitor, the oxide layer can still charge under 

examination and blur the resulting images. To prevent this, a thin (~5 nm) layer of platinum and 

palladium was deposited onto the facet edge to act as a charge dissipation layer. The EDS system 

detects these elements, but they can be ignored from the resulting analysis. 

 

6.3.2. Elemental Maps 

The system can detect most of the elements of the periodic table, though I have narrowed the 

search parameters down to gold, tin, indium, silicon, oxygen, and carbon. The latter is the 

primary constituent of SU-8, a polymer, and will be treated as an indicator of the SU-8 layer in 

this analysis. It should be noted, however, that carbon may be present on the entire facet due 
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to handling and environmental factors. For the elemental maps shown in Figure 6.8, the sample 

was angled at 25° from vertical. For clarity, I have marked the regions of interest with dotted 

lines. 

 

Figure 6.8: Energy-dispersive x-ray spectroscopy maps scanning for (a) gold, (b) carbon, (c) tin, and (d) 

indium elemental presence within a target region of the metal-oxide-semiconductor cross-section. The 

evidence of elemental leaking is indicated by an arrow. 

The EDS detector scans across the image and measure the corresponding characteristic x-rays 

emitted by the sample to produce an elemental map of the area. These images are shown in 

Figure 6.8, for (a) gold, (b) carbon, (c) tin, and (d) indium. The top and bottom regions of the 

highest concentration of carbon is marked, and the corresponding regions in the gold, indium, 

and tin images are also marked. 

It is clear from Figure 6.8(a) that there is some gold present in the carbon layer, with a faint 

green tint visible underneath the marked dotted line and indicated by an arrow. Considering 

that the images are shown with the underside of the gold angled away from the field of view, 
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this would indicate the presence of gold in the SU-8 layer, likely due to diffusion under the high 

temperatures of electron-beam evaporation (section 5.2.9). Equally I note some presence of tin 

and indium (Figure 6.8(c)(d)) in the carbon region. The heavily concentrated region of indium 

and tin, around the dotted line, is indicative of the desired ITO layer, and the slight offset in 

height is attributed to the angle of observation. However, the presence of both elements in the 

carbon is apparent when examining the less bright region in both images and shown by an arrow. 

 

6.3.3. Elemental  uantification 

The elemental maps are only able to show a visual representation of the elemental 

concentration in the observed region. While it is possible to use the scale bar to determine the 

depth of penetration, it is far easier to use an element-wise counts per second (CPS) 

measurement as a function of the position in the image, which is a built-in software tool. This is 

done by taking a portion of the field of view and scanning along one axis only (Figure 6.9(a)). The 

counts per second are proportional to the detected x-rays per second and may be considered to 

quantify the concentration of that element in the region. 
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Figure 6.9: (a) Scanning electron micrograph of the region of interest and the corresponding elemental 

counts per second as a function of the distance across the cross-section of the region of interest for (b) 

silicon and (c) oxygen. 

I measured along one axis of the same sample as shown in Figure 6.8, and measured the CPS of 

silicon, oxygen, gold, carbon and indium, with the assumption that the overlap between indium 

and tin would be equal, as indicated in Figure 6.8(c) and (d). I have divided the images for 

separate analysis. First, the silicon and oxygen elements are shown in Figure 6.9(b) and (c), which 

corresponds to the substrate layers of silicon and silicon dioxide, and for oxygen in the ITO layer. 

There is a high silicon presence in the substrate region, and the oxygen is high in both the 

substrate and ITO region, as expected. 
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Figure 6.10: Elemental counts per second as a function of the distance across the cross-section of the rgion 

of interest for (a) gold, (b) carbon, and (c) indium, with the  approximate insulator layer thickness marked 

with blue dotted lines. 

As for the capacitor elements, shown in Figure 6.10 for (a) gold, (b) carbon, and (c) indium, there 

is a clear overlap across the oxide region of the MOS capacitor. I have marked the expected layer 

thickness with blue dotted lines, beginning at the end of the adhesion layer beneath the gold 

layer where the gold count drops steeply (~1.7 μm) and ending at the peak of the carbon count 

(~1μm). The measured SU8 thickness for the examined sample was approximately 750 nm, so 

this region is appropriate for the sample. 

There is a strong presence of both gold and indium (and tin) in the oxide region of the capacitor. 

While the count diminishes quickly across the region, the depth of penetration of the electrons 

is sufficient to examine the depth of the capacitor (15 kV), and it is plausible to assume there 

are regions through the capacitor where gold or ITO extend significantly into the SU-8. The EDS 
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measurements therefore confirm my hypothesis in section 6.2.2 that the conductors “bleed” 

into the SU-8 layer, thus reducing the electrical thickness of the SU-8 compared to its physical 

thickness. While it is difficult to further quantify this statement, a reduction in electrical 

thickness by a factor 3 is entirely plausible. 

 

6.4. Capacitor Summary 

We can draw some important conclusions from my very brief material analysis. Firstly, there is 

some elemental bleeding of the metal and semiconductor layers into the SU-8 layer. This is likely 

due to the diffusion of gold, indium, and tin during the electron-beam evaporation process used 

to deposit the gold layer. The temperature of evaporation of gold is approximately 1700-1800K 

(section 5.2.9), and there is significant radiative heat transfer towards the sample, which will 

therefore heat up to typically 500-600K, thereby causing some diffusion. Secondly, we have 

assumed, perhaps naively, that the SU-8 layer is pinhole-free. This may be possible, but it is 

known that many SU-8 layers exhibit pinholes. 

From the measurements I have taken, I cannot directly quantify the depth of penetration of 

gold, indium, and tin at every point through the SU-8 layer, i.e., through the length of the 

modulator. To obtain these measurements a cut-back experiment, where the cross-section of 

the capacitor is measured at small increments through the modulator, would be a far better 

method. Because of this, it is not apparent if the counts per second values shown in Figure 6.10 

are the result of surface element counts or a function of the x-ray penetration and reflection 

through the modulator. Using the calculation for the capacitance in section 6.2.1, which yielded 

an SU-8 electrical thickness of 300nm, the data shown in Figure 6.10 shows that this thickness is 

plausible and therefore the increase in measured capacitance compared to predicted 

capacitance is justified. Showing that the SU-8 is not a perfect insulator, despite its glass-like 

behaviour once hard-baked, agrees with the discussions amongst the literature about “needle-

like gold filaments”. I suggest further experimentation to determine the validity of this 

hypothesis. 
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Chapter Synopsis 

This chapter presents the optical modulation results for the electro-optic (EO) modulators that 

I have designed and fabricated, as discussed in the previous chapters. The chapter discusses the 

optical setup and components required to perform the measurements, for which I acknowledge 

the influence and advice of Dr Christopher Reardon. From there I will discuss the results and a 

dual-mode phenomenon observed through an increased performance, which I have verified 

through finite-difference simulation. The chapter concludes with a comparison between my EO 

modulators and those in the literature, discussed in chapter 1. I acknowledge again the 

assistance from Dr Christopher Reardon for his assistance with the simulation results. The optical 

setup I used is shown in Figure 7.1(a) and illustrated in 2D in Figure 7.1(b).  
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7.1.  uiding Light 

 

Figure 7.1: (a) Photograph and (b) illustrated schematic of the optical setup used to obtain amplitude and 

phase modulation results in this research. The individual components are discussed throughout this 

chapter. 

While not directly apparent from Figure 7.1(a), the optical measurements in this research are 

conducted primarily using free-space optics, i.e., the light travels predominantly through air. The 

exception is that the input, output, and modulated signal are carried in optical fibres and the 

silicon nitride waveguide. Here I will discuss the components used to achieve free-space 

operation and, where appropriate, I will reference the components to Figure 7.1(a). 
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7.1.1. Source of Light 

The silicon nitride platform and the Y-junction splitters used on the Mach-Zehnder modulator 

(MZM) designs (section 2.5.1) were specifically chosen/designed to accept a wide range of 

wavelengths in the visible spectrum. In this chapter I will present results using a 520, 635, and 

785 nm lasers. The 635 and 785 nm lasers are Thorlabs laser diodes, pigtailed with single mode 

optical fibres (LPS-635/785-FC), and the 520nm laser is a Thorlabs PL520 laser diode controlled 

by a Thorlabs CLD1010 temperature controller for stability of the source. The output powers 

were measured using a Thorlabs PM100D power meter and are shown in Table 7.1. 

Table 7.1: Input power and output power of the three laser sources used in this research. 

Wavelength Drive Current Output Power 

[nm] [mA] [mW] 

520 40 0.84 

635 70 1.13 

785 70 1.24 

The 635nm and 785nm are powered by a 9V battery power supply and draw approximately 

70mA consistently, while the 520nm source is powered by the temperature controller (mains 

electricity) and is controlled by an input current, as shown in Table 7.1. The lasers all output into 

an optical fibre, shown in Figure 7.1(a) at position (vi). 

 

7.1.2. Waveguide Coupling 

To further emphasise the multi-wavelength capability of the EO modulators, I used a free-space 

coupling technique known as “end-fire”, a technique that involves butting the input signal 

directly up to the waveguide facet. In the initial stages of my research, I did consider using a 

grating coupler, which is a periodic structure of alternating refractive indices (section 2.1.3) that 

operates in the diffraction regime to couple the fundamental mode into a neighbouring 

waveguide structure [304]. However, as the diffraction regime requires the wavelength of the 

light inside the grating material being smaller than the grating period, use of a grating coupler 

limits the accepted wavelengths of the modulator and can introduce excess loss into the system. 
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Figure 7.2: Fibre launch block with input/output optical fibre (left) a 16x magnification (11mm focal length) 

objective on a three-axis adjustable optical block. 

To achieve end-fire coupling, a collimated beam is focused to a spot matching the dimensions 

of the waveguide facet, thus reducing scattering loss and encouraging maximum coupling of the 

input signal. Naturally, a high index contrast between the waveguide and surrounding materials 

aids in the coupling process, as described in section 2.1.2. A collimated beam of light is a beam 

propagating in a homogenous medium with low divergence, i.e., a laser propagating in air with 

a beam radius that does not experience significant change in a reasonable propagation distance. 

It is typical for this distance, known as the Rayleigh length, to be several orders of magnitude 

larger than the required propagation distance [305]. Collimation is achieved using an objective 

lens in the beam path at an appropriate distance, focal length, and magnification for the 

wavelength and fibre used. I used a fixed 16x magnification objective and adjusted the distance 

between the lens and the fibre using a three-axis stage to achieve collimation, as pictured in 

Figure 7.2. The same system may be used to focus a collimated beam into a fibre, and I used the 

same objective, fibre, and stage to couple the output signal into the measurement apparatus, 

shown in Figure 7.1(a) at position (i) stage, (vi) input/output fibre, and (viii) objective lens. 

The collimated signal is then focused on to the waveguide facet using a 60x magnification 2.8mm 

focal length objective where the beam spot size (W) may be calculated using: 

 
𝑊 =

4𝑀2𝜆𝑓

𝜋𝐷
 

Equation 7.1 

Assuming the input is collimated and may be considered a Gaussian Beam (beam quality M=1) 

with diameter (D) no greater than 1mm, the beam spot size is determined by the input 

wavelength (λ) and the input objective focal length (f). 
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Figure 7.3: Facet coupled input (left) and output (right) objectives, with magnification and focal lengths 

60x and 40x, 2.8mm and 4.5mm, respectively. 

The objective at the input facet, pictured in Figure 7.3 (left), has a focal length of 2.8 mm, yielding 

the spot sizes given in Table 7.2. Similarly, the output objective, with a focal length of 4.5 mm, 

the acceptance range of the output facet is shown in Table 7.2. The output objective was chosen 

for its wide acceptance range to collect as much light as possible from the output facet of the 

waveguide [306]. 

Table 7.2: Input spot size and output acceptance spot size for input wavelengths used in this research. 

Wavelength Input Spot Size Output Acceptance Spot Size 

[nm] [μm] [μm] 

520 1.66 3.18 

635 2.02 3.88 

785 2.50 4.80 

The waveguide facets, as discussed in section 3.4.2, were 5μm in width and were chosen to 

accommodate minor variations in beam diameter and coupling angle, and to allow minor 

imperfections on the waveguide facet to be avoided. The input and output objectives, shown in 

Figure 7.1(a) at position (x) and are mounted to a three-axis stage at position (ii). 

To further improve coupling into the waveguide and allow for tolerances, the chip is mounted 

to a holder on a two-axis (rotation and one positional) stage. The stage is custom printed using 

a Formlabs Form 3 printer and coated in an anti-reflective paint to prevent scattering from the 

holder. The stage can rotate about the centre and can move in the axis perpendicular to beam 

propagation in Figure 7.3. This allows for a full coverage of a 15 mm length chip in conjunction 

with the three-axis stage of the objectives, i.e., both objectives and stage may move in the same 

direction, while the objectives also move in the vertical direction and in the direction of beam 

propagation. The rotational stage is shown in Figure 7.1(a) at position (iii). 
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7.1.3. Filtering 

The silicon nitride waveguide was chosen to provide a loss-less platform for wavelengths in the 

visible spectrum and larger [307] and, given the magnitude of the input power of the lasers used 

in this research, it follows that it could be possible to oversaturate the measurement 

instruments and thus introduce inaccuracies into the measurements. To obtain a finer control 

of the output intensity of the modulator, a neutral density (ND) filter may be used to reduce the 

intensity of the input signal. An ND filter reduces the intensity of all wavelengths equally, thus 

providing a linear decrease in intensity across the measured wavelengths in this research. The 

fractional transmittance (TF) 

 
𝑇𝐹 =

𝐼

𝐼0
= 10−𝑑 

Equation 7.2 

of an ND filter is the measure of the post-filter intensity (I) and the input intensity (I0) and is 

often expressed on the ND filter as an optical density (d), as expressed in Equation 7.2. In my 

work, I used a ND 0.6 filter, which reduces the input signal by 25%, and this may then be 

accounted for in further calculations [308]. To prevent oversaturation of the camera in the 

optical setup, I placed the ND filter in the path of the input collimated beam, shown in Figure 

7.1(a) at position (v). 

 

7.2. Modulation Technique 

Indium tin oxide (ITO), as I have discussed chapter 4, has a permittivity described by the Drude 

model which is governed by the movement of free carriers (electrons) within the material. 

Modulation of the input signal is achieved through the control of the permittivity of ITO through 

an applied gate voltage across a metal-oxide-semiconductor (MOS) capacitor as described in 

section 2.6.3. In this section I will discuss how I measured amplitude and phase modulation using 

the electro-optic (EO) modulators in this research, using the MOS capacitor structure describe 

in chapter 6. 

 

7.2.1. Applying a  ate Voltage 

To apply the gate voltage across the MOS capacitor, two gold contact patches were included in 

the modulator design (section 3.5.2), where each arm of the capacitor was insulated from each 
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other to encourage the electric field to be concentrated above the waveguide. Electrical contact 

was made using two 4-axis electrical probes, as shown in Figure 7.4(a). 

 

Figure 7.4: (a) Electrical contact made to the metal-oxide-semiconductor capacitor arms with 4-axis 

probes. (b) Keithley 2440 Bench Top DC Power Supply 

The electrical probes are relatively large but allowed for a 200x200 μm contact patch and 

minimal resistance in applying the gate voltage. I used a Keithley 2440 DC Power Supply (Figure 

7.4(b)). The gate voltage is considered positive, in this research, when the positive terminal is 

connected to the gold plate of the capacitor, thus allowing electrons to accumulate in the ITO 

layer. 

The electrical probes have a magnetic base to ensure their position is fixed and are placed either 

side of the chip, as shown in Figure 7.1(a) at position (iv). I found separating the probes in this 

way meant that there was very little chance of the tips contacting each other and potentially 

causing damage to the capacitor or waveguide, or cross contact allowing a current to flow 

between the probes and thus neutralising the capacitor. 

 

7.3. Measuring Light 

I employed two methods of measuring the output intensity of the modulator in this research, a 

Thorlabs DCC1545M CMOS camera and a Thorlabs PDF10A silicon detector. The camera was 

used to observe the chip through a microscope objective with 20x magnification and serves two 

purposes; firstly, to align the electrical contacts for the modulator and the input/output 

objectives, and secondly it can be used to measure the intensity of the scattered light from the 

chip. The camera requires illumination during observation/alignment, in the same fashion as an 

optical microscope requires illumination, as such a white light source is included and passes 

through a beam splitter as illustrated in Figure 7.1(b). The silicon detector is fibre coupled into 

a Tektronix TDS 1012B oscilloscope and serves to quantify the intensity of the out-coupled light 
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as a voltage on the detector. The camera, white light source, and microscope objective are 

shown in Figure 7.1(a) at positions (viii), (ix), and (xi) respectively, and the silicon detector is not 

shown. I will now briefly describe how the camera and silicon detector are used to measure the 

output intensity and how the data is processed. 

 

7.3.1. Camera Intensity 

The camera has several properties that need to be manipulated to obtain an accurate measure 

of the output intensity. The first is the camera exposure time, the second is digitisation; the 

camera operates is monochrome and provides a pixel intensity 0-255, where 255 is fully 

saturated. The intensity measurements are taken with the white light source switched off, and 

the exposure time is adjusted under the same circumstances, i.e., the only light source is the 

input laser. The exposure time is adjusted so that the camera is not saturated, allowing for 

increases in intensity to be measured. While not a direct camera property, the ND filter strength, 

if used, is also noted and accounted for in the intensity measurements with the exposure time, 

such that the measured intensity (I) 

 𝐼𝑟 = 𝐼𝑡𝑒𝑇𝐹 Equation 7.3 

is multiplied by the exposure time (te) and the fractional transmittance (TF) to yield a raw 

intensity (Ir), as shown in Equation 7.3. 

 

Figure 7.5: (a) Raw image from the camera showing the output waveguide facet from the top-down, the 

desired region of interest is marked with a red box and shown in (b). 

The camera’s field of view is significantly larger than the waveguide width, as shown in Figure 

7.5(a), and this can affect the accuracy of the intensity measurement if scattered light is incident 
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on the camera lens from elsewhere on the chip. To reduce the impact this has on the 

measurement, I trim the image down to a selected region of interest (ROI), indicated by the red 

box in Figure 7.5(a). The resulting ROI can be seen in Figure 7.5(b), and it is within this region 

where the intensity is measured. 

Multiple images are taken for each voltage increment to allow for average results and standard 

error on the mean errors to be calculated (Appendix section 9.1.1, which removes minor 

variations and serves to reduce experimental errors overall. To reduce external (background) 

noise from the measurements, the intensity of the room light is measured, i.e., a measurement 

without an input signal is measured. This value is then subtracted from the measurements as an 

offset. The error in the background corrected intensity is then calculated using standard 

quadrature methods [215] (Appendix section 9.1.2). The intensity is then calculated as a function 

of the ROI area, where again errors are calculated using the quadrature formulation. The 

processing of the measured images is analogous to the image processing software “ImageJ” 

[309], recreated in Python to allow for live processing and monitoring of the images. 

 

7.3.2. Oscilloscope Intensity 

The oscilloscope intensity is measured as a voltage output of the silicon detector. The 

specification for the silicon detector states that the voltage out (Vout) 

 𝑉𝑜𝑢𝑡 = 𝑃𝑜𝑢𝑡𝑅(𝜆)𝐺 Equation 7.4 

is a function of the incident light power (Pout), the wavelength dependent responsivity (R(λ)), and 

the transimpedance gain (G), as described in Equation 7.4. The specification gives the 

transimpedance gain as 1x1012 V/A (±10%), and the responsivity for 520, 635, and 785 nm as 

approximately 0.35, 0.45, and 0.5 VW-1, respectively. Recording a measurement using the 

oscilloscope, however, is significantly simpler than with camera intensity measurements. 
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Figure 7.6: Oscilloscope voltage measurement. 

An example of the voltage output  measured by the oscilloscope is shown in Figure 7.6. The 

oscilloscope records continuously with a repeating time base. When a scan is saved, the voltage 

recorded drops below 0, which can be seen in Figure 7.6 between 8.5-9.5 s. As this region is 

clearly not accurate, it is removed from the data and further processing. 

To introduce the average measurement, and standard error on the mean, the oscilloscope is set 

to record for 25 seconds. The average output voltage is recorded over this period and averaged 

over the length of the data set. As with the camera, a zero-input measurement is recorded to 

measure the background intensity of light in the room during experiments. This value is, of 

course, treated as an offset and is subtracted from the measured oscilloscope responses, with 

errors calculated using the quadrature formulation (Appendix section 9.1.2). As the output 

voltage is directly proportional to the intensity of the light incident on the silicon detector, I have 

treated the output voltage as a measure of intensity. 

 

 

 

 

 



7.4. Interferometry Phase Modulation  7. Phase Modulator Measurements 

219 
 

7.4. Interferometry Phase Modulation 

The phase modulation measurements reported here are for both single- and double-modulator 

in a Mach-Zehnder Interferometer (MZI) architecture, where the single/double refers to the 

number of capacitors in the system, as shown in Figure 7.7(a)/(b). 

 

Figure 7.7: (a) Single and (b) double capacitor phase modulators. 

The single modulator (Figure 7.7(a)) has the advantage of lower optical losses due to one arm 

not intersecting any other material and potentially scattering at the interface. However, the 

single capacitor has an asymmetry to the interference of the two arms in the measurement, i.e., 

there is an inherent phase difference between the two sides prior to the application of a gate 

voltage. The double capacitor (Figure 7.7(b)) has overall higher optical losses, but a symmetrical 

phase difference between the two arms. The phase modulation measurements shown in this 

section were measured using the 635nm laser, with details shown in Table 7.1. 
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The MZM output, is described by Equation 2.42 and is a function of the superposition of the two 

arms of the system. Thus, the time-dependent transfer function (Equation 2.43) describes the 

system as a slowly varying envelope approximation, one in which the interference of the two 

arms creates a sine wave, and the loss created by modulating the complex refractive index of 

the ITO describes a loss envelope. It should be noted that not all losses in the system are a direct 

cause of modulation, some may arise from scattering and intrinsic material loss. 

As the material loss of ITO is not sufficient to entirely absorb the input signal, a bias is only 

applied to one arm at a time, and we are not operating near the epsilon-near-zero point of ITO, 

there will always be a remaining signal at the interferometer output. As such, it is appropriate 

to use a damped sine wave 

 
𝑦(𝑥) = 𝑦0 + 𝐴𝑒

−
𝑥
𝑡0 sin (

𝑥 − 𝑥𝑐

2𝑤
) 

Equation 7.5 

fitted to the data. Here, the maximum amplitude of the sine wave is given by A, with the decay, 

or loss, of the system described by the exponent, and the period given by 2w. I used non-linear 

regression (section 4.7.1) to fit a damped sine wave (Equation 7.5) to the measured oscilloscope 

voltage. To calculate the figure of merit discussed in section 1.4, the half-wave voltage length 

(VπL), from Equation 7.5, we take the product of the half-wave period (w) and the modulator 

length (l): 

 𝑉𝜋𝐿 = 𝑤𝑙 Equation 7.6 

The damped sine wave is shown as a black dashed line in the optical measurement figures in the 

following sections. To verify the non-linear regression fits and create a parameter space in which 

the parameters in Equation 7.6 can vary, I checked the data against a commercial software tool. 

The results of this are presented in appendix section 9.6. 
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7.4.1. Single-Capacitor Phase Modulator 

Figure 7.8 shows the oscilloscope-measured voltage (representing light intensity) as a function 

of the gate voltage across the capacitor for a single-capacitor modulator of length 60μm. 

 

Figure 7.8: Oscilloscope measured voltage as a function of capacitor gate voltage for a 60 μm single 

capacitor modulator. 

Using Equation 7.6, with a modulator length of (60±10) μm and a half-period of (5.3±0.5) V, 

which is, for the modulator shown in Figure 7.8, is calculated as (0.3±0.1) Vmm. The error is 

calculated using the standard quadrature technique (Appendix section 9.1.2). 
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Figure 7.9: Oscilloscope measured voltage as a function of capacitor gate voltage for a 70 μm single 

capacitor modulator. 

Figure 7.9 show the oscilloscope-measured voltage as a function of the gate voltage for a single-

capacitor modulator of length 70 μm. Using Equation 7.6, with a modulator length of (70±10) 

μm and a half-period of (14±2) V, which is, for the modulator shown in Figure 7.9, is calculated 

as (1.0±0.2)Vmm. 

 

7.4.2. Double-Capacitor Phase Modulator 

Figure 7.10 shows the oscilloscope-measured voltage as a function of the gate voltage for a 

double-capacitor modulator of length 100 μm. Using Equation 7.6, with a modulator length of 

(100±10) μm and a half-period of (13±2) V, which is, for the modulator shown in Figure 7.10, is 

calculated as (1.3±0.2) Vmm. 
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Figure 7.10: Oscilloscope measured voltage as a function of capacitor gate voltage for a 100 μm double 

capacitor modulator. 

 

7.4.3. Increased Modulation Efficiency 

Phase is given as a function of the change in optical path length between the two sides of the 

modulator (OPD) and the wavelength (λ), given by Equation 2.41. For a phase change of 2π, the 

equation can be rearranged to express the change in effective index (neff) 

 
∆Φ = 2π (

∆OPD

λ
) = 2𝜋 (

∆𝑛𝑒𝑓𝑓𝐿

𝜆
) , ∆𝑛𝑒𝑓𝑓 =

𝜆

𝐿
 𝑓𝑜𝑟 ∆Φ = 2𝜋 

Equation 7.7 

 as a function of the wavelength and modulator length (L). Here I have chosen 2π to reduce the 

equation to an effective index relationship. Using Equation 7.7 for a wavelength of 635nm, the 

change in effective index for a 60, 70, and 100 μm modulator is 0.01, 0.009, and 0.006, 

respectively. Using the mode overlap formulation in section 2.4.1, the accumulation layer of ITO 

accounts for 1% of the effective index of the modulator, and thus a change in the refractive 

index of the accumulation layer of 0.1, 0.09, and 0.06 would be required to achieve a 2π phase 

change. As shown in Figure 9.21, this is higher than expected and so there must be another 

phenomenon contributing to the phase modulation. Moreover, the VπL parameter is expected 

to be broadly independent of modulator length on this scale, which is clearly not the case and it 

a further indicator that another effect is contributing to the modulation. 
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7. . Secondary Mode Interference 

As observed in the phase modulation measurements, there is clearly another effect contributing 

to the performance of the modulator that has not yet been considered. To investigate the cause 

of the increased modulator performance, we used a combination of simulated structures and 

single waveguide (amplitude) modulators, which I will discuss here. 

 

7. .1. Dual-Mode E ect 

We used Lumerical (3.2.2) to simulate a reduced-scale modulator and monitor the waveguide 

mode from a side profile. The simulated structure included a silicon nitride waveguide on a glass 

substrate, a thin ITO layer, an SU-8 layer, and a gold contact layer. The silicon nitride waveguide, 

with refractive index of 2.0 [84], has a length of 100 μm, height of 100 nm, and width of 3 μm. 

The modulator length is 1.5 μm. The ITO layer is 100 nm thick and has a refractive index of 1.9-

2.2 [167]. The SU8 layer is 250 nm thick and has a refractive index of 1.6 [96]. The gold layer, 

although it does not interact with the mode, has a dispersive refractive index [101] which allows 

for the correct boundary reflections in the simulated environment, and is 100 nm thick. The 

wavelength of the incident light is 550 nm, with a 300 nm bandwidth (400-700 nm). The 

modulator and top surface of the waveguide is surrounded by air. 

The side profile of the structure was monitored using a movie monitor within Lumerical, which 

monitored the propagation of the fundamental waveguide mode. The fundamental waveguide 

mode profile through the modulator was measured as a function of modulator length (distance) 

by merging several images of the side profile as described in appendix section 9.7. I have 

included the mode intensity, sine wave, and material names/colours used throughout this thesis 

for simplicity. 
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Figure 7.11: Fundamental waveguide mode in a 1.5μm gold, SU-8, ITO, silicon nitride on glass modulator 

side-profile. The waveguide mode profile is imposed onto an illustration of the modulator with thicknesses 

and lengths shown. Intensity is shown by the colour scale on the right of the figure. The ITO has a refractive 

index of 1.9. 

The mode profiles for ITO with refractive indices 1.9 and 2.2 are shown in Figure 7.11 and Figure 

7.12, respectively. WE observe, in the simulation, the excitation of a second optical mode in the 

ITO layer upon the mode reaching the ITO/air interface at distance 0 (x=0) in Figure 7.11, caused 

by the small change in refractive index between the silicon nitride and ITO layers. The result is 

“dual mode” behaviour, in much the same way as an MMI (section 3.6.1) which causes the 

superposition of the two modes to form a vertically oscillating mode propagating through the 

structure. This effect can be seen in Figure 7.11 and Figure 7.12 by the mode travelling into the 

ITO layer and has been highlighted by a sinusoidal wave drawn with a dotted red line. 

While a full parameter sweep including a layer thicknesses, waveguide lengths, mode profile 

calculations, and multiple wavelengths have not been considered here, as these results serve to 

illustrate a phenomenon rather than characterise it, what we can observe is the effect a change 

in optical path length has on the waveguide transmission, and thus the effect it has on the 

modulation results. 
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Figure 7.12: Fundamental waveguide mode in a 1.5μm gold, SU-8, ITO, silicon nitride on glass modulator 

side-profile. The waveguide mode profile is imposed onto an illustration of the modulator with thicknesses 

and lengths shown. Intensity is shown by the colour scale on the right of the figure. The ITO has a refractive 

index of 2.2. 

A change in refractive index, of the ITO, from 1.9 to 2.2 is shown in Figure 7.11 and Figure 7.12. 

Using the illustrative sine wave (dotted red line), the change in transmission at the waveguide 

exit (far right of the x-axis, x > 1.9) is almost 100%. Most of the waveguide mode is scattered 

into the air for the higher index ITO, while most is coupled into the waveguide for the lower 

refractive index ITO. The change in refractive index, essentially optical path length of the mode, 

serves to increase the oscillation speed of the signal too, with the lower refractive index ITO 

showing an approximate period of 0.8 μm and the higher refractive index ITO showing an 

approximate period of 0.6 μm. 

The implications of this simulation are that it may be possible to reduce the physical length of 

the modulator to a few micrometres, and that the minimum length is dependent on the degree 

of index modulation that can be achieved in the ITO layer, i.e., a more dramatic refractive index 

shift allows for a shorter device length. Similarly, it shows that there are more losses to consider 

in the phase modulation measurements than just material loss. To further investigate the dual 

mode behaviour of the modulator shown in  Figure 7.11 and Figure 7.12, we used a 

transmittance monitor on the waveguide exit in Lumerical, which I will discuss in the next 

section. 
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7. .2. E ective Modulator Length 

The waveguide transmission is affected by the optical path length of the waveguide mode, which 

is a product of the effective index and the modulator length. Thus, the effective optical path 

length experienced by the waveguide mode through the modulator section (the MOS capacitor 

stack) I will refer to as the effective modulator length. We used the same simulation model as 

described in section 7.5.1, varying the modulator length between 0.5-3 μm, the equivalent of 

varying the effective index of the modulator due to the optical path length formulation shown 

in Equation 2.41. The transmittance was measured as a percentage, and the simulation repeated 

for a bulk ITO index of 1.9-2.2 [167]. The effect of the modulator length on transmittance into 

the waveguide on the modulator exit, for the different ITO indices (shown as effective index of 

the waveguide mode) is shown in Figure 7.13. 

 

Figure 7.13: Intensity transmitted into the waveguide after passing through the MOS capacitor modulator 

stack as a function of effective waveguide mode index. 

It is clear, from Figure 7.13, that the effective mode index has a significant effect on the 

transmittance of the mode into the waveguide at the exit of the capacitor. Here it is assumed 

that the percentage of missing light is scattered above the waveguide at the exit of the ITO layer, 

as seen in Figure 7.12. Using Equation 7.6, I measured the period of the transmittance, which is 

summarised in Table 7.3, where the errors are taken from the regression of the equation on to 

the data (section 4.7.1). 
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Table 7.3: Summary of period of oscillation of transmittance into the waveguide exit of the modulator for 

the different indices of ITO. 

Bulk ITO Refractive Index 

[RIU] 

Effective Index of 

Waveguide Mode [RIU] 

Period of Oscillation of 

Transmittance [μm] 

1.9 1.8314 1.40±0.02 

2.0 1.8986 1.38±0.02 

2.1 1.9751 1.34±0.02 

2.2 2.0585 1.06±0.02 

The range of refractive indices chosen give a quasi-linear relationship between the 

transmittance period and the effective index of the waveguide mode (shown in Figure 7.14), 

though it is not expected that this trend continues. As the effective index of the waveguide mode 

approaches the refractive index of ITO, the transmittance into the waveguide will approach an 

asymptote close to 0% i.e., most of the waveguide mode will be in the ITO layer and scatter at 

the end of the modulator. Similarly, as the ITO index drops significantly, most of the waveguide 

mode will be in the waveguide and transmittance will approach 100%. 

 

Figure 7.14: Period of transmittance oscillation as a function of waveguide mode effective index. 

It is likely the relationship shown in Figure 7.14 is parabolic, as in the instance of total 

transmittance into the waveguide and 0 transmittance into the waveguide, the period of 

oscillation will be 0. Though a larger data set is required to draw that conclusion. However, the 
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conclusion I can draw from Figure 7.14, is that the minimum modulator length for a 2π phase 

shift is on the order of 1-3 μm, if a change in effective index on the order of 0.2-0.5 RIU can be 

achieved (calculated using Equation 7.7). 

 

7.6. Straight-Through Phase Modulation 

Given the oscillation of the waveguide mode propagation in the modulator, and the resulting 

transmittance response (Figure 7.13), a MZM architecture is not required to achieve a phase and 

amplitude modulation. A straight-through modulator is sufficient to provide a phase modulation 

of the transmitted signal. The phase measurements reported in this section are for a straight-

through, single-capacitor, modulator fabricated as described in section 5.6 with a 200 nm SU-8 

layer in the capacitor. The phase modulation measurements are reported for 520, 635, and 785 

nm sources, as described in Table 7.1. Camera intensity and oscilloscope voltage measurements 

are presented, with measurement techniques as discussed in sections 7.3.1 and 7.3.2, 

respectively. 

Again, to verify the non-linear regression fits, and create a parameter space in which the 

parameters in Equation 7.6 can vary, I checked the data against a commercial software tool. The 

results of this are presented in appendix section 9.6. 
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7.6.1.  20nm Measurement 

Figure 7.15 shows the oscilloscope-measured voltage (representing light intensity) as a function 

of the gate voltage across the capacitor for a single-capacitor single-waveguide modulator of 

length 600 μm with a 520 nm laser input. 

 

Figure 7.15: Oscilloscope measured voltage as a function of capacitor gate voltage for a 600 μm single 

capacitor, single waveguide, modulator for a 520 nm input. 

Using Equation 7.6, with a modulator length of (600±10) μm and a half-period of (10±4) V, which 

is, for the modulator shown in Figure 7.15, is calculated as (6±3) Vmm. The error is calculated 

using the standard quadrature technique (Appendix section 9.1.2). 
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Figure 7.16 shows the camera-measured intensity (normalised and background corrected) as a 

function of the gate voltage across the capacitor for a single-capacitor single-waveguide 

modulator of length 600 μm with a 520 nm laser input, measured at the output of the capacitor. 

 

Figure 7.16: Normalised camera intensity at capacitor exit as a function of capacitor gate voltage for a 600 

μm single capacitor, single waveguide, modulator for a 520 nm input. 

The measured half-period in Figure 7.16 is equal, and within error, to that in Figure 7.15, 

verifying the phase modulation and figure of merit. The amplitude of the measured camera 

intensity at the modulator exit (Figure 7.16) is approximately the opposite of that measured with 

the oscilloscope at the waveguide exit (Figure 7.15), thus confirming the simulated results in 

Figure 7.11 and Figure 7.13, i.e., light is either coupled into the waveguide or scattered at the 

capacitor exit. 
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7.6.2. 63 nm Measurement 

Figure 7.17 shows the oscilloscope-measured voltage (representing light intensity) as a function 

of the gate voltage across the capacitor for a single-capacitor single-waveguide modulator of 

length 50 μm with a 635 nm laser input. 

 

Figure 7.17: Oscilloscope measured voltage as a function of capacitor gate voltage for a 50 μm single 

capacitor, single waveguide, modulator for a 635 nm input. 

Using Equation 7.6, with a modulator length of (50±10) μm and a half-period of (10.9±0.9) V, 

which is, for the modulator shown in Figure 7.17, is calculated as (0.5±0.1) Vmm. Figure 7.18 

shows the camera-measured intensity (normalised and background corrected) as a function of 

the gate voltage across the capacitor for a single-capacitor single-waveguide modulator of 

length 50 μm with a 635 nm laser input, measured at the output of the capacitor. 
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Figure 7.18: Normalised camera intensity at capacitor exit as a function of capacitor gate voltage for a 50 

μm single capacitor, single waveguide, modulator for a 635 nm input. 

The measured half-period in Figure 7.18 is equal, and within error, to that in Figure 7.17, 

verifying the phase modulation and figure of merit. The amplitude of the measured camera 

intensity at the modulator exit (Figure 7.18) is low in the high oscilloscope intensity region 

(Figure 7.17) at small voltages. As the oscilloscope voltage decreases, the camera intensity 

increases and maintains a high level in the high gate voltage region. The oscillation of the 

waveguide mode, while not as clearly demonstrated as with 520nm input, is observed at 635nm. 
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7.6.3. 78 nm Measurement 

Figure 7.19 shows the oscilloscope-measured voltage (representing light intensity) as a function 

of the gate voltage across the capacitor for a single-capacitor single-waveguide modulator of 

length 100 μm with a 785 nm laser input. 

 

Figure 7.19: Oscilloscope measured voltage as a function of capacitor gate voltage for a 100 μm single 

capacitor, single waveguide, modulator for a 785 nm input. 

Using Equation 7.6, with a modulator length of (100±10) μm and a half-period of (10±1) V, which 

is, for the modulator shown in Figure 7.19, is calculated as (1.0±0.2) Vmm. 
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Figure 7.20 shows the camera-measured intensity (normalised and background corrected) as a 

function of the gate voltage across the capacitor for a single-capacitor single-waveguide 

modulator of length 100 μm with a 785 nm laser input, measured at the output of the capacitor. 

 

Figure 7.20: Normalised camera intensity at capacitor exit as a function of capacitor gate voltage for a 100 

μm single capacitor, single waveguide, modulator for a 785 nm input. 

The measured half-period in Figure 7.20 is equal, and within error, to that in Figure 7.19, 

verifying the intensity modulation and, as described in section 2.5, phase modulation, as well as 

the figure of merit. The amplitude of the measured camera intensity at the modulator exit 

(Figure 7.20) is approximately opposite of that measured with the oscilloscope (Figure 7.19) like 

the 520 nm result. Thus, confirming the oscillation of the waveguide mode as it propagates 

through the modulator. 
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7.7. Summary 

In this chapter, I have presented the optical measurement technique and resulting phase 

modulation results using an ITO-based MOS capacitor modulator on a silicon nitride waveguide 

platform for a Mach-Zehnder Interferometer (MZI) and a straight-through modulator design. 

The results of the MZI phase modulators are summarised in Table 7.4, with values of 0.32 Vmm, 

1.0 Vmm, and 1.3 Vmm. The MZI phase modulators are competitive within the literature, with 

notable performance metrics of 0.52 Vmm from Amin et al. [77] and their ITO-based waveguide 

modulator, 0.6 Vmm from Dogru and Dagli [37] with a multiple-quantum-well system, and an 

order of magnitude better than Wang et al. [67] with 36 Vmm from a lithium niobate modulator. 

Table 7.4: Summary of MZI architecture phase modulator performance metrics. 

Modulator Length 

[mm] 

Modulation Half-Period 

[V] 

Half-Wave Voltage-Length 

(FOM VπL) [Vmm] 

(0.06±0.01) (5.3±0.5) (0.32±0.06) 

(0.07±0.01) (14±2) (1.0±0.2) 

(0.10±0.01) (13±2) (1.3±0.2) 

Similarly, the straight-through architecture phase modulators, summarised in Table 7.5, show a 

performance of 6, 0.5, and 1 Vmm and are competitive within the literature. 

Table 7.5: Summary of straight-through architecture phase modulator performance metrics. 

Modulator Length 

[mm] 

Modulation Half-Period 

[V] 

Half-Wave Voltage-Length 

(FOM VπL) [Vmm] 

(0.60±0.01) (10±4) (6±3) 

(0.05±0.01) (10.9±0.9) (0.5±0.1) 

(0.10±0.01) (10±1) (1.0±0.2) 

The extinction ratio (ER) is a representation of the ratio between the output optical power (P) 

and the input optical power (P0) of a system and may be expressed as: 

 
𝐸𝑅 = 10log (

𝑃

𝑃0
) 

Equation 7.8 

I have calculated the ER and expressed in decibels, as is common practice, for the MZI 

architecture (Table 7.6) and straight-through (Table 7.7) modulators, with values ranging from 

0.9-3.9 dB, within the expected literature range. 

Table 7.6: Summary of MZI architecture loss metrics. 
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Modulator Length 

[mm] 

Effective Extinction 

Coefficient (keff) 

Extinction Ratio 

[dB] 

(0.06±0.01) (0.006±0.002) (3.9±0.4) 

(0.07±0.01) (0.011±0.004) (2.9±0.3) 

(0.10±0.01) (0.005±0.002) (3.7±0.4) 

Using (appendix equation) I have also calculated the effective extinction coefficient (keff) using 

the loss profile of the enveloping exponential function in Equation 7.5(t0) and the modulator 

dimensions. The extinction coefficients are within the expected range of the Drude profile 

shown in Figure 5.32. 

Table 7.7: Summary of the straight-through architecture loss metrics. 

Modulator Length 

[mm] 

Effective Extinction 

Coefficient (keff) 

Extinction Ratio 

[dB] 

(0.60±0.01) (0.003±0.001) (0.9±0.1) 

(0.05±0.01) (0.012±0.004) (2.4±0.2) 

(0.10±0.01) (0.016±0.004) (1.3±0.1) 

In this chapter, I noted that the refractive index modulation of the accumulation layer within the 

ITO layer of the MOS capacitor for the MZI architecture phase modulators needed to be 

significantly higher than achievable with the capacitor architecture used. We conducted a 

simulation of the structure and determined that the waveguide mode excites a dual-mode 

interference within the capacitor structure, and the superposition of the two modes creates an 

oscillating mode between the silicon nitride and ITO layers as it propagates through the system. 

The modulator length governs the portion of the mode that is transmitted in the waveguide (and 

measured), and the portion which scatters from the edge of the capacitor. We determined that, 

with sufficient refractive index modulation, a minimum modulator of 1-3 μm in length could 

achieve a 2π phase modulation. This would significantly reduce the footprint of the modulator, 

reduce losses, and increase the potential array size for a larger system. 
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8. Conclusions and Outlook 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter Synopsis 

This chapter presents the results and conclusions of my research project and an outline of where 

the research is going and could be taken in the future. Albert Einstein is quoted as saying “If we 

knew what we were doing, it would not be called research”, and when it comes to a research 

project such as a PhD thesis, this can be very apt. In my introduction I outlined a motivation and 

overall goal of my research, and now I will discuss what conclusions can be made, what 

improvements could be made, how I have developed as a researcher, and look at what impact 

my research could have on the future of the field.  
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8.1. Conclusions 

The core research question of this thesis was if we could develop a new, highly efficient, carrier-

based electro-optic modulator platform suitable for large-scale coherent optical processors. The 

thesis concludes with the answer to that question, a “yes”. The silicon nitride waveguide 

platform, combined with an indium tin oxide (ITO) -based metal-oxide-semiconductor (MOS) 

modulator has been demonstrated to perform to a competitive level in the field. There are, 

however, some caveats and further research questions that were discovered and answered 

along the way, namely how the modulator gains that performance considering the wavelength 

range over which it has been demonstrated and how the MOS structure described in this work 

has aided in the increased performance. 

An electro-optic modulators performance is characterised by the product of the half-wave 

voltage (Vπ) and the length of the modulator (L). In other words, the performance is a balance 

between the efficiency of the modulation (i.e., the performance of the modulating material and 

mechanism) and the footprint of the device. Ideally the voltage and length would both be a 

minimum, but as I will discuss here, it is not that simple. 

 

8.1.1. ITO Conclusions 

The performance of ITO as a modulating material is governed by the electro-optic properties of 

the material, which we have shown to be highly dependent on the deposition parameters, and 

this too is a common theme in the literature. The permittivity of ITO is described by the Drude-

Lorentz model, which describes the optical properties of a material in terms of the electrical 

properties of the material. Hence the dependence on the deposition conditions for ITO, as the 

electrical properties are determined by the oxygen and tin content of the material. 

To determine the electrical properties of the sputter-deposited ITO used in this research, we 

found many inconsistencies in the literature. Many authors have published literature without 

accounting for the deposition conditions for which the optical/electrical properties were 

obtained. Given the limitations of spectroscopic ellipsometry/reflectometry available to me, we 

circumvented the problem by using a resonant structure in the material to determine the optical 

properties and techniques like the Hall probe and four-probe methods to determine the 

electrical properties. The investigation was a success, and we were able to publish the results 
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and I was then able to apply the same technique to the ITO used in modulators discussed in this 

research. 

The key parameters of the Drude-Lorentz model, the high frequency permittivity (ε∞) , the 

collision frequency (Γ), the effective electron mass (m*), and the carrier density (n), were 

measured to be 4.95, 13 THz, 0.45, and 6.1x1020 cm-3, respectively. These were calculated from 

a measured sheet resistance, conductivity, and carrier mobility of 110 Ω/sq, 460 S/cm, and 4.67 

cm2/Vs, respectively, where the associated errors and discussions may be found in section 7.7. 

With the sensitivity of the deposition conditions so high, literature values for the sputter-

deposited ITO in this research are non-existent. However, the values obtained are well within 

common literature values for such a high carrier density. Thus, I can determine that the 

characterisation technique that combined resonant structures and electrical measurements is 

an accurate and acceptable alternative to common spectroscopic ellipsometry techniques that 

require a deep understanding of the technique and a high level of skill to obtain the information. 

 

8.1.2. MOS Capacitor Conclusions 

The performance of a carrier-based modulator is naturally determined by the quantity of carriers 

that can be accumulated in the Drude-material (ITO). The operation of a MOS capacitor is quite 

simple; two contacts are spaced by a non-conducting material, and under an applied electric 

field charges (electron-hole pairs) accumulate on the two surfaces at the insulator interfaces 

(metal-insulator and semiconductor-insulator). While, for ITO, this is somewhat dependent on 

the bulk carrier concentration in the semiconductor, it is also largely dependent on the 

properties of the insulating material, namely thickness and dielectric constant. Using the 

standard capacitor equation, the capacitance of the gold-SU-8-ITO capacitor used in this 

research was predicted to be on the order of 1 pF. 

However, under measurement it was found to be 3.3 pF, 3 times the expected capacitance. Thus, 

given that the capacitance is directly proportional to the charge that can be accumulated at the 

insulator interface with the semiconductor, yielding a 3-fold increase in optical modulation. It is 

detailed in the literature that, on occasion, the metal and semiconductor materials extend into 

the insulator layer, thus decreasing the plate separation distance and increasing the capacitance. 

There is, however, little evidence to suggest that this is the case. 
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Using energy dispersive x-ray spectroscopy (EDS) to examine the cross-section of the gold-SU-8-

ITO capacitor, I determined that there was gold, indium, and tin elemental presence within the 

SU-8 layer of the capacitor, thus agreeing with the literature. The depth of the penetration of 

these materials into the SU-8 layer has not been quantified, but calculations indicate a 3-fold 

reduction in the distance between the metal and semiconductor materials. The diffusion of gold 

and ITO into the SU-8 layer is likely due to the temperatures associated with the deposition of 

these materials and that, perhaps naively, we assumed the SU-8 layer was pinhole-free. 

However, given that the ideal situation for an electro-optic modulator is for the gold (highly 

absorptive) layer to be far away from the optical mode whilst maintaining a high capacitance, 

the diffusion of the metal and semiconductor materials into the insulator layer may have 

benefitted the overall performance of the modulator. The indication from the EDS 

measurements was not that a bulk gold layer had diffused into the SU-8 but suggested that it 

may be more like hotspots of the material through the length of the modulator. This would imply 

a decrease in electrical thickness of the SU-8, but not physical thickness, and therefore an 

increase in electrical performance without the deficit of losing more optical power due to closer 

proximity of the gold to the optical mode. 

 

8.1.3. Dual-Mode Conclusions 

Finally, the performance of the modulators. Two modulator architectures were investigated 

during my research: a Mach-Zehnder Interferometer (MZI) architecture, in which the 

interference of a modulated and unmodulated arm induce a phase change, and a straight-

through architecture in which the amplitude of the input signal is the primary modulation effect. 

Typically, the figure of merit (VπL) is given in Vmm, with state-of-the-art modulators quoting 0.5-

0.6 Vmm using a similar architecture. Measuring the superposition of the modulated and 

unmodulated arms with a fibre-coupled oscilloscope on the exit facet of the waveguide, I 

measured a VπL for three modulators of 0.32, 1.0, and 1.3 Vmm. 

The phase measurements should have produced a figure of merit (FOM) approximately of the 

same order regardless of length, since the length of the modulator is proportional to the 

required gate voltage, i.e., modulators of larger length require larger voltage to achieve a π-

phase change, for the same ITO and SU-8 properties. A simulation of the modulator, examining 

the side-profile and the propagation of the waveguide mode through the modulator, revealed 

the excitation of a dual-mode. The cause of the dual-mode is a matching of refractive indices 
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between the waveguide, ITO, and SU-8 layers creating a substantial optical thickness in which 

the waveguide mode can propagate, with secondary modes excited when the thickness of the 

guiding material suddenly increases at the input of the modulator. 

The simulated structure, despite having an ITO index closer to the silicon nitride index than the 

experimental structure, showed that, with a strong enough effective index change, a modulator 

on the order of 1-3 μm is sufficient in the visible spectrum. A modulator of this length would 

require an effective index change of 0.18-0.5 RIU, which is beyond the capabilities of the ITO 

presented in this work, but with further optimisation it could be possible to reduce the 

modulator length down to ~10 μm. 

The dual-mode behaviour of the waveguide means that the straight-through architecture 

produces  intensity modulation of similar magnitude to the MZI architecture. Using the same 

measurement technique, I was able to measure a VπL of 6, 0.5, and 1 Vmm, for 520, 635, and 

785 nm input sources, thus demonstrating the capabilities of the modulator across the visible 

spectrum. 

In conclusion, I have demonstrated that an ITO-based electro-optic modulator on a silicon nitride 

platform, which allows for application in the visible spectrum and with higher input powers than 

the commonly used silicon platform, is competitive with state-of-the-art electro-optic 

modulators in the literature. Further improvements to the structure are required to tune the 

dual-mode transmittance such that a smaller (<50 μm), as well as determining the elemental 

composition of the capacitor to further understand the electrical capabilities of the modulator, 

I will discuss these in the next section. 

 

8.2. Developments and Improvements 

Here, I would like to reflect on my research, my development, and offer suggestions to how I 

could improve on the project if I were to have the knowledge I do now that I am at the end of 

my research. 
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8.2.1. Developments 

It goes without saying that a large portion of the early part of my project was impacted by the 

Covid-19 pandemic, a time of familiarising oneself with the project, the fabrication, and perhaps 

designing an experimental setup, lost. During this time, I focussed by efforts on simulation 

techniques and environments, as well as familiarising myself with the literature and wider field 

of study. This is evident from my introduction and variety of simulation techniques presented 

throughout this thesis. Fortunately, I was comfortable with nanofabrication to quickly develop 

and optimise the extensive fabrication process required to achieve the multi-layer modulator 

and focus most of my efforts in characterisation of the ITO and capacitor. 

A large amount of time could have been saved if the realisation of using a silicon substrate had 

been made earlier in my research. I used many different tricks to circumvent the rough facet 

created by cleaving a borosilicate substrate, including partial dicing and SU-8 tapered 

waveguides to increase the facet size with the intention of minimising the effect of surface 

roughness. The switch to a silicon substrate with an oxide layer to prevent coupling into the 

silicon drastically improved the speed and reliability of the fabrication process and allowed 

optical experiments to become the focus. 

While I have not discussed spectroscopic ellipsometry in detail in this thesis, for a long time it 

was the primary technique I used to determine the optical properties of the sputter-deposited 

ITO. It became clear that, to accurately determine the optical properties of the material, a more 

sophisticated analytical system was required, allowing multiple models and angles to be 

examined simultaneously, which meant outsourcing the process. The resonant structure 

analysis in ITO, and the collaboration with a colleague, helped in obtaining a detailed 

understanding of the material in-house, thus reducing the analysis time. 

The optical setup is highly sensitive to external noise, despite being insulated from minor 

vibrations by the optical bench on which it sits. I found that many of the micro positioners that 

hold the objectives still during measurement had begun to drift out of alignment during an 

experiment. Determining which objectives were creating the problem and replacing them and 

realigning the setup certainly delayed the process of obtaining experimental data, and in 

hindsight this is a process that should have started much earlier than it did. 

Overall, the biggest development on a personal level, throughout my research, has been to 

manage a project of this size. The simulation and fabrication techniques were largely familiar or 

easily translated from other environments or protocols in the past. The knowledge of how to 
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deal with a problem and find the answer or solution is certainly the one of the highlights of my 

personal development during this time. Now that I have discussed my own personal 

developments and pitfalls of the project, I would like to suggest how the results could be 

improved if I had started the project with the knowledge I have just described. 

 

8.2.2. Improvements 

The main improvement to the experimental data that I can suggest is simply more of it. The 

optical experiments took a significant amount of time to obtain, and the delays caused by the 

setup issues described above, meant that repeated wavelengths and modulator lengths, as well 

as more wavelengths in the visible spectrum, were simply not possible to obtain before the end 

of my research. We had planned, initially, to measure the FOM as a function of input wavelength, 

and this would certainly have required a more predictable FOM, and more wavelengths 

measured. 

Similarly, with the capacitor characterisation, a more detailed analysis of the cross-section to 

examine the elemental composition, and measurements of the elemental composition for 

capacitors treated with different temperatures during fabrication, would have allowed for 

further discussions on the composition and how to reduce elemental leaking into the insulator 

layer. A “cut-back” analysis of the cross section, in which sections of the capacitor are cleaved 

away and examined to determine the lateral elemental composition of the capacitor would 

indicate whether it is indeed “fingers” or “hotspots” of metal/semiconductor material that 

extends into the insulator layer. An investigation into different insulating materials in the 

capacitor, and the optical/electrical benefits or deficits thereof would allow for a full 

characterisation of the capacitor and a potential publication in the field, considering the interest 

in such a structure and the lack of information surrounding the phenomenon. 

Finally, I would like to have achieved smaller modulators, on the order of 10μm or shorter in 

length. The simulated results showing that perhaps 1-3μm is sufficient presented an interesting 

experiment, but one that would have required a complete redesign of the fabrication process 

too late in my research. A modulator of this scale would have required a switch to electron-

beam lithography techniques for all layers, which I did not have a starting protocol for from 

which I could have found an optimum process. 
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8.3. Outlook 

The last thing I would like to discuss, is what I think ITO-based modulators, and specifically the 

modulators discussed in this thesis, could achieve in the field of electro-optic modulators, and 

the wider field of photonics-based neuromorphic computing. 

Planar modulators, such as the waveguide modulators presented in this thesis, will always 

occupy more space than out-of-plane modulators. It follows, therefore, that the next generation 

of ITO-based electro-optic modulators would be out-of-plane modulators that utilise the local 

permittivity modulation achievable in electrically-gated ITO. My concept design of the planar 

modulator is shown in Figure 8.1(a), with an exaggerated waveguide input and output for visual 

effect only. Shown in Figure 8.1(b), is a similar concept design for an out-of-plane ITO-based 

modulator that uses a resonant structure to reflect an input signal out of the top of the ITO layer, 

in which the resonant structure is fabricated, thus allowing for a smaller overall system, as 

shown in Figure 8.1(c). Considering the 4f-coherent optical processor, a planar system would 

require significant free-space optics at the input and output of the waveguide, but an out-of-

plane solution can operate with flat optics in reflection, thus minimising the overall footprint. 
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Figure 8.1: Blender designed renders of (a) a planar (waveguide) modulator and (b) an out-of-plane 

(resonant) modulator. (c) A concept of an out-of-plane 4f coherent optical processor. Credit: (b) & (c) S. 

Blair 2023. 

Out-of-plane modulators are something I have spent a small amount of time working on 

throughout my research. Specifically, using distributed Bragg reflector (DBR), a reflector formed 

from multiple layers of alternating materials with different refractive indices. The repeated 

distribution of a refractive index pattern creates partial reflections at the interface, resulting in 

a specific reflectivity spectrum with a centre wavelength range known as the flatband. The 

introduction of a cavity or defect in the repeating material structure determines the wavelength 

of the flatband, and electrically gating the cavity (thus altering the refractive index) can tune the 

reflectivity in this region as shown in Figure 8.2. 
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Figure 8.2: Reflectivity spectrum for a distributed Bragg reflector showing a (a) dip in reflection, (b) a 

flatband response, and (c) a peak in reflection. 

The reflectivity of the central region, observed in Figure 8.2 as a dip in (a), a flat region in (b), 

and a peak in (c), serves as the optical signal, like the intensity of the output signal of the 

waveguide modulators discussed in this thesis. The DBR system would provide a minor 

improvement to speed over a waveguide modulator but is predicted to have slower operating 

speeds than the resonant system shown in Figure 8.2(b). 

In the wider field of neuromorphic computing, electro-optic modulators and flat optics present 

the next generation of Fourier-space computation. The most taxing aspect of computing can, 

and I think will, be replaced by optical processing systems. It is proposed that a Fourier engine, 

combining several optical modulators for different processing techniques, could be implements 

in current computing systems to improve processing speed and efficiency. 
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Chapter Synopsis 

This chapter presets the aspects of the research project that could not be discussed in the main 

body of a thesis whilst having the ideas flow in a nice order. For those extra bits, I include an 

appendix. Here I will discuss all the extra parts of my research that didn’t make it into the main 

body of text. In this chapter there are discussions of the error formulation used throughout the 

results presented in this thesis, there is a discussion into the degenerate semiconductor analysis, 

as well as references to the ellipsometry and reflectometry techniques used. I have also used 

this appendix to include the step-analysis of final measurements presented in the main body 

text.  
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9.1. Error Formulation 

Quantifying experimental errors is an important aspect of any research project. There are two 

concepts used throughout this research that I will discuss here. For experimental results, it is 

often better to take multiple measurements and calculate an average value to reduce minor 

experimental errors that occur either through variation in the measurement equipment or 

human error. It is also often the case that experimentally measured values are used in 

calculations, perhaps in a complex function with multiple variables. In the case of a multivariable 

calculation, the partial differential of the function can be used to quantify errors. 

 

9.1.1. Standard Error on the Mean Formulation 

A common method to reduce variations in measurements, and help improve precision, is to take 

repeat measurements and calculate an average result (Equation 9.1). Taking average results 

allows the use of a standard error on the mean (SEOM) technique to calculate an error value. 

The SEOM is calculated from the standard deviation in the measurement (STDV) (Equation 9.2) 

and the number of measurements taken (N) (Equation 9.3) [310]. 

 
�̅� =

∑ 𝑥𝑖

𝑁
 

Equation 9.1 

 

𝑆𝑇𝐷𝑉 = √
∑(𝑥𝑖 − �̅�)2

𝑁 − 1
 

Equation 9.2 

 
𝑆𝐸𝑂𝑀 =

𝑆𝑇𝐷𝑉

√𝑁
 

Equation 9.3 

I used the average and SEOM techniques in most of this work to reduce experimental errors. 

 

9.1.2.  uadrature 

The quadrature formulation is another technique for quantifying errors in calculated values 

[215]. The formulation may be used to quantify propagated errors in calculation. Consider a 

parameter Z given as a function of variables A, B, …, Y, shown in Equation 9.4, where the 

variables A, B, …, Y have associated errors ΔA, ΔB, …, ΔY. 
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𝑍 = 𝑓(𝐴, 𝐵, … , 𝑌),
∆𝑍

𝑍
= √(

∆𝐴

𝐴

2

) + ⋯ + (
∆𝑌

𝑌

2

) 

Equation 9.4 

The error in Z is given by the partial differentiation of the function, such that the error calculation 

is given as the square root of the sum of the square of the fractional variable errors, as shown 

in Equation 9.4. 

 

9.2. Degenerate Semiconductor Analysis 

The space-charge region of the metal-oxide-semiconductor (MOS) diode is a key aspect of my 

research. Charge accumulation in the space-charge region of indium tin oxide (ITO) is the 

modulation mechanism used in the amplitude and phase modulators in this work. It follows that 

a detailed understanding of the charge accumulation is required to predict and quantify the 

modulation efficiency. In chapter 2 I discussed the formulation for calculating the charge 

accumulation from the capacitor dimensions and materials. To verify this simplistic formulation, 

we investigated the MOS theory for a strongly degenerate semiconductor with E. Avrutin in 

preparation [311], that I will discuss here. 

 

9.2.1.  eneral MOS Considerations 

As with any MOS analysis, there are three elements to consider: the metal, an ideal insulator in 

which we can neglect charge accumulation and tunnelling, and a semiconductor. Using 

numerical solutions of the steady-state drift-diffusion problem, with numerical values taken 

from Lesina et. al [312], the potential across the oxide and ITO layer may be calculated as shown 

in Figure 9.1. 
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Figure 9.1: The potential profile across the oxide and ITO layers from numerical simulations of [312]. 

The potential in the ITO layer is described by the one-dimensional Poisson equation, where the 

potential (𝜑) 

 𝑑2φ

dy2
= −

𝜌(𝑦)

𝜀𝐼𝑇𝑂
 

Equation 9.5 

is given as a function of the space charge (𝜌(𝑦)) and the dielectric permittivity of ITO (εITO), as 

shown in Equation 9.5. Applying appropriate boundary conditions and taking the oxide-ITO 

interface at y=0, the built-in flatband voltage (VFB) 

 𝑉𝐹𝐵 = Φ𝑚 − Φ𝑠 = Φ𝑚 − 𝜒𝑠 + 𝐸𝐹 Equation 9.6 

of the metal-semiconductor junction may be estimated from the work functions of the metal 

and semiconductor (Φ𝑚 and Φ𝑠, respectively) in the MOS structure, as given by Equation 9.6. 

Here the work function of the semiconductor may be calculated from the electron affinity (𝜒𝑠) 

and the Fermi level (EF) of the semiconductor. Here we have assumed that there is no charge 

accumulation in the semiconductor [135]. 
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9.2.2. Classical Analysis 

Using the nondegenerate semiconductor analysis in [135] with the consideration of charge 

accumulation (positive bias), we consider that local equilibrium will result in a local carrier 

density in the semiconductor, such that 𝑛(𝑦) = 𝑛(𝜑(𝑦)), and the Poisson equation becomes: 

 𝑑2𝜑

𝑑𝑦2
=

𝑒

𝜀𝐼𝑇𝑂

(𝑛(𝜑) − 𝑁𝐷
+) 

Equation 9.7 

Where 𝑛(𝜑) and ND
+ are the local electron density and the density of electrons in the bulk ITO 

material. Using the differential formulation for the Poisson equation, we find that the local 

potential may be expressed as: 

 
𝑑𝜑

𝑑𝑦
= −√2 (

𝑒𝑁𝐷
+𝑘𝐵𝑇

𝜀𝐼𝑇𝑂
)  𝐹 (

𝑒𝜑

𝑘𝐵𝑇
) 

Equation 9.8 

Where the electron charge (e), Boltzmann constant (kB), and temperature (T) are given their 

usual notations. The dimensionless positive function (F(y)) is defined as: 

 
𝐹2(𝑦) = ∫ (

1

𝑁𝐷
+ 𝑛 (

𝑘𝐵𝑇

𝑒
𝑦′) − 1) 𝑑𝑦′

𝑦

0

 
Equation 9.9 

At the insulator-ITO interface, the electric field strength Es is found as a function of the local 

potential (𝜑𝑠): 

 

𝐸𝑠 = √2 (
𝑒𝑁𝐷

+𝑘𝐵𝑇

𝜀𝐼𝑇𝑂
) 𝐹(𝑦) 

Equation 9.10 

Which may be used to estimate the characteristic scale of potential variation in ITO at a given 

voltage, which is essentially the effective space-charge region width: 

 
𝑙𝐷(𝜑𝑠) =

𝜑𝑠

𝐸𝑠
=

𝑦𝑠

√2𝐹(𝑦)
𝑙𝐷0, 𝑙𝐷0 = √

𝜀𝐼𝑇𝑂𝑘𝐵𝑇

𝑒2𝑁𝐷
+  

Equation 9.11 

Where lD0 is the Debye length as normally defined for nondegenerate semiconductors. Equation 

9.11 may be used to determine the potential in the ITO layer as a function of the gate voltage 

(Vg) using the solution as a boundary condition for Equation 9.8. The dependence of the space-

charge accumulation on the gate voltage is determined from the condition of thermodynamic 

equilibrium, whereby the absolute position of the Fermi level is the same for all values of y 

whereas the conduction band edge at each point in the semiconductor is located at −𝜑(𝑦) at 

each point y (downward bending). This gives the dependence 𝑛(𝜑) in the form of an exponential 

for degenerate semiconductors. The derivation in [135] gives an approximation for lD as: 
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𝑙𝐷 ≈
𝜋

2
3ℏ

𝑒
√

𝜀𝐼𝑇𝑂

𝑚𝑒
∗ (3𝑁𝐷

+)−
1
6 

Equation 9.12 

Where me
* is the effective electron mass. Using literature values [312] for the effective electron 

mass, and the charge density in the bulk ITO, a space layer width of 𝑙𝐷 ≈ 0.74𝑛𝑚 is obtained, 

which is in reasonable agreement with the literature assumption of 1nm. The dependence on 

the space-charge region width with gate voltage is shown as the blue dotted line in Figure 9.2. 

The approximation in Equation 9.12 assumes that the value of the carrier density in the material 

(ND
+) only has a modest effect on the width of the space-charge region. Rather than using the 

potential and its derivative at the interface, we can use an alternative method to define the 

effective space-charge region width. Instead, we find the integral of the excess carrier density 

and divide it by the excess carrier density at the interface: 

 
𝑙𝑎(𝜑𝑠) =

∫ (𝑛(𝜑(𝑦)) − 𝑁𝐷
+)𝑑𝑦

∞

0

𝑛(𝜑𝑠) − 𝑁𝐷
+  

Equation 9.13 

Again, using the literature values in [312], we can use Equation 9.13 to predict the space-charge 

region width as a function of the gate voltage, shown as the blue solid line in Figure 9.2. 

 

Figure 9.2: Effective space-charge region width, estimated using different analytical methods [311]. 

The result for la, shown as the solid blue line in Figure 9.2, is very close to lD, with the lower 

values a result of the linear dependence of 𝑛(𝜑). The two measures would be identical if both 

the carrier density and potential decayed exponentially and at the same rate with distance into 

the ITO. The similarity between the two means the dependences are close to exponential, as 

confirmed in the numerical simulations in Figure 9.1. The results in Figure 9.2 show that we can 

approximate the space-charge region width to 1nm as detailed in chapter 2. 



9.3. Capacitor Design  9. Appendix 

255 
 

Further considerations were made towards electron band nonparabolicity and considering the 

quantum behaviour of the electrons, shown as the red dotted line in Figure 9.2, though this 

yielded similar space-charge region widths and would require further computational analysis to 

confirm, which we decided was beyond the scope of this thesis. 

 

9.3. Capacitor Design 

In chapter 3 I performed a mode overlap investigation looking at how the layer thicknesses and 

waveguide dimensions affect the waveguide mode overlap with each layer. In determining the 

capacitor layout around the waveguide, i.e., fully surrounded, partially surrounded, or open on 

both side of the waveguide, I performed the same mode overlap investigation using the same 

parameters as in section 3.4. Here, I will present the figures and discuss their similarities, thus 

justifying my design choices. 
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Figure 9.3: Mode overlap as a function of (a) indium tin oxide layer thickness, (b) waveguide width, and (c) 

waveguide layer thickness for a slab structure. 

The mode overlaps for the waveguide layer (red), substrate layer (green), and ITO layer (blue) 

for a slab waveguide/capacitor structure are shown in Figure 9.3 as a function of (a) ITO layer 

thickness, (b) waveguide width, and (c) waveguide layer thickness. As expected, these trends are 

identical to the original simulations in section 3.4.2. 
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Figure 9.4: Mode overlap as a function of (a) indium tin oxide layer thickness, (b) waveguide width, and (c) 

waveguide layer thickness for a fully surrounded waveguide structure. 

The mode overlaps for the waveguide layer (red), substrate layer (green), and ITO layer (blue) 

for a fully surrounded waveguide structure are shown in Figure 9.4 as a function of (a) ITO layer 

thickness, (b) waveguide width, and (c) waveguide layer thickness. The overlaps are nearly 

identical to the slab waveguide/capacitor structure shown in Figure 9.3, and as such the design 

choice of a fully surrounded waveguide structure will make little difference to the modulator 

performance. 
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Figure 9.5: Mode overlap as a function of (a) indium tin oxide layer thickness, (b) waveguide width, and (c) 

waveguide layer thickness for a partially surrounded waveguide structure. 

The mode overlaps for the waveguide layer (red), substrate layer (green), and ITO layer (blue) 

for a partially surrounded waveguide structure are shown in Figure 9.5 as a function of (a) ITO 

layer thickness, (b) waveguide width, and (c) waveguide layer thickness. The overlaps are nearly 

identical to the slab and fully surrounded structures shown in Figure 9.3 and Figure 9.4, 

respectively, and as such the design choice of a partially surrounded waveguide structure will 

make little difference to the modulator performance. 
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9.4. Ellipsometry and Re ectometry 

9.4.1. Spectroscopic Ellipsometry 

Spectroscopic ellipsometry is a common technique used to determine the optical properties of 

a thin film material. Ellipsometry provides a contactless, non-invasive, and non-destructive 

optical technique to determine the thin film thickness and optical properties through the change 

in polarisation state of light reflected from a thin film [313]. The polarisation change is 

represented as the complex Fresnel reflection coefficients, amplitude change (Ψ), and phase 

difference (Δ). Ellipsometry can determine the refractive index and extinction coefficient for a 

known thickness of material, or vice versa. Spectroscopic ellipsometry is a technique that was 

available to me during my research but was not used to characterise the sputter-deposited ITO 

thin films, here I will detail why that is the case. 

 

9.4.1.1. Principle of Operation 

Ellipsometry detects the change in p- (parallel) and s- (perpendicular) polarisation components 

of incident light upon reflection on a thin film material, with respect to each other. The change 

in polarisation is used to determine the material’s thickness and optical constants. 

 

Figure 9.6: Optical elements required to determine the change in polarisation of the light upon reflection 

at the sample, (Spectroscopic Ellipsometer setup) [314]. 
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Figure 9.6 illustrates the optical components required to collect spectroscopic ellipsometry data 

(an ellipsometer). A broadband light source (left) produces an unpolarised light wave that passes 

through a polariser. The wave becomes linearly polarised and is incident on the sample surface 

at an angle (Φ). Post-reflection, the light is elliptically polarised and passes through an analyser, 

which allows an amount of light to pass through depending on the orientation of the polariser 

with respect to the electric field coming from the sample. The reflected polarisation is 

determined by the detector and the change in polarisation (ρ) is 

 𝜌 = tan(Ψ) ei∆ Equation 9.14 

calculated using Equation 9.14. The polariser and analyser rotate independently, determined by 

the controlling software, to obtain the desired angles. The compensators on either side of the 

sample are optional and are to alter the beam size for varying sample dimensions. 

 

9.4.1.2. Results 

The optical components, or the film thickness, are obtained in spectroscopic ellipsometry by 

fitting experimental data to a known oscillator model, such as the Cauchy model or Lorentz 

model [99], [315]. The input parameters are varied until a good match between the 

experimental data and the model data is achieved. Unfortunately, the system available to me at 

the University of York used open-source software with a limited number of models available. 

The simplicity of such a system was not suitable to measure a complex material such as ITO. 

 

Figure 9.7: Real (red) and imaginary (blue) components of the complex permittivity of a sputter deposited 

ITO thin film with 1% oxygen flow concentration. 
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The simplicity of the available oscillator models is evident in the real (red) and imaginary (blue) 

components of the complex material permittivity shown in Figure 9.7, and the corresponding 

refractive index (green) and extinction coefficient (orange) components of the complex 

refractive index shown in Figure 9.8 and calculated using Equation 2.41. The Drude model, which 

describes ITO, does not produce dispersion curves that show the relationship observed in Figure 

9.7, which is more common of a dielectric material. 

 

Figure 9.8: Real (green) and imaginary (orange) components of the complex refractive index of a sputter 

deposited ITO thin film with 1% oxygen flow concentration. 

Given the results of the spectroscopic ellipsometry measurement, we decided to use a spectral 

reflectometry technique to determine the optical properties of the sputter deposited ITO, which 

I will discuss in the next section. 

 

9.4.2. Spectroscopic Re ectometry 

Spectroscopic reflectometry is another common technique used to determine the optical 

properties, or film thickness, of a thin film material. Reflectometry is a non-destructive analytical 

technique that uses the reflection of light from a sample to measure the film thickness and 

complex refractive index components. 
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9.4.2.1. Principle of Operation 

Unlike spectroscopic ellipsometry, reflectometry uses an intensity ratio of light to determine the 

optical properties of the material. Incident light with intensity (I0) is incident orthogonally on the 

sample which produces multiple reflections inside the thin film. The interactions between these 

reflections produces interference fringes in reflection, with intensity (IR), and in transmission, 

with intensity (IT), as illustrated in Figure 9.9. 

 

Figure 9.9: Illustration of a spectroscopic reflectometer.: 

A model of a known material dispersion is then fitted to the measured interference pattern to 

determine the optical properties and material thickness, i.e., the components of the optical path 

length that determines the interference pattern. 

 

9.4.2.2. Results 

We used an F20 spectroscopic reflectometer from Filmetrics to measure the optical properties 

of sputter deposited ITO. As with ellipsometry, the simplicity of a purely optical measurement is 

not sufficient to fully characterise a complex material such as ITO. Figure 9.10 show the real (red) 

and imaginary (blue) components of the complex material permittivity for a sputter deposited 

thin film of ITO with a 27% oxygen flow concentration during the deposition. For comparison, I 

have plotted the dispersion on the same axis scale. We know from the Drude model that as the 
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wavelength of incident light increases, the real component of the permittivity tends to 0 and the 

imaginary component increases exponentially. 

 

Figure 9.10: Real (red) and imaginary (blue) components of the complex permittivity of a sputter deposited 

ITO thin film with 17% oxygen flow concentration. 

This is not the case in the measurement shown in Figure 9.10, nor with the real (green) and 

imaginary (orange) components of the complex refractive index shown in Figure 9.11. We expect 

the extinction coefficient to increase with wavelength, not exhibit the behaviour of a dielectric 

material. 

 

Figure 9.11: Real (green) and imaginary (orange) components of the complex refractive index of a sputter 

deposited ITO thin film with 1% oxygen flow concentration. 

The simplicity of an all-optical measurement and the inconsistent results it produced, is what 

lead us to the measurement technique presented in chapter 4. 
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9. . Additional Photoresists 

In section 0, I detailed the application of photoresists and referenced the film thickness as a 

function of spin speed for the S1800 photoresist series. S1818 is not the only photoresist used 

in my research, I used a plethora of resists for different purposes throughout (5). Here, I will 

detail the other resists and show their spin curves. 

 

9. .1. Comment on Spinning 

Most photoresists are designed with a range of film thicknesses that can be achieved by 

adjusting the spin coating spin at which the photoresist is applied. It is common for the 

photoresist to have a minimum achievable thickness (an asymptote of the relationship). Due to 

the stability of the material in this region, I use a spin speed in the asymptotic region of the spin 

curve and choose the corresponding photoresist for a desired thickness. 

 

9. .2. Ultraviolet Lithography Resits 

MicroChem’s LOR series is a simple bilayer resist with high thermal stability and thin film 

deposition compatibility; I use LOR 7B as a bilayer lift-off resist. The resist is spun using a 500 

rpm for 20 seconds and 5000 rpm for 60 seconds protocol, and the final film thickness may be 

estimated in the 500nm region from the spin curve in Figure 9.12. 

 

Figure 9.12: Photoresist thickness as a function of spin speed for lift-off resist (LOR) series [293]. 

In chapter 5, I detailed that I used two different concentrations of SU-8 as the insulator layer in 

the modulator. The first was a mix with volume ration 7:2 of SU-8 2050: 2000.5, where the 
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2000.5 resist serves to thin the final mixture and target a thinner final layer. The second was a 

layer of SU-8 2000.5. 

 

Figure 9.13: Thickness as a function of spin speed for SU-8 2000 series [294] showing the (a) thicker  and 

(b) thinner films in the range. 

The spin curves for these two SU-8 photoresists are shown in Figure 9.13, though neither shows 

the spin speed of 5000 rpm that I used. The thickness of the 7:2 mixture has been calculated as 

(760±10) nm in chapter 6 using surface profilometry. I performed the same repeat 

measurements using the 2000.5 SU-8 film, where an example of the surface profilometry data 

is shown in Figure 9.14, and measured a film thickness of (210±20) nm. 

 

Figure 9.14: Surface profile analysis of SU-8 layer showing (a) distorted and (b) levelled surface profile. 
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9. .3. Electron-Beam Lithography Resists 

Finally, the electron-beam lithography resists I use are ALLRESIST’s AR-P 6200.13 and AR-PC 

5091.01. The resist layer (AR-P) is spun at 5000 rpm for 60 seconds to achieve a thickness of 

approximately 350 nm, shown by the green line in Figure 9.15(a). The charge dissipation layer 

(AR-PC) is spun at 2000rpm for 60 seconds, to achieve a thickness of approximately 3 μm, shown 

by the orange line in Figure 9.15(b). 

 

Figure 9.15: Film thickness as a function of spin speed for (a) AR-P 6200 and (b) AR-PC 5000 series [193], 

[295]. 

 

9.6. Dual-Mode E ect 

The dual mode simulations discussed in section 7.5.1 feature two figures (Figure 7.11 and Figure 

7.12) that are constructed from several images taken from the simulation. Here, I will detail how 

those figures come together and show the individual images for data integrity. In the 

simulations, a short pulse of light is used to reduce the required computational power. As such, 

it is only possible to measure the position of the pulse through the waveguide by combining 

multiple images. The output of the simulation is a video of the waveguide mode travelling 

through the structure, and I use time-stamped screenshots to capture the position of the mode. 
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Figure 9.16: Fundamental waveguide mode in a 1.5μm gold, SU-8, ITO, silicon nitride on glass modulator 

side-profile. The waveguide mode profile is shown at (a) the waveguide entry (b)-(c) travelling through the 

waveguide, and (e) exiting the waveguide. The ITO has a refractive index of 1.9. 

The individual images are shown in Figure 9.16(a)-(e) for the mode at the waveguide entrance 

(a), through the modulator (b)-(d) and the waveguide exit (e) for the simulation with ITO 

refractive index of 1.9 RIU. I import the images into an image processing software (Gimp) and 

remove the blue background using a filter. This allows the waveguide modes to remain in each 

image, and the images may then be merged into one. Then I use the line tool and background 

tool to replace the simulated structure and background respectively to produce the image 

shown in Figure 9.17. 
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Figure 9.17: Fundamental waveguide mode in a 1.5 μm gold, SU-8, ITO, silicon nitride on glass modulator 

side-profile. The waveguide mode profile is shown imposed on top of each other from 5 images. The ITO 

has a refractive index of 1.9. 

Using the rectangle filling tool, I can overlay the material colours and labels used throughout this 

thesis onto Figure 9.17 and give the intensity scale bar and axes to produce the result shown in 

Figure 7.11. The process is repeated for Figure 7.12. 

 

9.7. Damped Sine Wave Fits 

To verify the non-linear regression used to fit a damped sine wave to the optical measurements 

in section 7.4 onwards, I used Origin Pro’s waveform damped sine wave fit with some of the 

measurements to create a parameter space in which I could vary the non-linear regression. The 

fitting tool within Origin Pro uses a Lavenberg-Marquardt algorithm, which is a damped least-

squares (DLS) method used to solve non-linear least squares problems [316]. The fits resemble 

those presented in the main thesis, thus confirming the non-linear regression method used in 

section 4.7.1. 
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9.7.1. Interferometry Phase Modulation 

 

Figure 9.18: Oscilloscope measured voltage as a function of capacitor gate voltage for (a) 60 μm, (b) 70 

μm, and (c) 100 μm (a)(b) single and (c) double capacitor modulator. 

For the modulator of 60 μm length, presented in Figure 7.8, the DLS method calculates a half 

oscillation period of 5.3, which matches that calculated with the Rosenbrock function. For the 

70 μm length modulator, presented in Figure 7.9, the DLS method calculates a half oscillation 

period of 12.1, which is in reasonable agreement with the Rosenbrock function calculated value. 

Finally, for the double modulator of length 100 μm, presented in Figure 7.10, the DLS method 

estimates a half oscillation period of 14.3, which is also in reasonable agreement with the 

Rosenbrock function. To obtain the DLS method results, some data points were excluded. 
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9.7.2. Straight-Through Phase Modulation 

 

Figure 9.19: Oscilloscope measured voltage as a function of capacitor gate voltage for (a)(b) 600 μm, (c)(d) 

50 μm, and (e)(f) 100 μm straight-through modulator at (a)(b) 520 nm, (c)(d) 635 nm, and (e)(f) 785 nm 

input wavelength. 

For the 600 μm straight through modulator in Figure 9.19(a) and (b), presented in Figure 7.15 

and Figure 7.16, the half oscillation period of 8.4 and 8.6 is in good agreement with the 

Rosenbrock formulation-fitted data. Similarly the 50 μm and 100 μm straight through 

modulators are in good agreement with the Rosenbrock-fitted data. Hence, I can assume that 
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the non-linear regression performed is accurate, and any higher order frequencies that may be 

observed are anomalous results. 

 

9.8. Verifying Collision Frequency 

The collision frequency parameter in the Drude model (Equation 4.1) has been discussed 

throughout this thesis. The collision frequency (Γ) is a measure of the time between electron 

collisions in a Drude material, and it follows that a material with high collision frequency has a 

large density of electrons and a high optical absorption. In section 4.7 we introduced a method 

of measuring the collision frequency of sputter deposited ITO using a guided mode resonance 

technique. The ITO used in the modulators discussed in this thesis, however, did not use this 

technique. Instead, I used the optical measurements for a straight-through modulator to 

determine the absorption and calculate the collision frequency. Here I will discuss how the 

collision frequency may be obtained using this method. 

 

9.8.1. Optical Absorption 

The optical absorption of a material (α) 

 
𝛼 =

4𝜋𝑘

𝜆
 

Equation 9.15 

is related to the extinction coefficient (k) and the incident wavelength (λ) using Lambert’s law 

[123], as shown in Equation 9.15. The fraction of incident power (P(x)) 

 𝑃(𝑥) = 𝑃(0)𝑒−𝛼𝑥 Equation 9.16 

that has propagated from a position (x=0) to a distance (x) through a material with an absorption 

given by Equation 9.15, may be expressed as a fraction of the incident power (P(0)), as shown in 

Equation 9.16. To determine the collision frequency, I first needed to find the extinction 

coefficient of the material using the optical measurement technique discussed in section 7.3. 
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9.8.2. Optical Measurements 

Using the optical measurement setup (Figure 7.1) and the oscilloscope voltage measurement 

technique discussed in section 7.3.2, for a straight-through modulator, I took the 0V gate voltage 

measurement for modulators of different length. Rearranging Equation 9.16, and taking the 

natural logarithm of the function 

 ln(𝑃(𝑥)) = −𝛼𝑥 + ln (𝑃(0)) Equation 9.17 

a linear relationship is expected between the power (P(x)) and the modulator length (x), as 

shown in Equation 9.17. The results are shown in Figure 9.20 where the incident wavelengths 

are 520nm (black), 635nm (blue), and 785nm (red). Linear fits are plotted with weighted errors, 

with errors calculated using the technique discussed in Appendix section 9.1.2, for the measured 

power, and half the UV lithography spot size on either end of the modulator length (10 μm). I 

have plotted the gradients as positive (not as indicated in Equation 9.17) to easily translate the 

absorption into extinction coefficient using Equation 9.15. 

 

Figure 9.20: Measured incident power on the oscilloscope as a function of modulator length for incident 

wavelengths of 520nm (black), 635nm (blue), and 785nm (red). 
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The error-weighted gradients for the incident wavelengths are shown in the box in Figure 9.20, 

and are shown in Table 9.1. Using Equation 9.15, I calculated the wavelength dependent 

extinction coefficients, which are shown in Table 9.1. 

Table 9.1: Absorption and extinction coefficient of sputter deposited ITO with 27% oxygen flow 

concentration during deposition as a function of incident wavelength. 

Wavelength 

[nm] 

Absorption 

[μm-1] (x10-3) 

Extinction Coefficient 

[au] (x10-4) 

520 (6.6±0.1) (2.72±0.03) 

635 (6.6±0.2) (3.31±0.08) 

785 (8.4±0.4) (5.3±0.2) 

 

9.8.3. Collision Frequency 

To calculate the collision frequency, I used the regression algorithm discussed in section 4.7.1 

with the measured electrical parameters and the extinction coefficients in Table 9.1 as known 

data points. This technique yielded a collision frequency of 13 THz, which was used to plot the 

dispersion curves shown in Figure 5.32. 

 

9.9. E pected Modulator Performance 

Using the analytical model (2.4.1) and the electrical properties discussed in chapter 6, I can now 

obtain an estimate of how the modulator will perform. I used an input wavelength of 635nm, 

with a silicon nitride waveguide on a glass substrate with refractive indices (n=2.01 and n=1.44, 

respectively) {7, 8}, and nitride thickness of 150nm. I used the Drude model optical properties 

(section 5.7.2) and a layer thickness of 197nm for ITO, as discussed in chapter 6. I modelled the 

accumulation layer with 5nm thickness, and optical properties calculated using the Drude 

model, where the free carrier density is modelled using the parallel plate capacitor formulation 

(section 2.6.3). For the SU-8 layer, I used a refractive index (n=1.6) from the literature {9}, and 

infinite thickness, i.e., the SU-8 layer serves as the cladding layer in the optical model. 
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Figure 9.21: Predicted local carrier density (red) and refractive index (blue) within a 5nm accumulation 

layer of ITO. The letter has a linear relationship. 

The free carrier density in the accumulation layer is shown by the red line in Figure 9.21, with 

the corresponding refractive index shown in blue. As expected, the relationship between gate 

voltage and carrier density/refractive index is linear. I then used the accumulation layer 

refractive index in the optical model to determine the effective mode index, shown in Figure 

9.22. 
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Figure 9.22: Effective index as a function of gate voltage for an ITO based modulator plotted as (a) a surface 

plot with the propagation constant and (b) the gate voltage. 

As shown in Figure 9.22(a), the number of guided modes with a smaller wavelength and lower 

waveguide refractive index than the literature modulators yield a significantly higher number of 

guided modes. The fundamental TE mode is shown around neff=1.73, as verified using other 

optical modelling techniques (section 3.2.2) and has been plotted a function of the gate voltage 

in  Figure 9.22(b). The nonlinear trend observed in Figure 9.22(b) is a result of the small 

difference of indices in the structure and is discussed further in chapter 7. 
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