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Abstract

Photometric stereo is a classical computer vision problem with applications ranging from

gaming, VR/AR avatars to movie visual effects which requires a faithful reconstruction of

an object in a new space, and thus, there is a need to thoroughly understand the object’s

visual properties. With the advent of Neural Radiance Fields (NeRFs) in the early 2020s,

we witnessed the incredible photorealism provided by the method and its potential beyond.

However, original NeRFs do not provide any information about the material and lighting

of the objects in focus. Therefore, we propose to tackle the multiview photometric stereo

problem using an extension of NeRFs. We provide three novel contributions through this

work. First, the Relightable NeRF model, an extension of the original NeRF, where appear-

ance is conditioned on a point light source direction. It provides two use cases - it is able

to learn from varying lighting and relight under arbitrary conditions. Second, the Neural

BRDF Fields which extends the relightable NeRF by introducing explicit models for surface

reflectance and shadowing. The parameters of the BRDF are learnable as a neural field,

enabling spatially varying reflectance. The local surface normal direction as another neural

field is learned as well. We experiment with both a fixed BRDF (Lambertian) and a learn-

able (i.e. neural) reflectance model which guarantees a realistic BRDF by tieing the neural

network to BRDF physical properties. In addition, it learns local shadowing as a function

of light source direction enabling the reconstruction of cast shadows. Finally, the Neural

Implicit Fields for Merging Monocular Photometric Stereo switches from NeRF’s volume

density function to a signed distance function representation. This provides a straightfor-

ward means to compute the surface normal direction and, thus, ties normal-based losses

directly to the geometry. We use this representation to address the problem of merging the

output of monocular photometric stereo methods into a single unified model: a neural SDF

and a neural field capturing diffuse albedo from which we can extract a textured mesh.
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ϕs(f(x)) probability density function, S-density

f(x) Signed Distance Function

Φs Sigmoid function

ρ(t) opaque density function

BCE Binary Cross Entropy function

Chapter 4: Relightable NeRF

Symbol Description

f
Θgeo
geo Geometry Network for NeRF

Θgeo learnable parameters for Geometry Network

z latent code from Geometry Network

fΘcol
col Colour Network for NeRF

Θcol learnable parameters for Colour Network

γ(x) input location

γ(d) input viewing direction
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Chapter 5: Neural Apparent BRDF Fields

Symbol Description

f
Θgeo
geo Geometry Network

Θgeo learnable parameters for Geometry Network

fΘBRDF
BRDF BRDF Network

ΘBRDF latent code for BRDF Network

fΘshad
shad Shadow Network

Θshad latent code for Shadow Network

x 3D location

v view direction

s lighting direction

z latent code

c colour

σ volume density

n normals

a albedo

LΘ reflected radiance

Ĉ(r) estimated colour

C(r) ground truth colour

N number of bins for stratified sampling

R batch of rays

F object foreground

B object background

Lsil silhouette loss

Lapp mask appearance loss

h half way vector

θh half angle

ω̂i direction of incident ray

ω̂o direction of outgoing ray
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Chapter 6: NeUS for Monocular PS

Symbol Description

fΘSDF
SDF SDF Network

ΘSDF learnable parameters for SDF Network

fΘcol
col Colour Network

Θcol learnable parameters for Colour Network

fΘNeRF
NeRF NeRF Network

ΘNeRF learnable parameters for NeRF Network

fΘV ar
V ar Variance Network

x 3D location

z latent code

d signed distance

S set of all points with zero SDF

v view direction

c colour

ρ volume density

σ2 variance

n normal

a albedo

u discrete pixel coordinate in an image

w(t) weight function for NeUS

Lnormal normal map loss

Lalbedo albedo map loss

LEikonal Eikonal loss

LMask Mask Loss



Chapter 1

Introduction

Reconstructing 3D geometry from photographs is a classic Computer Vision problem that

has occupied researchers for more than 30 years. Its applications range from 3D mapping

and navigation to online shopping, 3D printing, computational photography, computer video

games, or cultural heritage archival. Only recently, however, have these techniques matured

enough to exit the laboratory-controlled environment into the wild, and provide industrial-

scale robustness, accuracy and scalability.

A central problem in computer vision is that of inferring the physical geometry and material

properties that together explain observed images. In addition to its importance for recogni-

tion and robotics, a solution to this open problem would have significant value for computer

graphics — the ability to create realistic 3D models from standard photos could democratize

3D content creation and allow anyone to use real-world objects in photography, filmmaking,

and game development.

Recovering an object’s geometry and material properties from captured images, such that it

can be rendered from arbitrary viewpoints under novel lighting conditions, is a longstanding

problem within computer vision and graphics. The difficulty of this problem stems from its

fundamentally under-constrained nature, and prior work has typically addressed this either

by using additional observations such as scanned geometry, known lighting conditions, or

images of the object under multiple different lighting conditions or by making restrictive as-

sumptions such as assuming a single material for the entire object or ignoring self-shadowing.

Furthermore, a mesh with a fixed texture map like from structure-from-motion will look com-

pletely unrealistic when composited into a new scene with lighting different from what the

17
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object was captured in. Thus, relightable is a requirement for photorealism.

Photometric stereo has been an integral part of the computer vision and graphics field

of study due to its usefulness in determining the surface orientation at each point in a

particular image as well as for determining object points with specific surface orientation.

Photometric stereo, first introduced by Woodham [Woodham(1980)], can be defined as a

concept where directions of incident illumination between successive images can be varied

while maintaining a constant viewing direction. The technique is photometric as it uses

the radiance value recorded at a single image location, in successive views, rather than the

relative position of displaced features. The most beneficial feature is that it works best for

smooth objects without distinct texture details needed for feature-matching based methods.

These include structure-from-motion method which recovers both geometry and material

properties enabling relighting. Though the problem has attracted sustained attention for

the four decades following. However, only very recently attempts have been made to tackle

the multiview version of the problem.

Multiview stereo is a popular and well-studied passive 3D reconstruction technique. It is

based on the principle that dense pixels which correspond to multiple calibrated images

captured from different viewpoints make it possible to estimate the 3D shape of the scene via

triangulation. This involves intersecting rays being back-projected from the corresponding

pixels. The benefit of this technique is that it provides full coverage of the object as well as

applies more photometric constraints like BRDF properties and geometry details. Until very

recently, the challenge of multiview photometric stereo was addressed by finding a geometry

representation that allowed smooth and efficient optimisation to fit multiview data. However,

these classical representations (like meshes) are ill-suited since self-occlusion is discontinuous

and hence not differentiable thus, making a volumetric differential technique like NeRF a

very lucrative option to address this problem.

The vision and graphics research communities have recently made substantial progress to-

wards the novel view synthesis portion of this goal. The NeRF approach has shown that it

is possible to synthesize photorealistic images of scenes by training a simple neural network

to map 3D locations in the scene to a continuous field of volume density and colour. Volume

rendering is trivially differentiable, so the parameters of a NeRF can be optimized for a

single scene by using gradient descent to minimise the difference between renderings of the
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NeRF and a set of observed images. The use of NeRF to produce a high-quality geometry

estimation for initialization helps break the inherent ambiguities among shape, reflectance,

and lighting, thereby allowing us to recover a full 3D model for convincing view synthesis

and relighting using just a re-rendering loss, simple spatial smoothness priors for each of

these components, and a novel data-driven Bidirectional Reflectance Distribution Function

(BRDF) prior.

Though NeRF produces compelling results for view synthesis, it does not provide a solution

for relighting. This is because NeRF only models the amount of outgoing light from a loca-

tion — the fact that this outgoing light is the result of interactions between the incoming

light and the material properties of an underlying surface is entirely ignored. NeRF does not

decompose appearance at all and doesn’t explain the reconstruction in terms of materials

and lighting. If we consider the relighting problem as an extension to NeRF, by including a

simulation of transport of the scene’s light source, the task would become extremely challeng-

ing and expensive. This is due to the nature of volume density representation used by NeRF

i.e. content could exist at any point within the scene and would require constant querying

of the neural network for determining the amount of light reflected by particles at each loca-

tion. Furthermore, if there are multiple light sources, for instance, global illumination, the

querying would increase multi-fold making the training and rendering very slow. Thus, there

would be a need for either moving toward classical computer graphics techniques for global

illumination which could pair well with NeRF or reduce the complexity of illumination in

some way.

Since 2020 there has been an explosion of methods building on top of NeRF, some of which

overlap with this thesis and were done concurrently. During our research on the big gaps

of knowledge in NeRF’s realm, we realised that multiple models have been developed which

provide faster inferencing and training, handling deformation and relighting, overall object

generalisation and video rendering. However, there were no methods which would specifically

tackle the problem of photometric multiview stereo reconstruction with the NeRF technique

as a baseline model. There are multiple advantages of incorporating photometric stereo

into the NeRF model, for instance, performing photometric stereo data collection provides

visuals for a single point under different light which could possibly reveal information about

the surface that non-photometric stereo data cannot thereby enriching the dataset. This

will, in turn, provide us with far better renderings from the NeRF model. Furthermore,
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the ability to modify the lighting condition in the renderings provides us with the unique

opportunity to faithfully place the object in any artificial or real scenario by mimicking

the ambient light condition which has multiple use cases in high-end gaming and VR/AR

applications as explained earlier. Thus, we make distinct, unique contributions in building

upon NeRF and neural scene representations more generally in various ways to specifically

tackle the multiview photometric stereo problem.

Neural Radiance Fields (NeRFs) [Mildenhall et al.(2020)] use a coordinate-based multi-layer

perceptron (MLP) to represent volumetric density and view-dependent radiance for a single

scene. A NeRF can be rendered in a differentiable manner, meaning they can be trained from

image data alone and they have proven to be an ideal representation for integrating informa-

tion from multiple views. A trained NeRF is capable of state-of-the-art photorealistic novel

view synthesis. Although a much less explored avenue, fitting such neural representations to

images also provides a potential route to shape and material estimation.

In practice, a NeRF comprises two MLPs. The first is conditioned only on position and

computes density. This can be thought of as capturing the geometry of the scene. The

second is additionally conditioned on the view direction. This network effectively learns the

convolution of the bidirectional reflectance distribution function (BRDF) at each point in

the scene with the lighting environment and non-local effects such as shadowing. In the

specific case where lighting is provided by a single point source, it effectively learns a slice of

the apparent BRDF (i.e. the BRDF combined with non-local effects) for each point in the

scene in which lighting is fixed and viewpoint is allowed to vary over the full hemisphere.

1.1 Novel Contributions

In this thesis, we aim to develop this idea further. We focus on reconstructing objects

captured from multiple viewpoints and with varying, controlled lighting. We present a

variety of techniques, ranging from black box relightable models to models in which surface

reflectance, shadowing and lighting are explicitly modelled using neural fields. The work

does not aim to explicitly model the physics of reflection but applies some of the restrictions

to the neural models which have been derived from physics-based limitations. Specifically,

we make the following novel contributions:
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• Relightable NeRF: We begin by proposing an extension to the original NeRF in

which appearance is conditioned on a point light source direction. This has two benefits:

1. we are able to learn from and exploit the additional information in images with

varying lighting (NeRF makes the assumption of fixed lighting over the dataset), 2. the

trained model can be used for relighting under arbitrary conditions, including those

not seen in the training set. Our model is entirely black box - we expect the neural

field to learn lighting and view dependence from scratch with no guarantee of physical

plausibility. To the best of our knowledge, we are the first to learn a point lighting

conditioned NeRF on multiview photometric stereo style data.

• Neural BRDF Fields: We extend the black box relightable NeRF by introducing

explicit models for surface reflectance and shadowing. We make the parameters of the

BRDF learnable as a neural field, enabling spatially varying reflectance. We also learn

the local surface normal direction as another neural field. We experiment with both a

fixed BRDF (Lambertian) and a learnable (i.e. neural) reflectance model which guaran-

tees the satisfaction of two of the three requirements for a physically-valid BRDF. We

learn local shadowing as a function of light source direction enabling the reconstruc-

tion of cast shadows. Relative to our relightable NeRF model, this improved model

enables extrapolation to lighting conditions far from those observed during training.

To the best of our knowledge, we are the first to combine learnable neural BRDFs with

learnable point light-conditioned shadow fields and regressed normal fields for solving

multiview photometric stereo.

• Neural Implicit Fields for Merging Monocular Photometric Stereo: The

density model used by NeRF and our first two contributions is ill-suited to representing

surface-based models. There is also no meaningful way to define a surface normal

for non-binary density fields and use the gradient of the density, thus, leading to

extremely noisy surface normals. We, therefore, switch to a neural implicit surface

representation (signed distance function). This provides a straightforward means to

compute the surface normal direction and therefore to tie normal-based losses directly

to the geometry. We use this representation to tackle the problem of merging the

output of monocular photometric stereo methods (i.e. a normal map and diffuse albedo

map per viewpoint) into a single unified model: a neural SDF and a neural field
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capturing diffuse albedo from which we can extract a textured mesh. To the best of

our knowledge, we are the first to use neural SDF representations to merge monocular

photometric stereo output across views into a unified model.

1.2 Thesis Structure

The thesis is divided into seven chapters. The first chapter, Introduction gives us a brief un-

derstanding and reasons for choosing this topic of research, the novel contributions provided

by the research and the structure summary of the thesis. In the second chapter, Prelim-

inaries we will first introduce the theoretical concepts of the Lambertian model and the

Bidirectional Reflectance Distribution function which are the core components of our work.

We also provide detailed information about two datasets used for training all our models -

synthetic, Stanford Bunny and multiview photometric stereo, DiLiGeNT-MV.

The third chapter, Literature Review, will provide an in-depth explanation of the predeces-

sors of NeRF which include neural 3D representations, view synthesis through image-based

rendering and Local Light Field Fusion as well as inner workings of NeRF. In order to fully

understand the gap in literature we will provide an exhaustive library of NeRF variants,

developed to achieve multiple shortcomings exhibited by original NeRF, as well as a critical

analysis of each type of variant.

The fourth chapter, Relightable NeRF will provide a detailed step-by-step process of devel-

oping our first novel contribution. We will start by introducing the process of preparing a

dataset to make it compatible with NeRF and our training setup to check the feasibility

of the baseline framework on any data other than ones already provided with the model

Following this, we will explain the pipeline enhancement performed in order to achieve Re-

lightable NeRF. We will finally provide multiple comparative and ablation studies to assess

the performance of the upgraded model.

The fifth chapter, Neural Apparent BRDF Fields for Photometric MV-Stereo, and sixth

chapter, Neural Implicit Fields for Merging Monocular Photometric Stereo, we will follow

a similar storyline as chapter four where we will explain the enhancement performed on

the pipeline, a step-by-step implementation process and an ablation study to assess the

performance enhancement provided by the upgrades.
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In the final chapter, Conclusion and Future Work we will summarise our findings and provide

an exhaustive list of options which could be used to extend this piece of work.

1.3 Reproducibility

The implementation of many of the methods in this thesis was highly complex, building

on top of large code bases. Even reproducing results from already-published papers proved

very challenging, with many practical obstacles to overcome. For this reason, to help assist

researchers in future and to make our work more reproducible, in each chapter, besides the

theory describing our methods, we also present detailed implementation specifics for exactly

how we constructed and trained the models we proposed and processed the datasets we

work with. We hope that this will provide value to the thesis besides purely theoretical

contributions.

1.4 Publications

• Asthana M, Smith W, Huber P. Neural apparent BRDF fields for multiview photo-

metric stereo. In Proceedings of the 19th ACM SIGGRAPH European Conference on

Visual Media Production, 2022, Dec 1 (pp. 1-10).



Chapter 2

Preliminaries

The chapter will be introducing the core theories essential to understand our work and novel

contributions. We will be examining the Bidirectional Reflectance Distribution Function

(BRDF) - which would be central for modeling diffuse surfaces - starting with Lambertian

reflectance and developing towards more general data-driven BRDFs. We will dive deep into

the mathematics behind the phenomena and constraints to be satisfied. Second, we will

discuss the process of 3D reconstruction under varying light conditions (Photometric Stereo)

and using calibrated overlapping images from different viewpoints (Multiview Stereo). We

will also be explaining the mathematical theory which makes image-based modelling and

image-based rendering possible. Finally, we will make the reader acquainted with the datasets

- Stanford Bunny and DiLiGeNT-MV used for training all our models.

2.1 Lambertian Model

Lambertian reflectance is defined as a material property which distributes the incident en-

ergy from an illumination into all view directions equally. It is a simple two-dimensional

function with no dependence on the viewing direction which reduces its complexity. Due

to such simplifications, it does not allow for the modelling of cast shadows or specularities

[Ikeuchi(2021)].

Theory. A scene exhibits Lambertian reflectance [Sanjeev(2014)] when the measured in-

tensity E and can be expressed as a function of surface normal n and incident illumination

direction s:

E = Iamax(n.s, 0)

24
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where I is the intensity of light and a is the scene point albedo i.e. the ratio of the reflected

and incident energies. Furthermore, Lambertian reflectance is a clamped cosine function

which allows the model to consider shadows. An extension of Lambertian reflection called

the ”diffuse + specular” model is described as:

E = Iadmax(n.s, 0) + Iasδ(v − s− 2 ∥n.s∥n)

where ad and as are diffused and specular albedos of the scene and δ is the function which

defines the viewing, incident and surface normal vectors aligned according to the Law of

Reflection. Another extension is the visual appearance of rough diffused Lambertian surfaces,

modelled as a Gaussian distribution of the orientations of microstructures within any scene

point.

Applications. The variants of Lambertian models find their use in multiple Computer

Graphics tasks due to their linearity. For example, if we consider a scene with surface points

i = 1, 2, ...k with surface normals ni ∈ N and light-source direction si ∈ S we can represent

the image as E=S.N which is linearly separable. Some of the applications include:

1. Explanation of Ambiguities. In the equation above, we can introduce any invertible

Q as E = S.Q.Q−1.N where it can represent any orthographic viewing or distant

illumination.

2. Scene Reconstruction. In classical photometric stereo, surface normals can be obtained

by N = (S−1.E) with known lighting.

3. Relighting Scenes. For Lambertian models, relighting can be performed as a summation

of two sets of known illuminations S1 and S2 and the resultant image can then be

defined as E = S1.N + S2.N = S3.N .
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2.2 Bidirectional Reflectance Distribution Function BRDF

Figure 2.1: BRDF Overview (figure taken from [Westlund et al.(2002)]).

A Bidirectional Reflectance Distribution Function (BRDF) is a theoretical concept that

describes how light is reflected at an opaque surface. Formally, BRDF, fr is defined as the

ratio of the target radiance dL reflected in one direction (θo, ϕo) to the incident irradiance

dEi from direction (θi, ϕi) as shown in figures 2.1 and 2.2:

fr(θi, ϕi; θo, ϕo;λ) ≈
dLr(θi, ϕi; θo, ϕo;λ)

dEi(θi, ϕi;λ)

The equation above explains the distribution of reflected light at a surface. For a given

incoming light ray at a point surface, a BRDF approximates the bidirectional sub-surface

scattering reflectance distribution function (BSSRDF) but ignores the sub-surface scattering

and assumes that the light striking the surface at the point will be reflected by the same

point.

Solid Angles. For a given point on a surface, solid angle can be used to refer to some small

surface area on the hemisphere and is approximated as the area intercepted by a cone whose

apex is at the sphere’s centre.

Irradiance and Radiance.
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Figure 2.2: Angles and Vectors for BRDF (figure taken from [Westlund et al.(2002)]).

Irradiance, Ei is the rate of incoming energy at a surface point per unit surface area and

describes the light arriving at a point from all directions. Whereas, radiance describes the

amount of light arriving at a point from a specific direction. The irradiance at a point on

the surface can be defined as:

Ei =

∫
allωi

Li(−ωi) cos θidσ

=

∫ 2π

ϕ=0

∫ π
2

θ=0
Li(θi, ϕi) cos θi sin θidθidϕi

BRDF Constraints. Every physically based BRDFs require to obey two constraints:

1. Helmholtz Reciprocity Rule states that the BRDF fr is symmetric relative to ωi and

ωo.

fr(ωi, ωo) = fr(ωo, ωi)

2. Positivity Principle which states that BRDF fr should remain positive with respect to

ωi and ωo.

fr(ωi, ωo) ≥ 0

3. Law of Conservation of Energy normalises the BRDF fr and states that the amount
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of reflected radiance must not be greater than the incidence radiance.

∀ωi

∫
2π

fr(ωi, ωo) cos θrdωo ≤ 1

It must be noted that only simple empirical models like Phong lighting model ignore these

constraints.

2.3 Photometric Stereo

The process of reconstructing the three-dimensional shape of a stationary scene from a

collection of images representing the scene under variable lighting conditions is known as

Photometric stereo (PS). Contrary to shape from shading, a method of recovering the shape

of an object from a single image, PS essentially leads to a more robust solution and could po-

tentially be obtained in the absence of any prior knowledge of lighting conditions or material

properties [Ikeuchi(2021)].

Theory. For a scene composed of a matte surface with surface reflectance defined by the

Lambertian model and illuminated by a single directional source i.e, a point source at infinity,

the light reflected by a point (x, y, z(x, y)) and normal n(x, y) and albedo a(x, y) is defined

as:

Ii(x, y) = a(x, y)I′in(x, y).

If we consider k images I1, ..., Ik with matrix M = [I1, ...Ik]
T of intensity measurements,

L = [I1, ..., Ik]
T of light sources and matrix S = [a(x1, y1)n(x1, y1), ...,a(xk, yk)n(xk, yk)] of

surface normal, then the combined equation for all images:

M = LS ⇒ S = L−1M.

Now the scene depth values can be recovered by normalising each column of S:

n(xi, yi) =
si

∥si∥

a(xi, yi) =
∥∥si∥∥ .

In order to simultaneously recover shape and light, a decomposition of a 3 × 3 non-singular
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matrix A can be used to introduce a nine-parameter ambiguity component:

M̂ = (L̂A−1)(AŜ).

Application and Open Problems. The method, though reliable for faithful reconstruc-

tion, is mostly confined to controlled laboratory conditions for stationary scenes under vari-

able lighting conditions. The existing photometric stereo methods aim to handle Lambertian

objects by removing specular pixels. Other methods also try to model the effects of a cast

shadow and interreflections.

2.4 Multiview Stereo

Multiview stereo is defined as the process of reconstructing a 3D shape from calibrated over-

lapping images which have been captured from different viewpoints. The existing methods

can be broadly divided into two categories - active and passive methods. It is based on the

principle that dense pixel correspondences in multiple calibrated images make it possible to

estimate the 3D shape of the scene. Multiview stereo works best when surfaces are textured

and Lambertian whereas glossy or specular surfaces are non-Lambertian and are more dif-

ficult to handle. For reconstructing a static or dynamic scene (which is far more complex

due to the additional time parameter) with multiview stereo, a single camera can be used

to capture images from multiple viewpoints over time. For 3D shape representation, many

multiview stereo methods represent the 3D scene as a set of depth maps however, polygonal

meshes and explicit surface-based representations are used as well [Sinha(2014)].

Photoconsistency. It is a measure for the photometric similarity of the 2D projections

of any 3D scene point in a set of calibrated images. A pair of 2D image patches can be

compared using normalized cross-correlation.

NCC(u, v) =

∑n
j=0(uj − ū).(vj − v̄)√∑n

j=0(uj − ū)2
∑n

j=0(vj − v̄)2

The NCC-based similarity measure lies in the range [-1,1] where a value closer to 1 indicates

that the vectors are similar in appearance. Many multiview stereo methods require the pho-

toconsistency function to be evaluated densely on a 3D voxel grid for the volume containing

the scene which is then referred to as the cost volume. One simple way to construct this
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cost volume is to evaluate the photoconsistency of all 3D points (or voxels) using a pairwise

similarity measure. Another general approach to constructing the cost volume involves first

estimating depth maps from each camera’s viewpoint using a state-of-the-art multi-baseline

stereo matching algorithm.

Optimization Methods. The majority of multiview stereo methods formulate the recon-

struction task as a local or global optimization problem. A local method such as space

carving starts with an overestimate of the 3D scene. Global methods for depth map estima-

tion incorporate image-based smoothness constraints into the formulation. Such methods

are often based on a 2D Markov Random Field (MRF) framework where the energy function

is minimized using partial differential equations.

2.5 Image-Based Modeling

Image-based modelling is the process of creating a three-dimensional model using two-

dimensional images. In this, the appearance of a shape is often modelled by specifying

a colour for each point on the shape. In comparison, appearance modelling dedicates to

modelling both the shape and precise surface reflectance. These models are useful for vari-

ous applications such as simulation, robotics, virtual reality, and digital entertainment.

Theory. In order to generate these shape models, a minimal surface can be obtained auto-

matically from the input data. The minimal surface is a surface that minimizes the following

∫ ∫
wds.

In the equation above, an infinitesimal element ds with its surface defined through the

consistency exhibited in the input 3D point cloud or 2D images. The method could be applied

to a simple Euclidean distance between the surface and 3D points and works best where the

density of points is high. However, it is difficult for the method to model discontinuous

surfaces like hair, clothes, tree branches, or buildings [Ikeuchi(2021)].

2.6 Image-Based Rendering

Image-based rendering refers to the representations of a 3D scene or object which allows

its visualisation and manipulation without a full 3D model reconstruction. These represen-
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tations can be obtained directly from RGB images and depending on how the images are

being taken and auxiliary information, such as depths, etc., required, a number of image-

based representations supporting different viewing freedom and functionalities are available.

The rendering of novel views can be viewed as the reconstruction of the plenoptic function

(which is a five-dimensional function representing the intensity of the light observed from

every position and direction in the three-dimensional space) from its samples.

Theory. Rendering refers to the process of generating new views from the images. The

geometry information can either be implicit that relies on positional correspondences or

explicit in the form of depth along known lines-of-sight or 3D coordinates. The render-

ing methods can be classified into three types - (i) point-based, (ii) layer-based and (iii)

monolithic rendering.

In a Point-Based Rendering system, the points are mapped through forward mapping tech-

niques onto a target screen. This can be mathematically represented as:

X = Cr + Prxr = Ct + Ptxt

In the equation above, xt and xr are homogeneous coordinates of the projection ofX on target

screen and reference images, respectively, C is the camera center and P is the projection

matrix. Layer-based and monolithic rendering usually represents geometry as a collection of

planar layers and continuous polygon meshes with textures, respectively [Ikeuchi(2021)].

2.7 3D Volume and Rendering

Volume visualisation is a method of extracting meaningful information from volumetric data

using interactive graphics and imaging. Volumetric data has many forms which include 3D

entities with or without relevant volumetric information, devoid of tangible surfaces and

edges, or too voluminous to be represented geometrically. Though these varied forms exist,

a volumetric data set can be represented by a standard set V of samples (x,y,z,v), also called

voxels, representing the value v of some property of the data, at a 3D location (x,y,z).

The voxel could be used to represent a multitude of states and properties in and around the

object. For instance, in binary data, the value 0 or 1 can simply represent whether the voxel

represents the background or the object. Multivariate data could be used to represent colour,
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density or normal direction. During rendering, the voxels can be replaced by geometric

primitives like triangles to reduce the complexity of the task [Hansen and Johnson(2011)].

Volume rendering can be defined as the process of producing a two-dimensional image directly

from three-dimensional volumetric data. It can be achieved using three major techniques

- object-order rendering, image-order rendering and domain-order rendering. Image-order

rendering uses a backward mapping scheme where rays are cast from each pixel in the image

plane through the volume data to determine the final pixel value. For full volume render-

ing, interpolated samples are processed to simulate the light transport within a volumetric

medium and can be represented using a low-albedo optical model as

Iλ(x, r) =

∫ L

0
Cλ(s)µ(s) exp (

∫ S

0
µ(t)dt)ds (2.1)

where Iλ(x, r) is the amount of light of wavelength λ coming from ray direction r that is

received at point x on the image plane for each cast ray. On the other hand, object-order

techniques decompose the volume into a set of basis elements or basis functions which are in-

dividually projected to the screen and assembled into an image. When solving for generalised

volume rendering integral, voxels are represented as disjointed cubes, however, this provides

inferior renderings. The quality has been proven to improve using kernel splatting which is

achieved by (i) calculating the screen-space coordinate of the projected grid point, (ii) cen-

tering the footprint around that point and stretching it according to the image magnification

factor and (iii) rasterising the footprint to the screen [Hansen and Johnson(2011)].

Hybrid techniques combine the advantages of both methods, i.e., they use object-centered

storage for fast selection of relevant material (from object-order methods) and early ray

termination for fast occlusion culling (from image-order methods). The shear-warp algorithm

is one such hybrid method where the volume is rendered by a simultaneous traversal of RLE-

encoded voxel and pixel runs (opaque pixels and transparent voxels are efficiently skipped

during these traversals).

In domain rendering, the spatial 3D data is first transformed into another domain, such

as compression, frequency, and wavelet domain, and then a projection is generated directly

from that domain or with the help of information from that domain. The frequency domain

rendering applies the Fourier slice projection theorem, which states that a projection of the

3D data volume from a certain view direction can be obtained by extracting a 2D slice per-
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pendicular to that view direction out of the 3D Fourier spectrum and then inverse Fourier

transforming it. This approach obtains the 3D volume projection directly from the 3D spec-

trum of the data, and therefore reduces the computational complexity for volume rendering

from O(N3) to O(N2log(N)). The compression domain rendering performs volume render-

ing from compressed scalar data without decompressing the entire data set, and therefore

reduces the storage, computation and transmission overhead of otherwise large volume data

[Hansen and Johnson(2011)].

2.8 Datasets

2.8.1 Stanford Bunny

The Stanford Bunny is a standard test model of a clay bunny of roughly 7.5 inches in height,

used for essentially all computer graphics research. These topics can include polygonal simpli-

fication, compression, surface smoothing, non-photorealistic rendering and texture mapping.

The model was created using zippered polygon mesh technique [Turk and Levoy(1994)] to

create polygonal models from several range scans. A range scan can be defined as a grid

of distance values representing the distance between the points on the physical object from

the capturing device. The model is a good test model - it is fairly smooth, has manifold

connectivity and consists of 69,451 triangles. For the purpose of our experiments, we have

generated images for 33 views and 3 lighting directions.

Zippered Polygon Meshes

The method provides a solution for combining a collection of range of images into a single

polygonal mesh that describes the outer appearance of the object. The process encompasses

three steps - first, it aligns the meshes with each other using a modified iterated closest-

point algorithm, second, zips together adjacent meshes to form a continuous surface that

faithfully captures the topology of the object and third, computes local weighted averages

of the surface position of all meshes to form a consensus surface geometry.

Matlab Renderer

Matlab Renderer is an offscreen renderer based on deferred shading. It provides a ras-

teriser based on z-buffering and supports texture/normal mapping, shadowing, visibility
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and orthographic, perspective and perspective+distortion camera models. It is fast and of-

fers complete feature control for texture mapping, camera parameters and shadow mapping

[Bas and Smith(2019)].

Figure 2.3: Mesh and Texture Map for Stanford Bunny used as input for Matlab Renderer

The renderer’s coordinate system assigns the top left pixel as (1,1) with positive X on the

right, positive Y down and positive Z on the screen. The renderer only supports the following:

1. point light sources which can either be local or distant

2. Blinn-Phong reflectance

3. scaled orthographic, perspective or perspective with distortion camera models

The details on the implementation and usage of the dataset have been provided in the

Appendices section 8.1.

2.8.2 DiLiGeNT Multiview

The ’DiLiGenT-MV’ dataset [Li et al.(2020b)] includes five objects: BEAR, BUDDHA,

COW, POT2, and READING as shown in figure 2.4. The images have been illuminated

by 96 different lights from 20 different viewpoints.
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Figure 2.4: DiLiGeNT-MV Objects. (Figure taken from [Li et al.(2020a)])

Data Capture Setups

The data has been captured using two different types of setups - a studio scanner and a

desktop scanner with both systems fitted with camera-synchronous LED lights for fast data

capture. The studio setup uses a PointGrey Grasshopper camera whereas the desktop setup

uses linear industry camera with resolutions 1200 × 900 and 1280 × 960 respectively. The

images were captured viewpoint by viewpoint.

Setup Details. The studio setup consists of 72 LED lights placed uniformly in two con-

centric circles of diameters 400 and 600 mm with the video camera mounted at the center

as shown in figure 2.5. The desktop setup consists of a similar concentric ring setup with

diameters 150 and 300 mm. For all experiments, the object has been placed 400 mm away

from the camera.
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Figure 2.5: Left: the studio scanner setup. Middle: the desktop scanner setup. Right: θ0

can be calibrated to determine the position of the LED lights in 3D space. (Figure taken

from [Li et al.(2020a)])

Calibration. The calibration process has been simplified due to the known radii of the

concentric ring lights for both the setups, thus, a single parameter, azimuth angle, needs

calibration for calculating the precise position of 3D object. The azimuth angle can be

represented as θ0 +α, where α is the true azimuth angle. The light intensities are measured

using a diffuse board roughly parallel to the image plane.

Shape and Reflectance Reconstruction.

The images have been captured from multiple viewpoints, and at each viewpoint, photometric

stereo images under different lighting conditions have been recorded. This has been achieved

by identifying iso-depth contours from the input images from every viewpoint as shown in

figure 2.6. In the upcoming sections, we will dive into details about each step.



CHAPTER 2. PRELIMINARIES 37

Figure 2.6: The iso-depth contours and a sparse 3D point cloud have been recovered from

photometric stereo images and by structure-from-motion, respectively. (Figure taken from

[Li et al.(2020a)])

Basic Iso-Depth Contour Estimation. For the estimation, a generalized algorithm has

been used to make it more robust in real data. When the light is rotated on the path of

the circles, the camera is able to recover the surface normal direction of the points on the

isotropic surface. In the camera’s local coordinate system, this plane gives the azimuth

angle of the surface normal. Once an azimuth direction is computed at each pixel, iso-depth

contours are generated. This has been achieved by iteratively tracing along the two directions

perpendicular to the azimuth direction for every pixel.

Multi-View Depth Propagation. Employing a sparse set of 3D points has been proven

extremely useful in the recreation of the object using any standard structure-from-motion

algorithm. For a reconstructed 3D point x, the algorithm is proficient in searching and

projecting it to all the sample images where is it visible. The following step in depth propa-

gation is to determine the depth of point x in every pixel in an input image Ci. It generates

information that is used to determine the depths of other 3D points in every input image.

Finally, a median image has been computed so as to avoid any moving highlights.

For obtaining the most accurate results some issues need to be addressed, these are (i) all

points are required to be sorted according to the confidence of their associated iso-depth

contours and (ii) the depth propagation should not be applied in images where a 3D point
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is not visible.

Reflectance Capture. In order to capture the surface reflectance, the system incorporates

a general tri-variant isotropic BRDF, given the assumption that the surface reflectance can

be represented by a linear combination of several (K = 2) basis isotropic BRDFs. Following

this, an N ×M observation matrix V has been created as follows.

VN×M = WN×KHK×M

The observation matrix has been decomposed into mixing weight matrix W and BRDF basis

matrix H. The accuracy of reflectance capture can be improved by calculating H as a subset

of accurately measured 3D points.

2.9 Conclusion

In this chapter, we discussed the core concepts one requires to be acquainted with in order to

understand this piece of work and the novel contribution made by it. We discussed the types

of surfaces which we will be modelling through our work - Lambertian and BRDF, the math-

ematics supporting Photometric and Multiview Stereo and finally, image-based rendering

and modelling. We concluded the chapter with a soft introduction to the datasets - Stanford

Bunny and DiLiGeNT-MV used for all our training. With an in-depth understanding of the

preliminaries, we are ready to dive deep into the workings of Neural Representations which

is the core essence of the upcoming chapter.



Chapter 3

Literature Review

In this chapter, we will be discussing the state-of-the-art technologies on neural representa-

tions and high-fidelity object reconstruction which are the backbone of this project. We will

first provide honourable mentions to some previous works in the neural 3D representation

realm - Local Implicit Grid Representation and DeepSDF and in view synthesis and image-

based rendering realm - soft rasterizer and DeepView, followed by Local Light Field Fusion

(LLFF) which is the direct predecessor to Neural Radiance Fields. Once we provide the

reader with a strong understanding of these methods, we will gently introduce NeRF and

dive deep into the core mathematics behind the technique. Following this, we will provide

an exhaustive categorised list of varied forms of NeRF which aim to improve a particular set

of features, for instance, faster inference and training models, generalised and deformable

models. Furthermore, a literature critique will provide the scope and drawbacks of some

of these techniques, providing a case for a knowledge gap. We will conclude our Literature

Reiview by further exploring the different methods which provide relightable functionality

as it would be one of the main focuses of our novel contributions.

3.1 Neural 3D Representations

Previous works in the field of neural rendering have learned shape priors from partial

or noisy data. Local Implicit Grid Representations [Jiang et al.(2020)] trains an autoen-

coder to handle complex and diverse indoor scenes. Continuous Single Distance Func-

tion (DeepSDF) [Park et al.(2019)] provides trade-offs across fidelity, efficiency and com-

pression capabilities enabling high-quality shape representation, interpolation and comple-

39
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tion. Local Deep Implicit Functions (LDIF) [Genova et al.(2020)] and Occupancy Networks

[Mescheder et al.(2019)] provide a computationally efficient function for high-resolution ge-

ometry representation for any arbitrary topology. However, these representation functions

are limited by a major factor – they all require access to the ground truth of the 3D geometry

which is typically obtained from a synthetic 3D shape.

A step up from these techniques has been in training reconstruction models from RGB

images, however, these approaches have been restricted to voxel- [Stutz and Geiger(2018),

Xie et al.(2019), Gadelha et al.(2017)] and mesh-based [Kanazawa et al.(2018), Liao et al.(2018),

Pan et al.(2019), Wang et al.(2018)] representations which suffer from discretization or low

resolution [Niemeyer et al.(2020)]. Recent works have provided a rather relaxed depen-

dency on ground truth 3D geometry and essentially employing only 2D images to formulate

differentiable rendering functions. [Niemeyer et al.(2020)] propose to learn implicit shape

and texture representations using depth gradients which are derived from implicit differ-

entiation. This is obtained by calculating the surface intersection for each ray which is

the input to a neural 3D texture field predicting a diffuse colour at a particular point.

[Sitzmann et al.(2019)] propose Scene Representation Networks (SRNs) which provide a

structure-aware scene representation through a continuous function mapping world coor-

dinates to features of a local scene – achieved through a differentiable ray-marching algo-

rithm. These techniques have quite a potential to represent complicated and high-resolution

geometry, however, they are still limited to extremely low geometric complexity leading to

over-smoothed renderings.

3.2 View Synthesis and Image-based Rendering

Photorealistic novel views can be reconstructed when the data sampling is dense in nature

by widely popular interpolation techniques, however, when the sampling is sparse in nature

it becomes difficult to predict geometry and appearances from observed images. Mesh-based

representations can be directly optimised using differentiable rasterizers and pathtracers.

DIB-R [Chen et al.(2019)] implements a differentiable renderer which views foreground ras-

terization as a weighted interpolation of local properties and background rasterization as a

distance-based aggregation of global geometry – which, in turn, enables gradient calculation

for all pixels in the image. Similarly, soft rasterizers [Liu et al.(2019)] renders using an aggre-
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gation function which collates probabilistic contributions of all mesh triangles with respect

to the rendered pixels. Monte Carlo ray tracer [Li et al.(2018)] through edge sampling pro-

vides a comprehensive solution to calculate scalar function derivates over a rendered image

with respect to parameters like camera poses, lighting and scene geometry. However, these

strategies require a template mesh with a fixed topology which is not possible for in-the-wild

scenes.

Volumetric representations provide superior reconstruction for complex shapes and materi-

als as they can be easily optimised through gradient-based approaches and are less prone

to visually distracting artefacts. DeepView [Flynn et al.(2019)] synthesises multiplane im-

ages (MPI) from sparse camera viewpoints improving performance on object boundaries,

light reflection and thin structures. Local light field fusion (LLFF) [Mildenhall et al.(2019)]

proposed an algorithm by extending the traditional plenoptic sampling theory for view syn-

thesis from an irregular grid of sample views via MPI representations. Neural Volumes

[Lombardi et al.(2019)] present an encoder-decoder framework which outputs a 3D volume

representation from images and a differentiable ray-marching operation for end-to-end train-

ing. Though these techniques have the potential to render high-resolution novel viewpoints,

they are limited due to discrete sampling.

3.3 Local Light Field Fusion LLFF

LLFF proposes a robust deep learning technique for view synthesis from an irregular grid of

sampled views to render novel views of complex real world scenes for virtual exploration. As

opposed to previous works which required intractably dense view sampling, it expands sparse

sampled views into a local light field via multiplane image (MPI) [Zhou et al.(2018)] scene

representations and then renders new views by blending these adjacent local light fields. The

approach has been proven to be practical in real life and real time scenarios like augmented

reality and virtual exploration.
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Figure 3.1: Local Light Field Fusion Overview: A method for view synthesis from a set of

input images captured by a handheld camera in an irregular grid pattern (Figure taken from

[Mildenhall et al.(2019)]).

LLFF Model

The LLFF model (overview provided in figure 3.1) uses an extension of plenoptic sampling

theory [Chai et al.(2000)] to derive a bound specifying the density of required sample views

to be provided by the user for a particular scene. This strategy reduces the number of

required sample views by a factor of D2, where D is the number of depth planes, compared

to Nyquist view sampling.

Nyquist Rate View Sampling. The extension to plenoptic sampling [Chai et al.(2000)]

defines the required maximum camera sampling interval △u for a light field with occlusion

as

△u ≤ 1

2Kxf(
1

zmin
− 1

zmax
)

(3.1)

where Kx is the highest spatial frequency representation in the sampled light field. It is

defined by the highest spatial frequency in the continuous light field Bx and the camera

spatial resolution △x

Kx = min(Bx,
1

2△x
). (3.2)

MPI Scene Representation and Rendering. The representation consists of a set of

fronto-parallel RGBα planes which are evenly sampled within a reference camera view. The

novel view are generated in the local neighbourhood using alpha compositing of the colour

along the rays using the ”over” operator.

View Sampling Rate Reduction. Each alpha composting step increases the Fourier

support by convolving the previously-accumulated light field’s spectrum with the spectrum
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of the occluding depth layer. Steering away from the traditional plenoptic sampling, the

additional bound to the camera sampling interval △u can be measured as

△u ≤ W △x zmin

2f
(3.3)

where W is the image width in pixels of each sampled view.

View Synthesis Pipeline

As shown in the figure 3.2, the synthesis pipeline encompasses two phases - (i) a CNN to

promote a captured input image to an MPI and (ii) reconstruction of novel views by blending

renderings from adjacent MPIs.

Figure 3.2: View Synthesis Pipeline. Top: View sample inputs to an MPI scene representa-

tion [Zhou et al.(2018)], consisting of D RGB planes at regularly sampled intervals. Bottom:

Render novel views as a weighted combination of renderings from neighbouring MPIs, modu-

lated by the corresponding accumulated alphas (figure taken from [Mildenhall et al.(2019)]).

MPI Prediction for Local Light Field Expansion. In order to fully utilise the potential

of each capture, the pipeline provides a platform to expand each sampled view to a local
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light field using an MPI scene representation. This has been achieved by taking five views as

input and expanding the reference view to its four nearest neighbours in 3D space. The input

images are then reprojected to D depth planes and sampled linearly in disparity within the

reference view frustum and form 5-plane sweep volumes (PSVs) of size H ×W ×D× 3. The

CNN provides opacity value α for each MPI coordinate (x, y, d) as well as a set of 5 colour

selection weights which sum up to 1 at every MPI coordinate. The predictions are improved

using 3D convolutional layers instead of 2D convolutional layers which in turn, enables it to

predict MPIs with a variable number of planes D.

Continuous View Reconstruction by Blending. The MPI prediction network uses a

set of RGB images Ck and their camera poses pk to create a stack of MPIs Mk for each input

image. The novel views are created by homographically wrapping each RGBα MPI plane

into the frame of reference of the target pose pt and finally, alpha compositing these planes

from back to front. The output from the network is RGB image Ct,k and alpha image αt,k.

The prediction performed over multiple MPIs can be eventually defined as

Ct =

∑
wt,kαt,kCt,k∑
k wt,kαt,k

(3.4)

where Ct is the final output after blending all rendered images Ct,k, wt,k are scalar blending

weights. The output is normalised to make it fully opaque.

3.4 Neural Radiance Fields NeRF

Figure 3.3: NeRF presents a method to optimize a continuous 5D neural radiance field

representation of a scene from a set of input images. In the figure, a set of 100 input views

of the synthetic Drums scene has been used to generate the 3D volume of the object (figure

taken from [Mildenhall et al.(2020)]).
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NeRF represents a scene using a neural volumetric representation. A continuous scene is

represented as a 5D vector function with inputs 3D location x = (x, y, z) and 2D viewing

direction (ϕ, θ) (corresponding to a 3D Cartesian unit vector d) which outputs an emitted

colour c = (r, g, b) and volume density σ as shown in figure 3.3. The volume density function

σ is restricted to be a function only of location x in order to maintain multiview consistency.

The network comprises a deep fully connected neural network without any convolutional lay-

ers (Multilayer Perceptron, MLP), FΘ : (x,d) 7→ (c, σ). The network outputs the radiance

emitted in each direction at each point in space along with a density at each point which

acts like a differential opacity controlling the amount of radiance that is accumulated when it

passes through a particular point as evident from figure 3.4 [Mildenhall et al.(2020)]. In sim-

ple terms, differential opacity along a ray can be defined as the probability of it terminating

within the given volume. A large value of the ∆ provides a good indication of termination

as it signifies the presence of a high-density object through which light is not transmissible.

Previously, such MLP architectures have been used to represent natural textured materials

that can be sampled over infinite domains [Henzler et al.(2020)] or circumvent factors – like

in Texture Fields – which limit the fidelity of highly textured surfaces [Oechsle et al.(2019)].

Volume Rendering

Figure 3.4: Differential Rendering Pipeline Overview. The image is represented as 5D

coordinates which include the location and viewing direction along camera rays which are

used to (a) generate corresponding colour and volume density, (b) composite into an image

using volume rendering. (c) A differentiable rendering function minimises the error between

the generated and ground truth images (d) and quantified using L2 loss (figure taken from

[Mildenhall et al.(2020)]).
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The network weights Θ are optimised such that reconstruction error to training images is

minimised when the network output is passed to a differentiable volume renderer. The

colour of any ray passing through a scene can be rendered using classical volume rendering

techniques [Kajiya and Von Herzen(1984)]. The volume density σ(x) can be interpreted as

the probability of a ray terminating at a particle at location x - it must be noted that the

function is designed such that it is differentiable. Thus, the expected colour C(r) of camera

ray r(t) = o+ td with near and far bounds tn and tf is:

C(r) =

∫ tf

tn

T (t)σ(r(t))c(r(t),d)dt, (3.5)

where

T (t) = exp

(
−
∫ t

tn

σ(r(s))ds

)
. (3.6)

The function T (t) represents the amount of colour accumulated along the ray from tn to t.

This can also be represented as the probability of the ray travelling from tn to t without

hitting any other particle. This continuous integral is estimated using stratified sampling

where [tn, tf ] is divided into N evenly-spaced bins and values are randomly sampled from

each bin as

ti ∼ U
[
tn +

i− 1

N
(tf − tn), tn +

i

N
(tf − tn)

]
. (3.7)

These samples are used to estimate C(r) with the quadrature rule [Max(1995)] as

Ĉ(r) =

N∑
i=1

Ti(1− exp(−σiδi))ci, (3.8)

where

Ti = exp

−
i−1∑
j=1

σjδj

 , (3.9)

where δi = ti+1 − ti is the distance between adjacent samples of stratified sampling bins and

αi = 1− exp(−σiδi) represents alpha compositing.

Optimisation

Volume rendering alone proves insufficient for achieving state-of-the-art rendering quality.

The quality of complex scene representation in NeRF can be attributed to two factors -

positional encoding and hierarchical volume sampling.
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• Positional Encoding: It has been observed that the network FΘ performs subpar when

representing high-frequency variations in colour and geometry which can be attributed

to deep networks being biased towards learning lower frequency functions [Rahaman et al.(2019)].

Therefore, operating on xyzθϕ requires working with a composite function FΘ = F
′
Θ◦γ

so as to enable the MLP to more easily approximate a higher frequency function

[Mildenhall et al.(2020)]. γ is sinusoidal mapping from R into higher dimensional space

R2L and can be defined as

γ(p) = (sin (20πp), cos (20πp), · · · , sin (2L−1πp), cos (2L−1πp)). (3.10)

• Hierarchical Volume Sampling: Evaluating the network at N query points along every

camera ray is computationally intensive and thus inefficient. For a more efficient eval-

uation, the rendering strategy [Levoy(1990), Mildenhall et al.(2020)], simultaneously

optimises two networks - ‘coarse’ and ‘fine’. A set of Nc locations are used to first

compute the ‘coarse’ network. The output helps in an informed sampling of relevant

points for further detailed computation. The sole alteration is the reconfiguration of

alpha compositing colour from the coarse network as

Ĉc(r) =

Nc∑
i=1

wici, wi = Ti(1− exp(−σiδi). (3.11)

• Loss Function: The loss function is defined as the square of the difference between the

rendered and true pixel colours for both coarse and fine renderings:

L =
∑
r∈R

[∥∥∥Ĉc(r)− C(r)

∥∥∥2
2
+
∥∥∥Ĉf (r)− C(r)

∥∥∥2
2

]
(3.12)

where R is the set of rays in each batch, and Ĉ(r), Ĉc(r), and Ĉf (r) are the ground

truth, predicted RGB colours from the coarse and fine networks for ray r respectively.

3.4.1 NeRF extensions

The field of Neural Field Radiance has received significant attention due to its impressive re-

sults in capturing unbounded and bounded 360-degree scenes. According to [Martin-Brualla et al.(2021)],

though NeRF works well on static images captured under controlled settings, it is un-
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able to model uncontrolled real-world phenomena in images, such as variable illumina-

tion or transient occluders. NeRF++ [Zhang et al.(2020)] applies NeRF to 360-degree,

large-scale, unbounded 3D scenes by applying shape radiance ambiguity and creating in-

verted sphere parameterization - separately modelling foreground and background. NeRF-

W [Martin-Brualla et al.(2021)] introduces a system for 3D reconstruction from in-the-wild

photo collections. This was achieved by introducing Generative Latent Optimization (GLO)

[Bojanowski et al.(2018)] - making the approximation with respect to image-dependent ra-

diance - and modelling observed colour as a probability distribution (isotropic normal dis-

tribution) over its value.

Faster Inference Models

Despite of the success of producing faithful representations by NeRF, its training remains

challenging and time-consuming to render such representations under complex lighting such

as environment maps.

Neural Transmission Functions accelerates the rendering process using monotonic transmit-

tance along the ray providing two orders of magnitude speedup under complex conditions

[Shafiei et al.(2021)]. Neural Sparse Voxel Fields (NSVF) obtains 10x faster and high-quality

free-viewpoint rendering by defining a set of voxel-bounded implicit fields organized in a

sparse voxel octree to model local properties in each cell and learning the underlying voxel

structures with a differentiable ray-marching operation from only a set of posed RGB images

[Liu et al.(2020)]. FastNeRF renders high-fidelity photorealistic images at 200Hz on a high-

end consumer GPU by compact caching and efficient querying of the radiance map making it

3000 times faster [Garbin et al.(2021)]. DONeRF significantly reduces the samples required

along each ray, without reducing the quality of the image rendered, by using a classification

network around logarithmically discretized and spherically warped depth values is essential

to encode surface locations over direct estimation of depth [Neff et al.(2021)].

DeRF [Rebain et al.(2021)] presents a solution to NeRF’s computationally intensive nature

using spatial decomposition where each portion of the scene is handled by smaller networks

which can work together to render the complete scene. Furthermore, employing Voronoi spa-

tial decomposition is efficient for GPU rendering and thus DeRF’s inference is 3 times more

efficient than NeRF. It also circumvents the issue of diminishing returns in neural rendering.

AutoInt [Lindell et al.(2021)] presents an efficient learning framework using implicit neural
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networks. When applied to neural volume rendering, it provides improved computational

efficiency.

KiloNeRF demonstrates real-time rendering by employing thousands of minute MLPs which

individually learn parts of the scene leading to a smaller and faster model [Reiser et al.(2021)].

RT-NeRF provides algorithm-hardware co-design acceleration of NeRF by alleviating pipeline

inefficiency through the removal of uniform point sampling and processing invisible points

redundant [Li et al.(2022a)]. Neural Light Fields (NeLF) perform rendering in one single for-

ward pass without the need for ray-marching. It achieves 26 ∼ 35 times FLOPs reduction,

28 ∼ 31 times runtime speedup and better-rendering quality [Wang et al.(2022)].

Faster Training Models

Given a large number of input views, NeRF can still be time-consuming to train; it often

takes between ten hours to several days to model a single scene at moderate resolutions on

a single GPU. The training is slow due to both the expensive ray-casting operations and

the lengthy optimization process. The need for such lengthy training times makes NeRF

infeasible for many application scenarios.

Depth-supervised NeRF (DS-NeRF) defines a model which takes free sparse 3D points, pro-

duced while processing the structure-from-motion pipeline, as inputs for the depth supervi-

sion training. The model defines a loss which can determine ray termination, using these

depth values, making DS-NeRF 2-3x faster [Deng et al.(2022)]. Direct Voxel Grid Optimiza-

tion technique whose training converges in under 15 minutes for any new scene, obtains

high-quality renderings with a single GPU. This has been achieved through post-activation

interpolation on voxel density, for sharp surface rendering, and by imposing priors for the

voxel density optimisation process [Sun et al.(2022)].

Instant Neural Graphics Primitives (NGP) reduce the cost of training by employing multiple

smaller networks which are combined via a multiresolution hash table of trainable features.

The method reduces the number of floating points and memory access operations providing

several orders of training speedup [Müller et al.(2022)]. TensoRF employs 4D tensors to

model the radiance fields of a scene along with vector-matrix decomposition and achieves

high-quality reconstruction in under 10 minutes [Chen et al.(2022)].
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Deformable Models

NeRF are able to reconstruct scenes with unprecedented fidelity. A common approach to

reconstructing non-rigid scenes is through the use of a learned deformation field mapping

from coordinates in each input image into a canonical template coordinate space. However,

these deformation-based approaches struggle to model changes in topology.

Deformable NeRFs [Park et al.(2021a)] presents a method for photorealistic reconstruction of

a non-rigidly deforming scene from casually captured photos and videos from mobile phones

- ’nerfies’. It provides multiple techniques to improve robustness - coarse-to-fine optimization

and elastic regularization of deformed fields. Though vanilla NeRF is applicable to static

scenes, D-NeRF [Pumarola et al.(2021)] extends the applicability to the dynamic domain

which allows reconstruction and rendering of objects under motion from a single moving

camera. The time-varying deformation is performed through two modules - one learning

a canonical configuration and the other learning the displacement field with respect to the

canonical space.

Non-Rigid NeRF (NR-NeRF) provides a model for creating high-quality space-time geom-

etry and appearance representation using a single handheld consumer-grade camera. This

has been achieved by implementing ray bending for deformable features and a rigidity net-

work to better constrain rigid regions of the scene [Tretschk et al.(2021)]. Neural Artic-

ulated Radiance Field (NARF) focuses on pose-dependent changes without a significant

increase in computational complexity and thus is efficient and generalises well to novel poses

[Noguchi et al.(2021)]. Category-Level Articulated Neural Radiance Field (CLA-NeRF) per-

forms view synthesis and pose estimation for a 3D object in a particular category and ob-

tains realistic deformation results [Tseng et al.(2022)]. HyperNeRF handles deformation by

representing a 5D radiance field in a higher dimensional space which can smoothly han-

dle the transition between scene configurations and obtain renderings at novel fixed scenes

[Park et al.(2021b)].

Video Rendering Models

Another extension into the dynamic domain is Neural Scene Flow Fields [Li et al.(2021)]

which models dynamic scenes as a time-variant continuous function of appearance, geometry

and 3D scene motion. Neural Irradiance Fields [Xian et al.(2021)] enables the rendering of



CHAPTER 3. LITERATURE REVIEW 51

video from novel viewpoints. NeRFlow enables multi-view rendering in diverse dynamic

scenes, including water pouring, robotic interaction and real image dynamic view synthesis

by capturing the 3D occupancy, radiance, and dynamics of the scene [Du et al.(2021)].

A Neural 3D video synthesis technique [Li et al.(2022c)] provides high-quality motion inter-

polation for dynamic scenes by employing a time-conditioned NeRF. The model can represent

a 10-second 30 FPS multiview video recording by 18 cameras with a model size of 28MB.

Another method [Gao et al.(2021)] is able to learn an implicit function from an ill-posed

dynamic monocular video. It reduces the ambiguity of the solution by employing a regular-

isation loss leading the model to the most physically viable solution. Streaming Radiance

Fields uses the explicit grid-based model to learn incremental changes with changing time

frames in the dynamic scene [Li et al.(2022b)].

A fundamental obstacle to making these methods practical is the extreme computational

and memory requirements caused by the required volume integrations along the rendered

rays during training and inference [Huang et al.(2020)].

Generalisation Models

Generative Radiance Fields (GRAF) [Schwarz et al.(2020)] present a generative model with

a multi-scale patch-based discriminator which demonstrates the synthesis of high-resolution

results from unposed 2D images. The discriminator is implemented as a convolutional neural

network which compares the predicted patch to a patch extracted from a real image. The

framework generates higher-resolution images from voxel-based approaches but is limited to

simple scenes with single objects - incorporating inductive biases could extend it to real-world

images.

Closely related to this paper have been several previous efforts to incorporate physically-

based image formation models into NeRF-like architectures. These differ in their modelling

assumptions, input data and target applications.
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3.5 Relightable NeRF Architectures

3.5.1 Neural Reflectance and Visibility Fields NeRV

NeRV introduces a technique that produces a 3D representation that can be rendered from

novel viewpoints under arbitrary lighting conditions. The method takes a set of images of a

scene under unconstrained known lighting conditions and outputs multiple scene properties

like, volume density, surface normal, material parameters, distance to the first surface of

intersection in any direction and visibility of the external environment at a particular input

location as shown in figure 3.5. The model outperforms previous iterations of NeRF due

to its ability to simulate direct and indirect illumination, simultaneously. This is possible

through its predicted visibility and surface intersection fields [Srinivasan et al.(2021)].

Figure 3.5: Neural Reflectance and Visibility Fields Outputs. For (a) a 3D location

”x” as input, the NeRV model provides the volume density followed by (b) visibility for the

surrounding scene coupled with (c) the direct illumination and (d) estimated indirect illumi-

nation. The outgoing radiance at the point ”x” is obtained by multiplying the (e) predicted

BRDF with the environment map. The bottom row shows the visualized outputs: (f) Surface

normals, and BRDF parameters for (g) diffuse albedo and (h) specular roughness (i) a shadow

map (j) direct and (k) indirect illumination (figure taken from [Srinivasan et al.(2021)]).

NeRV Model

NeRV extends NeRF capabilities by the introduction of a neural visibility field representation.

Visibility fields model a simulation of light transportation through each point in the scene

so as to supplement NeRF’s volumetric representation.

Neural Reflectance Fields. Following the work by [Bi et al.(2020)] which modifies NeRF

to enable relighting by representing a scene as a field of particles that emit light, NeRV
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represents it as a scene of particles that reflect incoming light. When this is combined with

an arbitrary lighting condition, NeRV can simulate the transport of light through the volume

as it is reflected by particles until it reaches the camera using a volume rendering integral:

L(c, ωo) =

∫ ∞

0
V (x(t), c)σ(x(t))Lr(x(t), ωo)dt, (3.13)

Lr(c, ωo) =

∫
S
Li(x, ωi)R(x, ωi, ωo)dωi, (3.14)

where NeRF’s view-dependent emission is replaced with an integral over the sphere S of

incoming direction and a reflectance function R representing the amount of light reaching

from a particular direction ωi which has been reflected towards direction ωo.

The radiance MLP from NeRF is replace by two MLPs - ”shape” MLP which outputs volume

density σ and a ”reflectance” MLP which outputs the BRDF parameters (3D diffused albedo

a and 1D roughness γ) for any input 3D point: FΘ : x→ σ, FΨ : x→ (a, γ).

Light Transport via Neural Visibility Fields.

Figure 3.6: An illustration of the indirect illumination path from camera to light source.

(figure taken from [Srinivasan et al.(2021)]).

The radiance MLP explained before works well for straightforward relighting but volume

rendering integral estimation for general lighting scenarios is difficult to achieve due to the

massive amount of computation required to train such a model. This sheer amount of

computation has been mitigated through learned approximations using ”visibility” MLP.

The MLP outputs an approximation of the environment lighting visibility at any input

location along any input direction and an approximation of the expected termination depth
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of the corresponding ray: FΘ : (x, ω) → (V̂θ, D̂θ).

Neural Visibility Field approximations simplify the volume rendering integral by decompos-

ing in two stages. The reflected radiance Lr(c, ωo) is divided into its direct and indirect

illumination components. Next, it decomposes incident illumination Li into (i) Le the radi-

ance due to the light source and (ii) L the estimated incoming radiance as shown in figure

3.6. This provides a definition of reflected radiance Lr as:

Lr =

∫
S
Le(x, ωi)R(x, ωi, ωo)dωi +

∫
S
L(x,−ωi)R(x, ωi, ωo)dωi (3.15)

The incident direct lighting Le accounts for the environment map attenuation E due to

volume density by:

Le(xωi) = V (x, ωi)E(x,−ωi)

Rendering. For a camera ray x(t) = c−tωo passing through a NeRV, the volume rendering

integration is divided into four parts:

1. The ray is divided into 256 stratified samples at which the volume densities, surface

normals and the BRDF parameters are calculated.

σ = FΘ(x(t))

n = ▽xFΘ(x(t))

(a, γ) = FΨ(x(t))

2. Each point along the ray is shaded using the estimated integral of direct illumination.

This is achieved by first, generating the known environment lighting E(x(t),−ωi) and

multiplying it by the predicted visibility Ṽϕ(x(t), ωi) and microfacet BRDF values

R(x(t), ωi, ωo) and integrated together.

3. Another shading of each point is performed with indirect illumination. The expected

camera ray termination depth t′ is used to query the visibility MLP and compute sec-

ondary surface intersection points x’(t′′) which are again multiplied with the multifacet

BRDF values and integrated together.
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4. The final computed pixel colour using the quadrature rule:

L(c, ωo) =
∑
t

V (x(t), c)α(σ(x(t))δ)Lr(x(t), ωo),

V (x(t), c) = exp(−
∑
s<t

σ(x(s))δ), α(z) = 1− exp−z,

where δ is the distance between samples along the ray.

Loss calculation. For a random ray R′, three losses are computed - visibility and expected

termination depth at each location and in either direction along the ray as supervision for

the visibility MLP. The training minimizes the sum of all these three losses:

L =
∑
r∈R

∥∥∥τ(L̃(r)− τ(L(r))

∥∥∥2
2
+λ

∑
r′∈R′∪R,t

(∥∥∥Ṽϕ(r
′(t))− Vθ(r

′(t))

∥∥∥2
2
+
∥∥∥D̃ϕ(r

′(t))−Dθ(r
′(t))

∥∥∥2
2

)
,

(3.16)

where τ(x) = x/1 + x is a tone-mapping operator, L(r) and L̃(r) are ground truth and

predicted camera ray radiance values respectively, Ṽϕ(r) and D̃ϕ(r) are the predicted visibility

and expected termination depth from the visibility MLP with current weights ϕ, Vθ(r) and

Dθ(r) are estimates implied by the shape MLP with current weights θ and λ = 20 (taken

from [Srinivasan et al.(2021)]).

3.5.2 Neural Reflectance Decomposition NeRD

The task of decomposition is a classical graphics problem which becomes more difficult

under unconstrained environmental illumination. Furthermore, most recent works of implicit

representation do not provide relight abilities while resynthesis. NeRD proposes a technique

to provide a combined solution to the two problems by utilising physically-based rendering to

decompose the scene into spatially varying BRDF material properties. Furthermore, NeRD

also presents a method to transform learned reflectance volume into relightable textured

mesh for fast real-time rendering with novel illuminations [Boss et al.(2021)].
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Figure 3.7: Neural Reflectance Decomposition for Relighting. For a set of inputs con-

sisting of multiple views of an object under varying illumination, the NeRD model provides

its geometry, spatially-varying BRDF parameters, an approximation of incident illumination

and a texture mesh. These could be repurposed into renderings under novel illumination in

real-time. (figure taken from [Boss et al.(2021)]).

NeRD Model

NeRD provides the functionality of optimising shape, BRDF and illumination of an image

collection of an object, captured under fixed or varying lighting, together. When compared

to the original NeRF, NeRD makes improvements in the finer network by converting it

into a decomposition network. This network retains the lighting-independent reflectance

parameters instead of the direct view-dependent colour, figure 3.7.

Problem Setup. The input is defined as a set of q images with s pixels each, Ij ∈ Rs×3; j ∈

1, ..., q captured under varying lighting conditions. The model is able to learn a 3D volume

with input points x = (x, y, z) ∈ R3 in 3D space, BRDF parameters zBRDF ∈ R5 surface

normals n ∈ R3 and density σ ∈ R. Spherical Gaussian mixtures (SG) with parameters

Γ ∈ R24×7 (24 lobes) have been employed to represent an approximation of the environment

map.

Sampling Network.
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Figure 3.8: Sampling Network. The coarse sampling network generates a finer distribution

for sampling in the decomposition network (figure taken from [Boss et al.(2021)]).

The purpose of the sampling network, figure 3.8, is to establish a sensible sampling pattern

for the decomposition network. Compared to NeRF, the input for NeRD will have images

with varying illumination and thus, the network requires illumination Γj to create light-

dependent colour Cj for input image Ij . Finally, the estimate of view-independent and

light-dependent colour at each point Cj can be optimized by an MSE:

1

s

s∑
(Ĉj − Cj)2

On the other hand, as the density, σ is not dependent on the lighting condition, it is extracted

in the same way as presented in NeRF as Nθ1 . A second network, known as the compaction

network Nθ2 is used to encode the 24 × 7 dimensional SG to 16 dimensions. Both results are

jointly passed to the final estimation network Nθ3 which finally outputs the colour values.

Decomposition Network.

The decomposition network, figure 3.9, is added as a step in-between the sampling net-

work and rendering. It estimates the view- and illumination-independent BRDF parameters

zBRDF and surface normals n at each point. The rendering is maintained as differentiable,

such that the loss from the input colour Ĉj can be backpropagated to the BRDF zBRDF , the

normal n and the illumination Γj . This aids in the approximation of the general rendering

equation:
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Figure 3.9: Decomposition Network. The network performs SVBRDF decomposition at

each point in the neural volume. This allows for the generation of plausible BRDFs (figure

taken from [Boss et al.(2021)]).

Lo(x, ωo) =

∫
Ω
fr(x, ωi, ωo)Li(x, ωi)(ωi · n)dωi.

In order to calculate the shading, the surface normal n should be computed. As opposed to

learning it as one of the outputs from the network, NeRV establishes a relationship between

the normal and normalised negative gradient of the density field as this is perpendicular to

the implicitly represented surface:

n = − ▽xσ

∥▽xσ∥

The gradient obtained during optimisation of σ, provides a smoother normal from volume

definition which is not possible from learned normal.

Dynamic Range, Tonemapping and Whitebalancing. In order to maintain the Low

Dynamic Range of the renderings, the model provides linear outputs which ensure ground

truth mapping of sRGB curve and white balance. This is achieved using the images’ exposure

meta-data encoded in JPEG files based on the Saturation Based Sensitivity auto-exposure

calculation. The white balancing helps reduce ambiguity between illumination and material

colour and restores the overall intensity of the illumination.

Mesh Extraction. The decomposition approach plays a key role in the extraction of a

consistent textured mesh during real-time rendering and relighting. This is not possible

for a view-dependent approach like NeRF. The process includes generating a point cloud,
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computing a mesh and a texture atlas and finally completing the texture atlas with BRDF

parameters.

Training and Loss The model utilises Mean Squared Error (MSE) loss between the input

image and the rendering. This is approached differently for the sampling network and the

decomposition network where the losses are computed on the RGB prediction and re-rendered

result cj respectively. The networks are trained for about 300K iterations using the Adam

optimizer with a learning rate of 5e-4.

3.5.3 Neural Factorization of Shape and Reflectance-NeRFactor

NeRFactor allows the rendering of novel views of an object under arbitrary environmental

lighting and the editing of the object’s material properties. The model can produce 3D neural

fields of surface normals, light visibility, albedos and BRDFs without supervision and utilising

only the re-rendering loss, simple smoothness priors and BRDF prior learned from real-world

measurements. As a result, NeRFactor recovers 3D models for free-viewpoint relighting in

an unconstrained capture setup for both synthetic and real scenes which outperforms classic

and state-of-the-art deep learning techniques.

NeRFactor Model

The model takes multi-view images (and their camera parameters) which are lit with only

one unknown illumination condition. These are represented as a set of learned 3D fields

from an optimised MLP. NeRFactor, for every 3D location x on the object’s surface, outputs

surface normal n, light visibility in any direction v(ωi), albedo a and reflectance zBRDF

which altogether explain the observed appearance as shown in figure 3.10.
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Figure 3.10: NeRFactor Model. NeRFactor utilises the volume density from NeRF’s

model as initialisation so as to provide improved predictions for (figure taken from sur-

face normal n, light visibility v, albedo α, BRDF latent code zBRDF , and the lighting

condition[Zhang et al.(2021)]).

Shape. NeRFactor’s input to the model is the same as what is used in NeRF and there-

fore, the output from the NeRF model has been used to compute the initial geometry. As

mentioned earlier, NeRF’s MLP maps the 3D spatial coordinate and 2D viewing direction

to the volume density at that 3D location and colour emittance at the location along the

2D viewing direction. NeRFactor optimises this mapping to calculate the expected surface

location along any camera ray, the surface normal at each point on the object’s surface and

the visibility of light arriving from any direction at each point on the object’s surface. In

order to achieve the above-mentioned optimisation and re-rendering, the following steps have

been added to NeRF:

Surface points. For a given camera and a trained NeRF, the termination location of a ray

r(t) = o+ td which originates at camera o along direction d using volume density σ can be

calculated as:

xsurf = o+
(∫∞

0 T (t)σ(r(t))tdt
)
d, (3.17)

where T (t) = − exp
∫ t
0 σ(r(s))ds is the probability of a ray traveling distance t without being

blocked. Finally, the result is repurposed such that the geometry lies on the surface extracted
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from the optimised NeRF. Thus, providing efficient relighting during training and inference.

Surface normals. As mentioned previously, the surface normals can be calculated as the

negative normalised gradient of volume density σ w.r.t. x. However, such normals tend

to be noisy and produce bumpy artefacts during rendering. Thus, there is a need to re-

parameterise the normals using another MLP fn which maps from any location xsurf on the

surface to a denoised surface n : fn : xsurf 7→ n. The optimisation of this function ensures

that the output normals are (i) close to the normals produced from the pre-trained NeRF,

(ii) vary smoothly in 3D space and (iii) reproduce the observed appearance of the object.

Thus the loss function for the MLP can be defined as:

Ln =
∑
xsurf

(
λ1
3 ∥fn(xsurf)− na(xsurf)∥22 +

λ2
3 ∥fn(xsurf)− fn(xsurf + ϵ)∥1

)
, (3.18)

where ϵ is a random 3D displacement from xsurf sampled from a zero-mean Gaussian with

standard deviation 0.01 and hyperparameters λ1 and λ2 as 0.1 and 0.05 respectively (values

taken from [Zhang et al.(2021)]).

Reflectance. The BRDF model R encompasses a diffuse component (Lambertian) depen-

dent on the albedo a and specular spatially-varying BRDF f r (it is defined for any location

on the surface xsurf with incoming light direction ωi and outgoing direction ωo) learned from

real-world reflectance:

R(xsurf, ωi, ωo) =
a(xsurf)

π
+ f r(xsurf, ωi, ωo). (3.19)

NeRFactor is able to recover plausible reflectance functions by utilising two elements - first,

a learned reflectance function which has been pre-trained to recreate a variety of empirically

observed real-world BRDFs and second, a latent space for learning real-world BRDFs.

Albedo. The albedo a at any surface location xsurf can be defined as an MLP fa : xsurf 7→

a. As the observations are single source illuminated, the model relies on simple spatial

smoothness priors. The loss function for fa is represented as:

La = λ5

∑
xsurf

1

3
∥fa(xsurf)− fa(xsurf + ϵ)∥1 , (3.20)

where ϵ is a random 3D perturbation, hyperparameter λ5 is 0.05 (value taken from [Zhang et al.(2021)])
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and the output from fa is used as albedo for Lambertian reflectance.

Rendering. Mathematically, the rendering equation of NeRFactor can be defined as:

Lo(x, ωo) =
∑
ωi

(
fa(x)

π
+ f ′

r(fz(x), g(fn(x), ωi, ωo))

)
Li(x, ωi)(ωi · fn(x))△ ωi (3.21)

where Lo(x, ωo) is the outgoing radiance at x as viewed from ωo, Li(x, ωi) is the incoming

radiance, masked by the visibility fv(x, ωi) arriving at x along ωi and △ωi is the solid angle

of lighting sample at ωi.

3.6 Neural Implicit Representations

The Neural Network methods, NeRF discussed earlier though provides a simple and straight-

forward technique to reconstruct 3D volume from a sparse set of inputs, it fails to provide

sharp renderings due to complex surfaces like non-Lambertian surfaces or thin structures.

This can be attributed to conspicuous noise in planar regions. Furthermore, as NeRF has

been designed to synthesize novel views rather than surface reconstruction, it tends to learn

the volume density field only which makes it difficult to extract high-quality surfaces.

3.6.1 Implicit Differentiable Renderer (IDR)

NeRFs provide a simple solution to the fundamental computer vision problem of learning 3D

shapes from 2D images using differentiable rendering techniques. These are mostly based on

ray casting, tracing or rasterization. However, 3D geometry is best represented using point

clouds, triangle meshes or implicit representation defined over volumetric grids. From these,

implicit representations possess the obvious advantage of being flexible while representing

surfaces with arbitrary shapes and topologies without the need for ground truth mesh. The

techniques developed before IDR lacked the incorporation of lighting and reflectance prop-

erties as well as were unable to deal with trainable camera locations or orientations.

Implicit Differentiable Rendering have been developed as an answer to this gap between

differentiable rendering and implicit representations. IDR presents an end-to-end archi-

tecture system that can learn 3D geometries from masked 2D images and rough camera

estimates without any additional supervision [Yariv et al.(2020)]. The colour of each can

be represented as a differentiable function using three unknowns in a scene - the geome-
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try, its appearance (a collective of all factors which define the surface light field excluding

surface BRDF and lighting conditions) and the cameras. The approximation of 3D shape

representation from zero level set of neural networks has been achieved for surface light fields

which can be represented as continuous functions of the point on the surface, surface normal,

viewing direction and global shape features for complex appearances.

IDR Model

The model should reconstruct the geometry of an object from masked 2D images with rough

or noisy camera information. The geometry as the zero level set of a neural network (MLP)

f,

Sθ =
{
x ∈ R3 | f(x; θ) = 0

}
(3.22)

with learnable parameters θ ∈ Rm. The function f has been regularized using a signed

distance function (SDF) model which has multiple benefits which are (i) it allows an efficient

ray-casting with sphere tracing algorithm and (ii) implicit geometric regularization (IGR)

favours smooth and realistic surfaces.

IDR Forward Model: For a pixel p with an associated input image, the ray through pixel

p can be defined as

Rp(t) = {op + tdp | t ≥ 0} (3.23)

where op denotes the unknown center of respective camera and dp represents the direction

of the ray. The first intersection of the ray and surface, the normal and global geometry

feature vector can be represented as

x̂p = x̂p(θ, t) (3.24)

n̂p = n̂p(θ) (3.25)

ẑp = ẑp(x̂p; θ) (3.26)

This, in turn, is used to define the rendered colour of the pixel Cp = Cp(θ, γ, t). Finally, the

IDR forward model is defined as:

Cp(θ, γ, t) = FΘ(x̂p, n̂p, ẑp, vp; γ), (3.27)
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where FΘ is a Multi-Layer Perceptron (MLP).

Masked rendering. Masks are binary images that indicate whether the object of inter-

est is occupied at a single pixel. These act as valuable tools for 2D supervision for 3D

reconstruction and can be represented as:

S(θ, t) =

1 R(t)
⋂
Sθ ̸= Ø

0 otherwise
(3.28)

As the function is neither differentiable nor continuous in θ, t approximation can only be

performed:

Sk(θ, t) = sigmoid

(
−kmin

t≥0
f(c+ tv; θ)

)
, (3.29)

where k > 0 is an arbitrary parameter. The equation can be differentiated w.r.t. c, v using

the envelope theorem.

Loss. Given Ip ∈ [0, 1]3, Op ∈ 0, 1 are the RGB and mask values respectively, the total loss

function has the form:

L(θ, γ, t) = lossRGB(θ, γ, t) + ρlossMASK(θ, γ, t) + γlossE(θ) (3.30)

LRGB(θ, γ, t) =
1

| P |
∑

p∈P in

| Ip − Lp(θ, γ, t) |, (3.31)

LMASK(θ, t) =
1

| αP |
∑

p∈P out

CE(Op, Sp,α(θ, t) (3.32)

where CE is the cross-entropy loss. The final step is to approximate f as a signed distance

function with Implicit Geometric Regularization using Eikonal regularization.

3.6.2 Neural Implicit Surfaces (NeuS)

IDR produces impressive reconstruction, however, it fails to reconstruct objects with complex

structures with abrupt depth changes. This is due to the fact that IDR, as mentioned earlier,

only takes a single surface intersection point into consideration for each ray making the

gradient too local for effective backpropagation. As a result, the optimization falls into poor

local minimum when there is an abrupt change in depth in the image. Another point of

concern is the requirement for mask supervision for final convergence for a valid surface.
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Figure 3.11: NeuS Illustration. (a) A diagram illustrating the difference between surface

rendering and volume rendering. (b) Results from a study exhibiting renderings from differ-

ent methods for toy example of a bamboo planter (figure taken from [Wang et al.(2021)]).

NeuS, a neural rendering scheme for multi-view surface reconstruction, uses the signed dis-

tance function (SDF) for surface representation (also used by IDR) and a novel volume

rendering scheme to learn a neural SDF representation. However, by introducing a density

distribution induced by SDF, the volume rendering provides both an accurate surface repre-

sentation using a neural SDF model and a robust network training of surfaces with abrupt

depth changes. One of the most important reasons for choosing NeuS is that it is capable of

reconstructing complex 3D objects and scenes with severe occlusion and delicate structures

without any foreground mask supervision, thus outperforming IDR [Yariv et al.(2020)] and

NeRF [Mildenhall et al.(2020)], as shown in figures 3.11 and 3.12.

NeuS Model

The model is defined by first taking an input of a set of posed images Ik of a 3D object

to reconstruct its surface S. The reconstructed surface is represented by a zero-level set of

neural implicit SDF. The model weights are learned through a volume rendering technique

which minimizes the difference between the rendered images and the input images.

Scene Representation. The scene of an object to be reconstructed is represented using

two functions, (i) f : R3 → R that maps a spatial position x ∈ R3 to its signed distance

to the object, and (ii) c : R3 × S2 → R3 which encodes the colour associated with a point

x ∈ R3 and viewing direction v ∈ S2. These functions have been represented as two sets of

Multi-Layer Perceptrons (MLPs). Finally, the surface to be reconstructed can be defined as
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a set of zero-level set of its SDF:

S = x ∈ R3 | f(x) = 0 (3.33)

Volume rendering for SDF training is introduced using a probability density function known

as S-density ϕs(f(x)) where f(x,x ∈ R3) is the signed distance function and follows logistic

density distribution (chosen for computational convenience)

ϕs(x) =
sesx

(1 + e−sx)2

which is a derivative of the Sigmoid function

Φs(x) = (1 + e−sx)−1 i.e. ϕs(x) = Φ′
s(x)

Successful convergence of the model and minimization of the loss function is a characteristic

of the induced S-density ϕs(f(x)) assuming a relatively high value near the surface S.

Rendering. The ray emitted from a given pixel can be represented as p(t) = o+ td | t ≥ 0

where o is the centre of the camera and d is the unit direction of the ray vector. Using this,

the accumulated colours along the ray are defined as

C(o,d) =

∫ +∞

0
w(t)c(p(t),d)dt, (3.34)

where C(o,v) is the colour output of the pixel, w(t) is a weight for point p(t) and c(p(t), d)

is the colour at the point p along the viewing direction d.
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Figure 3.12: Comparisons of surface reconstruction results from various methods without

mask supervision (figure taken from [Wang et al.(2021)]).

The weight function w(t) should be defined such that it can aid the SDF representation from

2D images to build an appropriate connection between output colours and SDF. There are

two strict requirements:

1. Unbiased. An unbiased weight function ensures the intersection of the camera rays

with the zero-level set of SDF contributes most to the pixel colour. For a camera ray

p(t), w(t) should attain a locally maximal value at the point of intersection with the

surface, p(t∗) and

f(p(t∗)) = 0

showing that p(t∗) is on the zero-level set of the SDF (x).

2. Occlusion-aware. The occlusion-aware property assures that while the ray passes

through multiple surfaces, the colour of the surface nearest to the camera computes

the output colour. When two points t0 and t1 exhibit the same SDF value, the point

nearer to the viewpoint would have a larger contribution to the output colour than the

other point.

f(t0) = f(t1), w(t0) > 0, w(t1) > 0 and t0 < t1
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then it should satisfy

w(t0) > w(t1)

Weight Function Definition. NeuS defines the function w(t) as an unbiased weight

function of normalised S-density values as weights

w(t) =
ϕs(f(p(t)))∫ +∞

0 ϕs(f(p(u)))du
(3.35)

where ϕs(f(p(t))) defines the volume density in classical volume rendering format morphed

to accommodate S-density values.

However, the construction is still not occlusion-aware that is if a ray intersects with two

surfaces, the resulting weight function w(t) will be an equal composition of colours repre-

sented by both the surfaces without any consideration for occlusions. Thus, for an additional

occlusion-aware weight function, a first-order approximation of the SDF of the construction

is required. This is defined using an opaque density function ρ(t) to compute the weight

function as

w(t) = T (t)ρ(t), where T (t) = exp

(
−
∫ t

0
ρ(u)du

)
(3.36)

where T (t) denotes the accumulated transmittance along the ray.

Opaque Density Function Definition. The generalised opaque density ρ(t) for multiple

plane intersections along the ray p(t) has been defined in NeuS [Wang et al.(2021)] as

ρ(t) = max

(
−dΦs

dt (f(p(t)))

Φs(f(p(t)))
, 0

)
. (3.37)

Training. The difference between the rendered colours and ground truth colours needs to

be minimized without any 3D supervision but masks can be used. The global loss function

can be defined as

L = Lcolor + λLreg + βLmask (3.38)

The colour loss Lcolor is defined as

Lcolor =
1

m

∑
k

R(Ĉk, Ck) (3.39)
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This is the same L1 loss as discussed before for IDR [Yariv et al.(2020)]. An additional

Eikonal term has been used for the sample points to regularise the SDF

Lreg =
1

nm

∑
k,i

(
∥∥∥▽f( ˆpk,i)

∥∥∥
2
− 1)2. (3.40)

wherem and n are arbitrary parameters taken from [Wang et al.(2021)]. Finally, the optional

mask loss Lmask is defined as

Lmask = BCE(Mk, Ôk) (3.41)

where Ôk =
∑n

i=1 Tk,iαk,i is the sum of weights along the camera ray and BCE is the binary

cross entropy loss.

3.7 Conclusion

In this chapter, we discussed the technologies for neural representation and 3D reconstruc-

tion. We provided an in-depth explanation of NeRF and its predecessors - highlighting LLFF

as they are crucial for understanding our pipeline. We further extended the reader’s scope

by providing a gentle introduction to multiple NeRF variants aimed to improve various as-

pects of the original NeRF and a following critical review to introduce the knowledge gap we

have identified. There is a need for a singular system to handle the different functionality

provided by models introduced before. We aim to limit the scope to object relighting and

accurate surface texture reconstruction through our work, thus, we have provided detailed

information about state-of-the-art works which aim to address similar problems - NeRV,

NeRD, NeRFactor, IDR and NeuS. In the upcoming chapters, we will develop our idea of

a singular model in a step-by-step process with the first iteration being a simple relightable

model built with minimal changes to the original NeRF model.



Chapter 4

Relightable NeRF

In the previous chapter, we introduced the intricacies of Neural Radiance Fields providing us

with a platform to understand and initiate minute incremental changes to the original NeRF’s

architecture to accommodate the new functionalities we have planned. In this chapter, we

will be implementing the first novel contribution, Relightable NeRF.

As discussed previously in Chapter 3, the appearance of an object is characterised by the

Bidirectional Reflectance Distribution Function, self-occlusion and reflection towards the

viewer. However, the geometry-inclined model, NeRF’s architecture is unable to render the

physical properties (normals, albedo and shadow maps) of these lighting scenarios. The

introduction of illumination-aware architecture for NeRF would enable it to seamlessly bake

in the captured object into any artificial or real scene with given illumination information and

would be a key tool in creating hyper-realistic object placement in VR or AR simulations.

Thus, this chapter aims to explicitly define the lighting conditions by introducing a light-

dependent component to the model as well as the training set.

We will be introducing an approach which requires an extra set of inputs - the images are

now required to have poses as well as illumination information and an attached pose and

illumination direction matrices which are compatible with Relightable NeRF. In terms of

architecture, the changes are made in the input to the networks - in addition to the view

direction, we incorporate light direction as inputs to the Geometry network and Colour

network.

70
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4.1 NeRF Revisited

The original NeRF model can be written as two MLPs:

1. f
Θgeo
geo : x 7→ (z, σ) with learnable parameters Θgeo which maps a 3D location x =

(x, y, z) to a latent code z ∈ Rd and density σ ∈ R≥0.

2. fΘcol
col : (z,d) 7→ c with learnable parameters Θcol which maps the viewing direction

d ∈ R3, ∥d∥ = 1, and latent code to a colour c = (r, g, b).

In general, the first MLP f
Θgeo
geo captures the geometry of the scene in the form of volu-

metric density which depends only on position. The second MLP fΘcol
col additionally de-

pends on view direction and captures the appearance of the scene under a single, fixed (but

arbitrary) illumination condition. As the network fΘ performs subpar when representing

high-frequency variations in colour and geometry which can be attributed to deep networks

being biased towards learning lower frequency functions [Rahaman et al.(2019)]. Therefore,

operating on xyzθϕ requires working with sinusoidal functions which are composite func-

tions fΘ = f
′
Θ ◦ γ such that the MLP can easily approximate a higher frequency function

[Mildenhall et al.(2020)]. γ is sinusoidal mapping from R into higher dimensional space R2L

and can be defined as

γ(p) = (sin (20πp), cos (20πp), · · · , sin (2L−1πp), cos (2L−1πp)). (4.1)

The precise architecture used in the original method is shown in Figure 4.1. We now describe

more of the specific details used in the original model, many of which are critical for good

performance, in the following subsections.

4.1.1 Initialising NeRF Model

In order to initialise the NeRF model, we require input channels with embedded sinusoidal

functions which enhance the learning capabilities of the model. This makes the number of

input channels as five - three for RGB and two for view direction. Following this, two models

are created - the coarse model and the fine model. Both the models are similar except for the

fine model taking N importance (the number of points to be considered in between sampling

points where the scene density is higher) into consideration. For a 360°dataset, settings
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like no_ndc (Normalised Device Coordinate system which is only used for grid dataset) and

lindisp (linear displacement) are crucial - we will discuss them later.

Figure 4.1: Vanilla NeRF Architecture: The model consists of two networks - the Ge-

ometry Network and Colour Network with 256 hidden units in each layer. The layers

are fully connected with ReLU activation represented by black arrows except for the layer

with skip connection shown by the light gray arrow and sigmoid activation shown by the

dotted arrow. The inputs include the 3D location x and view direction d shown in green

boxes in their positional encoded forms γ(x) and γ(d). The outputs include the colour RGB

and volume density α shown in red boxes (figure adapted from [Mildenhall et al.(2020)]).

The positional encoding of the input location (γ(x)) is passed through 8 fully-connected

ReLU layers, each with 256 channels. It also includes a skip connection that concatenates

this input to the fifth layer’s activation. An additional layer outputs the volume density σ

(which is rectified using a ReLU to ensure that the output volume density is non-negative)

and a 256-dimensional feature vector. This feature vector is concatenated with the positional

encoding of the input viewing direction (γ(d)), and is processed by an additional fully-

connected ReLU layer with 128 channels. A final layer (with a sigmoid activation) outputs

the emitted RGB radiance at position x, as viewed by a ray with direction d.

4.1.2 Ray Batching

Before the training, NeRF generates multiple batches of rays with random ray origins and

directions. The randomness is dependent on (i) camera height H, (ii) camera width W
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which determines the grid where rays originate from (iii) camera focal length f and (iv)

camera-to-world matrix which computes the ray origin ro and direction rd in this grid.

The RGB values and training images rgb are also added to the final batch of the form

[(N-1)*H*W, ro+rd+rgb, 3] where (N − 1) ∗H ∗W represents the total number of pixels

in the dataset, ro+ rd+ rgb represents the total number of rays in the batch and the value

three represents each of the RGB channels.

4.1.3 Training and Loss Optimisation

Once the training begins, NeRF makes predictions for colour, disparity and accumulated

opacity at every iteration step. This is performed using the render() function which requires

the following inputs - (i) dimensions of the image H*W, (ii) focal length of the pinhole camera,

(iii) ray batch, (iv) camera-to-world transformation matrix and (v) near-far boundaries.

Volume rendering is performed on every individual ray by sampling linearly in inverse depth

(determined by N_samples and lindisp configuration values) and evaluating the coarse

model at those points. The N_importance determines the additional sampling points (where

the scene information is dense) to evaluate the fine model. The hierarchical sampling helper

built on the weights, proves to be extremely useful in determining this order. The output

provided by both models includes an estimated colour of RGB ray rgb_map, a disparity map

disp_map, the sum of weights along each ray acc_map, weights assigned to each sampled

colour weights and the estimates distance to object depth_map.

The predicted colour is compared with the training data to compute an image loss which is

the mean squared error (MSE) and a peak signal-to-noise ratio (PSNR) - performed for both

fine as well as coarse models. The loss is then utilised as one of the variables for optimisation

using ADAM optimiser.

4.2 Relightable NeRF

As a first step towards endowing NeRF with an understanding of how appearance varies

with illumination, we propose a straightforward extension to produce a relightable version

of NeRF. Given appropriate training data, we can simply condition the second MLP (the

colour network) on a parametric representation of illumination.
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The parametric representation could, in principle, be chosen from several possibilities. These

could include spherical harmonic lighting [Green(2003)] or spherical Gaussian lighting

[Huo et al.(2020)]. The sole requirement is that we have paired training images, that is, for

each input image we must know the corresponding ground truth lighting parameters that

describe the lighting in that image.

We select the simplest possible lighting environment, where the objects are lit with a single-

point light source and the direction of the lighting is known. This is also consistent with

photometric stereo datasets. Under this assumption, our proposed model represents scenes

with the following two MLPs:

1. f
Θgeo
geo : x 7→ (z, σ) with learnable parameters Θgeo which maps a 3D location x =

(x, y, z) to a latent code z ∈ Rd and density σ ∈ R≥0.

2. fΘcol
col : (z,d, s) 7→ c with learnable parameters Θcol which maps the viewing and

lighting directions d ∈ R3, ∥d∥ = 1 and s ∈ R3, ∥s∥ = 1, and latent code to a colour

c = (r, g, b).

The colour network, fΘcol
col (z,d, s), is now clearly related to the underlying physics. Ignoring

shadowing and global illumination effects, it effectively represents the BRDF when evalu-

ated with incident direction s and outgoing direction d. However, it must be noted that we

impose no physical constraints or priors on this network. It remains a black box that is free

to produce any values as long as they closely fit the training data. Meaningful interpola-

tion between observed light/viewer configurations or even extrapolation beyond them relies

entirely on the smoothness of the underlying MLP representation.

The precise architecture used in the original method is shown in Figure 4.2. We now describe

more specific details of our idea.

4.2.1 Initialising Relightable NeRF Model.

Following the vanilla NeRF model, we create 27 input channels with embedded sinusoidal

functions. These include 32 channel each for input RGB values, view direction and illumina-

tion direction. The values are fed into a Relightable NeRF model which consists of two MLP

networks - a view-dependent Geometry Network and a view+light dependent Relightable

Network.



CHAPTER 4. RELIGHTABLE NERF 75

Figure 4.2: Relightable NeRF architecture: The model consists of two networks - the

Geometry Network and Relightable Network with 256 hidden units in each layer. The

layers are fully connected with ReLU activation represented by black arrows except for the

layer with skip connection shown by the light gray arrow. The inputs include the 3D location

x, view direction d and light direction s shown in green boxes in their positional encoded

forms γ(x) γ(d) and γ(s). The outputs include the colour RGB and volume density α shown

in red boxes.

The Geometry Network follows the same configurations as vanilla NeRF as shown in figure

4.1. The new Relightable Network consists of four hidden layers which takes a concate-

nated input of the previous Geometry Network’s output latent code z, view directions and

illumination direction and outputs the raw RGB values.

4.2.2 Ray Batching.

As discussed earlier in the vanilla NeRF section, NeRF generates multiple batches of rays

with random ray origins and directions. We further introduce an additional channel of

light direction origin which, after being stacked over by the training images, takes the form

(N-1)*H*W, ro+rd+ld+rgb, 3].

The further details on the implementation and usage of the code have been provided in the

Appendices section 8.2.

4.3 Experiments

We will now be discussing our results from experimentation on varied datasets. In addition

to the image sets provided by NeRF (Fern and LEGO), we tested creating the neural 3D
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representations on multiple datasets available in the public domain and some custom images

shot from hand-held devices. The image sets are captured either in grid form or in inward

facing 360° view.

4.3.1 Ablation Study for Vanilla NeRF

Study 1: In-the-wild Data

In this study, we examine the proficiency of the vanilla NeRF pipeline on multiple coarse

and inaccurately recorded datasets. We captured these in-the-wild data using a variety of

small everyday objects from an iPhone XS camera. Each object has about 15 − 20 input

images with camera poses data generated through COLMAP. The input image dataset for

an object can be planar or stereo.

1. Potted Plant: The dataset is planar like the one used during the vanilla NeRF initial

run, thus, we followed the default configurations. The reconstruction is shown in figure

4.3.

2. Teabox: This is a stereo dataset and thus require additional configuration setting. We

use the recommended flags --no_ndc --spherify --lindisp. The reconstruction is

shown in figure 4.4.

We replicated the results for grid as well as 360° capture for in-the-wild-images. The recon-

struction for grid are plausible, however, the 360° data tends to generate cloudy artefacts.

This is because while the object of concern does rotate, the background remains fixed. It also

helped us identify the cause of similar artefacts observed for DiLiGenT object reconstruction.
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Figure 4.3: NeRF reconstruction for grid capture: potted plant

Figure 4.4: NeRF reconstruction for 360 °capture: teabox

Study 2: Synthetic Data Stanford Bunny

We use the MatlabRenderer [Bas and Smith(2019)] to generate a dataset compatible with

NeRF. Due to its synthetic nature, there is no background noise or artefacts. The NeRF

reconstruction for this has proved to be the perfect starting point for a relightable version

of NeRF. The reconstruction is shown in figure 4.5.
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Figure 4.5: NeRF reconstruction for 360°capture: bunny

Study 3: Multiview Photometric Stereo Data - DiLiGeNT-MV

The DiLiGenT-MV is a photometric stereo dataset containing object images with complex

BRDFs taken from 20 different views. Each viewpoint image is in a 16-bit integer PNG

format with a resolution of 612 × 512 from 96 different lighting directions. The ’ground

truth’ mesh is provided in a ply format and the calibrating information is stored as a Mat-

lab matrix (acquired using ’Camera Calibration Toolbox for Matlab(Jean-Yves Bouguet)’

[Bouguet(2022)]) [Li et al.(2020b)]. For our reconstruction, we adopted two directions -

vanilla NeRF pipeline in section 4.1 and building custom LLFF output with known poses

(as explained in section 8.2).

In this study, we examine the ability of vanilla NeRF to learn and output renderings for

a stereo dataset with accurate poses and compare them with target renderings and mesh

reconstructions from conventional methods. We have selected a comparatively difficult-to-

reconstruct object known as ’ReadingPNG’ from the dataset due to its surface’s difficult

geometry and specular nature (as mentioned in Section 2.8.2). The experimentation was

performed in an incremental process to investigate the ideal settings for training. The process

includes the following steps:

• Raw Images: These images have been used without any preprocessing and as the

dataset is stereo in nature, we have employed additional configuration parameters
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--no_ndc --spherify --lindisp as used for the teabox. The original images are

also not well-illuminated. We have achieved convincing renderings using vanilla NeRF,

however, these are riddled with hazy artefacts. It has been suspected that these might

occur due to the unevenly lighted background highlighted in the renderings.

• Averaged Images: The images for each of the 96 illumination settings have been

averaged to obtain a new dataset with 20 images with 20 poses. The process alleviated

the under-lit object images. The rendering obtained showed a little improvement from

the raw images in terms of the legibility of the objects, however, the hazy artefacts are

still prevalent.

• Masked Images: The DiLiGeNT-MV objects have been provided with additional

mask files which allow us to overlay the masks on the original image to remove the

background from the training process. We employed two studies using masks - white

mask background and black mask background. The white mask background training

does not provide great results as the saturated white pixels overwhelms the training

process and leads to a premature convergence to a plain white background without

learning any details about the object. The black background training provides better

results as compared to the averaged images with fewer hazy artefacts as shown in figure

4.6.

Figure 4.6: NeRF reconstruction for DiLiGenT

Limitations of NeRF for Multiview Stereo Data. Though vanilla NeRF provides convincing
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renderings with minor preprocessing steps, these are nowhere close to the renderings provided

by state-of-the-art traditional photometric stereo methods. Therefore, we construct it on top

of the vanilla NeRF architecture to make our Relightable NeRF model more stereo data-

friendly.

4.3.2 Ablation Study for Relightable NeRF

Synthetic Stanford Bunny Data

Study 1: Dataset Size. The first challenge we wanted to address was the speed of training

for the original NeRF model. With the complete dataset of 96 illuminations and 20 camera

poses, it has been difficult to try a multitude of settings for an ablation study. Thus, we

downsized our dataset to Mini Dataset, figure 4.7, and Micro Dataset, figure 4.8 which

contain 3 illumination settings and 1 illumination setting for 20 camera poses respectively.

It must be noted that the micro dataset has been used to test the original NeRF’s speed

only where we do not require lighting information. Both datasets significantly improve the

speed of training as compared to the full dataset for the original NeRF implementation due

to a significant reduction in the number of input images to be processed and learned from.

From a relightable NeRF standpoint, the micro dataset is not useful as it is not photometric

in nature. Thus, the minimum viable dataset for the relightable training would be the mini

dataset with 3 illumination directions. A further investigation on modified datasets with the

number of lighting directions 6, 12 and 24, does not show a significant improvement in model

performance. Therefore, the final dataset of choice is with three illumination directions per

viewpoint. This configuration has been used for every ablation study succeeding the study.
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Figure 4.7: Mini Dataset - 3 illumination directions

Figure 4.8: Micro Dataset - 1 illumination direction

Study 2: Model Depth. The model depth D defines the number of layers in the geometry

network, MLP1. The original NeRF model uses D as 8. In this study, we have experimented
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Figure 4.9: Results for ablation study on model depth, D as 1, 2 and 4.

with different depths so as to find a middle ground between faster training and quality

rendering and, thus, have experimented with values 1, 2 and 4. The rendering quality

remains similar among these depth values as shown in figure 4.9. Finally, for faster training,

we have set the depth D value as 2 for succeeding studies.

For MLP2, we have performed similar experimentation, where we have trained with D values

as 2, 4 and 6, keeping D for MLP1 as 2. Though the renderings for the D as 6 are of the

highest quality, it comes with a longer training duration and higher complexity structure,

thus, it is comparatively beneficial to continue using D as 4 for MLP2.

Study 3: Textured Data. In order to judge the ability of our relightable model to handle

structures with higher complexity, we introduced streaks of varied bright colours to the object

texture file. Qualitatively speaking, the model is able to handle the complexities provided

by the colours as shown in figures 4.10 and 4.11, however, it must be noted that the intensity

of the specular highlights sometimes don’t match and this can be alleviated by training for

more epochs.

Study 4: Boundary Factor. The boundary factor determines the measurements of the

visual hull cube within which the marching cube algorithm will generate the mesh of the

object. The experiment was performed in order to fix the rendered mesh. Visually speaking,

the rendered mesh was a matrix of multiple small objects of focus (bunny) evenly spaced out

in a cube space as shown in figure 4.12. In this study, we experimented with the Boundary

Factor bd factor values - 0.01, 1.0, and 10.0 to reduce the number of objects in the field of

view to one object. However, changing the boundary factor does not affect the size of our
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Figure 4.10: Textured Rendering

Figure 4.11: 360°Relighting of Textured Stanford Bunny

field of view and requires a change of other unknown parameters at the time which we later

come to understand is the spherify radius explained below.

Study 5: Spherify Radius. After multiple debug runs, the spherify radius parameter

was found as the culprit parameter for changing the field of view for the rendered mesh. In

this study, we experimented with varied values ranging from 100 to 0.01. The initial value

provided by vanilla NeRF implementation is calculated as follows

radius =

√∑
x2trans + y2trans + z2trans

Nposes
∀ poses

where xtrans, ytrans and ztrans are the [x, y, z] values for the translational matrices for every

pose and Nposes is the total number of poses in the training set. The formula fails to compute

the correct radius for the stereo dataset, therefore, we relied on the trial and error method

to find the most appropriate radius value. This is the most sensitive parameter for our

model and it differs from dataset to dataset.

Radius above 1.0: We trained our model on radius values 100, 10, 5.0 and 1.0 and concluded

that the field of view for these radii, the renderer does not reduce the matrix to a single
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Figure 4.12: Matrix Mesh for a large grid: The grid is a snapshot of the mesh extracted
after training. Each individual point in the mesh ensemble is an individual object rendered.
The model provides this result due to the incorporation of sinusoidal positional encoding
which repeats the data after a fixed interval (as reported by the fading object as we move
away from the actual rendering of the object). This issue can only be resolved by magnifying
the focus cube of the marching cubes algorithm which is achieved by modifying the spherify
radius parameter.

Figure 4.13: Rendering with Spherify Radius 0.35

object of interest and includes some remnants of the repeated object as shown in figure 4.13.

Radius ranging 1.0 to 0.5: We trained our model on radius values 0.85, 0.75 and 0.5 and

concluded that the field of view for these radii, the renderer significantly reduces the matrix

to a few objects in the matrix.

Radius ranging 0.5 to 0.1: We trained our model on radius values 0.35 (figure 4.13), 0.25,

0.175, 0.15 and 0.1. We concluded that the field of view for 0.175 (figure 4.14) and 0.15 are

the best fits for the object. The values above 0.175 render a mesh with a single object with
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Figure 4.14: Corrected Spherify radius for DiLiGeNT-MV dataset: Once we are able to find
the correct value for spherify radius for a particular dataset (here 0.35) we are able to get
rid of the repeated rendering of the object

floating artefacts and the ones below 0.15 render a zoomed-in mesh which contains part of

the object.

Multiview Photometric Stereo Data - DiLiGeNT-MV

The ablation study performed for the Stanford Bunny provided valuable parameter intel

and proved to be beneficial for any future dataset. We, therefore, do not require running an

ablation study for the succeeding datasets and followed the best parameter settings obtained

from this study. However, the spherify radius is the only parameter which required tuning

for the new dataset. We followed the Ablation Study 5 and obtained a radius value of

0.0425 for every DiLiGeNT-MV object. We have showcased the results obtained for all the

DiLiGeNT-MV objects in figures 4.15, 4.16, 4.17, 4.18, 4.19 and 4.20.

Generalisability of the Ablation Studies to other datasets and objects

The ablation study in this work has been performed to investigate the contribution of indi-

vidual components, features and hyperparameters to our baseline Neural Apparent BRDF

Fields model. We have iteratively identified data parameters like dataset size and data com-

plexity; and model hyperparameters like model depth and boundary radius and provided

qualitative results for various models. The previously tuned parameters on Stanford Bunny

and DiLiGeNT-MV datasets could be directly used for any other dataset, however, we would

consider these in more detail in the sections below:
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Figure 4.15: Bear Object with Single Pose Relighting

Figure 4.16: Bear object 360°viewpoints with novel distant point light source
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Figure 4.17: Reading Object with Single Pose Relighting

Figure 4.18: Reading object 360°viewpoints with novel distant point light source
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Figure 4.19: Cow object 360°viewpoints with novel distant point light source

Figure 4.20: Buddha Object with Single Pose Relighting
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1. Model Architecture: Our model is trained to accurately mimic the data and provide

a plausible relighted rendering, thus, we believe that objects with similar complexity

would not require any change in the architecture. However, if we would like to model

different types of textures, it would require some alterations to accommodate a suitable

physics-based model.

2. Feature Importance and Robustness: Features are highly specific to a particular

dataset, therefore, there is a need for major intervention and revision for ablation study

for a new dataset.

3. Hyperparameter Sensitivity: The only sensitive hyperparameter is the ’spherify

radius’.

4. Transferability: The training from one dataset to another is not possible as we are

trying to overfit our data for the best reconstruction.

4.4 Conclusion

In this chapter, we introduced our first novel contribution Relightable NeRF. This has been

achieved by incorporating an extra set of lighting direction input and remodelling the NeRF

architecture such that the information can be fed into the Geometry and Colour Networks.

This is an upgrade from the original NeRF making the model view- as well as illumination-

dependent while providing legible results for novel viewpoints and illumination directions

close to what has been seen in the training set. The model, thus, provides a simple yet

efficient approach to baking in objects into VR and AR settings by treating the colour

network as a black box. The learning is, therefore, unspecified and undefined from the user’s

perspective.

The black box approach, though easy to implement, falls short in rendering novel viewpoints

and illumination directions which are far off from the ones present in the training dataset

as well as modelling various features of surface reflectance. We have also observed floating

artefacts for our renderings as well as incorrect shadows and lighting with unknown origins.

Therefore, there is a need to replace the black box with a system which enables a clear

definition of properties to be learned by the Colour Network.
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In the upcoming chapter, we will address this issue by upgrading the black box model

through the introduction of individual Multi-Layer Perceptron models to render different

features of an object. The models will include - a Geometry Network, a BRDF Network and

a Shadow Network which would train in unison to provide an improved RGB rendering and

3D reconstruction from the Relightable and original NeRF.



Chapter 5

Neural Apparent BRDF Fields for

Photometric MV-Stereo

In this chapter we introduce explicit modelling of geometry and reflectance into a NeRF-based

representation and use it to tackle the multiview photometric stereo problem. This problem

provides both geometric- and illumination-calibrated images and we question whether the

NeRF representation is able to estimate accurate shape from such data. While a naive

lighting dependency can be introduced by simply conditioning the appearance of the NeRF

on light direction (as done in the previous chapter), this leads to very poor view synthesis

extrapolation when the light source is far from the directions seen during training. Moreover,

such an approach doesn’t allow explicit modelling of the relationship between geometry and

appearance via the BRDF.

Instead in this method, as shown in Fig. 5.1, we will explicitly regress surface normal direction

with the geometry network and decompose the NeRF colour network into networks for BRDF

(with suitable physical priors) and shadowing (i.e. we learn the shadowing function for each

point in the scene to avoid costly ray casting through the neural volume). We will train

the network using the same volume rendering and appearance losses as the original NeRF

but use multi-illuminant data with known light source direction as present in a photometric

stereo setting. We refer to the local BRDF with the effect of shadowing baked in as the

‘apparent’ BRDF (i.e. a function parameterised and used in the same way as the BRDF but

which captures non-local effects).

The method presented in Chapter 5.1 improves extension to NeRF simply conditions the

91
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colour network on a point source light direction, s ∈ R3, ∥s∥ = 1, by replacing the second

network with: fΘcol
col : (z,v, s) 7→ c. We must note that the latent code z must store an

encoding of the apparent BRDF at a given point in the scene. Appearance under arbitrary

illumination environments can be obtained by integrating the output of this network over

incident illumination directions. To train such a network we require training images with

both viewpoint variation and variation in illumination direction provided by a point light

source of known direction.

Such a naive extension neglects several underlying physical properties of surface reflectance

which strongly limits its ability to accurately interpolate and extrapolate to new lighting

directions. We, therefore, propose a series of modifications to create a NeRF architecture

that follows a physical image formation model closely.

5.1 Neural Apparent BRDF Fields Model

Building towards neural apparent BRDF fields is an incremental process with multiple im-

plementations. The method proposes to tackle the multiview photometric stereo problem

using an extension of Neural Radiance Fields (NeRFs), conditioned on light source direction.

It tackles multiple problems including point source relighting, surface texture using Bidirec-

tional Reflectance Surface Distribution (BRDF) as well as shadow prediction through a single

model. The Neural Apparent BRDF Fields model can be written as three MLPs:

1. f
Θgeo
geo : x 7→ (z, σ) with learnable parameters Θgeo which maps a 3D location x =

(x, y, z) to a latent code z ∈ Rd and density σ ∈ R ≥ 0.

2. fΘBRDF
BRDF : (z,v, s) 7→ c with learnable parameters Θcol which maps the viewing and

lighting directions v ∈ R3, s ∈ R3, ∥v∥ = 1 and latent code to a colour c = (r, g, b).

3. fΘshad
shad : (z, s) 7→ [0, 1] with learnable parameters Θshad which maps the lighting direc-

tions s ∈ R3, ∥s∥ = 1 and latent code to scalar value ∈ [0, 1].
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Figure 5.1: We replace the view-conditioned black box radiance predicted by a NeRF

[Mildenhall et al.(2020)] with a physically-based image formation model. The geometry

network predicts density and surface normal direction at each position in the volume. A

neural BRDF and shadow network predict reflected scene radiance for the point which is

then volume rendered using predicted density as for NeRF. The resulting model is relightable

while also improving geometric information using multi-light observations (figure taken from

[Asthana et al.(2022)]).

5.1.1 Geometry network

Surface reflectance is determined by the local surface orientation where the light strikes the

surface. Thus, in order to reason about this explicitly, first, we extend the initial geometry

network to regress not only density but also surface normal direction: f
Θgeo
geo : x 7→ (z,n, σ),

where n ∈ R3, ∥n∥ = 1, is the unit length surface normal (in practice we regress an uncon-

strained 3D vector and normalise to unit length in-network).

An alternative is to derive the normal from the gradient of the density field as done in

[Srinivasan et al.(2021)]. This explicitly ties the two geometric representations together.

However, we found that allowing the network to directly regress the surface normal direction

enables the reconstruction of higher frequency details in the normal map and reduces noise

artefacts in the normal maps caused by using second-order derivatives. This is far more

suited to the task of multiview photometric stereo where high-quality per-view normal maps

may be a useful output in their own right. However, we still use the network to separately

learn normals as the normals that are obtained by differentiating density are very noisy as

they are a second derivative in nature and calculating loss on such values does not provide
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decent results.

A classical Computer Graphics technique, Bump Mapping has been used to provide a surface

much greater geometric detail than in actuality on a triangle mesh. It is based on a special

type of texture map which produces the illusion that the surface varies in height (though

the surface is flat) using the changes in brightness of the reflected light at high frequency

[Lengyel(2019)]. Taking inspiration from this, our approach could be assumed as a neural

bump mapping where we effectively learn a bump map for the normals to be used at each

point on the surface.

5.1.2 Neural BRDF

Second, we use a network to explicitly model the BRDF: fΘBRDF
BRDF : (n, s,v, z) 7→ a, where

a ∈ R3 represents the BRDF value for each of the RGB channels. The latent code z is used

to encode information about the BRDF at the scene point. The learnable parameters of the

network, ΘBRDF, are optimised such that the network can represent the range of BRDFs

observed in the scene, as parameterised by z. A BRDF is not an arbitrary function - it must

obey some physical constraints. We satisfy two of these: 1. positivity: satisfied by using

an activation function that can only output positive values, 2. reciprocity: we parameterise

the incident and outgoing directions using an angular representation that is itself reciprocal

(i.e. unchanged by switching s and v). Satisfying the third physical constraint, conservation

of energy, we leave as future work due to the difficulty of imposing integral constraints on

neural networks [Weber et al.(2021)].

As a special case, this network can be a fixed function representing a known parametric

BRDF. In this case, we use a learnable network to map the latent code to the parameters

of the BRDF: fBRDF : z 7→ p, where p ∈ RP contains the specific parameters for the

chosen BRDF model. As a specific example, the Lambertian model has P = 3 parameters

for the RGB diffuse albedo. Then the BRDF becomes a non-learnable function fBRDF :

(n, s,v,p) 7→ a. We explore this variant in our experimental results.

5.1.3 Shadow prediction

Modelling reflectance using a BRDF means we could only describe local reflectance effects.

We equip our model with additional power to allow it to describe the effect of shadows.
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These are the most significant non-local effect encountered in our data. The combination of

BRDF and shadowing means we model a partially decomposed apparent BRDF. Our neural

BRDF model will learn some non-local effects such as interreflection while the gross changes

caused by cast shadows can be explained by the shadow network.

Of course, exact cast shadows can be computed from a NeRF by ray casting, but this is

expensive. So, we follow the idea in NeRV [Srinivasan et al.(2021)] and instead replace ray

casting by a learnt approximation. Specifically, we train an MLP that predicts a scalar soft

shadow value from light source direction and the NeRF latent code: fΘshad
shad : (s, z) 7→ [0, 1].

A soft shadow factor can be defined as the representation of occlusion or self-cast shadow

through a value between 0 and 1. It must be noted that the value should not be a hard value

of 0 (RGB channels [0,0,0]) or 1 (RGB channels [1,1,1]) as it will be considered as a hard

shadow. We exhibit the soft shadow phenomena in the figure 5.8(bottom). For fixed latent

code, this MLP then represents the light source visibility function.

5.1.4 Camera behaviour and nonlinear appearance loss

Surface reflectance can have high dynamic range (for example, specularities on glossy objects

can be orders of magnitude brighter than diffuse reflections). For this reason, similar to NeRF

in the dark [Mildenhall et al.(2022)], we let our model learn high dynamic range radiance

in a linear space. We then apply nonlinear tone-mapping (in our case, a simple gamma

correction) before computing the error to tone-mapped training images. This significantly

outperforms computing errors in linear space where the bright regions completely dominate

the error. Operating in a nonlinear tone-mapped space ensures the reconstruction better

approximates minimisation of a perceptual error.

5.1.5 Rendering

In order to compute the reflected radiance at scene point x of a single white point light

source from direction s of unit intensity towards the viewer in direction v, our pointwise

rendering equation is:

LΘ(x, s,v) = fΘBRDF
BRDF (n(x), s,v, z(x))fΘshad

shad (s, z(x))max(0, cos θi), (5.1)
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where (n(x), z(x)) = f
Θgeo
geo (x), θi = arccos(n(x) · s) and Θ = (Θgeo,ΘBRDF,Θshad) are all

the learnable parameters in the model. We use this reflected radiance quantity in place

of the view-conditioned radiance in the original NeRF model and volume render using the

estimated density σ in the same way, i.e.

Ĉ(r) =
N∑
i=1

Ti(1− exp(−σiδi))L
Θ(xi, s,v). (5.2)

5.1.6 Mask supervision

For individual objects with known foreground masks, we find performance is substantially

improved by supervising the network using the mask (for the DiLiGeNT dataset, these masks

have been already provided with the input images). This takes two forms. First, we can

penalise any density along rays that do not pass through the object mask. We use the image

masks to divide the set of rays R into two disjoint subsets for object foreground F and

background B. We then introduce a silhouette loss that encourages zero density outside the

visual hull of the object:

Lsil =
∑
r∈B

N∑
i=1

σi. (5.3)

This is equivalent to the shape-from-silhouette cue and serves to directly constrain the geom-

etry of the object. Second, we mask the appearance loss to only penalise appearance errors

inside the object: Lapp =
∑

r∈F ∥Ĉ(r)1/2.2−C(r)∥2, where C(r) are the ground truth values

and we use a fixed gamma of 2.2 (our model is sensitive to the gamma value).

5.2 Implementation

In Figure 5.5 we show the overall architecture of our model. For the geometry network, we

follow NeRF and use an MLP with 8 layers, 256 hidden units per layer and ReLU activation.

The dimensionality of the latent vector z is 256 (the choice of value has been taken from

the original NeRF architecture). Both the BRDF and shadow networks are MLPs with 2

layers, 128 hidden units per layer (the choice of value has been taken from the original NeRF

architecture) and ReLU activation. For the surface normal n, we regress an unconstrained

3D vector then rescale to unit length. For our angular representation of BRDF geometry,

we use a simple two angle representation: the incident angle θi = arccosn · s and the half
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angle θh = arccosn ·h where h = (s+v)/∥s+v∥ is the halfway vector. For the variant with

fixed (Lambertian) BRDF, we replace the BRDF network with a single linear layer to map

z to 3 values and use sigmoid activation to compute RGB diffuse albedo.

We follow the original NeRF and apply positional encoding to input position x. Since we

use view direction v for the computation of angles for BRDF calculation, we do not apply

positional encoding to this. We also follow the original NeRF optimisation in using both a

coarse and fine network combined with stratified sampling.

We work entirely in the normalised NeRF coordinate system. This rescales camera poses such

that the object lies approximately inside the unit cube with cameras lying approximately

around the equator. We convert light source directions to this coordinate system meaning

that the normal maps we estimate are in NeRF world coordinates. Where needed, we convert

these to camera coordinates via the rotational component of the camera extrinsics.

5.2.1 Lambertian Model

The first intermediate stage of building towards neural apparent BRDF fields network is a

Lmabertian Model which is simplest choice for representing diffused reflection. The model

is designed to to reflect light equally in all directions when rendered. In order to upgrade

the Relightable NeRF, the steps below have been followed:

• Basic Lambertian Model: The Relightable MLP2 from the previous model is re-

placed by a basic Lambertian model which consists of two additional outputs from

the Geometry Network - Normal and Albedo maps. Normals and Albedo are of shape

batch size × 3 and are crucial for understanding and properly representing shadows

and illumination for a far-off light source. It must be noted that at this intermediate

step, the model is not relightable in nature. The previous model assumed the bottle-

neck feature vector of 256 dimensions from MLP1 as a Blackbox whose inner workings

are not known to us.

• The Normals provide us with information about the vector perpendicular to the face

(in 3D space) at the specific pixel. This is extracted as a dense output of 3 layers from

MLP1 and normalised to maintain the bounds of the output as [−1,−1].

• We replace the unknown Blackbox nature of latent code with a known property - the

Albedo output of 3 dense layers. The Albedo provide us with information on the base
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colour that defines the diffuse colour or reflectivity of the surface at the specific pixel.

It must be noted that Albedo values are unaffected by view or light direction.

• An intermediate output, θi is defined as the angle between normal and the angle of light

incidence. The cosine of θi is obtained as the dot product of input light directions

and Normal values from the network. This foundation value is essential for defining

the effect of illumination on a Lambertian surface.

• The final RGB values are calculated as, per the definition of Lambertian model, the

dot product between θi and albedo values.

• The outputs from the network include the density value σ, normal map n, albedo map

a and the final RGB values c.

Figure 5.2: Lambertian NeRF architecture: Input vectors are shown in green, MLP

hidden layers are shown in blue, intermediate outputs are shown in purple, output vectors

are shown in red, and the number inside each block signifies the vector’s dimension. The

layers are represented as fully-connected layers with ReLU activations (black arrows), orange

arrows indicate layers with no activation and “+” denotes vector concatenation.

Half-Vector Extension

The Half-Vector extension has been performed as an addition to the simple Lambertian model

to fine-tune the implementation of BRDF representations in terms of θi and ϕi. Multiple

models have shown empirically that it is not possible to predict visually plausible BRDF

for phenomena like off-specular reflection using just the parameters explained in the base
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Lambertian model and require extra components for the BRDF. A model based on incident

direction and hallway vector yields more visually plausible results [Edwards et al.(2006)].

The half-vector can be defined as a unit vector that is equidistant to the incident light ray

and reflected light ray. It can be represented as:

Ĥ =
ω̂i + ω̂o

∥ω̂i + ω̂o∥

Figure 5.3: Half-vector notations (figure taken from [Edwards et al.(2006)]).

The implementation encompasses creating a vector which is the sum of view direction and

illumination direction ray batches, h. The sum is then normalised hnorm and used to compute

the dot product with normalised Normal map nnorm. The dot products

cos θv = nnorm · γ(v)

cos θh = nnorm · hnorm

are sent as input to the second MLP (same as in relightable NeRF) instead of the input view

and light directions. We have successfully implemented this in all our further iterations.
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Loss Function Extensions

We have employed a variety of losses to improve the learning process and, in turn, the final

renderings. Each loss brings a separate set of functionality to total_loss and a varied

combination of each works best for every dataset we have trained. The extent of influence

by any form of loss can be modified using factor arguments, these include alpha loss, binary

loss, piecewise loss, silhouette density loss and mask appearance loss. The details of the

implementation are provided in section 8.3.

5.2.2 Shadow Prediction Model

The second intermediate stage of building towards neural apparent BRDF fields network is

the addition of a shadow prediction model which, together with the BRDF properties, can

provide an illusion of ’apparent’ BRDF fields. In order to upgrade our basic Lambertian

model, the following steps have been followed:

• In addition to the Normals and Albedo map outputs from the Geometry network, a

set of latent code of 256 hidden dimensions (the choice of value has been taken from

the original NeRF architecture) has been used to represent the BRDF parameters

• The second MLP is the Shadow Prediction Model which encompasses two dense

layers of width (number of hidden units) as 128. The inputs to the network include

the BRDF parameters and θi. The output from this model is a single dense layer with

the proposed shading factors.

• The initial result from the model converged all the RGB values to zero, providing a

blank rendering. This was due to the convergence of the shading factor to zero. In

order to obtain results in a sensible range, a bias initialiser has been used which sets the

mean of the initial value as 5.0 and the standard deviation value as 0.05 for the output

layer (these values are arbitrary and our model is not sensitive to them). Finally,

these values are processed through a sigmoid activation function which takes any

real value as input and outputs values in the range of 0 to 1. The larger the input

(more positive), the closer the output value will be to 1.0, whereas the smaller the

input (more negative), the closer the output will be to 0.0.

• The non-shaded RBG values have been obtained by computing the dot product between
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the Albedo map values and θi. This value is then used to obtain the shaded colour

values by calculating its dot product with the shading factor obtained from the Shadow

Prediction model i.e. points with a shadow factor close to 1 exhibit little to no shading

and vice versa.

• The outputs from the network include the density value α, normal map N, albedo

map A, shadow factor S and the final radiance shadow + RGB.

Figure 5.4: Lambertian + Shadow prediction NeRF architecture: Input vectors are

shown in green, Geometry Network MLP1 hidden layers are shown in blue, Shadow Pre-

diction MLP2 hidden layers are shown in yellow, intermediate outputs are shown in purple,

output vectors are shown in red, and the number inside each block signifies the vector’s di-

mension. The layers are represented as fully-connected layers with ReLU activations (black

arrows), orange arrows indicate layers with no activation and “+” denotes vector concate-

nation.

5.2.3 Neural Apparent BRDF Fields Model

The final model in the development of vanilla NeRF to accurately represent the rendered

surface texture and illumination is the neural apparent BRDF fields with the benefit of being

learnable. The following steps have been taken to enhance our previous model:
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Figure 5.5: Neural Apparent BRDF Fields Architecture: Our model is a combination

of three learnable MLPs and fixed functions. The latent parameters z act as a bottleneck

from which BRDF parameters and local shadowing function is inferred by the BRDF and

shadow networks respectively (figure taken from [Asthana et al.(2022)]).

• Our model is a combination of three learnable MLPs and fixed functions.

• The Geometry Network regresses density as well the surface normals which are

better at reconstructing higher frequency details, reducing noise and are better suited

for multi-view stereo tasks. The network has eight layers with 256 hidden units each. It

takes RGB values, view-direction ray batch and light-direction ray batch as input with

positional encodings off to reduce complexity. The network outputs features including

volume density σ, Normals map n and Albedo map a.

• TheBRDF Network explicitly models the BRDF values for each of the RGB channels

and is designed such that it follows the physical constraints of positivity, reciprocity

and conservation of energy. We satisfy two of these:

1. Positivity: The constraint is satisfied by using an activation function that can

only output positive values.

2. Reciprocity: We parameterise the incident and outgoing directions using an

angular representation which maintains the incident and reflectance angles from

the surface as equal.

Satisfying the third physical constraint, Conservation of Energy, we leave it as

future work due to the difficulty of imposing integral constraints on neural networks.

In terms of the architecture, the network encompasses two dense layers with 128 nodes

each.
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• The Shadow Network, as mentioned before, uses the shadow factor technique from

NeRV [Srinivasan et al.(2021)] where soft scalar values are predicted by the model.

The method is proven to be less expensive than traditional ray casting used by NeRF.

It enables a combination of BRDF and shadow factor which models a partially decom-

posed apparent BRDF. The network consists of two dense layers with 128 hidden units

each. The output is a set of soft shadow factors as mentioned before in the Shadow

Prediction Model.

• The dot product between the shadow factor and the illumination-aware RBG values

provides the final shaded pixel colour values from the network.

• The outputs from the network include the density value σ, normal map n, albedo map

a, shadow factor S and the final output radiance L.

The further details on the implementation and usage of the code have been provided in the

Appendices section 8.3.

5.3 Experiments

5.3.1 Summary

View synthesis and relighting Our trained model can be used to synthesise novel views

with arbitrary (potentially unseen) viewpoint and lighting direction. In Figure 5.6, column

1 we show rendering results of our model. For comparison, we show the closest image in

the training set in the column 2. It is crucial to also note that we are able to produce more

extreme lighting directions that predict realistic shadows and position of specularities. In

columns 3 and 4 we show the normal and shadow maps obtained by volume rendering the

normal and shadow predictions. Figure 5.7 shows qualitative results for the variant in which

we used a fixed (Lambertian) BRDF. In this case, the model predicts only diffuse albedo

parameters with no learnable BRDF. We retain the learnable shadow network. While these

results provide plausible albedo estimates, they are not able to synthesise non-Lambertian

effects such as specular reflections.
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Figure 5.6: Qualitative results for Diligent-MV [Li et al.(2020b)] using neural BRDF and
shadow networks. From left to right: rendering from the trained model under novel lighting
and viewpoint, closest training image, estimated surface normal and shadow maps. It must
be noted that the aim of this work is to render the most accurate possible mesh and feature
maps (normals, albedo and shadow) from the given data and not produce novel views re-
construction i.e. we have utilised every ground truth image from the training set. Thus, we
comparing a rendered image with the corresponding ground truth view, we have not exluded
the ground truth from the training set. (figure taken from [Asthana et al.(2022)]).
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Figure 5.7: Qualitative results for Diligent-MV [Li et al.(2020b)] using Lambertian and
shadow networks. From left to right: rendering from the trained model under novel lighting
and viewpoint, closest training image, estimated surface normal, diffuse albedo and shadow
maps (figure taken from [Asthana et al.(2022)]).

Figure 5.8: Relighting result (top) and the corresponding rendering of the shadow predic-
tion only (bottom) (figure taken from [Asthana et al.(2022)]).

Figure 5.9: Relighting under extreme pose and illumination extrapolation. We show a top-
down view of the bear object with 360°light rotation around the object (figure taken from
[Asthana et al.(2022)]).
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Figure 5.10: Colour Error Heatmaps for Red, Blue and Green channels for object Reading

In Figure 5.8, we show the effect of systematically varying light source direction as the

light rotates around the front of the object. We show shadow maps in the second column.

Note the prediction of the cast shadow by the handle onto the teapot. We emphasise that

this dependency is learnt and not ray cast. Finally, in Figure 5.9, we show an extreme

extrapolation example. The training views form a ring around the equator of the object.

We synthesise a top-down view 90 degrees from the training view directions. Similarly, the

synthesised 360 rotating light is 90 degrees from the virtual view direction, much greater

than observed during training.

Shape estimation In Table 5.1, we show quantitative shape estimation errors in terms

of angular error between estimated and ground truth surface normal maps. The normal

maps can also be inspected visually in Figures 5.6 and 5.7. While the numerical errors are

larger than state-of-the-art methods, particularly for the more challenging materials, our

qualitative results show that we are able to estimate detailed and smooth shapes using our

model.

Training and Code Our version exhibits faster training with convergence for DiLiGenT

objects reaching convergence at 100K iterations as opposed to vanilla NeRF which converges
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Figure 5.11: Colour Error Heatmaps for Red, Blue and Green channels for object Bear

Figure 5.12: Colour Error Heatmaps for Red, Blue and Green channels for object Pot

after 200k iterations. These could be attributed to the removal of positional encoding to the

view direction input and reducing the bottleneck to 3 from 256 in our Lambertian as well as

learnable BRDF networks. Please refer to our GitHub repository for more information.

https://github.com/asthanameghna/Relightable-BRDF-NeRF
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Figure 5.13: Angular Error Heatmaps for object Bear
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Figure 5.14: Angular Error Heatmaps for object Pot
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5.3.2 Ablation Study

Study 1: Architecture Development

The study aims to build the optimal structure to represent Lambertian surfaces. We start

by first reducing the bottleneck from the Geometry Model from 256 to 6 so as to constrain

the outputs from the model (potentially to somewhat model BRDF parameters). We further

replace view direction dot product to half vector dot product, however, these do not provide

any improvement from our relightable results.

The next set of changes include reducing the bottleneck to 3 to mimic albedo maps, and

further removing the Colour Network. The new colour output is the product of albedo map

and light direction vectors. This drastic change provides very poor results as shown in figures

Figure 5.15: Lambertian Model Architecture Development: The study aims to build
the optimal structure to represent Lambertian surfaces. Top: Figure shows the result from
the reduction of bottleneck from the Geometry Model from 256 to 6 so as to constrain the
outputs from the model (potentially to model BRDF parameters); Middle: Figure shows
the result of further replacement of the view direction dot product to half vector dot product;
Bottom: Figure shows the results from next set of changes include reducing the bottleneck
to 3 to mimic albedo maps, and removing the Colour Network. The new colour output is
the product of the albedo map and light direction vectors.
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Figure 5.16: Qualitative Results for Density Loss. Top to Bottom: 0.1, 0.5, 1.0, 1.5, 2.0
and 2.5. The figure shows the renderings obtained from the ablation study on Density Loss.
Qualitatively speaking, the optimal weightage has been found to be 1.5 as evident from the
lack of cloudy artefact on the shadow side of the object.
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Figure 5.17: Qualitative Results for Loss Ablation Study I: Normals and Albedo Map. Top
to Bottom: Density Loss 1.5 and Multires 20; Density Loss 1.5 and Multires 10; Silhouette
Density Loss 5.0
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Figure 5.18: Qualitative Results for Loss Ablation Study II: Normals and Albedo Map. Top
to Bottom: Density Loss 2.5 and Silhouette Density Loss 2.5; Silhouette Density Loss 2.5
and Binary Loss 1.0; Density Loss 2.5, Piecewise Loss 4.0 and Multires 12
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Figure 5.19: Shadow Prediction Architecture Development I. Top to Bottom: Ray Noise
standard deviation 5, 10 and Multires 8 for Standard Shadow Prediction Model defined
above

Figure 5.20: Shadow Prediction Architecture Development II. Top to Bottom: Best Lam-
bertian Model and Standard Shadow Prediction Model
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Figure 5.21: Loss Variants and Ray Noise Ablation Study. Top to Bottom: Binary Loss
0.002 Ray Noise 0.001; Binary Loss 0.0001 Ray Noise 0.005, Binary Loss 0.001 Ray Noise
0.005; Binary Loss 10 Ray Noise 0.005; Binary Loss 10 Ray Noise 0.05; Binary Loss 10
Ray Noise 1.5
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5.15, 5.19 and 5.20.

Table 5.1: Surface normal estimation errors. For each object

in each pose, we render normal maps from our neural model

and compute mean angular error over the foreground region.

In the last column, we show results averaged over poses.

Pose Pot Bear Reading Buddha Cow

01 13.4 22.3 22.4 22.9 47.6

02 13.1 22.2 18.3 23.7 51.1

03 13.2 22.6 18.5 23.4 59.5

04 13.3 22.5 17.5 24.4 65.4

05 13.0 21.8 17.4 24.5 65.8

06 12.4 20.5 17.8 26.3 64.3

07 11.6 19.4 17.3 29.2 63.7

08 11.1 19.0 17.2 27.7 62.2

09 11.1 19.5 17.0 25.9 57.7

10 11.1 20.6 17.0 21.4 50.6

11 11.3 22.1 16.9 18.5 49.4

12 11.8 22.9 16.8 19.7 56.1

13 12.2 23.7 16.0 22.7 65.3

14 12.6 24.0 16.0 25.8 69.9

15 12.7 24.0 15.8 26.5 66.4

16 12.7 23.7 15.5 26.4 61.5

17 12.7 23.1 15.4 25.7 65.6

18 12.2 22.2 15.4 23.2 69.3

19 12.3 21.7 15.4 22.3 64.5

20 12.4 21.3 16.0 24.2 53.7

Mean 12.3 22.0 17.0 24.2 60.5

Study 2: Density Loss Factor

The study aims to improve the renderings provided by the Lambertian model by changing

the value of the alpha loss or density loss factor to suit the model. The default value is 1
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and therefore we have tried experimenting with values ranging from 0.1 to 5.0. Through this

qualitative experimentation, we figured the optimum weightage to be 1.5. In figure 5.16, we

have shown the effects of different density factor values.

Study 3: Multires Positional Encoding and Sampling Points

In this study, we extend the multires factor which is defined as the logarithm of maximum

frequency for positional encoding for the 3D location. The factor is set to 10 with 64

sampling and importance points which provides decent renderings. We trained our model

with combinations like --multires 20 --N_sample 64, --multires 12 --N_sample 256,

--multires 14 --N_sample 512, --multires 12 --N_sample 256 and --multires 14

--N_sample 256. The aim was to use the maximum amount of computing power for the

highest frequency of positional encoding. The best set was --multires 20 --N_sample 64

which we kept for all the later experiments.

Study 4: Loss Variants In this study, we have developed a variety of losses to improve

the renderings - RGBs, normal maps and albedo maps. We have experimented with multiple

combinations and variances, some of which include --silhoutte 1.0, --silhoutte 5.0,

--binary 1.0, --piecewise 4.0, --silhoutte 2.5 --binary 1.0, --binary 0.5,

--silhoutte 0.5 --binary 1.0 and --silhoutte 1.0 --binary 1.0.

We finally arrive at the conclusion that different objects require completely different loss

combination sets to achieve the best renderings. We have shown this from two examples in

figures 5.16, 5.17, 5.18 and 5.21. We also showcase the shadow renderings from the network

in figure 5.22. We furthermore provide colour loss and angular loss heatmaps for DiLiGeNT-

MV objects in figures 5.10, 5.11, 5.12, 5.13 and 5.14.
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Figure 5.22: Neural Apparent BRDF Shadow Results

5.4 Conclusion

In this chapter, we presented the first attempt to use the neural volumetric density represen-

tation of NeRF combined with neural estimates of intrinsic geometric and material surface

properties for the task of multiview photometric stereo. This has been achieved through

incremental implementation of surface reflectance properties from a plain Lambertian model

to train Lambertian surfaces (the Bear object in DiLiGeNT-MV) to incorporating a BRDF

network for modelling more complex non-Lambertian surfaces (the Reading and Pot objects

in DiLiGeNT-MV) and finally shadow network to correctly render self-casting and occlusion

shadows.

We have shown that the approach is feasible and allows view synthesis extrapolation far from

the viewpoints and light source directions seen in the training data. Though a better result

could be achieved if more data was available which spreads the camera in a hemispherical
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view rather than a circular ring around the object of interest. While the metric accuracy

of the shape estimates does not yet match that of hand engineered multiview photometric

stereo solutions, we believe there is potential to do so. We believe that the current accuracy

is held back by the soft density representation (we will explain more in the upcoming chapter

6).

For objects comprising hard surfaces, a representation that directly represents surfaces is

likely to provide better results. For example, the combination of a neural implicit surface

with volume rendering [Wang et al.(2021)] shows great promise and could be easily combined

with our image formation model and rendering process. Imposing additional constraints

on the neural BRDF, either by explicitly enforcing conservation of energy or by learning a

shared model across multiple objects or even a BRDF database is also likely to help constrain

the problem and reduce ambiguities. Finally, the angular input to the neural BRDF is a

topic for further exploration. We used a simple incident angle/half angle representation

which can model basic non-Lambertian phenomena. Alternatives such as the Rusinkiewicz

angles [Rusinkiewicz(1998)] might offer improved BRDF modelling.



Chapter 6

Neural Implicit Fields for Merging

Monocular Photometric Stereo

Neural Apparent BRDF Fields presented in Chapter 5 allows view synthesis extrapolation

far from the viewpoints and light source directions seen in the training data. However,

the metric accuracy of the shape estimates does not match that of hand-engineered multi-

view photometric stereo solutions. The single biggest contributor to the low quality of the

recovered surfaces - particularly the extracted meshes - is the underlying soft density repre-

sentation. The objects we study do not exhibit volumetric effects. They are well modelled

as surfaces with local BRDF-based reflectance. Non-binary density allows the neural field

to incorrectly explain appearance by using semi-transparent layers in front of the surface.

Equally critically, we resorted to regressing surface normal direction with an independent

neural field with no constraint to relate this to the underlying geometry represented by den-

sity. This makes the problem more ambiguous: an incorrect geometry can be made to appear

correct with an incorrect normal. It also introduces additional variables to optimise since

the parameters of the surface normal neural field must also be learnt.

In this chapter we replace the binary density model of NeRF with a neural signed distance

function. We follow the volume rendering technique of NeuS [Wang et al.(2021)] which

converts the SDF value to a soft density that can be used for NeRF-style volume render-

ing. As the width of the soft density distribution is gradually reduced, the rendering tends

towards a hard surface-based rendering, leading to reconstruction of fine details without

floating cloud artefacts. Even more beneficially for our application, the surface normal of a

120
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signed distance function is well-defined and can be efficiently computed by using autograd

[Maclaurin et al.(2015)] to compute the gradient of the SDF with respect to input position.

We are therefore able to use this in our normal-based losses which then directly influence

the reconstruction of the surface geometry.

We use this framework to tackle a different problem to the previous two chapters. While

the problem is simpler (it does not require modelling of surface reflectance properties or

illumination) it is sufficient to demonstrate the benefits of moving to an SDF-based repre-

sentation and still has significant practical utility in the context of multiview photometric

stereo or single view shape estimation methods more generally. Many shape-from-x methods

deliver image space estimates of surface geometry and material properties. Often, geometry

is in the form of a normal map, i.e. each pixel stores the local surface orientation at the

point that projects to that pixel, and material properties in the form of one or more maps of

intrinsic reflectance parameters, for example diffuse albedo. Example methods that deliver

such estimates include:

1. A light stage [Ma et al.(2007)] in which spherical gradient illumination and polarisation-

based reflectance separation is used to estimate per-view normal maps and diffuse/spec-

ular albedo maps.

2. Monocular photometric stereo [Woodham(1980)]. As described in previous chapters,

such methods estimate a normal map and (usually) an albedo map from a sequence of

images with fixed viewpoint and varying point light source direction. If this process is

repeated from multiple viewpoints, they provide multiview normal and albedo maps.

3. Single image inverse rendering methods [Yu and Smith(2019)] estimate normal and

albedo maps and illumination from single images. When applied to multiview image

datasets or video they again provide multiview normal and albedo maps.

We propose to use our neural SDF based representation to tackle the problem of merging

output from such methods into a single, unified model. The input to our method is a set

of calibrated multiview normal and albedo maps to which we fit a neural SDF and neural

field for diffuse albedo. Once trained, a mesh-based model can be extracted from the neural

SDF and, thanks to its surface-based nature, this leads to considerably improved output

geometry.
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The rationale for this approach is that errors in single view normal or albedo maps could

be corrected via information from other views, from multiview consistency constraints, from

other multiview cues (such as silhouettes) or from the smoothing/interpolation behaviour

of the SDF neural field. We expect that the unified model and potentially the single view

normal/albedo maps rendered from the unified model will be more accurate than those from

single viewpoints alone.

We begin in Section 6.1 by revising some of the methodological and implementation details

of the original NeuS model. Then in Section 6.2 we describe the theory underlying our

proposed model, including the normal map and albedo map losses used to fit to multiview

normal and albedo maps.

6.1 NeuS Revisited

The NeuS model can be written as four MLPs:

1. fΘSDF
SDF : x 7→ (z, d) with learnable parameters ΘSDF which maps a 3D location x =

(x, y, z) to a latent code z ∈ Rd and the signed distance d ∈ R. d represents the

distance from x to the closest point on the surface. The surface is defined implicitly

by the set of all points with zero SDF, i.e. S = {x|fΘSDF
SDF (x) = 0}.

2. fΘcol
col : (z,x,v) 7→ c with learnable parameters Θcol which maps the position x, viewing

direction v ∈ R3, ∥v∥ = 1 and latent code z to a colour c = (r, g, b).

3. fΘNeRF
NeRF : x 7→ (c, ρ) with learnable parameters ΘNeRF which is a conventional NeRF

used to model the background which maps position and viewing direction to a colour

and density for standard NeRF volume rendering.

4. fΘVar
Var : σ2 7→ s with a single dense layer of ones multiplied by the variance value, such

that the only learnable component is the variance value which is used to adjust the

width of the blurred density around the SDF zero level set.

6.1.1 Network Architecture

NeuS consists of two MLPs to encode SDF and colour respectively. The signed distance

function fΘSDF
SDF is modelled by an MLP that consists of 8 layers with 256 hidden units
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Figure 6.1: NeuS Architecture

each. The activation function is Softplus with β = 100 (taken from [Wang et al.(2021)])

for all hidden layers. A skip connection is used to connect the input with the output of

the fourth layer. The function fΘcol
col for colour prediction is modelled by an MLP with 4

layers (256 hidden units), which takes not only the spatial location x as inputs but also the

view direction v, the normal vector of the SDF, and a 256-dimensional latent code from the

SDF MLP. Positional encoding is applied to spatial location x with 6 frequencies and to

view direction v with 4 frequencies. Weight normalization has been utilised to stabilize the

training process. Two additional MLPs are used in practice. Since background content may

not be well handled by a surface based model, a conventional NeRF is stored in fΘNeRF
NeRF and

only evaluated for background pixels lying outside the foreground mask. For our purposes

we do not use this component since we are not interested in modelling background. Finally,

fΘVar
Var is a trivial single layer network that maps a learnable variance value to all sample points

being evaluated. This allows the optimisation process to gradually reduce the width of the

density distribution around the surface as training progresses. This means that predictions

early in the training process will be blurry, providing useful information for training while

the scene is coarsely reconstructed. Then later the variance can be reduced as the model

approaches an exact reconstruction of the images.
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6.1.2 Ray Batching

During training, NeuS generates batches of rays that are rendered and compared to the

corresponding pixel. To generate a random batch for a given camera, first a batch of random

pixel coordinates within the image are chosen. Each defines a ray from the camera centre

towards the pixel. The ray origin and direction is augmented by additional information used

within the loss computation: (i) the RGB colour of the pixel, (ii) mask flag for the pixel

indicating whether it is foreground or background and (iii) the camera-to-world matrix which

allows conversion between world and camera coordinates. Origin, direction and colour are 3D

while mask flag is 1D meaning the final batch has size [Batchsize × 10] (the camera-to-world

matrix is shared for the whole batch).

6.1.3 Alpha and Colour Computation

In the implementation, there are two types of sampling points - the sampled section points

qi = o+ tiv and the sampled mid-points pi = o+ ti+ti+1

2 v, with section length δi = ti+1ti.

The alpha value αi can be computed as

max(
Φs(f(qi))− Φs(f(qi+1))

Φs(f(qi))
, 0)

where Φs is the sigmoid function. The colour ci can be computed as the mid-point pi.

6.1.4 Hierarchical Sampling

In the first instance, 64 points are uniformly sampled along the ray, then an importance

sampling has been conducted for k = 4 times. The coarse probability estimation in the i-th

iteration is computed by a fixed s value, which is set as 322i (the value and calculations have

been adopted from the original NeUS [Wang et al.(2021)] architecture). In each iteration,

additional 16 points are sampled. Therefore, the total number of sampled points for NeuS is

128. For the ‘w/o mask’ setting, an extra 32 points outside the sphere have been sampled.

If a background NeRF is being used then the outside scene is rendered according to the

NeRF++ model.
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6.2 A neural SDF model for merging multiview normal and

albedo maps

For our task, we retain the SDF neural field of the original NeuS model and the same SDF

volume rendering technique. The SDF represents geometry and the derivative of the SDF

with respect to position defines the surface normal direction. Specifically, for a point x that

lies on the surface, i.e. where fΘSDF
SDF (x) = 0 then the unit surface normal direction is given

by:

n(x) =
∇fΘSDF

SDF (x)

∥∇fΘSDF
SDF (x)∥

. (6.1)

Note that this surface normal will be defined in world coordinates.

We replace the view-dependent colour network with a view-independent diffuse albedo net-

work (since diffuse albedo is an intrinsic property of the surface that does not change with

view direction):

fΘalbedo
albedo : (z,x) 7→ a, (6.2)

with learnable parameters Θalbedo which maps the position x ∈ R3, ∥v∥ = 1 and latent code

to an RGB colour albedo a = (r, g, b). The purpose of modelling and learning albedo in

addition to geometry is that albedo is an intrinsic and view-independent quantity. It should

therefore provide a strong signal for correct correspondence between views while multiple

observations of the same surface point will allow noise and systematic errors to be reduced in

the fitted volumetric representation. In addition, by learning a unified single model of albedo

from the multiview albedo maps, we end up with a merged geometric model augmented with

diffuse albedo such that the final model can be re-rendered in any pose and lighting condition.

6.2.1 Normal map loss

As input, we are provided with normal maps ni(u), i ∈ {1, . . . ,K} from K different view-

points, where u ∈ {1, . . . ,W} × {1, . . . ,H} is a discrete pixel coordinate in an image of size

W ×H. ni(u) ∈ R3, ∥ni(u)∥ = 1 contains the unit surface normal estimated for pixel u by

photometric stereo applied to the varying-illumination images in viewpoint i. Each camera

viewpoint is calibrated such that we know the pose [Ri ti] in terms of a rotation matrix

Ri ∈ SO(3) and translation vector ti ∈ R3 that converts world to camera coordinates.

We compute per-pixel surface normal vectors from our neural SDF representation via volume
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rendering. While blending multiple surface normal vectors does not have a direct geometric

intepretation, as NeuS training converges the variance parameter that defines how density

is derived from signed distance tends towards zero. This means that the volume rendering

represents a hard surface. In this case, we would expect only the surface normal at the first

visible surface point to contribute to the final result and so it is meaningful to compare a

volume rendered surface normal to one estimated from a monocular photometric method.

Specifically, to volume render the surface normal at pixel coordinate u corresponding to

viewing direction v(u) for the ith camera with centre ci = −RT
i ti we compute:

n̂(u, ci) =

∫ ∞

0
w(t)n(ci + tv(u))dt. (6.3)

The weight function w(t) is defined exactly as in the NeuS method [Wang et al.(2021)]. The

volume integral is discretised exactly as in NeRF.

Since a linear combination of unit vectors will not necessarily yield a unit vector, we re-

normalise:

n̄(u, ci) =
n̂(u, ci)

∥n̂(u, ci)∥
. (6.4)

The surface normal vectors in the normal maps are supplied in the camera coordinate system

since the light source directions used to estimate the surface normal maps are specified

relative to the camera’s viewing direction. Hence, to compare volume rendered and target

surface normals, we must rotate the volume rendered normals to the camera coordinate

system:

n̄cam(u, ci) = Rin̄(u, ci) (6.5)

Finally, we can compute the surface normal loss at a pixel u in the ith camera. We choose to

maximise the dot product (minimise the negated dot product) between the volume rendered

and target normals as we found minimising the angular error to be unstable:

Lnormal(u, i) = −n̄cam(u, ci) · ni(u) (6.6)

6.2.2 Albedo map loss

We are also provided with (colour) diffuse albedo maps for each viewpoint, such that ai(u) ∈

R3 contains the albedo value at pixel coordinate u in camera i. We volume render diffuse
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albedo values from our neural field in a similar manner to the surface normals:

â(u, ci) =

∫ ∞

0
w(t)fΘalbedo

albedo (z, ci + tv(u))dt. (6.7)

We now compute L1 loss between volume rendered and target albedo at a pixel u in the ith

camera:

Lalbedo(u, i) = ∥â(u, ci)− ai(u)∥1. (6.8)

6.2.3 Eikonal loss

We retain the Eikonal loss from the original NeuS method. The purpose of this loss is to

ensure that the neural field fΘSDF
SDF (x) corresponds to a true SDF which must have a gradient

magnitude of 1 everywhere (since moving a distance of 1 in the direction opposite to the

surface should increase the signed distance by 1). This loss is defined as:

LEikonal(x) = (∥fΘSDF
SDF (x)∥ − 1)2. (6.9)

6.2.4 Silhouette loss

The silhouette loss encourages zero density for rays passing through pixels that lie outside

the foreground mask and accumulated density equal to one for pixels that lie inside the

foreground mask. On its own, this loss would amount to shape-from-silhouette. In practice,

the effect of this loss is to push the SDF zero level set out of the background regions such

that it aligns with the mask boundaries. Specifically, this is computed per-pixel as:

LMask(u) = BCE(M(u), O(u)), (6.10)

where O(u) ∈ [0, 1] is the accumulated density (i.e. sum of the blending weights) along the

ray, M(u) ∈ {0, 1} is the ground truth mask value at pixel u and BCE is the binary cross

entropy loss. This loss is minimised when the silhouette of the rendered SDF exactly matches

the ground truth binary mask in each view.

6.2.5 Overall objective

For a given batch, we sum the normal map loss, albedo map loss and silhouette loss over all

pixels in the batch and sum the Eikonal loss over all sample points along every ray in the
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Figure 6.2: Normals and Albedo NeuS Architecture

batch.

6.2.6 Mesh extraction

Once the model is trained, we can extract a triangle mesh textured with per-vertex diffuse

albedo colours.

Specifically, we use marching cubes [Lorensen and Cline(1987)] applied to the neural SDF

fΘSDF
SDF (x) which delivers a set of N vertices Xj ∈ R3, i ∈ {1, . . . , N} and T triangles. We

simply evaluate the albedo network at the positions given by the vertex coordinates in order

to assign an albedo value to that vertex: Aj = fΘalbedo
albedo (z,Xj). The textured mesh can now

be rendered by any conventional renderer that accepts per-vertex material properties.

The further details on the implementation and usage of the code have been provided in the

Appendices section 8.4.

6.3 Experiments

We will now be discussing our results from experimentation on varied datasets. In addition

to the image sets provided by NeuS, we tested creating the neural 3D representations on

multiple datasets available in the public domain. The image sets are captured in inward

facing 360◦ view only.
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Figure 6.3: Qualitative Results for Stanford Bunny. Top to Bottom: Training Image, RGB
Rendering and Surface Normals

6.3.1 Ablation Study for NeuS

Study 1: Multiple Datasets

This study examines the proficiency NeuS pipeline on multiple photometric stereo datasets.

Each object has about 15 to 20 input albedo and normals map images with camera poses

provided with the images.

1. Stanford Bunny: The synthetic data has been used with the same configuration of

360°rotated object as for Relightable NeRF 4 and Neural BRDF Fields 5 but with a

single distant point light source. The results presented by NeuS possess a smoother

surface. The qualitative results are shown in figure 6.3.

2. USC Face: The USC Face dataset consists of fifteen viewpoints of an actual face from

various angles - six for the right profile and nine for the left profile. The face is captured

in a lightstage which allows direct measurement of a diffuse albedo map and surface

normal map. We use these estimates as the input to our method. This is the first
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Figure 6.4: Normals Map Results for USC Face with interpolation issue

study we have performed to analyse the suitability of NeuS for human subjects. We

encountered an issue while merging the left and right profiles of the face - attributed

to the small number of images in the dataset and a large difference in every pose which

makes the interpolation process for new poses very difficult. This is shown in figure

6.4.

We overcame this issue by dividing the dataset into two groups - USC_FACE_L and

USC_FACE_R for left and right profiles, respectively. This arrangement helped achieve

great results for both sub-datasets as shown in figure 6.5, however, merging of both

results was not achieved. We believe the undertaking would require a larger set of

images with comparatively closer poses for a faithful 360°reconstruction.

3. DiLiGeNT-MV: This dataset provides images under 96 illumination directions from

20 viewpoints. We give the 96 images for one viewpoint to a monocular photometric

stereo method. We take the diffuse albedo map estimates from [Smith and Fang(2016)]

and the surface normal maps from [Li et al.(2020b)]. These provide the noisy input to

our method. We have also employed the black background mask for removing the noise

during the training process. The qualitative results are shown for the DiLiGeNT-MV

object, Reading in Figure 6.6.

Mask Application

The validation rendering and normals output images have been masked for better appearance

and to avoid background noise from color_error calculation. This has been achieved by
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Figure 6.5: Qualitative Results for USC Face. Left to Right: Target albedo map, Rendering
of estimated albedo and Surface Normals
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Figure 6.6: Qualitative Results for Reading Object. Top to Bottom: Target albedo map,
Rendering of estimated albedo and Surface Normals

multiplying the mask of shape (512,1) to color_fine and true_rgb of size (512,3).

Bounding Box Boundary

While experimenting with various parameters, the bounding box boundary for Stanford

Bunny exhibited a multicoloured sphere around the normals rendering as shown in Figure

6.7.

The cause of the phenomena was unknown, therefore, we embarked on a debugging cy-

cle. The first step was to remove a rotation matrix applied to the rendered normal maps.

The rotation matrix can be defined as an inverse of the rotation part of the camera poses,

inv(pose_all[idx, :3, :3]), matrix supplied in the dataset. The second step was to

convert all NumPy arrays to tensors which would avoid any incompatibility while applying

tensor operations. The third step was to normalise the normals rendered at every step which

would force the sum of the squares of the x, y and z components to 1 and also to swap axes

x and z. The final step was to remove the 'inside_sphere' to achieve the results without

the multicolour circle around the object.
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Figure 6.7: Fixed Inner Sphere and Axes for Normal Maps

6.3.2 Ablation Study for Normals and Albedo NeuS

The ablation study is designed to optimise the Normals and Albedo NeuS model and fine-

tune the hyperparameters for training any dataset.

Study 1: Weighted Normal Loss

The study examines the change of normal loss weightage factor on the overall loss and im-

provement of renderings from the network. From the various studies and training performed

on weights ranging from 0.0001 to 1, we conclude that the best results are achieved from

factor 0.5 as shown in figure 6.8.

Study 2: View Direction Dependency

The study examines the effect of removing positional encoding view direction on the render-

ings. The quality of final renderings is not affected, however, the training process speeds up

considerably.
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Figure 6.8: Renderings with weighted normal loss. Left to Right: 0.0, 0.5, 1.0, 2.0, 4.0

Figure 6.9: Qualitative Results for Angular Error. Left to Right: Raw Normals from
NeuS, Ground Truth Normals, Mask, Rotated Normals

Figure 6.10: Stanford Bunny Mesh. Left to Right: Ground Truth Mesh, Rendering of
our reconstructed mesh and comparison between both Meshes
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Figure 6.11: Results for Reading Object. Left to Right: Ground Truth Mesh, Compar-
ison reconstruction from DiLiGeNT-MV and our reconstruction.

Figure 6.12: Results for Pot2 Object. Left to Right: Ground Truth Mesh, Comparison
reconstruction from DiLiGeNT-MV and our reconstruction.

Study 3: Number of Sampling and Importance Points

The study examines the effect of change in the number of sampling and importance points on

the rendered mesh. For both, the default was set to 64 in the original NeuS implementation.

We experimented and trained with values 64, 128 and 256 for both the number of samples

and importance points in all the possible combinations, however, there was no improvement

in the renderings or the mesh. Thus, we reverted back to 64 as the default for all our

succeeding training.

Study 4: Hyperparameters for SDF Network

• Number of Hidden Layer Nodes for SDF Network. The study examines the

effect of change in the number of hidden layer nodes of the SDF network on the
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Figure 6.13: Mean Angular Error for DiLiGeNT-MV object Reading. Left to Right:
Ground Truth Normals, Mask, Normals from NeuS for Poses 5, 10, 15, 20

Figure 6.14: Mean Angular Error for DiLiGeNT-MV object Pot2. Left to Right:
Ground Truth Normals, Mask, Normals from NeuS for Poses 5, 10, 15, 20
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Figure 6.15: Mean Angular Error for DiLiGeNT-MV object Bear. Left to Right:
Ground Truth Normals, Mask, Normals from NeuS for Poses 5, 10, 15, 20

Figure 6.16: Relighted Mesh for DiLiGeNT-MV Objects.
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Figure 6.17: Results for number of hidden nodes 64 and 128 for normal loss weight 0.0 and
2.0

renderings and mesh. We experimented and trained with values 64 and 128 for normal

loss weight 0.0 and 2.0. We found that there were minimal changes in the rendering

output as shown in figure 6.17.

• Number of Hidden Layers for SDF Network. The study examines the effect of

change in the number of hidden layers of the SDF network on the renderings and mesh.

We experimented and trained with values, 2 and 4, for normal loss weighted at 0.0 and

2.0. We found that there were minimal changes in the rendering output as shown in

figure 6.18.

• Skips for SDF Network. The study examines the effect of change in the number of

skips for the SDF network on the renderings and mesh. We experimented and trained

with values, 8 and 16, for normal loss weighted at 0.0 and 2.0. We found that there

were minimal changes in the rendering output as shown in figure 6.19.

• Multires for SDF Network. The study examines the effect of change in the multires

value for the SDF network on the renderings and mesh. We experimented and trained

with values, 3 and 12, for normal loss weighted at 0.0 and 2.0. We found that there

were minimal changes in the rendering output as shown in figure 6.20.
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Figure 6.18: Results for number of hidden layers 2 and 4 for normal loss weight 0.0 and 2.0

Figure 6.19: Results for number of skips 8 and 16 for normal loss weight 0.0 and 2.0
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Figure 6.20: Results for multi-resolution values 3 and 12 for normal loss weight 0.0 and 2.0

Quantitative evaluation

We computed two quantitative results for each object - Mean Angular Error and Mesh

Distance Error. The mean angular error for the ith view is computed as the angle between

ground truth and rendered surface normal vectors, averaged over all foreground pixels in the

ith view:

MAE(i) =
1

Fi

∑
u∈Fi

arccos [n̄cam(u) · ni(u)] , (6.11)

where Fi is the set of foreground pixels for the ith view.

For the mesh distance error, we follow the same procedure as for the error metrics reported

in the original Diligent-MV benchmark. This amounts to the following process. For each

vertex in the ground truth mesh, find the 50 nearest neighbours in the reconstructed mesh

and average their Euclidean distances from the ground truth vertex. Then average this

quantity over all ground truth vertices. The purpose of using 50 nearest neighbours rather

than one is to smooth the mesh distance error and make it less sensitive to noisy vertices or

small spikes.

For the Stanford Bunny, our best results provide a Mean Angular Error of 10.6593 and Mesh

Distance Error as 5.7006e−4 as shown in Figures 6.9 and 6.10. For DiLiGeNT objects Pot,

Bear & Reading, our best results provide a Mean Angular Error of 6.13, 4.66 & 7.59 and Mesh



CHAPTER 6. NEUS FOR MONOCULAR PHOTOMETRIC STEREO 141

Distance Error of 0.8258, 4.1347 & 15.0778 and the rest of the results are shown in Tables 6.1,

6.2 and 6.3. Additional Normal Maps and Meshes are provided in Figures 6.13, 6.14, 6.16,

6.11 and 6.12. Table 6.4 shows our mean angular errors as compared to multiple traditional

photometric stereo methods and exhibits better performance in the majority of cases. Note

specifically that our input normal maps come from the method of Li [Li et al.(2020b)]. In

two out of three cases, our merging process reduces the error of the estimated surface normals

showing that the multiview information helps improve the quality of the reconstruction.

Table 6.1: Comparison of Surface Normals Estimation Er-

rors for DiLiGeNT-MV object Pot for Neural Apparent

BRDF and NeuS techniques.

Pose NABF NeuS

Pot

01 13.4 8.07

02 13.1 6.79

03 13.2 7.27

04 13.3 7.72

05 13.0 7.20

06 12.4 6.72

07 11.6 6.36

08 11.1 5.41

09 11.1 5.50

10 11.1 4.73

11 11.3 5.02

12 11.8 4.97

13 12.2 5.14

14 12.6 5.08

15 12.7 5.36

16 12.7 5.88

17 12.7 5.99

18 12.2 6.24

Continued on next page
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Table 6.1 – continued from previous page

Pose NABF NeuS

19 12.3 6.43

20 12.4 6.79

Mean 12.3 6.13

Table 6.2: Comparison of Surface Normals Estimation Er-

rors for DiLiGeNT-MV object Bear for Neural Apparent

BRDF and NeuS techniques.

Pose NABF NeuS

Bear

01 22.3 4.77

02 22.2 4.62

03 22.6 4.68

04 22.5 4.35

05 21.8 3.93

06 20.5 4.02

07 19.4 4.40

08 19.0 4.82

09 19.5 5.08

10 20.6 5.44

11 22.1 5.50

12 22.9 5.28

13 23.7 4.48

14 24.0 4.56

15 24.0 4.24

16 23.7 4.35

17 23.1 4.40

18 22.2 4.81

19 21.7 4.94

Continued on next page



CHAPTER 6. NEUS FOR MONOCULAR PHOTOMETRIC STEREO 143

Table 6.2 – continued from previous page

Pose NABF NeuS

20 21.3 4.50

Mean 22.0 4.66

Table 6.3: Comparison of Surface Normals Estimation Errors

for DiLiGeNT-MV object Reading for Neural Apparent

BRDF and NeuS techniques.

Pose NABF NeuS

Reading

01 22.4 9.37

02 18.3 8.49

03 18.5 7.15

04 17.5 5.12

05 17.4 5.58

06 17.8 5.60

07 17.3 6.47

08 17.2 6.12

09 17.0 6.39

10 17.0 6.47

11 16.9 6.79

12 16.8 7.02

13 16.0 7.72

14 16.0 9.72

15 15.8 9.82

16 15.5 9.36

17 15.4 9.88

18 15.4 7.97

19 15.4 8.05

Continued on next page
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Table 6.3 – continued from previous page

Pose NABF NeuS

20 16.0 8.77

Mean 17.0 7.59

Table 6.4: Mean Normal Angular Errors (IN DEGREE)

ON DiLiGeNT-MV objects Pot, Bear & Read-

ing for various Traditional Photometric Stereo Meth-

ods (LS [Woodham(1980)], IA14 [Ikehata et al.(2014)],

ST14 [Shi et al.(2013)], HS15 [Han and Shen(2015)],

SH17 [Shen et al.(2016)], ZK19 [Zheng et al.(2019)], PJ16

[Park et al.(2016)] and LI [Li et al.(2020b)]) against Ours.

LS IA14 ST14 HS15 SH17 ZK19 PJ16 LI Ours

Pot 14.65 8.77 8.78 9.80 8.43 8.09 15.31 6.79 6.13

Bear 8.39 7.11 6.12 5.12 5.31 4.65 12.63 4.45 4.66

Reading 19.80 14.19 13.63 14.56 13.00 12.77 12.23 8.74 7.59

6.4 Conclusion

In this chapter, we showed how to use a neural implicit surface and neural field for albedo

in order to merge the output of monocular photometric stereo across multiple views. This

provides a method that can take the output of any monocular photometric stereo algorithm

and merge it into a single unified mesh with per-vertex albedo. This can be seen as a modern

take on the classical problems of mesh and texture stitching.

Compared to the results in the previous chapters, the use of an SDF-based representation has

greatly increased the quality of the reconstructed surface such that we are able to improve

upon state-of-the-art photometric stereo, at least for some objects.

The neural SDF provides a natural representation to utilise multiple constraints within the

same framework. The normal loss encourages the normal to the recovered SDF to match the

normals estimated by photometric stereo. The albedo loss encourages the albedo neural field



CHAPTER 6. NEUS FOR MONOCULAR PHOTOMETRIC STEREO 145

to accurately reconstruct the estimated albedo maps. Evaluating these losses across views

encourages multiview consistency and helps to average out errors that occur in one view.

The SDF itself introduces a smoothness prior that means it does a good job of interpolating

over regions with unreliable normals and/or albedo and even extrapolating to fill unseen

regions of the object.

The results in this chapter show great promise for the use of neural SDFs in a photometric

stereo framework. However, in the presented method, the monocular photometric stereo

method is completely independent from the merging. A promising direction would be to

combine the method from the previous chapter with the representation in this chapter in

order to solve multiview photometric stereo from scratch as an end to end process.



Chapter 7

Conclusion and Future Work

In this work, we extended the application of Neural Radiance Fields to render from overlap-

ping planar dataset to multiview photometric stereo data. We also introduce a very simple

relightable implementation of NeRF which can easily model standard 360°renderings from

novel viewpoints. Furthermore, we extend our work to improve the appearance of rendered

mesh surfaces through the signed distance function as applied in Neural Implicit Surfaces.

In the preliminaries chapter, we first introduced the theoretical concepts of the Lambertian

model and the Bidirectional Reflectance Distribution function which we are trying to model.

We defined the core principles and constraints of a BRDF surface including the rule of

reciprocity, the rule of positivity and the law of conservation of energy. We also introduced

the Stanford Bunny and DiLiGeNT-MV datasets which acted as objects to train on for all

models discussed in the work.

In the literature review chapter, we provided a detailed explanation of the predecessors of

NeRF which include neural 3D representations, view synthesis through image-based render-

ing and Local Light Field Fusion. We provide an in-depth explanation of the process of

rendering novel views through NeRF. Due to the massive boom of NeRF-related technique

emerging in 3D graphics modelling in the early 2020s, we have enumerated an exhaustive

library of models aimed at different tasks, some of them include faster inferencing and train-

ing, handling deformation and relighting, overall object generalisation and video rendering.

We conclude by critically analysing these techniques and fetching multiple gaps in knowledge

expandable through our work.

Our first novel contribution, Relightable NeRF as mentioned in chapter 4, delivered a simple

146
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approach to transform a vanilla NeRF to view- and light-dependent. This was achieved

by incorporating distant point light source direction information in the training set along

with images and poses and sending the information as input to the relightable multi-layer

perceptron in a positional encoded form. We treat this relightable multi-layer perceptron as

a black box and do not explicitly define the outputs from the network. The results from our

ablation study on Stanford Bunny and DiLiGeNT-MV exhibit a drawback in our method

which shows that the model is proficient at replicating novel viewpoints close to the ones

in the training set, however, it falls short when the viewpoints are far off. This has been

attributed to the occurrence of cloudy artefacts and the failure to model self-cast shadows

and geometry. We resolve the aforementioned issue through our succeeding work.

The second novel contribution, Neural BRDF Fields for multiview photometric stereo as

mentioned in chapter 5, presents a method to tackle the multiview photometric stereo prob-

lem using an extension of Neural Radiance Fields, conditioned on light source direction. We

explicitly regress the surface normal direction with the geometry network and decompose

the second network into networks for BRDF (with suitable physical priors) and shadowing.

The model is a combination of three learnable MLPs and fixed functions - Geometry Net-

work, BDRF Network and Shadow Network. We have shown that the approach is feasible

and allows view synthesis extrapolation far from the viewpoints and light source directions

present in the training data. While the metric accuracy of the shape estimates does not yet

match that of hand-engineered multiview photometric stereo solutions, we believe there is

potential to do so. We believe that the current accuracy is held back by the soft density

representation which is the core idea for our final novel contribution.

Our final novel contribution, Neural Implicit Fields for Merging Monocular Photometric

Stereo, as mentioned in chapter 6, aims to improve the surface texture of the geometrical

mesh rendered by the network. We utilise the original NeUS work as our starting base

which we convert into Normals and Albedo NeUS by replacing RBG images with albedo

and additional normal maps for baked-in BRDF features. We, furthermore, implemented

weighted normal loss to the total loss to explicitly learn from the normal maps provided

in the dataset. Finally, there are multiple improvements to the model we would have liked

to implement, however, due to time constraints we leave as a suggestion for future work

discussed later.
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In conclusion, the main aim of the work is to extend the implementation of Neural Ra-

diance Fields into the multiview photometric stereo domain, while achieving distant light

source relighting and accurate geometry reconstruction. This was achieved through a set

of incremental changes from a simple relightable model (able to produce novel viewpoint

reconstruction to some extent) to a Lambertian model (able to accurately model Lamber-

tian surfaces) to a Neural BRDF (following BRDF surface constraints and accurately model

novel viewpoints far off from the training set) to finally, a partial implementation of Neural

Implicit Surface for Merging Monocular Photometric Stereo, providing noise-free surface ge-

ometry reconstruction. For general ethical consideration, as we are using publicly available

data we are adhering to the terms and conditions of the license agreement and any ethical

issues regarding the future applications of this work has been discussed under each future

work category.

Future Work

Since commencing the work for this PhD, there has been an explosion of interest in work

seeking to extend the original NeRF idea. Some of these methods consider relighting while

others lean towards physics-based decomposition within the framework of NeRF and there-

fore, there are multiple overlapping ways in which the work in this thesis could be extended.

Furthering our work from the Neural Implicit Fields, there are multiple avenues of future work

which could be explored. These include full implementation of the Neural BRDF framework

within the NeUS framework, training the model on a variety of datasets which are different

from Stanford Bunny and DiLiGeNT-MV and creating a VR/AR front-end application which

is able to place these objects in different environments. They are discussed more in detail

below:

Neural BRDF Fields framework within the NeUS framework

Chapter 6 switched from using the NeRF density representation to a neural signed distance

function. In the context of merging the output of a monocular photometric stereo algorithm,

this proved to be extremely beneficial for producing surfaces with higher quality and accuracy

than those in Chapters 4 and 5. We believe that this is due to the change in surface

representation, with SDFs being much more appropriate for representing surfaces than soft
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density which is better suited to representing volumetric effects.

Therefore, the most obvious and promising line of future work would be to combine these two

strands of work: the surface representation from Chapter 6 with the multiview photometric

stereo method from Chapter 5, providing a standalone end-to-end multiview photometric

stereo algorithm that does not rely on the output of another algorithm. Specifically, this

would involve augmenting the SDF network with a learnable BRDF network (to replace the

albedo network) and a shadow network to model occlusions.

Training with different datasets

For our experimentation and training, we have focused on small objects with highly accu-

rate poses and illumination conditions. This opens up new avenues to train our network

with in-the-wild scenes with inaccurate pose and illumination information or highly detailed

objects which require models to pick up the minutest of details like face data. The recom-

mendation for an in-the-wild dataset is NeRF-ORS [Rudnev et al.(2022)] which consists of

various landmarks around Europe with various illumination conditions and for face data are

Multi-PIE [Gross et al.(2010)] and USC Face [Li et al.(2020a)] already used in chapter 6.

This would require running our current models and performing ablation studies to recali-

brate parameters that are dataset-sensitive. While using face dataset, it would be extremely

necessary to adhere to the ethical guidelines in handling such data. Certain VR/AR/MR

applications require test subjects to endure motion sickness symptoms as part of their train-

ing process. Such scenarios might be harmful for subjects with specific medical conditions

and could aggravate them as well. It is therefore paramount to assess the significance of such

experimentation and choose test subjects accordingly. Also in the wild data which might

have individuals not part of the data (tourists at a busy historical monument), it is essential

to safeguard the identities of individuals by either blurring or removing them, by in-painting

the background, from the dataset.

Relaxing lighting requirements in training data

In Chapters 4 and 5 we make the assumption that training images are captured “one light

at a time” (i.e. the only illumination present is a single point light source with known

direction). This restricts the applicability of the current methods to datasets captured under

lab-constrained conditions. To address the previous suggestion for future work, we would also
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require modifying the methods to allow for more complex and/or unknown lighting in the

training images. This can be achieved by introducing complex light scenarios to the existing

bunny or DiLiGeNT-MV datasets and representing those through methods like spherical

harmonic lighting [Green(2003)] or spherical Gaussian lighting [Huo et al.(2020)].

Rendering with extended light sources

The methods in Chapters 4 and 5 allow for rendering novel views with arbitrary point light

source direction. However, it would be straightforward to use these trained models to render

novel views with more complex lighting. As an example, rendering with an environment

map amounts to summing over many point light sources, with each pixel in the environ-

ment map providing a direction and lighting colour. Many evaluations of our relightable

renderer would allow such renderings to be created. This could be achieved by following

NeRV [Srinivasan et al.(2021)] like methods that incorporate surface rendering techniques

like NeUS [Wang et al.(2021)].

Front-end VR/AR application

An appropriate way to conclude this piece of work can be a front-end application. This ap-

plication should be able to load up all the trained models and datasets. Here, we can create

a VR/AR simulation where all the trained objects can be placed in different types of envi-

ronments. A significant challenge in this direction would be adapting the NeRF or NeuS rep-

resentation for real-time rendering, however, we have recently witnessed exciting upcoming

work which supports and have been able to execute the idea with finesse [Chen et al.(2023)].

It must be noted that the application could be used to realistically places objects and human

subjects in a false scenario for spreading misinformation or creating controversies (similar to

DeepFakes), thus, it is paramount for the researcher to adhere to safety guidelines and deter

such acts as much as possible.
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Chapter 8

Appendicies

8.1 Appendix I: Matlab Renderer

8.1.1 Pipeline Overview

1. MR_rasterise_mesh function performs z-buffering on the projected mesh and returns

a face buffer i.e. the triangle index per pixel and a weight buffer i.e. barycentric weight

for three triangle vertices per pixel. The buffers are then used to interpolate a screen

space value. The inputs to the function are shown in figure 2.3.

2. MR_render_mesh is a wrapper for all the underlying functions and executes the entire

rendering pipeline.

3. renderparams.normalMode = 'perVertexNormals'

4. renderparams.normalMode = 'normalMap'

8.1.2 Basic Rendering of Stanford Bunny.

The code below shows rendering with default parameters:

obj = MR_obj_read('data/StanfordBunny.obj');

[cameraparams,renderparams] = MR_default_params(obj.V,400);

render = MR_render_mesh(obj.F,obj.V,cameraparams,renderparams);

figure; imshow(render)

The UV texture mapping is introduced through MR_render_mesh

163
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renderparams.VT = obj.VT;

renderparams.FT = obj.FT;

renderparams.textureMode = 'useTextureMap';

renderparams.texmap = im2double(imread('data/StanfordBunny.jpg'));
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8.2 Appendix II: Relightable NeRF Implementation

In order to obtain a vanilla NeRF output for a set of images without any poses it must follow

a few basic steps. These include:

• The set of static scene images are taken as input to COLMAP to get 6-DoF camera

poses and near/far depth bounds for the scene. This reconstructed model is saved as

project.ini with data files cameras.bin, images.bin and points3D.bin

• The bin files are taken as input for the Local Light Field Fusion (LLFF) which outputs

a NumPy array named poses\_bounds

• The poses\_bounds array and the static scene images act as input for NeRF.

Understanding camera placements

The coordinate convention for NeRF [−y, x, z] is different from the conventional [x, y, z] that

the DiLiGenT dataset follows. Therefore, in order to avoid any discrepancy which might fail

NeRF reconstruction, we assessed the camera placement in 3D and 2D coordinate systems

for sample NeRF (fern) and DiLiGenT datasets. The camera coordinates are calculated from

rotational matrix R and translational matrix t as

c = −RT t (8.1)

Figure 8.1: Camera Placement for NeRF sample dataset - Fern
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Figure 8.2: Camera Placement for DiLiGenT dataset

From the figures 8.1 and 8.2, we show that the camera placement for the fern dataset is a

grid and for DiLiGenT is a ring and we confirmed the convention conversion from [x, y, z] to

[−y, x, z].

Custom LLFF output for DiLiGenT image sets with known poses:

With the coordinate convention confirmed, we attempt to create poses_bounds array which

consists of the camera intrinsics, poses and near/far z values in the specified order explained

in 3.4. This circumvents the COLMAP and LLFF (8.2.1) runs of the NeRF pipeline which

can be cumbersome for certain datasets. We use the camera calibration information provided

in Calib_Result Matlab file from which we take values from KK (intrinsics), R and t.

For each image in the set, we create a world-to-camera transform T_w2c represented as[
R t; 0 0 0 1

]
. Taking an inverse converts it to the camera-to-world transform T_c2w.

The intrinsics - width, height and focal length are appended to T_c2w transform vertically

and the entire matrix is flattened. The near/far z values are calculated from the mesh data

which are appended as the last two values.

Preprocessing

The objects in DiLiGenT-MV dataset seem to be faintly lit (due to 96 single lighting in

individual image) and therefore appear quite dark to capture any features. Furthermore,

as the objects are very smooth and lack texture, and thus, the sparse reconstruction in

COLMAP tends to fail. Therefore, we decided to average across all 96 lighting directions for

each viewpoint and apply gamma correction of 1/2.2. Furthermore, we converted the images

from 16-bit PNG to 8-bit PNG format to match NeRF’s input format scheme.
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Editing Images

The NeRF output for DiLiGenT data exhibits noticeable artefacts in the images and more

prominently in videos. We concur that this is a result of the background in the images.

Therefore, we removed the background entirely by adding a black mask or a white mask.

8.2.1 Training Vanilla NeRF on New Datasets

The first task of our experimentation was to replicate the results for the default data referred

to as ’fern’ in LLFF and NeRF. This was performed so as to obtain a better understanding

of the entire pipeline and further train our own dataset.

Extraction of camera poses from COLMAP and LLFF

The raw images can be downloaded from the resources provided by the NeRF’s author. The

dataset comes in a set of images taken from different camera poses which present a planar

view of the fern scene. These are 20 high-resolution images - around 3 MB each. In order

to train on NeRF, we require an intrinsic and extrinsic matrix known as poses_bounds and

require it to be in a fixed format which requires running LLFF and COLMAP for the final

product.

Figure 8.3: Generated point cloud and camera poses from COLMAP
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The first step for running LLFF is to create a virtual environment with all the prerequisites

which could successfully run the snippet image2poses.py. The snippet runs COLMAP in

the background to generate the poses but we have also tried to run COLMAP with the

same setting in a GUI to understand the process better. Figure 8.3 shows the point cloud

generated from the images.

COLMAP

The sparse reconstruction for the static scene is obtained following multiple steps. First,

feature_extractor command recomputes feature from the image set to create a sparse

map. The feature_extractor step finds sparse feature points in the image and describes

their appearance using numerical descriptors. If the images have been captured from the

same physical camera with an identical zoom factor, using the SHARED INTRINSICS option

is recommended in COLMAP documentation.

$ DATASET_PATH=/path/to/dataset

$ colmap feature_extractor \

--database_path $DATASET_PATH/database.db \

--image_path $DATASET_PATH/images \

--ImageReader.single_camera 1

The next step in the process is feature matching and geometric verification which identifies

the corresponding feature points in all images. As the number of images for our set is few,

this is most accurately achieved by employing ’Exhaustive Matching’ (matching every image

against others in the set).

$ colmap exhaustive_matcher \

--database_path $DATASET_PATH/database.db

The final step is a sparse reconstruction which is built using incremental reconstruction -

extending the scene by registering new images and triangulating new points. If the image

set is not registered into the same model, COLMAP may reconstruct multiple models to

accommodate all. These models can be collated together at a later stage.
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$ mkdir $DATASET_PATH/sparse

$ colmap mapper \

--database_path $DATASET_PATH/database.db \

--image_path $DATASET_PATH/images \

--output_path $DATASET_PATH/sparse \

--Mapper.num_threads 16 \

--Mapper.init_min_tri_angle 4

The bin files - cameras, images and point3D obtained from the sparse reconstruction are

used in the next step.

LLFF

LLFF creates a value matrix for each image in the dataset which is compatible with vanilla

NeRF. Each value matrix consists of 17 values - the rotational matrix R ∈ R3×3 and trans-

lational matrix t ∈ R3×1, the intrinsics focal length, image height and width and near/far

bounds. LLFF uses the cameras.bin file to calculate three intrinsics - focal length, image

height and width.

The images.bin file’s data is used to calculate the rotational matrix R ∈ R3×3 and trans-

lational matrix t ∈ R3×1. Lastly, points3D.bin file consists of all points from the sparse

model - a visibility test is added to remove all points not in the frame and the near/far

bounds are calculated using the remaining. These values are calculated for each image and

saved as an array to be input into NeRF.

Once LLFF receives the required data in the format mentioned, it attempts to read these files

and retrieve information like camera_model, camera_id, height, width, focal_length and

remaining parameters specific to each image. Next, the remaining parameters are connected

to their corresponding images and point clouds for further processing.

The data corresponding to each image is retrieved in the form of two matrices - rotation

matrix R and translational matrix t which are then combined to create world2camera

transformation matrix for each image in the dataset. The convention followed by LLFF is
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the right-handed coordinate system of rotation i.e. from the point of view of the camera,

the three axes are [-y,x,z] or [down, right, backwards]. As this does not match with

the COLMAP’s system [x,-y,-z] or right, down, forwards], LLFF has to account for

this conversion too.

LLFF retrieves point cloud data from points3D.bin which consists of point3D_id, xyz

coordinates, rgb colour of the point and corresponding image_id. The data is stored neatly

in a tuple list for 3D object depth calculations.

In order to obtain the near and far depth points, LLFF creates a visibility array which

consists of all the points visible from a particular camera pose. These are, at first, changed

from the world coordinate system to the camera coordinate system using the corresponding

transformation matrix and then the closest and farthest points are picked from the 0.1

percentile and 99.9 percentile respectively. The final step involves repackaging all these data

points in a list of lists.

8.2.2 Preprocessing for NeRF

The pre-requisites for training on NeRF is to have a set of 20-30 images (in planar or stereo

form) and a poses_bounds matrix with all the 17 corresponding image values stacked to-

gether. Once these are met, the NeRF run_nerf.py starts initial preprocessing by downsam-

pling each image (optional), loading the poses_bounds matrix and converting it to NeRF’s

coordinate system [-y,-x,-z] and rescaling the boundaries according to a factor (optional).

Recentering

In essence, recentering is performed to move the focus centre of the image to match the

camera centre at a particular camera pose. The process includes creating an average pose

matrix for the entire dataset which has the following - (i) the centre as the mean of the

translation matrix, (ii) a forward vector which is the normalised mean of the z-axis in the

rotation matrix and (iii) an up vector representing the mean of -x-axis in the rotation matrix.

The camera-to-world matrix is obtained from the average pose matrix by reshuffling it to the

form ([y, -x, z, centre],1), a 4×4 matrix. The camera intrinsics are then concatenated

at the end of the camera-to-world matrix to create the final transformation matrix. This is

finally multiplied by each pose in the dataset to obtain the new recentred poses.
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Spherify.

The spherify setting is crucial for our multiview photometric stereo datasets, Stanford bunny

and DiLiGeNT-MV. The method takes the translational matrix as the ray origin and the

z-axis from the rotation matrix as the ray direction as inputs to the minimum line distance

function. Using this function, NeRF finds a point which is the intersection point of all

rays as well as the centre of the new NeRF coordinate system. Next, it creates another

transformation matrix (similar to recentering) in the form ([y, -x, z, centre],1) and

multiplies it to every pose in the dataset.

An additional resizing factor is incorporated which would be useful for the future when the

3D mesh is constructed. Using the centroid calculated from the poses, NeRF generates a

new set of poses which form a complete circle around the object and have 120 points - these

will be used to train NeRF.

8.2.3 Pipeline Enhancement for Relightable NeRF

We will now be enumerating the steps involved to upgrade our pipeline to complement the

Relightable NeRF model.

• Generate multilight and multipose data;

• Convert the data into lights and poses matrix which could be understood by NeRF;

• Upgrade configuration files to include light direction data settings

• Incorporate illumination; direction data in NeRF preprocessing in the same way as the

view direction data;

• Extending NeRF model to include illumination direction as one of the inputs;

• Create new helper functions to render images and videos for multiple illumination

settings;

Updating Configurations

In order to incorporate easy-to-manipulate properties of Relightable NeRF, we add config

parameters as:

--lightdirsdir input data directory for light direction

--spherifydir input data director for the transformation matrix from world to NeRF
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--use_lightdirs boolean data point to turn light direction on/off

--lightdir single light direction input for multi-pose rendering

--multilightdirs list of light directions input for multi-light rendering for a single pose

--binary_density_factor a value from 0.0 to 1.0 defining the influence of binary density

loss on total loss at every iteration

--sil_density_factor a value from 0.0 to 1.0 defining the influence of silhouette density

loss on total loss at every iteration

--piecewise_density_factor a value from 0.0 to 1.0 defining the influence of piecewise

density loss on total loss at every iteration

Data Loading.

The illumination direction data is of the format N× d× 3 where N is the number of images

in the dataset, d is the number of light directions in each image (assuming all images have

the same number of illumination points) and 3 is the x, y and z coordinates in the world

coordinate system. The d × 3 data for each image is saved in a .txt file in a separate

folder. Relightable NeRF loads these files in a NumPy array. As the coordinates are in the

world coordinate system, we convert them to NeRF coordinate system using the transpose

of camera-to-world transformation matrices.

Helper Functions.

Given the increased complexity of the model with the introduction of illumination direction,

multiple helper functions have been employed to assist in the transition. Some of the major

functions are listed below:

• render_relight(): The function returns, for a given batch of rays, predicted RGB

values for all rays, a disparity map - inverse of depth map, accumulation opacity density

along each ray and raw output values from the model at every iteration.

• run_network_relight(): The function prepares the raw input - RBG values, view di-

rection and illumination direction by creating the sinusoidal maps of shape batchsize×

32 for each and concatenating them for a single large input for the model.

• network_query_fn_relight(): The function initialises run_network_relight().
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• create_nerf_relight(): The function creates the coarse and fine models by instan-

tiating Relightable NeRF using runner run_network_relight().

• render_relight_path(): The function renders individual poses for a 360°view for a

single distant light source and stitches them together in a .mp4 video.

• render_relight_path_multilight_onepose(): The function renders individual illu-

mination for a 360°view for a single pose and stiches them together in a .mp4 video.

Mesh Extraction.

The 3D reconstruction from rendering is obtained as a mesh with faces and vertices. Once

a model is trained, the mesh extractor requires the config file and model weights related to

the training session. The mesh extractor follows the steps below:

• Re-creating and re-initialising the Relightable NeRF model using the arguments from

config file

• A two-dimensional grid space in the range [−1.0, 1.0] from which a batch of rays re-

quired to run the network is created

• The network_query_fn performs a single run to obtain the network output values

for each ray in the batch using the saved weights. The size of this chuck is fixed to

1024× 64

• The raw output data is then reshaped and passed through a filter which replaces any

negative values with zeros to obtain sigma values

• The marching cubes library mcubes is used to calculate the vertices and triangles,

taking sigma and an arbitrary threshold value (in this case 10) as inputs

• The export_obj function creates the final mesh using the vertices and triangles com-

puted earlier.

• Finally, the transformation matrix from NeRF coordinate system to the world coordi-

nate system is applied to obtain the final mesh. This can be viewed in any system for

processing and editing 3D triangular meshes like MeshLab.
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8.3 Appendix III: Neural Apparent BRDF Fields Implemen-

tation

Loss Function Extensions

We have employed a variety of losses to improve the learning process and, in turn, the final

renderings. Each loss brings a separate set of functionality to total_loss and a varied

combination of each works best for every dataset we have trained. The extent of influence

by any form of loss can be modified using factor arguments These include:

• Alpha Loss: The alpha loss is based on the volume density α which represents a

likelihood value density of each sample point along every ray in the batch. A higher

value at a sample point in the ray exhibits a higher probability of light being absorbed

at that point. The loss helps us identify whether a ray has been terminated in the

volume and thus, does not contribute to the final colour.

• Binary Loss: The Binary loss is based on the boundary between the object of interest

and the background - this is determined by the individual mask corresponding to each

input image. The ’binary’ name comes from the fact that any density identified as the

background (flag value 1 or True) is ignored during the calculation of this loss. The α

density values, discussed in alpha loss are converted to a logarithmic value and follow

the format below:

binary loss = log(α+ ϵ) + log(1− α+ ϵ)

where ϵ is a small value added to α for avoiding a log for 0. The loss helps us identify

whether a given ray passes through the object of interest and contributes to the final

colour of the pixel.

• Piecewise Loss: The piecewise loss, a variation of alpha loss implementation, deter-

mines the extent of influence of total alpha_loss value depending on the value itself.

A simple pseudo implementation is shown below:

if alpha_loss < 0.25:

alpha_loss = 4.0*alpha_loss

elif alpha_loss < 0.75:
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alpha_loss = 1.0

else:

alpha_loss = 4.0*(1.0-w_alpha_loss)

The factored loss calculated from the pseudo code above has been added to the

total_loss. The loss does not prove to be instrumental in improving the total loss or

the renderings.

• Silhouette Density Loss: The silhouette density loss, a variation of alpha loss im-

plementation, determines the influence of alpha_loss depending on the origin of a

particular ray. A snippet of pseudo implementation is shown below:

for j in range(0,target_s.shape[0].value):

if target_s[j,0].numpy()==0.0 and target_s[j,1].numpy()==0.0

and target_s[j,2].numpy()==0.0:

if alpha[j,...].numpy().all()!=0.0:

alpha[j,...] = 0.0*alpha[j,...]

The code checks whether a pixel consists of 0.0 in all three RGB channels, if so, it

is classified as background. A ray originating from a pixel specified as ’background’

would not be taken into account while calculating the total alpha_loss. The loss is

instrumental in eliminating the contribution to the total loss from background pix-

els, however, it requires restructuring (remove nested for loops) so as to improve its

efficiency.

• Mask Appearance Loss: The mask appearance loss is the restructured version of

silhouette density loss that determines the influence of alpha_loss depending on check-

ing whether the being tested pixel is classified as ’object’ or ’background’. A snippet

of pseudo implementation is shown below:

mask = np.where((target_s[:,0].numpy()==1.0)

& (target_s[:,1].numpy()==1.0)

& (target_s[:,2].numpy()==1.0),0.0,1.0) # inverted mask

ma_loss = tf.reduce_mean(tf.square((rgb-target_s)*mask))

This method is an improved version of silhouette density loss as it reduces the com-

putational time and resources required to process nested for-loops by the clever use of
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NumPy arrays.

8.3.1 Helper Functions

Every helper function requires data from a completed experiment’s folders - model_xyz.npy,

model_fine_xyz.npy and optimizer_xyz.npy as well as the specific architecture model used

for training.

The data loading and model creation tasks are performed as mentioned in the vanilla NeRF

implementation in section 8.2. The next step is to specify the rendering’s dimensions -

set at 512× 612 and calls the render_relight() function for each of 20 poses and 32 light

directions. We employ separate helper function for each type of rendering to maintain clarity

in our pipeline.

• get_albedos.py: The script renders 360-deg albedos.png files for any trained model

- both multipose+single_lightdir and singlepose+multi_lightdir.

• get_normals.py: The script renders 360-deg normals.png files for any trained model

- both multipose+single_lightdir and singlepose+multi_lightdir.

• get_rgbs.py: The script renders 360-deg rgbs.png files for any trained model - both

multipose+single_lightdir and singlepose+multi_lightdir.

• get_shadows.py: The script renders 360-deg shadows.png files for any trained model

- both multipose+single_lightdir and singlepose+multi_lightdir.

• top_view_renderer.py: This script renders top-head view for any trained model.

• extract_mesh.py: This script renders a mesh in .obj or .stl format using marching

cubes techniques as explained in section 8.2.3.

• angular_error.py: This script outputs the total angular error calculated as the mean

squared error (MSE) between true normals and rendered normals for all poses for any

trained model.
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8.4 Appendix IV: NeUS Implementation

8.4.1 Runner Class and Objects

• A Runner class has been used to define the properties and functions. For every new

training session, an instance of Runner is created.

• Every configuration setting for the training session is assigned to its corresponding

properties in the Runner class.

• NeRF Network. The class NeRF defines this network. It consists of 8 fully connected

layers with 256 nodes and includes the option of embedded layers and using view

direction for the training. The model follows the same architecture as vanilla NeRF

explained in section 4.1. The network is used for modelling the background.

• SDF Network. The class SDFNetwork define the network with 8 layers with 3 input

nodes, 256 nodes in each of the hidden layers and 257 output nodes. The nodes are

initialised from values obtained from a Normal distribution with µ = −
√
π√

layer dim
and

σ = 0.0001. The network also provides the functionality of embedded and skip layers.

The activation applied for each layer is Softplus which is a smooth approximation to

the ReLU function and can be used to constrain the output of a machine to always be

positive. This can be defined element-wise as

Softplus(x) =
1

β
∗ log(1 + exp(β ∗ x))

where β is a formulation value set at 100 as default. The model is used to define the

surface of the object of focus.

• Single Variance Network. The network consists of a single layer with a variance

parameter which is set to an initial value of 0.3.

• Rendering Network. The network consists of 6 linear layers with the input layer

containing 9 input vectors with 256 features, the hidden layers containing 256 nodes

and the output layer with 3 output vectors. All the hidden layers utilise the ReLU

activation function and the output layer the Sigmoid activation function. The renderer

is set to idrmode which allows the input channel to include points, view_directions,

normals and feature_vectors.
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• NeuS Renderer. The class initialises and prepares for the training session with all

the networks mentioned before.

8.4.2 Preprocess Camera Parameters using IDR

The Implicit Differentiable Renderer (IDR) provides a preprocessing module which converts

any image data with accurate poses and mask details to a matrix system compatible to train

with NeuS.

Setup

The code is compatible with Python 3.7 and PyTorch 1.2. In addition, it requires NumPy,

pyhocon, Plotly, scikit-image, trimesh, imageio, OpenCV, Torchvision. An envi-

ronment, with all the preliminaries installed, can be easily created by using an environment.yml

file as follows:

conda env create -f environment.yml

conda activate idr

In order to run IDR on new data, it requires image and mask directories, as well as

cameras.npz file containing the appropriate camera projection matrices. For running the

script to generate a cameras.npz file that contains the suitable normalization matrix follow-

ing commands are executed:

cd ./code

python preprocess_cameras.py --source_dir [DIR PATH]

Normalisation

• The number of normalisation points is set at 100 for noise-free images

• For every mask image in the dataset, mask points are created that define whether the

pixel is the object or the background. These points are flagged 1 (for the object) or 0

(for the background) and stored in an array.

• For every camera, the world_mat is extracted and stored for further processing.

• The normalisation function requires a set of 2D object masks and camera projection

matrices (P_i=K_i[R_i |t_i] where [R_i |t_i] is world to camera transformation).
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• The fundamental matrices are computed for a set of two camera pairs, named 1 and

2. The matrix transforms the points from an image of camera 2 to a line in the image

of camera 1. This is performed by applying Singular Value Decomposition which

generalizes the eigendecomposition of a square normal matrix with an orthonormal

eigenbasis to any m × n matrix. The value acts as camera 2’s center which is then

multiplied by camera 1’s world_mat to obtain epipole. The Fundamental matrix F is

defined as:

epipole=P_1@P_2_center

epipole_cross=np.zeros((3,3))

F = epipole_cross@P_1 @ np.linalg.pinv(P_2)

It is returned back to the normalisation function as a set of paired camera fundamental

matrices.

• A subset of 2D points from camera 0 (default camera position in reference to which

other camera positions are calculated) is chosen at random and checked for its max-

imum and minimum depth in the other camera setups. The 2D point is discarded if

there is no intersection of relevant depth. For simplicity following constraints have

been enforced for maximum and minimum depth:

abs(min_d) < 0.00001

max_d_all < min_d_all + 1e-2

• For the selected 2D points, another round of normalisation is applied which requires the

centroid and scale values with respect to the refined visual hull. The function creates

a 3D mesh grid and places the selected points in each camera position in the grid and

calculates the centroid with respect to this 3D point cloud. These values encompass

the scale_mat matrix.

Deliverables

A cameras file contains for each image a projection matrix (named ”world mat i”), and a

normalization matrix (named ”scale mat i”).

Camera projection matrix. A 3x4 camera projection matrix, P = K[R t] projects points

from 3D coordinates to image pixels by the formula: d[x; y; 1]=P[X; Y; Z;1] where K is a
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3x3 calibration matrix, [R t] is 3x4 a world to camera Euclidean transformation, [X; Y; Z]

is the 3D point, [x;y] is the 2D pixel coordinates of the projected point and d is the depth of

the point. The ”world mat” matrix is a concatenation of the camera projection matrix with

a row vector of [0,0,0,1] (which makes it a 4x4 matrix).

Normalisation matrix. The normalization matrix is used to normalize the cameras such

that the visual hull of the observed object is approximately inside the unit sphere.

8.5 Training Vanilla NeuS on Synthetic Dataset

We begin our practical experimentation by training a vanilla NeuS model on our own syn-

thetic dataset in order to verify that our coordinate systems and camera parameters are

correct for the NeuS implementation conventions.

8.5.1 Setup

The code is compatible with Python 3.8+ and PyTorch 1.8. In addition, it requires NumPy,

pyhocon, trimesh, icecream, tqdm, SciPy, OpenCV and PyMCubes. An environment,

with all the preliminaries installed, can be easily performed by using an requirements.txt

file as follows:

git clone https://github.com/Totoro97/NeuS.git

cd NeuS

pip install -r requirements.txt

Given all the data preparation is complete, the training is performed using:

python exp_runner.py --mode train --conf ./confs/wmask.conf --case <case_name>

8.5.2 Training and Loss Optimisation

We now describe some more specific details about how the vanilla model and the accompa-

nying losses are implemented in practice.

Render

• The input to the function is the object of NeusRenderer class, rays origin array, rays

direction array, and near and far limit values.
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• The batch size is determined by the length of the rays origin array.

• A region of interest is created in the form of a unit sphere with the maximum and

minimum distance determined by the far and near values. The space is divided into

equal sections depending on the number of samples specified during the training.

Up-sample

• The step is executed if the training session explicitly defines the n_importance as a

positive value. It defines new sampling depending on the density of information along

a sample ray.

• The function takes rays origin matrix, rays direction matrix, SDF network object as

input and returns new sampling points as output.

• The up_sample function updates the batch size and the number of samples. This is

implemented using the Hierarchical Sampling as mentioned in section 6.1.4.

Background Model

• The background is rendered using a version of NeRF, NeRF++. The function takes

rays origin matrix, rays direction matrix, NeRF network object as input and returns

the RGB colour values, alpha density matrix and updated weights for the network.

Render Core

• The core renderer function takes rays origin matrix, rays direction matrix, SDF network

object, Deviation network object, Colour Network object and background RGB, alpha

and sample colour matrices as input.

• The gradient and sampled colour values are recalculated using the SDF network and

Colour Network objects.

• For better convergence, the cos_anneal_ratio is set to grow from 0 to 1 in the begin-

ning training iterations. The updated estimate SDFs are calculated using this ratio.

• Enabling the setting ’render with background’ allows updating the previously calcu-

lated alpha and sampled colour matrices by merging with the newly computed values

above.
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• The function finally outputs the updated colour, SDF, gradient, weight, and gradient

error values at the end of each iteration.

Losses

In addition to the Eikonal loss, further losses like the colour error (for n_samples model),

colour fine error (for n_importance model), peak signal-to-noise ratio psnr and mask loss.

The losses are defined as

• Colour Error: The error is defined as the difference between estimated colour values

from the network and ground truth RGB values provided by the dataset. The error is

multiplied by the mask matrix to discount the background from the final error value.

• Colour Fine Loss: The loss utilizes L1 regularisation loss for Colour Error defined

above. The L1 loss measures the absolute mean error between the estimate and true

values. The unreduced loss can be described as

l(x, y) = Ll1, ..., lN
T , ln = |xn − yn|,

where x and y are tensors of arbitrary shapes with a total of n elements each, N is the

batch size and reduction is set to 'sum'.

• Mask Loss: The loss utilises Cross Entropy loss for the weights in the network. It is

useful for identifying whether a pixel is classified as 0 or 1 in the mask matrix and also

provide the probability. The unreduced loss can be described as

l(x, y) = Ll1, ..., lN
T , ln = −

C∑
c=1

wc log
exp (xn,c)∑C
c=1 exp (xn,i)

yn,c

where x is the input, y is the target, w is the weight, C is the number of classes, and

N spans the mini-batch dimension. The reduced version for 'sum' is defined as

l(x, y) =
N∑

n=1

ln
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Training Setup

The neural networks have been trained using the ADAM optimizer. The learning rate is

first linearly warmed up from 0 to 5 × 104 in the first 5k iterations and then controlled by

the cosine decay schedule to the minimum learning rate of 2.5× 105. Each model has been

trained for 300k iterations for 14 hours (for the ‘w/ mask’ setting) and 16 hours (for the

‘w/o mask’ setting) in total on a single Nvidia 2080Ti GPU.

8.5.3 Normals and Albedo NeuS

We now describe implementation specifics for our variant of NeuS that we use to fit to

multiview normal and albedo maps.

We follow the NeuS original implementation model which consists of two MLPs to encode

SDF and colour respectively. The signed distance function is modelled by an MLP that

consists of 8 hidden layers with 256 nodes. The activation function is Softplus with β = 100

for all hidden layers. A skip connection is used to connect the input with the output of the

fourth layer. The albedo network is modelled by an MLP with 4 hidden layers with the size

of 256, which takes not only the spatial location as input but also a 256-dimensional feature

vector from the SDF MLP (this improves efficiency by allowing the SDF network to encode

some local scene information that can be used by the albedo network).

Input Data. This version of the dataset requires three separate folders albedos, normals

and masks along with the file cameras_sphere containing the information about transfor-

mation matrices for every camera pose.

Dataset Object. The Dataset class has been updated for our Normals and Albedo model

by adding three new properties self.normals_lis, self.normals_np and self.normals to

handle different stages of loading normal maps and converting them into a model-compatible

form. The properties self.images_lis, self.images_np and self.images have been re-

purposed to accommodate for the albedo maps as self.albedos_lis, self.albedos_np

and self.albedos.

Ray Batching. During training, Normals and Albedo NeuS generates batches of rays in

the same way as the original NeuS. However, this time the information associated with each

ray is: (i) an RGB diffuse albedo value rather than a colour value, (ii) the target surface

normal vector in camera coordinates, (iii) the foreground mask flag. Including ray origin and
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direction, this means that a batch has size [Batchsize x 13] (three value for origin, direction,

albedo and normal, one for mask).

Losses. We have implemented two new types of losses for the Normal maps we have included

in the dataset.

• norm_loss: The loss computes the difference between the normals rendered and the

ground truth normals at every iteration. The normals rendered are obtained by matrix

multiplying the gradients and weights, summing them and finally normalising the

entire matrix. The ground truth normals matrix is also normalised before computing

the error. The loss itself is simply the negated dot product between all pairs of esti-

mated and ground truth normals. The loss is finally multiplied with the mask matrix

to discount the effect of background pixels over the norm_loss.

• angular_loss: The angular loss is normal loss converted in degree. This provides us

with a numerical value which could be used to assess the realness of the renderings -

lower angular error signifies better rendering.
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