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Abstract
To meet the current demands to reduce pollution, electric vehicles are becoming more

powerful and are utilising faster charging. This puts the battery cells into heavy and

demanding usage causing heat generation. Also, as electric vehicles become more popu-

lar and are used in more extreme conditions, batteries require pre-heating in some cold

environments. To meet these demands, electrically non-conductive liquids can be used in

direct contact with immersed power electronics to provide cooling, heating, and health

maintenance capabilities. These liquids are commonly known as dielectric fluids.

Just like any other oil, dielectric fluids deteriorate throughout their service life due to

chemical, electrical, and thermal stresses. Oil degradation is a very complex and unique

phenomenon to each environment and application. The main cause of oil deterioration

is oxidation, and the rate at which the oil oxidises can be increased with particle and

moisture contamination. Each individual degradation feature such as oxidation, particle

contamination and water contamination can decrease the electrical insulation of a dielectric

fluid. Due to the complex nature of oxidation, this project investigates whether particle

and water contamination can be monitored in order to preserve the flow, cooling and

electrical insulation properties of the dielectric oil.

Viscosity is a property that changes with oil degradation, and is measured ex-situ using

conventional viscometry methods. An available non-invasive technology that can be used

to measure the viscosity is ultrasound. This measurement technique has many advan-

tages including low cost, intrinsically high shear rates, small installation area, capable of

working in harsh environments, and requires no moving parts. The use of ultrasonic shear

waves in a three layered system (a transducer propagating sound through three dissimilar

layers such as aluminium, polyimide and oil) has been previously utilised to measure the

viscosity of oils in-situ. In order to illustrate ultrasound’s potential to monitor a dielectric

oil’s degradation, water and copper were used to simulate contamination in static con-

ditions without the presence of air bubbles. Hence by using the three layered ultrasonic

viscometer to measure their impact on viscosity, a potential in-situ condition sensor could

be established.
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In this thesis a viscosity investigation was conducted using frequencies of 1.79, 2.98, 10.1

and 13.86 MHz. Water contaminated mixtures consisted of 3, 10 and 20 % volumes. This

high and relatively large percentage range was chosen as in many electronic environments,

cellulose is also used to increase insulation. It can hold as much as 20 % water. Copper

contamination consisted of 0.1, 0.5 and 1 % volumes, which were low in comparison to

water. This was because most electronic cooling environments would not typically produce

more than 1 % copper from erosion and chemical reactions during their service life.

Analytical and numerical models were developed in order to interpret the measured

ultrasonic data. Modelling the physical aspects of acoustic shear wave motion throughout

three layers provided a link between theory and experiment. To validate the models,

calibration oils were measured and variations between theory and experimental data were

justified and accounted for.

The measured ultrasonic viscosity of the pure coolant fluid showed Newtonian be-

haviour at low frequencies that aligned well with conventional viscometer results. How-

ever at high frequencies the viscosity was much lower, which appeared as shear thinning

behaviour between two Newtonian plateaus. A similar shear thinning behaviour between

high and low ultrasonic measurements was also seen in contaminated fluids, which further

supported the proposed shear thinning behaviour. With the addition of copper there was

little effect on the viscosity, which was due to such low fractions of contamination. Wa-

ter contamination showed distinguishable viscosity data with increasing dispersed phase

volume across all frequencies. The results did not match the conventional rheometer data

but they did illustrate shear thinning, which appeared more drastic with an increasing

shear rate.

Based on the ultrasonic viscosity results, shear transducers show the potential to be

used to measure the condition of battery coolants similar to the fluid tested in this thesis.

A combination of low and high frequencies can provide viscosity results similar to conven-

tional methods and at shear rates potentially within a transition zone. Finally, it was a

promising investigation as to whether water and copper could be detected in a dielectric

oil based on their impact on viscosity.
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Chapter 1

Introduction

Current demands to reduce automotive pollution require the need for innovative solu-

tions to meet the demands of their users, such as electrically powered vehicles instead of

combustion powered vehicles. Wherever high power is required cooling is necessary, and

so, the industry is moving towards dielectric fluids, a tool used previously in transformer

technology. Over time, these dielectric fluids degrade, highlighting the need to monitor

the health to increase safety and efficiency. This could be achieved using ultrasound.

1.1 Statement of the Problem

Battery cooling fluids are being developed based on previous dielectric fluids used in trans-

formers. Companies like BP Castrol, Shell, Midel and Mivolt are developing dielectric oils

that are tailored to a direct (immersion), method for cooling batteries in electric vehicles,

Figure 1.1. This is because energy conservation and emissions reduction have become

increasingly significant for automobiles due to high energy demand, fuel economy and en-

vironmental concerns. Therefore, Electric Vehicles (EV), the most promising solution to

emissions reduction, require more power and faster charging to meet user demands [1, 2].

Thus standard cooling methods and fluids are unable to keep up in terms of robustness,

heat resistance and cooling capacity. Not only are these fluids essentials for regulating the

temperature of the vehicle’s battery and power electronics, but they are also needed to

lubricate and cool the new types of powertrains and transmissions.

Maintaining battery temperatures between 15-35◦C keeps them working at optimum

performance [3]. During the charge and discharge cycles, lithium-ion battery cells generate

a large amount of heat. The majority of this heat generation happens at charge and

discharge extremes, whereas, at a state of charge (SOC) between 20 and 80 percent, there

1



Chapter 1 – Introduction

is usually little heat produced [3]. Also cold batteries cannot be charged quickly, so must

be pre-heated. Immersion cooling is a method of thermal management that can keep

batteries within their optimum temperature range. Studies have identified immersion

cooling as the most efficient and least expensive means of cooling electronics assemblies

[4]. Direct contact liquid cooling systems are the simplest and least expensive to build

and operate. The drawback to these systems is the large weight increase and so immersed

battery modules are spread out underneath the vehicle, Figure 1.1.

Figure 1.1: Diagram of an electric vehicle with a direct immersion method of cooling, [5].

Harsh conditions can be controlled by an electrically non-conductive liquid that is in

direct contact with immersed power electronics. Such liquids are called dielectric oils

and have been used in transformer applications for years, as they are compatible with

electrical components. These fluids are required to have long lasting dielectric properties

in harsh operating conditions such as high temperatures, oxidation, humidity and particle

abrasion. In addition, these fluids have excellent thermal properties to cool the high

heat generation from high power electronics, and typically have low viscosities to aid heat

transfer and pumping efficiency, which is necessary in a cooling system, Figure 1.2. In this

situation hydrocarbon oils are used, however synthetic oils are increasing in popularity

due to them offering better thermal resistance, cooling properties and having increased
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electrical resistance. Examples of good dielectric cooling oils are natural and synthetic

esters, [6].

Figure 1.2: Immersion cooling of batteries in electric vehicles, [7].

Dielectric coolants deteriorate throughout their service life due to chemical, electrical

and thermal stresses, which stops them functioning as intended. A good example of dete-

rioration is oxidation, which is caused by thermal stress and worsened by contamination.

Deterioration can be monitored by measuring the condition of these oils and any addi-

tional insulation, such as cellulose to increase thermal management. By monitoring the

condition, a timely oil change can be executed and hence a reduction in energy losses and

costly system disruptions. During the last two decades a large range of studies have been

conducted in developing oil condition sensors which can provide real time and continuous

monitoring of health [8]. In general the reasons for oil deterioration are oxidation, wear

particle contamination, water contamination, and oil dilution caused by ingress of other

fluids [8, 9]. These causes of oil deterioration can be measured through properties such

as viscosity, water content, total acid number (TAN), total base number (TBN), particle

counting, and flash point, [8, 9], however these are lab based measurements and not in-situ.

For in-situ condition monitoring sensors must be able to measure accurately and exhibit

a long lifetime while under constant exposure to an aggressive environment inside the en-

gine [10]. They must also be relatively cheap to produce and require little or efficient data

processing. The final product should be a system that can accurately determine when the

oil is about to reach the end of its life so that it can be replaced. Over time, the data from

this product could also be used as a predictive tool to predict the oils end of life. It could
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also be used in conjunction with pre existing oil life monitoring (OLM) systems. These

systems range in complexity for example, some use a basic miles completed vs mileage

interval programmed at the factor, and others use a variety of sensors that measure engine

RPM, temperature, pressure, driving habits, climate conditions and more [11, 12, 13].

Non-invasive ultrasonic sensors have shown great promise in harsh operating envi-

ronments such as journal bearings to measure fluid viscosity at high shear rates using the

ultrasonic reflectance technique [14]. An available technology to conduct in-situ high shear

measurements is the three layered ultrasonic viscometer. The high ultrasonic shear rates

were originally desired to match those produced inside journal bearings, which illustrated

the behaviour of the oil and the benefits of its composition under such conditions. It was

shown that some oils could exhibit Newtonian behaviour at low shear rates and then shear

thinning behaviour at high shear rates from an ultrasonic sensor [15, 16]. The main benefit

of this high shear rate is its ability to expose the effects of the oils chemical composition

and any additives such as viscosity modifiers. As well as intrinsically high shear rates, this

measurement technique has further advantages including low cost, small installation area,

capable of working in harsh environments and requires no moving parts. Work carried

out using this method has produced reliable results for Newtonian and non-Newtonian

fluids and an investigation of accurate shear rate values has recently been conducted with

success, [15, 17, 18, 16].

1.2 Novelty Statements

This research thesis utilised the three layered ultrasonic viscometer, developed by Schirru,

[15], in a novel application. More specifically, monitoring the health of a dielectric battery

coolant with regards to the viscosity changes caused by degradation. The two major cat-

alysts contributing to the degradation of electrical coolants were identified as water and

copper contamination. To validate the ultrasonic viscometer a novel numerical model was

produced alongside an analytical model to accurately measure the viscosity based on the

acoustic theory. Using spectroscopy methods a range of frequencies were utilised to deter-

mine the viscometers sensitivity in order to measure a low viscosity oil and to distinguish
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between small viscosity changes. By exciting the oil with different transducer frequencies,

the fluid is sheared at varying rates, hence the viscosity behaviour with calculated shear

rate was observed to understand the impact that contamination had on the dielectrics

flow behaviour. Finally the successful use of ultrasound opens up the new possibility

to monitor dielectric oil health in-situ. This will have a significant impact as dielectric

oils become more widely used in the automotive industry due to the market demands of

battery power.

1.3 Aims and Objectives

The aim of this project was to develop ultrasonic viscosity sensors that can measure the

quality of a dielectric fluid inside a battery cooling system. It builds on developed tech-

nology, which has been used in-situ, that can perform measurements of Newtonian and

non-Newtonian fluids at high shear rates. A focus is made on measuring the impact

that two major contaminants have on a low viscosity dielectric fluid. These contaminates

consist of water and copper, and are most likely to promote oxidation in an automotive

battery cooling system. Measurements were completed at a single temperature due to

the complexities arising from a large range of temperatures. If contamination could po-

tentially be measured at room temperature, then it would be reasonable to extrapolate

that variances can also be observed at higher or lower temperatures. Hence in terms of

detection purposes, only one temperature of 23◦C was used.

1.3.1 Objectives:

• Identify contamination features influencing how a dielectric coolant would degrade

in service and highlight how these features will effect the viscosity.

• Produce mixtures of coolant that will best simulate particulate contaminated that

will ultimately lead to oxidation and ultimately cause degradation.

• Conduct lab bench measurements using the ultrasonic viscometer to explore the

behaviour of the pure coolant and coolant with contamination features, and deduce
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whether a change in viscosity with contamination can be monitored.

• Validate measured ultrasonic data with a range of rheological models, acoustic mod-

els and standard laboratory rheological testing:

– Make use of rheological models that can predict the change in viscosity of

contaminating features when mixing with the continuous fluid (dielectric oil).

– Utilise standard rotational rheometer to measure the viscosity of the pure and

contaminated coolant mixtures. Evaluate the differences in viscosity between

the rotational rheometer data and rheological model predictions.

– Develop an ultrasonic analytical and numerical model to allow viscosity in-

formation to be obtained from the shear ultrasound reflection coefficient by

integrating the three layered ultrasonic equation with the Newtonian viscosity

equation. This information will then be used to complete a resonant frequency

analysis at a range of different frequencies and predict the reflection coefficient

for a given viscosity.

– Validate the analytical and numerical model by comparing with ultrasonic mea-

surements using calibration oils. If necessary, tune both models until a better

correlation with measured data is achieved.

• Summarise the effectiveness of the ultrasonic viscometer as a tool to detect contam-

ination which would lead to degradation.

1.4 Thesis Chapters

• Chapter 2 – Literature Review 1: Fundamentals of Dielectric Oils.

This chapter introduces the reader to the composition, physical properties, classifica-

tion tests of dielectric oils, dielectric oil degradation, and rheology of emulsions and

suspensions. The main focus of this chapter is to highlight what a good dielectric

oil is composed of, how they degrade and the most influential degradation features.

A particular focus is made on the viscosity as this physical property is required to

understand the contents in later chapters.
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• Chapter 3 – Literature Review 2: Ultrasound to Measure Viscosity.

The main focus of this thesis is to use ultrasonic sensors to measure the viscosity of a

coolant with varying degrees of contamination. Therefore, this chapter provides an

introduction to the physics of ultrasound. It is structured methodically by starting

with a basic definition, advancing to the various wave modes, how they behave inside

materials and with boundaries, and how these waves are practically applied and

analysed. This chapter concludes by linking rheology with acoustics and exploring

the current literature of ultrasonic viscometers.

• Chapter 4 – Rotational Viscometry.

The focus of this chapter is to characterise the pure coolant, followed by coolant-

water emulsions and coolant-copper suspensions, which are used throughout this the-

sis. Characterisation consists of investigating their viscosity behaviour under varying

shear rates (Newtonian/non-Newtonian) and measuring the apparent viscosity. To

verify the dynamic viscosity, pure coolant is investigated at varying temperatures in

order to compare measured values with values attained from its supplied data sheet.

Mathematical models described in Chapter 2 are utilised to predict the apparent

viscosity of mixtures and are later compared with measured data as an explanation

tool. Finally, this chapter provides the feasibility of using shear viscosity to measure

contamination in a dielectric coolant and observes its sensitivity for each degree of

contamination.

• Chapter 5 – Analytical and Numerical Models to Predict Ultrasonic Shear

Viscosity.

This chapter describes an analytical model that is used in conjunction with a nu-

merical model to understand the effects of a shear wave contacting a solid-liquid

interface. More specifically, how the reflection coefficient changes with varying liq-

uid viscosity. This enables viscosity predictions of the coolant and contaminated

mixtures, which are carried out in Chapter 7.

• Chapter 6 – Methodology for Ultrasonic Shear Viscometry

This chapter outlines the practical measurement methodology of ultrasonic viscome-
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tery that is used to measure viscosity changes due to contamination in a dielectric

coolant, which is discussed in Chapter 7. It outlines all experimental hardware,

procedures and setup in order to conduct measurements. It then discusses the cali-

bration process for a range of sensor frequencies and evaluates their results with the

analytical and numerical model from Chapter 5.

• Chapter 7 – Ultrasonic Shear Viscometry to Detect Contamination.

This chapter outlines the practical measurement of ultrasonic viscometry in order to

measure viscosity changes caused by contamination in a dielectric coolant. Firstly,

the ultrasonic transducers are used to measure the viscosity of the pure coolant

fluid and a comparison is made with conventional viscometer tests conducted in

Chapter 4. The coolant is then artificially contaminated using distilled water and

copper. An evaluation is then made on the measured ultrasonic viscosity and how

this compares with viscometer data. Finally the applied shear rate is calculated

and the flow behaviour of each fluid is observed in order to determine the negative

impact contamination has on their dielectric and cooling properties.

• Chapter 8 – Conclusions.

The key findings of the research conducted in this thesis are presented. It begins

by highlighting the novelty and impact, followed by an overview of each segment

that lead to the discoveries of this work. Each segment consisted of conventional

rheometry testing and comparisons with mixture models, the development of an

analytical and numerical model, explaining the methodology and finally, measuring

viscosity using a three layered ultrasonic viscometer.
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Chapter 2

Literature Review 1: Fundamentals of

Dielectric Oils

This chapter introduces the reader to the composition, physical properties, classification

testing and the degradation of dielectric oils. The main focus of this chapter is to highlight

what a good dielectric oil is composed of, how they degrade and the most influential

degradation features. A particular focus is made on the viscosity as this physical property

is required to understand the contents in later chapters.

2.1 Introduction

The primary objective of a dielectric oil is to provide effective cooling capability for power

electronics, such as batteries, transformers, capacitors and high voltage cables. In order

to provide this, they are required to be electrically insulating and suppress unwanted elec-

trical discharge. The viscosity of insulating oil is a principal parameter for characterising

its design for heat dissipation and pump forced convection. It is also a very informative

parameter for indicating the condition of an oil. The most common degradation feature for

dielectric oils is oxidation. With increased oxidation, there is an increase in the viscosity

and a decrease in its ability to dissipate electrical discharge, which hinders the oils effec-

tiveness [19, 20]. Oxidation is exacerbated by the ingress of water and particulates, both

reportedly cause an increase in viscosity [19, 20]. If monitoring of the viscosity could be

achieved in-situ then timely oil changes could aid effective cooling and electric insulation.

There is a great variety in the type of oil that can be used as the insulation fluid, and the

chemistry, performance and sustainability of these fluids vary greatly.
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2.2 Composition

Modern dielectric fluids are formulated from a range of base fluids and chemical additives,

where base fluids can be divided into natural and synthetic organic liquids and inorganic

liquids, [21]. A base oil is the foundation of a lubricant before additives are added, at

which point it is considered a formulated oil.

2.2.1 Petroleum-base Oils

The majority of dielectric base fluids are petroleum-based, and are produced by refining

crude oil due to performance, availability and low-cost [21]. Saturated and unsaturated

hydrocarbons are the most important classes of refined crude oil, which are predominantly

made up of paraffinic (straight and branched alkanes), naphthenic and aromatic, Figure

2.1, [22]. They each have their own characteristics that change the oil performance for a

variety of electronic applications [23].

Figure 2.1: Petroleum-based oil composition, [24].

The physical characteristics of petroleum-based oil are determined by the dominant

compound of the oil, which is either paraffinic and naphthenic. Paraffinic oil is known for

its good thermal and oxidation durability, as it has a high viscosity index, caused by the

presence of wax, and the rate of oxydation is lower than naphthenic oils, [25]. Viscosity

index (VI) is an arbitrary measure to characterise the change of oil viscosity with temper-

ature variations, where a higher VI indicates less change in viscosity with temperature and

vice versa, [18]. Naphthenic dominated petroleum oils do not contain wax, which reduces
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the pour point. They also have better heat distribution and a lower viscosity than paraf-

finic oils and their oxidation by-product (sludge) is soluble, [26]. Aromatic compounds also

influence the physical and chemical properties and can maintain thermal properties similar

to purely paraffinic or naphthenic oil, [25, 27]. However, retention of aromatic compounds

lowers the oxidation resistance and adversely influence their electrical properties, [28].

Petroleum-base oils are an effective dielectric oil, however they are highly flammable,

hazardous when in direct contact, and have poor biodegradability, [26]. For these reasons,

synthetic-base oils are being explored.

2.2.2 Synthetic-base Oils

Synthetic oils are similarly available for use, and can provide inherent performance im-

provements over conventional petroleum-based dielectric oils. However, the cost of pro-

ducing synthetic based oils can be much greater than petroleum-based oils. A large range

of potential synthetic-base stocks exist, where the most common are, polyalphaolephins

(PAO), silicones, synthetic esters and natural esters, which are illustrated in Figure 2.2,

[24, 25, 29].

PAOs are a very common synthetic oil, which have a variety of uses. For liquid di-

electrics, they can be manipulated in the polymerisation process to produces oils with a

lower pour point and a higher viscosity index. They also have high resistance to oxida-

tion and are not toxic or corrosive, [30]. Synthetic esters are commonly used to replace

petroleum oils and are produced by reacting alcohol with acids. They have advantages

over petroleum and other synthetic bases, such as less viscosity, higher dielectric strength,

low flammability and increased biodegradability. Silicone based oils are less flammable

than synthetic esters but they are more expensive and less biodegradable. Vegetable oils

are also being used to replace petroleum-based oils in distribution apparatus for environ-

mental reasons. These natural ester compounds are derived from castor, corn, linseed,

rapeseed, olive oils, etc. However, some natural esters work poorly in low temperature

conditions.
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Figure 2.2: Synthetic-based oil composition, [31].

2.2.3 Additives

Petroleum and synthetic base oils have similar problems with regards to their fortification

against contamination and degradation, and their ability to withstand varying operation

environments. Dielectric oil additives are chemicals that are added to oils in quantities

of a few weight percent to ensure greater functionality, long term stability and increase

resistance to oxidation. However, additives can change a Newtonian base oil into a non-

Newtonian oil, due to their behaviour and interaction with oil molecules while under

varying shear rates.

2.2.3.1 Viscosity Improvers

Viscosity improvers are mainly oil soluble polymers or copolymers that work via shape

change. When cold the polymer molecules are small and coil-shaped, thus they do not

increase the oil’s viscosity. With rising temperature, the molecules expand and uncoil,

which compensate for the decrease of viscosity that is caused by the higher temperatures.

Unfortunately, viscosity additives are sensitive to ageing caused by repeated mechanical

shearing, and over time, lose their ability to act as thickener at high temperatures.
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2.2.3.2 Pour Point Additives

These additives are used to reduce the pour point value and allow the oil to operate at low

temperatures. They are often used to modify low temperature flow characteristics, which

allows for a greater choice of base stock selection. Some examples of pour point additives

consist of alkylaromatics and aliphatic polymers.

2.2.3.3 Demulsifier additives

Demulsifier additives prevent the formation of a stable oil-water mixture or an emulsion

by changing the interfacial tension of the oil so that water will coalesce and separate more

readily from the oil, [32].

2.2.3.4 Antioxidants

Dielectric oils inevitably oxidise during service and this causes a gradual rise in the acidity,

and eventually the viscosity. When acids are produced they are extremely corrosive and

lead to deterioration of non-ferrous metals such as copper. Dielectric oils are therefore

added with antioxidants to counteract this phenomenon. Antioxidants stop the formation

of acids by acting as a free radical trap, which disrupts the oxidation process, [33]. Any

differences in oil oxidation resistance largely depends on these additives.

2.2.3.5 Corrosion Control

Corrosion inhibitors are added for several reasons. Firstly, they mitigate corrosion prob-

lems of metal (both ferrous and non-ferrous) components within a cooling system or power

electronics. They also act as an indirect antioxidant, as they protect the metal surfaces

that promote oxidation, [30]. Finally, they reduce electrostatic charging of an oil during

pump forced convection flow through small pipes, [33].

2.2.3.6 Contamination Control

Contaminants of dielectric oils consist of water, ferrous and non-ferrous wear debris, cel-

lulose, etc. To control and prevent the development of these contaminants, detergents
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and dispersants are added [34]. Detergents are used to reduce deposits and provide anti-

corrosion and anti-rust protection within direct oil cooled electrical systems. They work

by neutralising acids formed in the oxidation process. Dispersants are used to suspend the

sludge build up as a result of oxidation, and they do this by stopping large particles con-

glomerating. The drawback when using these is that their high molecular weight causes

an increase in viscosity, which hinders its ability as a coolant.

2.3 Physical Properties

Viscosity provides important information about how a fluid flows. Typically a good heat

transfer fluid requires a lower viscosity as it designed to be easily pumped around a cooling

system. Other properties of a heat transfer fluid are also vital to consider. These prop-

erties consist of specific heat, thermal conductivity, thermal diffusivity, surface tension,

interfacial tension, flash point and pour point, which are all discussed in the following

subsections.

2.3.1 Viscosity

When a force is applied to a liquid comprised of molecules they interact with each other in

a sliding motion and cause a resistance to flow. The larger the molecules, the greater the

viscosity value. The dynamic viscosity is defined as the ratio of the applied shear stress,

σ, to the resulting shear rate, γ̇. Dynamic viscosity is important as it illustrates a fluid’s

ability to work effectively in a situation where the fluid is being moved at different rates.

Using the two plates model analogy, Figure 2.3, to represent a fluid being sheared, the

shear stress and shear rate are defined in Equations 2.1 and 2.2, with units N/m2 and

s−1 respectively. Equation 2.1 represents the shear stress produced by an applied force,

F to the top plate over an area. Equation 2.2 shows the rate of shear induced by the top

plate moving at a velocity, U . As the bottom plate is fixed, a velocity gradient over the

distance, h, is created between the two plates. Therefore the shear rate is a differential

equation where the change in velocity, δU , is dependent on the change in distance, δy.
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Figure 2.3: Viscosity two plates model under laminar flow conditions, where the bottom
plate is fixed and the top plate is forced into motion.

σ = F

A
(2.1)

γ̇ = δU

δy
(2.2)

The relationship between dynamic viscosity, η, shear stress, σ, and shear rate, γ̇, is

shown in Equation 2.3. According to Newton’s law the ratio of shear stress to shear rate

is equal to the dynamic viscosity, measured in Pas (Ns/m2).

σ = ηγ̇ (2.3)

Kinematic viscosity is defined as fluid motion under the constant force of gravity,

whereas the dynamic viscosity gives information on the force required to make the fluid

flow at a certain rate [35]. The benefits for using kinematic viscosity are the simplicity

and precision achieved in comparison to dynamic viscosity. Kinematic viscosity, ν, has

units, m2/s, and is related to the dynamic viscosity by the fluid’s density, ρ.

ν = η

ρ
(2.4)
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2.3.1.1 Viscosity and Temperature

Considering the behaviour of viscosity with temperature is necessary for many engineering

applications. As the temperature increases the viscosity will decrease. This is caused by

molecules within an oil gaining energy, which produces a reduction in strength between

interacting molecular bonds. Measuring the kinematic viscosity of a liquid at several

temperatures allows its viscosity-temperature relationship to be determined, which can be

used to extrapolate values for unknown viscosities, [36]. If dynamic viscosity is measured

at several temperatures an unknown dynamic viscosity can be accurately calculated using

the Vogel equation, Equation 2.5, where a, b and c are constants, T is temperature and η

is viscosity, [37].

η = ae
b

T −c (2.5)

2.3.1.2 Viscosity and Pressure

With increasing pressure, there is an increase in the viscosity as there is less volume for

the fluid molecules to occupy. Hence there is a greater resistance to flow. The behaviour

between pressure and viscosity is typically expressed using the Barus equation shown

in Equation 2.6, where ηP is the viscosity at the concerned pressure, η0 is the viscosity

at atmospheric pressure, αP is the pressure - viscosity coefficient and P is the pressure

concerned, [38].

ηP = η0e
αP P (2.6)

2.3.1.3 Viscosity and Shear Rate

Fluids have either a Newtonian or non-Newtonian behaviour when a shear rate is applied.

Newtonian oils have viscosities that obey Equation 2.3, whereas non-Newtonian fluids have

a viscosity which changes with time or an applied shear rate, [39]. There are a number of

different behaviour types for a non-Newtonian fluid, some key behaviours consist of plastic,

pseudo-plastic (shear thinning), dilatant (shear thickening), thixotropic and rheopectic.
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Figure 2.4 shows these examples for when the shear stress and viscosity are non-linear

with either shear rate or time. Each behaviour in Figure 2.4 is defined as:

1. Newtonian - Viscosity is not dependant on time or applied shear rate.

2. Pseudo-plastic - Viscosity decreases with an increasing rate of shear.

3. Dilatant - Viscosity increases with an increasing rate of shear.

4. Plastic - Shear stress must reach a minimum value (yield point) before flow begins.

5. Thixotropic - At a constant shear rate the viscosity decreases over time.

6. Rheopectic - At a constant shear rate the viscosity increases over time.

Figure 2.4: Shear stress and viscosity behaviour of Newtonian and non-Newtonian flu-
ids. 1) Newtonian, 2) Shear thinning, 3) Shear thickening, 4) Plastic, 5) Thixotropic, 6)
Rheopectic, [40].
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To describe shear thinning behaviour, Figure 2.5 illustrates polymer chains, emulsion

droplets and particles which are all suspended in a fluid under a shearing motion. As

the fluid is sheared the suspended matter align and elongate, which causes a reduced

resistance to motion and therefore, viscosity. If the emulsion is water in oil, individual

droplets naturally attract each other to form larger droplets, until there are two separate

liquid phases. When a shear force is applied to this emulsion, it can causes the water

to break up, which produces a progressively smaller resistance to motion and therefore a

smaller viscosity. Shear thickening behaviour is far less common than shear thinning, and

is mostly undesirable.

Figure 2.5: Shear thinning behaviour of polymer chains, droplets and particles, [41].

2.3.1.4 Shear Modulus and Non-Newtonian Fluids

Up to this point, only steady shear has been considered, however, shear may be applied by

oscillatory motion. Where steady shear operates with a continuous rotation, oscillatory

shear operates with a sinusoidal displacement, as shown in Figures 2.6a and 2.6b respec-

tively. The two measurement types are often related by the Cox-Merz rule [42], where γ̇

is the steady shear rate and ω is the angular velocity, 2.7.

η (γ̇) = η (ω) (2.7)
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(a) Steady shear.

(b) Oscillatory shear.

Figure 2.6: Steady and oscillatory shear.

The shear modulus, G, represents the ratio between the shear stress, σ, and shear

strain, γ, and reveals information about whether the material exhibits ideally elastic de-

formation, Equation 2.8.

G = σ

γ
(2.8)

Referring to Figure 2.6a, the shear strain is equal to the distance moved in the x

direction divided by the distance between the plates, h. The relationship between dynamic

viscosity and shear modulus can be derived from Equation 2.3 and Equation 2.8, where ω

is equal to the angular velocity, ω = 2πf .

η = G

ω
(2.9)

Non-Newtonian fluids display a mixture of viscous and elastic behaviour when under

a shear force. In contrast, Newtonian fluids only exhibit viscous behaviour. The complex
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shear modulus, G∗, represents both viscous and elastic components of a non-Newtonian

fluid under oscillatory shear conditions. Its relationship with the complex shear stress, σ∗,

and shear strain, γ, is shown in Equation 2.10.

G∗ = σ∗

γ
(2.10)

To represent both viscous and elastic behaviour, the complex shear modulus is a com-

bination of the storage modulus, G′, and the loss modulus, G′′, shown in Equation 2.11.

The storage modulus is the elastic portion of the viscoelastic behaviour and represents

the energy stored in the deformed material, which is used to reform the structure to its

original shape. The loss modulus is the viscous part of the viscoelastic behaviour and

occurs due to the internal friction, which creates heat that is absorbed by the material.

G∗ = G′ + iG′′ (2.11)

The relationship between the complex shear modulus, storage modulus and loss mod-

ulus can be illustrated using an Argand diagram shown in Figure 2.7 and the two plates

model in Figure 2.6b. If the top plate is driven by a force, the bottom plate opposes this

with a counter force to remain in an equilibrium state. With respect to time, the stress

and strain caused by the applied force and counter force can be represented using sine

waves, where any lag between them creates a phase shift, δ. The phase shift is 0◦ for a

pure elastic material, 90◦ for a pure viscous material and between 0◦ − 90◦ for a viscoelas-

tic response. This phase shift is described using the loss factor, tanδ. The relationship

between the complex shear modulus, storage modulus, loss modulus, and phase shift is

shown in Equation 2.12 and presented in Figures 2.7 and 2.8, [41].

tanδ = G′′

G′ G′ = σ∗cosδ G′′ = σ∗sinδ (2.12)
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Figure 2.7: Argand diagram for the shear modulus relationship.

Figure 2.8: Illustration of the phase angle changes for a material under oscillatory shear,
[43].

2.3.1.5 High Shear Viscosity of Complex Oils

Base oils are typically considered Newtonian due to their behaviour under an applied shear

and their relative structural simplicity. However, fully formulated oil and oil with water

and/or particulate contamination can cause non-Newtonian behaviour when a high shear

rate is applied, [44, 45]. This is due to the polymer chains, droplets and particles which

were discussed in Section 2.3.1.3. The non-Newtonian behaviour occurs within a certain

shear rate region, as depicted in Figure 2.9. Figure 2.9 illustrates this behaviour, where 3
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significant sections are highlighted.

• Initial Newtonian plateau - Also called the zero viscosity, η0, the viscosity in this

region remains constant as the shear rate increases.

• Transition zone - The viscosity reduces because the high shear rate causes the con-

tamination particles to become aligned and elongated.

• Second Newtonian plateau - Also called the infinite viscosity, η∞, the viscosity be-

comes constant again as the contamination particles are fully aligned and elongated.

Figure 2.9: Illustration of the 3 zones for the viscosity behaviour with high shear rates for
complex oils, [16].

Mathematical models can be used to relate the shear rate with the viscosity for complex

oils. The two most popular for high shear rate non-Newtonian behaviour are the Power

Law model and the Carreau-Yasuda model, [46]. The Power Law model is used to model

the viscosity of shear-thinning fluids where the fluid does not have Newtonian plateau

regions. It calculates the viscosity, η, using flow consistency index, K, and the power law

constant, n, Equation 2.13. A Newtonian fluid has an n value equal to 1, a shear thinning

fluid is less than 1, and shear thickening has a value greater than 1.

η = Kγ̇n−1 (2.13)
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The Carreau-Yasuda model is more complex than the Power Law model and is used

to model both shear thinning and shear thickening flow for the viscosity as it approaches

infinity. The relationship between these models can be seen in Figure 2.10.

Figure 2.10: Carreau-Yasuda Model, [16].

The Carreau-Yasuda model calculates the viscosity, η, using the viscosity at zero shear

rate, η0, the viscosity at an infinite shear rate, η∞, the relaxation time of the fluid, λ,

the shear rate, γ̇, the power index, n, and the index controlling the transition from the

first Newtonian plateau to the power law region, a. The variables in the Power law and

Carreau-Yasuda model are independent of each other.

η = (η0 − η∞)
[
[1 + (λγ̇)a]

1−n
a

]
+ η∞ (2.14)

2.3.2 Thermal Properties

The most important thermal properties of oils are specific heat, thermal conductivity, and

thermal diffusivity. The specific heat is defined as the amount of heat energy required

to raise the temperature of the unit mass of a material. The thermal conductivity is

the rate at which heat is transferred through a material, when a temperature gradient

occurs. The thermal diffusivity describes how well a material can spread heat. These
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parameters are essential for assessing the cooling properties of dielectric oils. Specific

heat has a linear relationship with temperature and usually decreases with decreasing

hydrogen bonding. For scale, the specific heat of oils are usually half that of water.

Thermal conductivity also varies linearly with temperature and decreases with decreasing

hydrogen bonding. Temperature characteristics are also important. At high temperatures

oils degrade by oxidation, while at low temperatures oils are near solid. Defining an oil’s

working temperature range is essential before using in a certain application.

2.3.3 Surface and Interfacial Tension

Surface and interfacial tension are directly related to the free energy of a fluids molecules

at the surface boundary between a gas or another liquid, respectively. Surface tension is

defined as a surface film of minimum area between a liquid and a gas. In this case liquid

molecules at the surface form stronger bonds to other neighbouring surface molecules.

The interfacial tension is a similar phenomena that occurs between two immiscible liquids

such as oil and water. Surface tension for oils is important as it allows the design of

better wetting and spreading ability over surfaces, [47]. It is also frequently used with

the neutralisation number (total acid number, TAN, and total base number, TBN) to

measure deterioration in dielectric oils. Interfacial tension is approximately the difference

between surface tension values of two dissimilar fluids. It can also be used to determine

the presence of contaminants and oil decay products, where oxidation and contamination

causes a lower interfacial tension, [47].

2.3.4 Flash Point

The flash point is the temperature at which an oil gives off enough vapours to produce a

flammable mixture with air. It specifies the chances of a fire hazard within high power

electrical systems. Therefore, dielectric oils require high flash points to withstand the

maximum temperature of the electrical application.
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2.3.5 Pour Point

The pour point is the minimum temperature at which oil starts to flow under standard

test conditions. Pour point is a valuable property as it could allow the dielectric fluid to

operate in cold conditions. If the oil temperature falls below the pour point, the dielectric

coolant seizes to flow under pumped convection, and therefore, it would fail to fulfil its

purpose.

2.4 Electrical Properties

Dielectric oils are required to provide electrical insulation to power electronics to main-

tain safety while keeping the temperature in a working range. Therefore, their electrical

properties are tested to observe their behaviour under standardised test methods. These

properties consist of dielectric strength, resistance and dielectric dissipation, and are dis-

cussed in the following subsections, [48].

2.4.1 Dielectric Strength

The dielectric strength, or breakdown voltage (BDV), is the amount of voltage required

to produce a spark between two electrodes that are submerged in oil. A low value of

BDV indicates a poor dielectric oil or the presence of moisture content and conducting

substances in the oil. The minimum BDV an oil can be for use with high power electronics

is considered 30 kV, [48].

2.4.2 Specific Resistance

The specific oil resistance is a measure of direct current resistance between two opposite

sides of a 1 cm3 block of oil. With an increase in temperature, the resistivity of oil decreases

rapidly. Therefore, a dielectric oil’s specific resistance must be high across a full range of

temperatures in a specific application. Hence specific resistance of an oil is measured at a

low temperature of 27◦C and a high temperature of 90◦C.
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2.4.3 Dielectric Dissipation Factor

The dielectric dissipation factor (tan δ) is measured by placing a dielectric oil between the

live part and the grounded part of an electrical circuit, and measuring the flow of leakage

current. When a potential difference is created across the oil, the capacitive current will

lead the voltage by 90◦, Figure 2.11, [49]. If the loss angle is small, a good insulating

material with high resistance to current is indicated. As the value of tan δ increases, the

specific resistance decreases, therefore, both values are not required for the same oil.

Figure 2.11: The dielectric dissipation factor (tan δ) where an ideal oil with high insulation
has a current leading the voltage by 90◦. Any losses in insulation reduce this lead by angle,
δ, [50].

2.5 Chemical Properties

All oils contain an amount of water and/or acidity level. As they are polar, these chemical

properties have a direct impact on the ability of a dielectric oil to provide the necessary

insulation to electrical components. Therefore, assessments and removal of an oil’s water

content, along with neutralisation of acids are completed to an industry standard. These

properties are discussed in the following subsections.

2.5.1 Water Content

Water content, measured in parts per million (ppm), in a dielectric oil is highly undesirable

as it affects the oil’s dielectric properties adversely. According to industry standards, [51],
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the recommended water content in a dielectric petroleum-base oil is allowed up to 50

ppm, or 0.005%, whereas a synthetic ester can have up to 2600 ppm for a new oil, [52, 31].

Temperature monitoring is critical when examining the amount of water content, as water

in oil solubility increases with increasing temperature, Furthermore, larger temperatures

cause oxidation where acids form and further increase the solubility of water in the oil.

This is a detrimental sequence of heat, oxidation, acidity and water.

2.5.2 Acidity

As previously stated, increasing acidity results in water becoming more soluble in the

oil and causing a knock-on effect that accelerates degradation. The amount of acidity is

measured using a neutralisation number, which is the amount of potassium hydroxide per

gram of oil required to neutralise the acid levels. Its result is reported as the total acid

number (TAN). There is also total base number (TBN), which is the neutralisation of

alkaline compounds.

2.6 Testing Properties of Dielectric Fluids

The important properties formerly discussed require standardised methods of testing to

ensure effective dielectric oils are created. The following subsections elaborate on a variety

of key tests, mainly focusing on viscosity measurement.

2.6.1 Capillary Viscometer

The capillary viscometer, Figure 2.12, measures kinematic viscosity using a fluid in the left

side of the tube and allowing it to flow into the right side using surface tension and adhesive

forces between the fluid sample and capillary walls. The flow is timed between level A and

level B, where this time is directly proportional to the liquid’s kinematic viscosity. The

simple design, using no moving parts, and ease of use makes this test advantageous to

use. However, error can occur with angular misalignment, temperature inaccuracy and oil

cross contamination due to the difficulty of cleaning. Equation 2.15 illustrates a common
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method for calculating the viscosity using this test, where g is the acceleration due to

gravity, h is the height of the capillary, d is the diameter of the capillary, l is the length

of the capillary and V is the volume of liquid dispensed, [53].

ν = ρghd4

8lV
(2.15)

Figure 2.12: Capillary viscometer, [16].

2.6.2 Rotational Rheometers

Rotational rheometers measure the dynamic viscosity of fluids at a specific shear rate

value or over a range of shear rates. To shear a fluid it uses a drive motor to rotate

the spindle and a force sensor to measure the torque, [54]. The most common types of

rotational rheometers are cone on plate, parallel plate, and cylindrical rheometers, whereby

the dimensions of their spindles can be manipulated to measure at different shear rates

and increase accuracy for a certain fluid. The viscosity, η, is obtained using Equation 2.16,

where T is the torque, ω is the angular velocity, and Kσ and Kγ are the stress and strain

geometric constants respectively.

η = TKσ

ωKγ

(2.16)
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Figure 2.13: Common rotational rheometers. Top left: Cone on plate. Bottom left:
Parallel plates. Right: Concentric cylinder, [40].

2.6.2.1 Cone On Plate Rheometer

A cone on plate rheometer uses a cone shaped spindle that rotates parallel to a flat plate,

as shown in the top left of Figure 2.13. An angle, θ, is created between the cone and

plate, where values are typically small and range from 0.5◦ - 2◦. Introducing fluid between

the cone and plate and rotating it with an angular velocity allows the viscosity to be

calculated using Equation 2.18, [55]. The main advantage of this rheometer is that it

provides homogenous shear conditions since the shear rate is constant inside the entire

conical gap, [40].

Kσ = 3
2πr3 Kγ = 1

θ
(2.17)

η = 3Tθ

2πr3ω
(2.18)
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2.6.2.2 Parallel Plate Rheometer

A parallel plate rheometer uses two plates positioned parallel to each other, as shown in the

bottom left of Figure 2.13. The gap between the top and bottom plate is denoted, h, and

changes depending on the fluid being tested. Typical values for this gap are between 1000

and 500 µm. Once fluid is introduced between the plates, the viscosity can be calculated

using Equation 2.20, which is obtained using the geometry dependant stress and strain

constants, Equation 2.19. Parallel plates are often used to test mixtures and suspensions

since their gap is uniform.

Kσ = 2
πr3 Kγ = r

h
(2.19)

η = 2Th

πr4ω
(2.20)

2.6.2.3 Cylindrical Rheometer

This rheometer consists of a cylindrical spindle concentrically positioned in a a cup. A

fluid is then placed in the cup, completely submerging the spindle, as shown on the right

in Figure 2.13. The viscosity is calculated using Equation 2.22, where T , is the torque,

ω is the angular velocity, l, is the length of the spindle, r1, is the inside radius and r2 is

the outside radius, [55]. The shear rate can be controlled in multiple ways with the most

common by changing the velocity of the motor or the dimension of the spindle.

Kσ = 1
4πl

[
r2

1 + r2
2

r2
2r2

1

]
Kγ = r2

1 + r2
2

r2
2r2

1
(2.21)

η = T [r2
2 − r2

1]
2πr2

1r2
2lω

(2.22)

30



Chapter 2 – Literature Review 1: Fundamentals of Dielectric Oils

2.6.3 Water Content Measurement

The most precise method for detecting the presence of water in a dielectric oil is the

coulometric Karl Fischer titration moisture test, Figure 2.14, [56]. It can determine the

quantity of water in oil for all states, including free, emulsified and dissolved water and it

can measure to as little as 10ppm (0.001%). To measure water content, an oil sample is

added to an electrolytic solution consisting of iodide ions, sulphur dioxide, a base, and a

solvent. Electrolytic oxidation causes the production of iodine, resulting in an immediate

Karl Fischer reaction. Therefore, the water content can be determined immediately from

the coulombs required for electrolytic oxidation, [56].

Figure 2.14: Karl Fischer moisture test, [56].

2.6.4 Electrical Property Testing

Breakdown voltage is the primary electrical property parameter used to indicate the health

of a dielectric oil. It is measured by applying a potential difference between two electrodes

immersed in an oil, which is separated by a specific gap. Starting at 0 V , the voltage is

increased at a rate of 2 kV/s until a spark forms between the two electrodes. At that

point, the voltage at which the spark is created is recorded as the breakdown voltage. The

test is repeated 3-6 times to obtain an average. ASTM D1816, ASTM D877, and IEC
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60156 are common standards which specify the procedure and the test cell construction

used for testing breakdown voltage. A typical set-up is illustrated in Figure 2.15.

Figure 2.15: Typical set-up of a test cell used to measure the dielectric breakdown voltage
of an oil, [57].

2.7 Dielectric Oil Degradation

Oxidation, a permanent chemical alteration process, is the primary way a lubricant per-

manently degrades over time in service. It normally results in impaired physical, electrical

and chemical properties of the base oil and additives. The oxidation process occurs over

time and starts by degrading the additives. If this process is left unchanged additives

can deplete at a near linear rate. The break point of the oil is reached when the oxi-

dation inhibitors are mostly depleted, at which time the base oil has lost its first line of

defence against oxidation, [58]. This is illustrated using Figure 2.16, where oxidation is

initially neutralised by the antioxidant additives up to a certain critical point, at which

the viscosity and acidity begin to increase due to oxidation. It is important to note that

some synthetic base oils are extremely robust and resist oxidation naturally and are thus

favourable over petroleum-based oils in some applications, [58].
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Figure 2.16: Graph showing the oxidation effects of an oil with anti-oxidant additives as
it degrades over time. Viscosity and acidity remain relatively unchanged with the help
of anti-oxidants until they have been depleted. After this point, viscosity and acidity
increase, [59].

There are four pro-oxidants consisting of heat, air, water and metal catalysts. If an

oil is exposed to these pro-oxidants to a severe degree, the most robust synthetic oils

will oxidise. This oxidation process can occur if the oil is sitting dormant. However the

rate correlates to the intensity of pro-oxidants existing within the oil, [60]. Pro-oxidant

ramifications include increased oil viscosity and organic acids; the formation of sludge,

varnish and deposits; additive depletion; and the loss of other vital base oil performance

properties, such as the reduction of volume resistivity and interfacial tension and increased

dielectric loss, [61, 60]. Oil analysis often includes an investigation into viscosity and acid

number to determine the health of the lubricant, [62].
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Wu, [63], oxidised a synthetic ester using a pressurised oxidation reactor at 150◦C in

order to study the effects on tribological properties. Samples were removed at 5, 10, 15,

20, 30, 40 and 60 hour intervals. The results, Figure 2.17, showed a colour change and

a clear increase in the acidity using the TAN representation. However, the kinematic

viscosity showed a very small change, which was slightly more drastic at the lower 40◦C

temperature. Clark [64] and Yao [65], demonstrated that the addition of heterogeneous

copper and iron oxidising catalyst accelerated the deterioration of lubricating oil and this

produced greater changes in viscosity.

Figure 2.17: Wu’s, [63], synthetic ester oil oxidation results over 60 hours at 150◦C.

These investigations outlined the difficulty of simulating oxidation effects due to con-

stant exposure to elevated temperature over an extended time period. Augusta, [66], also
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attempted to study the effects of oxidation but similarly provided evidence for the dif-

ficulties of oxidising fluids in a laboratory environment, as Augusta oxidised 3 oils at 6

different temperatures, where each temperature was held for a week. Its important to note

that Augusta’s oxidised oils were not clearly illustrated in comparison to Wu’s, [63], who

provided visual changes, Figure 2.17.

The research also highlights the importance of an oils oxidation dependence on its ap-

plication and environment. Therefore tests and simulations investigating oxidation would

provide more impactful data if conducted in-situ or with regards to its specific application.

A more practical lab investigation would be to detect the presence of foreign particles that

would ultimately lead to oxidation. In fact, a significant quantity of foreign particles is

a key determinant to the characteristics in a dielectric oil. Cellulose, water, copper and

iron particles are commonly found in electrical transformer dielectric oil, [67]. Water can

already be present in a fresh oil or it can find its way into an oil from its surrounding en-

vironment. Iron and copper particles can be generated by degradation of the conductors,

system pipes, and container walls, [68]. Cellulose is released by insulating paper found in

transformer oils. It is also worth noting that the insulating paper can hold more water

content than oil, with respect to the saturation point of the oil.

2.7.1 Water Contamination

One major cause of electronic insulation failure, component failure and poor machine

reliability is water. Therefore it is imperative to recognise its existence and control or

eliminate the source of water ingression. Furthermore, water levels should be kept as low

as possible and not exceed the saturation limit, which is described as the first of three

states in which water can exist in oil.

Dissolved water, the first state, is characterised by individual water molecules that are

dispersed throughout the oil. An oil can contain a significant concentration of dissolved

water with no visible indication of its presence. The amount of dissolved water an oil can

absorb depends on the composition, temperature and age of the oil, where aged oils have

the capacity to hold notably more water in the dissolved state than new oil. Table 2.1

illustrates the amount of water soluble in four common types of dielectric oils at 23◦C.
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Figure 2.18 shows how the saturation point changes with temperature.

Table 2.1: Water solubility of four different dielectric oil compositions at room tempera-
ture, [31].

Dielectric Oil Type Water Content at 23◦C
(ppm)

Mineral 55
Silicone 220

Natural ester 1100
Synthetic ester 2600

Figure 2.18: Saturation point changes with temperature, [31].

Esters have higher saturation points due to their ester linkages, which are polar in

nature. This polarity allows the ester linkages to attract very polar water molecules,

however the overall polarity of esters are low, Figure 2.19. The term polar refers to areas

of a substance with different attractions, like the poles of a magnet. The more ester

linkages available the higher the saturation point becomes. Mineral and silicone oils are

not as polar as esters and so their saturation values are much lower.
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Figure 2.19: Example of a polar ester linkage attracting a polar water molecule, [31].

The oil is saturated when the amount of water exceeds the maximum level for it to

remain dissolved. On reaching this point, microscopic droplets of water are suspended in

the oil, becoming an emulsion. At this point the resulting suspension of small droplets of

moisture makes the oil appear cloudy. With the addition of more water, phase separation

begins. This results in a layer of free water and free oil. For oils whose specific gravity is

less than 1, this free water layer is found on the bottom of tanks and sumps, [69]. The

states just described are illustrated in Figure 2.20.

Figure 2.20: Water in oil states.

Free and emulsified water are the two most harmful phases, therefore it is essential

to make sure that the water content remains below the point of saturation. However a

significant level of damage can still occur at these quantities. The presence of water in a

lubricating oil causes the progress of oxidation to increase, resulting in premature ageing

of the oil, particularly in the presence of catalytic metals such as copper.

Detrimental values of water content vary as the oil is highly dependent on the oils

chemistry, temperature, oil condition and impurities. However for a transformer mineral
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oil, used samples contain water only in the lower ppm range (above 55 ppm). This is

because water is barely soluble in oil and prefers to reside in the cellulose insulation,

where the range for water is usually in the area of 0.3 % to 6 % but can be as high as 20

%.

2.7.2 Particle Contamination

Particulates can exist in four forms within a fluid consisting of a solution, suspension,

slurry and sedimentation. A solution is the dissolving of solid particles into a bulk fluid.

A suspension is where solid particles are suspended throughout a fluid, which creates a

heterogeneous mixture, [44]. A slurry forms when a suspension is travelling at a velocity,

and finally, sedimentation occurs when a suspension settles out and forms up separate to

the bulk fluid.

Figure 2.21: Copper in oil states.

Metallic particulates are major catalysts for accelerating oxidation of oil and are aggra-
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vated by oxygen and high temperatures. They become present due to abrasion, mechanical

working, erosion and/or corrosion, [65]. Most cooling systems utilise copper piping due

to it being non-permeable, highly resistant to corrosion, non-toxic, relatively cheap and

recyclable. Unfortunately, this copper tubing is susceptible to wear, driven by two dif-

ferent phenomena; physical erosion of the copper tubing due to fluid flow, and chemical

corrosion due to chemical reactions between the fluid and copper tubing, [70]. Controlling

the copper tubing wear due to fluid flow can be done by controlling flow rates, whereas

chemical corrosion is not as simple. Copper particulates can have a detrimental effect on

components such as hydraulic valves, pumps, and bearings, and can also cause a reduction

in the electrical insulation of a dielectric oil.

Copper particulate in oil can cause damage to occur through reacting with dissolved

oxygen (or air), [71, 72], or corrosive sulphur, [73, 74]. As most dielectric oil is petroleum-

based, sulphur-containing compounds are often present within the fluid. This sulphur,

combined with heat generated, are the principle contributors to deposition of copper sul-

phide, which accumulate on surfaces, reducing the dielectric strength [72]. Copper sulphide

suspended within the bulk fluid can also cause electrical discharges between leads and the

grounded system. The total removal of sulphur from petroleum-based oil is difficult, so

corrosion inhibitors are used to mitigate the detrimental effects by binding to the copper.

Welbourn, [72], reports that there has been little work carried out into the corrosion

behaviour of copper in oil and the work that has cannot necessarily be applied to the

wide range of oil chemistries in varied applications. Nevertheless Abou, [75], conducted

research into the effects of oxidation caused by worn metals in a petroleum-based oil. Abou

investigated changes in dissolved metal contents, viscosity and acidity after oxidation

in the presence of copper, iron, nickle chromium (Ni-Cr) and aluminium. Figure 2.22

illustrates the findings, where copper increased the oils oxidation rate substantially and

was attributed to it being a heterogeneous oxidising catalyst, which resulted in the high

oil deterioration. Figure 2.22a shows that copper is highly soluble in oil and increases

in solubility as oxidation increases. Abou attributed this to the high tendency of copper

ions to dissolve in the acids that form due to oxidation. Figures 2.22b and 2.22c show

the increase in viscosity and acidity, respectively, where viscosity values are illustrated in
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Table 2.2. From this data Abou concluded that the presence of copper as an oxidation

catalyst resulted in a great increase in the viscosity and acidity of the oil and that such

changes occurred at higher rates than with the other metals.

Table 2.2: Petroleum-based oil solubility and viscosity changes with copper contamination
over 120 hours of oxidisation, [75].

Oxidation time
(hours)

Solubility content
(ppm)

Viscosity 40◦C
(cSt)

0 - 185
24 18 192
48 160 212
72 250 232
96 470 300
120 680 475

Figure 2.22: Metallic particle contamination effects on a petroleum-based oil as it oxidises
over time. a) Solubility of each metal in oil, b) The effect of each particulate on the
viscosity, and c) The effect of each particulate on the acid content, [75].

Copper from wear debris will typically produce concentrations of 10 ppm to 20 ppm.
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However, wear debris is not the only contributing factor to copper contamination. As

mentioned previously in this section, copper sulphides form on the copper cooler tubes

and cast off into the oil, leading to a rising copper concentration that can reach well over

300 ppm, with recorded heights of up to 1000 ppm.

2.8 Rheology of Emulsions and Suspensions

Rheology characterises the flow of materials that show a combination of elastic, viscous,

and plastic behaviour by properly combining elasticity and fluid mechanics. It also predicts

behaviour based on the structure of the material, for example the particle size distribution

in a solid suspension. Materials with fluid characteristics flow when subjected to a stress.

This stress can be shear, torsional, and extensional, with materials responding differently

under each type. Some of the main methods of shear rheological testing have been dis-

cussed in Section 2.6.2. Immiscible fluid particles in an emulsion and solid particles in a

suspension are classed depending on their volume percent concentration, and consist of

dilute and concentrated, [76].

2.8.1 Breaking of Emulsions and Suspensions

Before discussing the concentration, it is important to highlight how emulsions and sus-

pensions break from a fluid. The breaking mechanisms that exist for mixtures consist of

creaming, sedimentation, and aggregation. Droplets in an emulsion may aggregate due

to coalescence, partial coalescence, flocculation, and Ostwald ripening, [77, 78, 79]. For

suspensions, however, only flocculation occurs.
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Figure 2.23: Illustration of how the dispersed phase breaks from the continuous phase.
This illustration was created for emulsions, however flocculation and sedimentation occur
for particulate suspensions without the coalescence, [77].

• Coalescence is when a larger droplet is formed due to smaller droplets merging

together. This is because droplets contact each another, causing the interfacial film

to rupture. Partial coalescence occurs when two droplets partially penetrate each

other and form an irregular shape clump.

• Mixtures typically contain two dissimilar materials that have different densities. It

is this difference in density between the continuous and dispersed phases, which

causes either creaming or sedimentation. When the density of the dispersed phase

is larger than the continuous phase, sedimentation occurs and vice-versa. For an

emulsion, coalescence occurs which produces complete separation between the two

phases. Creaming or sedimentation can be prevented by having a high viscosity

continuous phase.

• Flocculation manifests when particles and/or droplets remain individual but interact

with one another. Brownian motion can produce flocculation of a mixture, as random

collisions between the dispersed and continuous phases causes continuous movement

of particles, which aggregate. Flocculation may lead to very high viscosities at low

shear rates, whereas at higher rates of shear the floc size is reduced, thus releasing

continuous phase, and the viscosity decreases, [77].

• In a polydisperse mixture, where different sized particles or droplets are present, a
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process called Ostwald ripening may take place. Most dispersed phases are soluble

to some finite extent within the continuous phase. The chemical potential for small

droplets is higher than that of large droplets, therefore the local concentration of dis-

solved disperse phase molecules will be higher around smaller droplets than around

larger ones, Figure 2.24. Thus there is a growth in the number of larger droplets at

the expense of the small ones.

Figure 2.24: Ostwald ripening occurring over time, where a smaller droplet dissolves and
eventually feeds into a larger a droplet, [80].

2.8.2 Dilute and Concentrated Contamination

A dilute mixture is a disperse phase volume fraction below 0.03 (3%), [81]. The interactions

between the emulsion droplets are relatively weak under these conditions because they are

so distant, Figure 2.25. Consequently, the flow pattern experienced by another droplet is

not influenced by the ability of one droplet to disrupt the flow pattern of the continuous

phase. Rheological properties of the continuous phase therefore dominate the apparent

viscosity of dilute emulsions.
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Figure 2.25: The change of rheological behaviour of mixtures with the increase of dispersed
phase volume fraction, where ϕG is the glass transition volume fraction, ϕRCP is the
randomly close pack volume fraction and ϕF CC is the‘ face-concentrated cubic volume
fraction, [76].

The theoretical and experimental characteristics for the flow behaviour of dilute mix-

tures have been studied extensively. Albert Einstein first derived the classic equation for

describing the dependence of the apparent viscosity of dilute suspensions on particle con-

centration, [82]. The Einstein equation, Equation 2.23, resulted from the mathematical

analysis of the frictional losses occurring when an ideal fluid flows past an isolated rigid

sphere. Considering Equation 2.23, η is the viscosity of the mixture, ηC is the viscosity of

the continuous phase, and ϕ is the volume fraction of the disperse phase.

η = ηC (1 + 2.5ϕ) (2.23)

Equation 2.23 is only applicable to dilute suspensions containing rigid isolated spherical

particles. Therefore a number of researchers such as Frohlich, [83], and Taylor, [84], have

expanded this equation to also include droplet fluidity, interfacial properties, and droplet

aggregation. For instance, Equation 2.24 recognises that the droplets in an emulsion are

fluid, [81].
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η = ηC

(
1 + 2 + 5λr

2 (1 + λr)
ϕ

)
(2.24)

In Equation 2.24, λr represents the proportion of the dispersed to continuous phase

viscosities (ηC/ηD). As this ratio increases, the viscosity of the emulsion should increase.

Equation 2.24 also assumes that the applied shear force does not cause droplet deformation

[81].

Beyond 3 % contamination the mixture is considered concentrated. For a concentrated

system, droplet-droplet interactions are important, as a disturbance in the flow caused by

one droplet impacts the flow around another, Figure 2.25. It was found that the apparent

viscosity of concentrated mixtures were greater than predictions from the Einstein equa-

tion, due to the degree of energy dissipation being larger than expected. Therefore the

viscosity of concentrated mixtures can be expressed by Equation 2.25, [76, 85].

η = ηC

[
1 −

(
ϕ

ϕp

)]−ηiϕp

(2.25)

Where, ηi represents the intrinsic viscosity, which is equal to 2.5 for rigid spheres, and

ϕp represents the maximum packing fraction, which is equal to 0.64 for randomly packed

monodisperse rigid spheres. In practice, for emulsions, the value of ϕp depends on the

polydispersity, interactions, and deformability of the droplets, [79]. For this reason, it

may be either higher or lower than the value of 0.64.

Figure 2.26 presents Equations 2.23 and 2.25 for the viscosity with increasing dispersed

phase volume fraction. The result of the Einstein equation shows that the viscosity of a

mixture will increase linearly with an increased disperse phase volume. However Equation

2.25 shows an apparent linear trend for dilute and initial semi-dilute phases when particles

and/or droplets do not interact. With increased dispersed phase volume, the viscosity

increases steeply. This is due to increased particle/droplet interactions which disrupts the

flow and increases the viscosity.
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Figure 2.26: The viscosity of mixtures as the dispersed phase volume fraction increases.
The viscosity can be described by Einstein’s equation for dilute systems, Equation 2.23,
however for a concentrated system a more effective mathematical equation is required.
Therefore the effective medium line was created using Equation 2.23, [76].

2.8.3 Impacting Factors on the Rheology of Mixtures

The continuous phase is considered more dominant with regards to the viscosity, hence

any changes in its properties can impact the rheology of the entire mixture, [79]. Further-

more, factors such as the disperse phase particle size and distribution, volume fraction,

particle aggregation and particle interactions have an impact on the rheology of mixtures,

[86]. Mixtures may display Newtonian and/or non-Newtonian behaviours due to the na-

ture of the particles and/or droplets they contain. Additionally, these behaviours can be

determined by particle deformability, interactions with other particles, and aggregation

state.

2.8.3.1 Dispersed Phase Volume Fraction

The rheological properties of a dispersion are related to their dispersed phase volume

fraction, [87]. At a low dispersed phase Brownian motion is the primary force acting on
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particles. However with increasing dispersed phase volume, hydrodynamic interactions

and droplet-droplet collisions are more influential on the rheological properties. Mixtures

displaying non-Newtonian behaviour can be explained by the flow-induced movement from

a random distribution of particles at rest to an ordered distribution at higher shear rate,

Figure 2.27a. Hence the application of a shear motion to a mixture may initiate the

orientation of particles into the shear flow direction, and may also instigate the breaking

up of agglomerates or change the shape of particles. Therefore the forces caused by

interactions between the particles is reduced, which produces a shear thinning behaviour,

Figure 2.27b.

(a) Dispersed phase particle behaviour under
shear.

(b) Overall viscosity increase with increasing dispersed
phase, while showing shear thinning behaviour, [88].

Figure 2.27: Behaviour of an emulsion or suspension with increased dispersed phase volume
fraction over shear rate.

To understand how the viscosity increases and its behaviour becomes non-Newtonian

when the addition of the dispersed phase is increased, Figure 2.28 was created by Mueller,

[89].

(a) In dilute mixtures, ϕ < 3%, the suspended particles are sufficiently well separated

that there are negligible interactions between them. A viscosity increase is caused

by the fluid having to do more work to flow around them. The rheological behaviour

is Newtonian and the monotonically increasing viscosity is linear with increased

particle volume fraction, Figure 2.28(a).
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Figure 2.28: Dispersed phase volume effects on the rheological behaviour and how it
increases viscosity of the continuous phase. (a) Dilute mixture showing Newtonian be-
haviour. (b) Semi-dilute mixture showing Newtonian behaviour with an increase in vis-
cosity. (c) Concentrated mixture illustrating non-Newtonian shear thinning behaviour.
(d) Highly concentrated mixture showing shear thinning behaviour after its newly devel-
oped yield stress. (e) Highest concentrated mixture showing Newtonian behaviour after it
has yielded, [89].

(b) At a semi-dilute stage, 3% < ϕ < 25%, the behaviour is still Newtonian but the

viscosity now increases non-linearly with ϕ, Figure 2.28(b). In this stage, particles

interact hydrodynamically as they are more tightly packed. They therefore produce

a high viscosity as they begin to aggregate and rotate together, which enhances the

work done by the fluid to move around them.
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(c) As the volume fraction increases to concentrated, 25% < ϕ < 50%, shear-thinning

is observed, Figure 2.28(c). Here particles are much more tightly packed that the

work to flow between the small gaps increases. However over time, gaps between

particles become lubricated, creating a preferred path of flow, and particles become

more aligned, which leads to a decrease in viscosity at high shear rates.

(d) A yield stress is apparent at 50% < ϕ, Figure 2.28(d), and is a result of particle chains

and networks forming. These formations can elastically withstand the applied stress

until they break down (point of yield) and shear-thinning is observed. The magnitude

of the yield stress is likely to be a function of particle size and the coefficient of friction

between particles, [89].

(e) At near maximum volume fractions, after the yield point is reached, the relationship

between shear stress and shear rate is approximately linear, Figure 2.28(c). Muller’s,

[89], explanation for this is that the networks do not break down fully, but particle-

free shear planes develop containing only the Newtonian continuous phase, which

accommodate the bulk of the strain.

2.8.3.2 Particle/Droplet Size

Alteration of size and distribution of the particle/droplet have a direct affect on the rhe-

ology of a mixture, as it alters how particles interact. The diameter size distribution of

water in oil emulsions typically ranges from 1-100 µm, [90, 91, 92, 93]. Droplet size also

plays a significant role in droplet coagulation, as increased coagulation results in the for-

mation of larger droplets, thus a change in rheology, [79]. For dilute mixtures droplet size

has negligible effects on the viscosity, providing that there are no interactions between

the droplets, [85, 94]. Concentrated mixtures are affected by the average droplet size and

polydispersity degree, [95, 96]. There are also Brownian or osmotic effects which can be

explained using three emulsions of monodispersed particles with the same phase volume.

The movement required to order random particles is resisted for longer by smaller particles

than by large ones, Figure 2.29.
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Figure 2.29: Illustration of the viscosity behaviour with shear rate for a continuous phase
with the same dispersed phase volume fraction but varying particle/droplet sizes, [88].

Controlling solid particle sizes is much easier than controlling emulsion droplet sizes.

However Mason, [87], reports a number of different methods for making mono-dispersed

emulsions exist. The most achievable method being controlled shear rupturing, which

involves breaking up singular and/or flocculated droplets at a steady shear rate until a

constant droplet size is achieved, [87, 97, 98]. However as the droplets break down and flow

induced collisions occur there is a change in the viscosity with time of shearing as opposed

to the rate of shearing, [99]. This suggests that the emulsion is thixotropic, whereby the

microstructure is brought to a new equilibrium. The process is reversible as when the flow

ceases, the Brownian motion slowly rebuilds the structure. Thixotropy is dependent on

both time and the applied shear rate, hence it cannot be properly accounted for if both

of these variables are simultaneously changing.

2.8.3.3 Particle/Droplet Interactions

The interactions between particles/droplets are a challenge for determining rheological be-

haviour. High level structural information and mechanical property knowledge is needed

to clearly understand the relationship between particle/droplet interactions, [79]. The in-

teractions between the droplets consist of attractive (van der Waals and hydrophobic) and

repulsive (mostly electrostatic, and thermal fluctuation) forces. The relative magnitude

of these interactions dictates the rheological properties of a mixture.
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2.8.3.4 Solid Particle Shape

Up to this point in the thesis, emulsion droplets and suspension particles have been con-

sidered spherical in shape. This is true for emulsion droplets as it is thermodynamically

efficient to form spheres. However, many solid particulates are not spherical in shape,

which also impacts the mixture viscosity. A lot research, [100, 101, 102, 103], has fo-

cused on suspensions of spheres, and therefore additional effects of non-spherical particles

have been neglected, which have been highlighted in literature, [89, 104, 105]. Firstly, the

contribution to suspension viscosity of non-spherical particles is different from spherical

particles due to the local flow around a non-spherical particle and its orientation. Sec-

ondly, particle interactions are strongly affected by particle shape. At the same particle

volume fraction, the degree of interaction among non-spherical particles will be greater

than among spherical particles, [89].

Research on particle suspensions has been centred on establishing a relationship be-

tween apparent viscosity and particle volume fraction. However, there are two previously

reviewed, [89, 101, 102], issues in this research:

1. The focus on apparent viscosity means that non-Newtonian behaviour typically re-

ceives only a qualitative description.

2. Experiments lack constraints, which involve mixtures with a wide range of particle

size distributions.

As a consequence, results for the relationship between apparent viscosity and particle

volume fraction may vary by an order of magnitude between different workers.

2.9 Conclusion

The following conclusions are drawn from this chapter:

• Dielectric fluids are specially engineered using a base oil and additives in order to

meet the requirements for good electrical insulation and heat transfer with the key

properties being:
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– High dielectric strength - The oil’s ability to not conduct electricity.

– Low viscosity - Required to be circulated efficiently around a battery cooling

system.

– Low pour point - The oil can function as a fluid at low temperatures (cold

operating environments)

• Oxidation can have a negative impact on these properties, specifically the viscosity,

and is exacerbated by the ingress of water and particulates.

• The viscosity behaviour of dielectric fluids is formulated to be Newtonian due to the

pump forced convection used to circulate the oil over high powered electronics.

• With the ingress of water and particulates causing oxidation and deterioration of the

fluid, the viscosity behaviour could change. Therefore it is vital to conduct viscosity

measurements over a range of shear rates.

• Standard rotational viscometers can be used to measure the viscosity, however these

measurements are at a relatively low shear rate in comparison to ultrasonic vis-

cometry. Furthermore rotational viscometers are typically utilised in a laboratory

environment and are difficult to adapt for in-situ purposes.

• Nevertheless, both in-situ and ex-situ can be used together to formulate conclusive

evidence as to whether viscosity can be used to monitor changes in a dielectric oils

health, and illustrate the viscosity behaviour with varying increments of contamina-

tion.

• Oil degradation is a very complex and unique phenomenon to each individual envi-

ronment, and therefore lab-bench measurements are predicted to be vastly different

to reality. Also the ability to create such degraded samples is difficult to achieve.

• Based on the findings of this literature review regarding oxidation time and its affects

on viscosity with temperature, a more feasible investigation was drawn. This would

be to detect contaminants, such as water and copper, that lead to such degradation

levels and compromise the oils health.
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• Rheological testing can illustrate important details regarding the mixture properties.

These consist of the strength of the interactions between the droplets/particles, the

aggregation state and the morphology of any flocs.

• Rheometers with high sensitivity are required to observe the rheological character-

istics of dilute mixtures, which is the most common state for dielectric isolation oil.

This is due to the lack of particle interactions between the dispersed phase through-

out the bulk fluid, hence the continuous phase dictates the apparent viscosity.
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Chapter 3

Literature Review 2: Ultrasound to

Measure Viscosity

The main focus of this thesis is to use ultrasonic sensors to measure the viscosity of

a coolant with varying degrees of contamination. Therefore, this chapter provides an

introduction to the physics of ultrasound. It is structured methodically by starting with a

basic definition, advancing to the various wave modes and how they behave inside materials

and with boundaries. Finally it highlights how these acoustic waves are practically applied

and how they are theoretically linked to the rheology of fluids they propagate within.

3.1 Introduction

Ultrasound, a section of acoustics, is the study of sound frequencies beyond 20 kHz, Figure

3.1. All materials are composed of atoms, which may be forced out of their equilibrium

positions and into vibrational motion, therefore they are considered an elastic medium.

Providing these atoms are stressed within their elastic limit, a mechanical oscillatory wave

will be formed. These waves are made up of a series of compressions and rarefactions,

which are representative of the applied stress.

Figure 3.1: Acoustic waves differentiated by frequency, [16].
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3.2 Wave Modes

Ultrasonic wave motion occurs by transferring energy from one particle to the next in the

the direction of propagation. Using Figure 3.2, if that particle, and surrounding particles

above and below it, was excited in unison using a sinusoidal oscillation, all particles in the

plane would oscillate at the same amplitude and frequency, [106]. This would result in a

wave of deformation that is dependant on the stiffness of the host medium. Sound can

propagate as a longitudinal wave or a shear wave, Figure 3.2.

Longitudinal waves are oscillations that occur in the direction of sound propagation as

a series of compressions and rarefactions. Due to the longitudinal method of travel, these

waves are effective in both solid and fluid media.

Shear waves, or transverse waves, oscillate perpendicular to the direction of propagation

and prefer solids as a host medium. They can propagate in liquids and gasses but it is

usually an extremely small distance, as perpendicular motion in less dense materials is not

easily supported.

Figure 3.2: Illustration of an elastic particle undergoing shear and longitudinal wave mo-
tion, [107].
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3.3 Propagation in Materials

Acoustic wave propagation is reliant on the material that it is travelling within. A variety of

different characteristics influence this wave motion, including the speed of sound, acoustic

impedance and attenuation. Furthermore, depending on the size and shape of the material,

interference can occur. These influencing factors are discussed in the following subsections.

3.3.1 Speed of Sound

The speed of sound (SOS) for various host media can be explained using material proper-

ties. For a longitudinal wave the SOS in a solid, cs, and a liquid, cl, are defined in Equation

3.1, where, E, is the elastic modulus, B, is the bulk modulus, and ρ, is the density. The

SOS for a shear wave in both a solid and a liquid, cs,l, is defined as Equation 3.2, where,

G, is the shear modulus. Equation 3.1 and 3.2 include subscripts s and l which represent

solid and liquid respectively.

cs =
√

E

ρ
cl =

√
B

ρ
(3.1)

cs,l =
√

G

ρ
(3.2)

Equations 3.1 and 3.2 show how the SOS is independent of frequency, which indicates

a non dispersive wave, [108]. Any phenomenon that effects the density of a material such

as an applied stress or temperature will have an effect on the SOS. SOS gets faster with an

increase in temperature as each particle has more energy. Also, if a material is isotropic

and homogeneous, SOS can be considered to be uniform in all directions and at every

point. If a material is deemed non-isotropic and/or non-homogeneous, SOS will most

likely change with direction and location within the material, [109]. Table 3.1 shows some

common materials and their SOS values. Notice that shear SOS values are not represented

for liquids due to the difficulty to measure them. This is a result of their extremely short
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propagation lengths.

Table 3.1: Longitudinal and shear SOS values for some common materials, [110, 111].

Material Longitudinal SOS (m/s) Shear SOS (m/s)
Aluminium 6420 3100
Nylon 6/6 2600 1070

Transformer Oil 1390 -
Water at 20◦C 1480 -

3.3.2 Acoustic Impedance

The acoustic impedance, Z, is a parameter used to describe the resistance that a sound

wave is subject to whilst travelling throughout a material, and is defined as the ratio of

acoustic pressure, P , and the particle displacement velocity, U , Equation 3.3.

Z = P

U
(3.3)

It is also used to determine the quantity of energy that is transmitted and reflected

at a boundary between two materials having an impedance mismatch. The longitudinal

and shear acoustic impedance of a solid, Zs is related to the density, ρs, and the speed of

sound, Equation 3.4. However the value for the longitudinal impedance is different to the

shear impedance as the longitudinal and shear SOS is different.

Zs = ρscs (3.4)

The longitudinal acoustic impedance of a liquid is similarly given by Equation 3.4.

In contrast the shear acoustic impedance of a liquid, Zl is a combination of the liquid’s

density and the liquids complex shear modulus, G, which was defined in Chapter 2.

Zl =
√

ρlG (3.5)

Table 3.2 shows some common material impedance values as an illustration of how

impedance varies depending on the material. The consideration of a material’s impedance

when designing an ultrasonic system is extremely important. For example, when designing
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an ultrasonic transducer, sound is emitted from a source, which could be enhanced in signal

to noise ratio, intensity, or controlled in one direction by selecting specific materials with

varying impedances.

Table 3.2: Longitudinal acoustic impedance values for some common materials, [110, 112].

Material Impedance
(MRayl)

Aluminium 17.33
Nylon 6/6 2.9

Transformer Oil 1.28
Water at 20◦C 1.48

3.3.3 Attenuation

Sound energy diminishes over distance as it travels through a material. Equation 3.6

explains this diminishing effect using the initial energy amplitude, A0, which travels a

distance, x and is reduced by a frequency dependent attenuation coefficient, α, which

varies with material. The effect of attenuation on a sound wave is illustrated by comparing

an un-attenuated sound wave with an attenuated one, Figure 3.3.

A = A0e
−αx (3.6)

The attenuation coefficient determines how quickly the pressure amplitude decays with

distance due to various dissipative effects, including radiation, absorption and scattering

[106]. Radiation is simply the spreading of the wave from the point of source. Scattering

is the reflection of the sound in directions other than its original direction of propagation,

and absorption is the conversion of the sound energy to other forms of energy such as heat.

The severity of the attenuation increases with increasing frequency, as shorter wavelengths

are more effected by minute material property variances. The units of the attenuation

coefficient requires taking the logarithm of the ratio of pressures at different distances.

Therefore either nepers per metre, Np/m or decibels, dB can be used to characterise the

pressure decay.
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Figure 3.3: Comparison between an un-attenuated and an attenuated sound wave inside
a metal block.

In emulsions and suspensions, scattering is the result of the boundaries created between

the continuous phase and suspended particles. For this explanation, it assumed that

each of these particles are spherical and far apart, so that the scattering from multiple

particles does not interact. In this case the scattering characteristic length is given by the

dimensionless number in Equation 3.7, [112].

ka << 1 (3.7)

Where k = 2π
λ

is the wavenumber and a is the particle radius. This equation is known

as the Rayleigh limit can be written in terms of wavelength as shown in Equation 3.8.

2πa

λ
<

1
10 (3.8)

An important theory arising from Rayleigh’s work was that the attenuation is inversely

proportional to the square of the frequency, shown in Equation 3.9. This theory was later

improved and advanced on by Epstein and Carhart, and Allegra and Hawley, [113, 114],

to include thermal and visco-inertial effects.

a ∝ f 2 (3.9)
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Scattering of acoustic waves by obstacles are relatively easy to present for the case

where the wavelength is either much greater or much less than the characteristic dimension

of the particle, [115]. When the particle size is much larger than the wavelength of the

sound wave, ka >> 1, the particle acts like a complete reflector of acoustics. Therefore,

the scattering cross section is independent of frequency, which is equal to the geometric

cross sectional area. Rayleigh scattering is when the particle size is much smaller than

the wavelength of the sound wave, ka << 1. Most acoustic measurements on the particle

size and volume are investigated in this region. For this type of scattering, the scattering

cross section is independent of the particle shape, dependent on the volume and acoustic

frequency, [115].

When the particle size is similar to the wavelength of the sound wave, ka ≈ 1, the

interaction between the sound wave and the particle is complicated. The scatted wave is

critically dependent upon the dimensions, shape and acoustic properties of the particle.

Scattering results are of a periodic nature as its value increases and decreases due to the

interference from the reverberation inside the particle and the incident wave, [115]. No

matter whether the particle is solid, liquid or gas phase, this type of behaviour is always

present.

3.3.4 Wave Propagation Distance in Fluids

Another method for showing the effects of attenuation is by using the penetration depth.

The penetration depth is the distance an acoustic wave travels through a material before it

is completely attenuated. Equation 3.10 illustrates that the penetration depth is inversely

proportional to the attenuation.

δ = 1
α

(3.10)

In fluids, longitudinal waves can travel much greater distances than shear waves, The

penetration depth for a longitudinal and shear wave is given by Equation 3.11 and 3.12,

respectively.
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δ = ρlc
3

ωη
(3.11)

δ =
√

2η

ρlω
(3.12)

Using Equation 3.11 and 3.12, values such as a density of 800 kg/m3, longitudinal SOS

of 1400 m/s, and varying viscosities were evaluated across the ultrasonic frequency range,

Figure 3.1. The result in Figure 3.4 shows that liquids do not support shear waves very

well, which means that the penetration depth is significantly shorter than longitudinal

depths. Furthermore longitudinal waves attenuate more with increasing viscosity, whereas

shear waves travel further distances with increasing viscosity.

(a) Longitudinal penetration depth. (b) Shear penetration depth.

Figure 3.4: The penetration depth of longitudinal and shear waves for different viscosities
over the ultrasonic range of frequencies.
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3.3.5 Interference

When two waves of the same frequency come into contact, the sum of their amplitudes

creates a new wave form. If the two waves are in phase, constructive interfere will occur.

Whereas if the two waves are π/2 radians out of the phase, there will be destructive

interference, and the resultant wave is zero, Figure 3.5. The phase, θ, is typically used to

describe the change between two waves at the same frequency and is measured in radians.

Figure 3.5: Illustration of constructive and destructive wave interference.

Interference can be used to control an ultrasonic system to achieve a more desired

result. Figure 3.6 shows a schematic of a three layered system, where the intermediate

medium is a matching layer that is a quarter thickness of the frequency wavelength, λ/4.

The matching layer thickness is calculated using Equation 3.13. Destructive interference

is created using reflections from an initial wave at boundaries x1 and x2. The reflected

waves from these boundaries are 180 degrees, or π/2, out of phase and so the resultant

reflected wave is zero. This is commonly employed when creating ultrasonic transducers

and using ultrasonic shear sensors to measure viscosity, [15].

tm = cm

4f
(3.13)
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Figure 3.6: A schematic diagram of the behaviour of a wave in a quarter wavelength thick,
λ/4, matching layer, [17].

3.4 Wave Interaction with Boundaries

The reflection coefficient, R, is the ratio between the reflected and the incident acoustic

pressure, whereas the transmission coefficient, T , is the transmitted divided by the initial

acoustic pressure. Since the incident wave energy is split between the reflected energy and

the transmitted energy, the transmission coefficient can be calculated by simply subtract-

ing the reflection coefficient from one, [116]. Equation 3.14 shows the solutions for the

reflection and transmission coefficients.

R = Pr

Pi

T = Pt

Pi

T = 1 − R (3.14)
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3.4.1 Two Layered System

Figure 3.7 shows two dissimilar materials that are completely bound together forming an

interface at x1, where the subscripts i, r and t, refer to the incident, reflected and trans-

mitted energy, respectively. When a propagating sound wave of a certain pressure and

velocity contacts that interface at a normal incidence, a quantity is reflected and trans-

mitted. This is caused by the acoustic impedance mismatch between the two materials,

where a large impedance mismatch results in a reduction in transmitted energy, [117]. To

establish the portion of energy reflected in terms of material impedance values, Equation

3.19 is derived. Equation 3.15 is produced by continuity of pressure and velocity at the

boundary x1. This is then rearranged to get Equation 3.16.

Pi + Pr = Pt Ui + Ur = Ut (3.15)

Pi + Pr

Ui + Ur

= Pt

Ut

(3.16)

Using the definition of impedance in Equation 3.3, Equation 3.17 is produced, where

a negative impedance value indicates the sound direction of travel in Figure 3.7.

Pi

Ui

= Z1
Pr

Ur

= −Z1
Pt

Ut

= Z2 (3.17)

Therefore the ratio of pressure to velocity on the right side of Equation 3.16 is the

impedance of layer 2. For the left side of Equation 3.16, the velocity terms are written in

terms of impedance and pressure by rearranging Equation 3.17 to become U = P/Z. This

produces Equation 3.18.

Z1
Pi + Pr

Pi − Pr

= Z2 (3.18)

Finally Equation 3.19 is obtained by combining the reflection coefficient in Equation
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3.14 with Equation 3.18. This allows the reflection coefficient to be calculated in terms of

the layer impedance values.

R = Z2 − Z1

Z2 + Z1
(3.19)

Figure 3.7: Normal incident wave for a two layered system.

3.4.2 Three layered system

As discussed previously for a two layered system, whenever a wave reaches a boundary,

a portion will be reflected and another portion transmitted. For a three layered system,

Figure 3.8, the same process will occur, however the transmitted wave from the first bound-

ary will be the initial wave acting on the second boundary. This provides a progressively

weaker sound wave with each boundary added. However as mentioned in Section 3.3.5,

this intermediate layer could be optimised to benefit an application, for example, through

use of a quarter wavelength, λ/4, matching layer in an ultrasonic viscometer.
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Figure 3.8: Normal incident wave at two boundaries.

To establish the portion of energy that is reflected, Equation 3.19 is given. This

equation was derived by Kinsler, [116], which is reproduced later in Chapter 5. The wave

number, k, describes the number of waves per distance in the intermediate layer, k = 2π
λ

.

R = (1 − Z1/Z3) cos(k2x) + j(Z2/Z3 − Z1Z2) sin(k2x)
(1 + Z1/Z3) cos(k2x) + j(Z2/Z3 + Z1/Z2) sin(k2x) (3.20)

3.4.3 Comparison of a Two and Three Layered System

Figure 3.9 illustrates the difference between the reflection coefficient of a two and three

layered system, using Equations 3.19 and 3.20 respectively. Table 3.3 shows the shear

impedance values used in both equations. The thickness of layer two in Equation 3.20 was

set to be a quarter of the wavelength of a 2 MHz frequency. The impedance values mimic

a metal - oil and a metal - polymer - oil set-up, for example, aluminium - oil or aluminium

- polyimide - oil.
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Table 3.3: Shear impedance values used in Equations 3.19 and 3.20 to produce Figure 3.9.
These values were similar to a metal - oil and a metal - polymer - oil set-up.

Acoustic Impedance
Layer 1 8.52 MRayl
Layer 2 1.1 MRayl
Layer 3 0.01 MRayl

Figure 3.9: Comparison between a two (Equations 3.19) and three layered (Equation 3.20)
system using the reflection coefficient with respect to frequency, where the matching layer
thickness corresponded with 2 MHz. The two layered system was a metal - oil and the
three layered system was a metal - polymer - oil set-up.

As the shear acoustic impedance of a liquid is dependant on the frequency, Equa-

tion 3.5, both systems show a decrease in reflection coefficient as the frequency increases.

However, the three layered system has dips in the reflection coefficient at frequencies cor-

responding to 2 MHz. This is due to layer 2 being a quarter of the wavelength of the

frequency at the minimum dip point. Hence more energy is transmitted into the fluid

layer. Using Equation 3.13 and multiplying it by an odd integer, for example from 1-5,

multiple resonant frequencies are highlighted at 2, 6 and 10 MHz. These are the odd har-

monics created by the destructive interference of layer 2. The two layered system has an

almost complete reflection coefficient (R = 1). This is due to such a large impedance mis-

match between the metal and oil. In contrast, the three layered system has an impedance

matching layer, which acts as a step down between a high impedance material to a low
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one. The three layered system is modelled and discussed in more detail later in Chapter

5.

3.5 Ultrasonic Transducers

This section introduces the phenomenon of the piezoelectric effect and how sound is cre-

ated. It then introduces the different ultrasonic sensors capable of producing sound in

numerous non-destructive testing and evaluating applications.

3.5.1 Piezoelectric Effect

The piezoelectric effect is the phenomenon that describes the creation of electric charge

when a ceramic piezoelectric material undergoes an applied mechanical stress. Figure

3.10 shows a typical piezoelectric material at rest, and directly and indirectly effected by

vibrational energy. Indirectly effected piezoelectric materials are electrically charged by

applying a potential difference across them. Directly effected piezoelectric materials are

electrically charged by a series of compressions and extensions (waveform). In other words,

piezoelectric materials can produce and receive acoustic signals.

Figure 3.10: Piezoelectric effect [17].
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3.5.2 Piezoelectric Element

Piezoelectric elements are categorised by the polarisation direction and the frequency.

The polarisation determines the wave mode produced by the element, where shear modes

are created with polarisation perpendicular to the propagation direction. To polarise an

element, it is heated beyond its Curie temperature and then cooled in the appropriate

electrical field, [118]. The resonant frequency is determined by the element’s geometry,

permittivity and surroundings. When exciting a piezoelectric element at the resonant

frequency, the amplitude oscillation is at its maximum. The element can also be forced to

oscillate at other frequencies, however, the further away the pulsing frequency is from the

transducer frequency, the smaller the resulting amplitude.

Piezoelectric elements are typically made using materials such as, quartz, lead meta-

niobate, barium titinate and most commonly, lead zirconate-titonate (PZT), [119]. PZT is

most popular due to its functionality as examination and evaluation transducers, though

more importantly, its fabrication potential. Figure 3.11 shows piezoelectric elements made

in a variety of different shapes and sizes for varying applications.

Figure 3.11: Piezoelectric element [120].

3.5.3 Commercial Transducers

Commercial transducers are designed with more than just the bare piezoelectric element.

They also consist of a backing material offering high damping effects, electronic cabling,

a protective front face layer and a robust casing, [121]. The damping material is typically

attenuative and highly dense, to dissipate ultrasound that originates at the top surface
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of the piezoelectric element [112]. Furthermore, it suppresses the undesired reverberation

of the oscillations produced by the element, and mechanically protects the piezoelectric

element from external interference. A matching layer is used to maximise the energy

output. In front of the matching layer is a protective front face that provides wear and

corrosion resistance, which helps the transducer function in harsh conditions for increased

longevity.

Figure 3.12: Exploded diagram of the internals of an ultrasonic commercial transducer
[109].

3.5.4 Coupling

As mentioned in Section 3.4, when sound interacts with a boundary energy loses occur.

When a transducer is used in contact with a material boundary, it requires a coupling

material to facilitate energy transmission. Without this coupling, most ultrasonic waves

would be transmitted due to a thin gap of air between the piezoelectric element and

inspection surface. A couplant material greatly reduces air between the sensor and host

material, creating a constant path of elastic particles capable of hosting a pressure wave.

Coupling can reduce the excitation amplitude and can produce some interfering waves,

which may alter the shape of a initial and/or reflected signal. For piezoelectric elements

that are bonded to a material surface using an epoxy, the resonant frequency can also

be slightly changed, as there is an increased resistance to vibration and a slight thickness

increase. Despite this, the benefits of coupling outweigh the drawbacks.
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3.5.5 Near Field Effect

Sound propagating from a transducer initially fluctuates in amplitude and phase, as the

vibrations are generated from many points across the surface of the piezoelectric element.

After a certain distance, the numerous waveforms construct and destruct to form a desired

waveform. Figure 3.13 shows the near field range, where fluctuating amplitudes and phase

occur, and the far field range, where a stable waveform is achieved. It is important to

test in an optimum range outside of the near field, as testing too far into the far field

reduces the amplitude of the initial wave. The near field range, Nd, expressed in metres,

is calculated using equation 3.21, where d is the active element diameter.

Nd = d2f

4c
(3.21)

Figure 3.13: Forming of a fully constructed waveform in the near field range.

3.5.6 Beam Spread

As a sound wave propagates from its source, it diverts from a central axis line, where

divergence increases with distance. The greater the sound wave spreads, the larger the

measurement area. Beam spread occurs because particles are not directly aligned in the

direction of wave propagation, hence, some of the energy will get transferred off at an angle,

[109]. The effects of beam spread are an increased measurement area and progressively

weaker wave. The beam spread angle, θ, is calculated using Equation 3.22, where, c, is

the speed of sound in the material, d, is the diameter of the transducer and, f , is the
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frequency. Beam divergence can also be used to quantify sound spread, which is equal to
θ
2 .

sin(θ) = 1.2 c

df
(3.22)

Figure 3.14: Beam spread and beam divergence of a wave inside a metal block.

3.5.7 Transducer Arrangements

There are different transducer arrangements in order to pulse and receive signals. Figure

3.15 shows the pulse-echo, pitch-catch and through transmission configurations. Pitch-

catch and through transmission utilise two sensors, where one pulses and the other receives.

The difference is that the pitch-catch transducers are adjacent to each other on the same

interface, whereas through transmission transducers are opposite on different interfaces.

Pulse-echo uses one transducer as a transmitter and the other as a receiver. This type

of arrangement is most popular as it only requires one surface of mounted transducers,

allowing it to be installed more easily to engineering applications.

Figure 3.15: Transducer pulsing and receiving arrangements.
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3.6 Pulsing and Receiving Instruments

In order to excite a transducer a function generator is used. This generates a waveform

as a digital signal which is then converted to an analogue signal before passing into the

transducer. When the analogue signal reaches the transducer an ultrasonic pressure wave

is created. The reflected pressure wave is then recorded by the transducer in analogue

form and then digitised back into an electrical signal. This entire process is illustrated

by Figure 3.16. To view this signal, an oscilloscope or digitiser - external PC with the

relevant software can be used.

Figure 3.16: Schematic of a typical ultrasonic pulsing system, [122].
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Figure 3.17 shows a typical waveform generator, oscilloscope and a PicoScope. The

PicoScope is a waveform generator with an on board digitiser capable of working with

LabVIEW software. The difference between an oscilloscope and digitiser is that an os-

cilloscope is a stand alone device. Whereas a digitiser acquires and stores an electrical

voltage waveform and displays it on an external device, for example a PC. Defining factors

for a good digitiser are its sampling rate, amplitude resolution, bandwidth and the number

of channels it is required to convert.

(a) Function generator. (b) Oscilloscope.

(c) PicoScope waveform generator and
digitiser.

Figure 3.17: Ultrasonic pulsing and data acquisition instruments used with ultrasonic
transducers.
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3.7 Ultrasonic Signal Characteristics

Ultrasonic equipment such as a combined waveform generator and oscilloscope are capable

of exciting transducers and recording the received data. This data can be represented in

a number of ways, however throughout this thesis the initial raw data is represented as

an A-scan. An A-scan presents the amount of received ultrasonic amplitude energy as a

function of time. It is also convenient for Fast Fourier Transform (FFT) analysis to view

a signal with respect to its frequency components.

3.7.1 Sensor Waveform Excitation Modes

Waveform function generators are capable of producing a variety of waveforms. The most

common types of waveforms are shown in Figure 3.18 and consist of a spike wave, square

wave and sine wave. Spike pulses have fast rise times and short durations, therefore they

are often used to pulse at high voltages. They also have broad spectral excitation, which

allows them to work well with probes of all frequencies. Square waveforms are extremely

stable when exciting a wide range of sensors as their circuitry has extremely low output

impedance. Their pulse duration can also be adapted to excite a signal with a base

frequency that matches the center frequency of the transducer. Sine waves are great for

frequency efficiency and precision when exciting transducers at their resonant frequency.

They are capable of being amplified, however it is difficult to create sine waves at such

high frequencies and voltages.

Figure 3.18: Excitation modes consisting of impulse/spike, square and sine waveforms,
[123].

Another type of waveform is a linear and exponential chirp, Figure 3.19. A chirp is
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a sinusoidal signal that is pulsed over a range frequencies. The difference between these

chirps is the frequency sweep style, where one changes frequency linearly and the other

one exponentially. The main difference is that linear chirps excite a frequency range with

the same energy, while logarithmic chirps do not. Chirps have been used to determine

the direct and harmonic responses of variety of systems. For example, Schirru, [15], found

the exact resonant frequency for a matching layer in ultrasonic viscometry. Chirps have

also been used to address the need to both test at multiple frequencies and achieve a high

signal-to-noise ratio. This was done by Michaels, [124], who used deconvolution to extract

multiple narrowband responses from a broadband chirp.

Figure 3.19: Linear and exponential chirp excitation types, [123].

The shape of the initial excitation depends on the desired or expected result in a

system, as its characteristics, such as material properties and reflecting features could be

accentuated, [106].

3.7.2 Frequency Domain

To obtain the frequency components of a time domain signal, a Fast Fourier Transform is

used. Figure 3.20 illustrates a typical FFT response of a time domain wave, where each

key characteristic is annotated. The frequency-domain response has several significant

characteristics defined by ASTM and ISO standards, [125, 126]. The bandwidth of a

transducer is characterised as 50% (or −6dB) of the peak frequency value. This creates

the upper and lower cut-of frequencies. The centre frequency is not always the peak

frequency, hence they are shown as different variables.
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Figure 3.20: Ultrasonic signal characteristics of a frequency domain signal, [126].

Despite standardised signal characteristics, some transducers can have drastically dif-

ferent responses, making them better or worse in a specific scenario. A highly damped

transducer will result in a very short pulse and a broadband signal, Figure 3.21, whereas

an un-damped transducer will result in a wide pulse with a narrowband signal, Figure

3.22.

Figure 3.21: Transducer time and frequency response for a damped signal, [123].

Figure 3.22: Transducer time and frequency response for an un-damped signal, [123].
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3.8 Combining Rheology with Acoustics

Shear and extensional stress can be applied to a liquid to study its rheology, [99]. Shear

stress is when the applied stress is tangential to the liquid surface, which causes a relative

sliding motion of the liquid layers. When this type of stress is oscillated it is called shear

rheology. Conversely, extensional stress is when the applied stress is normal to the liquid

surface. When the extensional stress varies with time a volume change occurs inside the

liquid, thus the fluid under investigation cannot be considered incompressible, [127]. This

type of rheology is called longitudinal rheology. Litovitz and Davis [128, 129, 130], present

in parallel both shear and longitudinal rheological theories with acoustics, however, here

only shear is considered.

If a low frequency oscillation is applied to a liquid in a two plates system, where one is

fixed and another is in motion, the displacement caused by the sliding motion has enough

time to fill the entire liquid in the first half of the oscillation cycle. Therefore the liquid

displaces in one direction. However in a high frequency oscillation, the plate providing the

shear motion would change direction before the displacement from the first half of the cycle

would fill the entire liquid. Hence, areas in the liquid will have opposite displacements,

which creates a wave of displacement. If the oscillation wavelength is much shorter in

comparison to the size of the system, then the subjects of rheology and acoustics merge,

[127]. These oscillations can be generated in multiple different ways: rotating cylinders,

shaking plates and piezoelectric materials. The latter is the focus of this thesis.
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3.9 Ultrasonic Shear Rheology

The first written evidence providing a method to measure the viscosity of liquids using

ultrasonic shear wave was published by Mason et al, [131]. The investigation comprised

of achieving high shear rates to determine whether a shear elastic and viscous effect was

exhibited by fluids. The ultrasonic viscometer, Figure 3.23a, was boned together using

silver paste and included a crystal and quartz rod, where the measurement interface was at

the free end of the quartz rod. The reflection coefficient and the phase, θ, was calculated

by comparing a frequency domain signal with liquid to one without liquid, Figure 3.23b.

(a) Ultrasonic viscometer. (b) Signal analysis.

Figure 3.23: Mason’s ultrasonic viscometer and signal analysis, [131].

Shear waves were pulsed at 4.5 MHz, 14 MHz and 24 MHz to measure the resistance

and reactance for different samples over a temperatures range of 10◦C - 50◦C. The acous-

tic impedance of the liquid, Zl, was then calculated using Equation 3.23 with measured

reflection coefficient values, where the fluid was considered Newtonian by combining Equa-

tion 3.5 and 2.9. In Equation 3.23 ZQ is the impedance of the quartz and ϕ is the angle

of incidence from the normal.

Zl = cos(ϕ)ZQ
1 − R2 + 2jRsin(θ)
1 + R2 + 2jRcos(θ) (3.23)
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3.9.1 Early Developments

Since Mason’s initial research into measuring the viscosity of fluids using a quarts crystal

there has been many novel developments and applications. Roth and Rich, [132], devel-

oped this method in order for it to be used in-situ. The main differences from Mason’s

investigation was that the transducer was boned onto an alloy, which was then submerged

in the test fluid and the damped shear vibrations were related to the viscosity. With this

apparatus, Roth measured at 30 kHz with an accuracy of ± 5%.

Barlow, [133], produced the first research that included ultrasonic spectroscopy. Bar-

low did this by obtaining the viscosity at a range of frequencies in order to measure the

viscoelastic behaviour of lubricating oil at high shear rates. Using Mason’s viscometer,

Barlow improved the range and magnitude of the ultrasonic frequency by adapting the

electrical apparatus. Following this, the transducer then produced a large range of fre-

quencies as it was excited at its resonant frequency, 6 MHz, and then at odd harmonics

up to 78 MHz.

Cohen-Tenoudji et al., [134], adapted Mason’s ultrasonic apparatus to obtain the vis-

cosity at high temperatures using sensors that, for the first time, were not in contact with

the fluid. Instead, the transducer was distanced from the test fluid using a buffer system.

It was then used to measure the viscosity of epoxy over a range of temperatures. The

behaviour of the result was comparable to rheometer data taken at 10 Hz, however the

absolute value from the rheometer was higher than the ultrasonic measurements.

A major flaw associated with ultrasonic testing was the time-consuming signal analysis.

This was a result of the manipulation process that transformed a time domain signal into

a frequency domain, which was completed by hand. Alig et al., [135], automated this pro-

cess using digitisation, where measurements were completed utilising two different pulsing

methods, consisting of a single frequency pulse technique and an ultrasonic spectroscopy

technique.

These breakthroughs led to further advancements using the ultrasonic viscometers

such as measuring the density and viscosity using a combination of shear and longitudinal

waves, [136], measuring the viscosity of foodstuffs, [137], wave mode conversion to convert
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a longitudinal wave into a shear wave, [138], and additional measurements of the viscosity

of oils, [139]. To measure oil viscosity Saggin, [139], utilised a steel - oil set up where

the reflection coefficient was above 0.94 for an oil with viscosity of 100 Pas. This showed

that the ultrasonic system was very insensitive to low viscosity fluids. Kasolang et al.,

[140, 141], measured the viscosity of thin oil films inside journal bearings, and showed

that if the first layer of their set-up was perspex, a decreased reflection coefficient was

attainable. However journal bearings are made from steel and so their reflection coefficient

values were similarly high with respect to Saggin’s results, [139].

3.9.2 The Matching Layer Viscometer

To eliminate sensitivity issues Schirru, [15], dramatically increased the sensitivity of the

ultrasonic viscometer. He accomplished this by employing a matching layer to the interface

between the metal and oil, Figure 3.24. This improved the signal to noise ratio and

produced reflection coefficient resonant dips at frequencies related to the thickness of

the matching layer, Figure 3.25. The result allowed more accurate measurement of low

viscosity oils.

Figure 3.24: Sketch of a) simple metal - fluid two layered viscometer, and b) Schirru’s
newly developed matching layer viscometer, [142].
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Figure 3.25: Schirru’s matching layer sensitivity results showing dips in the reflection coef-
ficient where the matching layer creates resonance. In comparison to reflection coefficient
values without a matching layer, this was a good development, [15].

Since the late 1970s the matching layer technique has been utilised in ultrasonic de-

velopment. Desilets, [143], applied the quarter wavelength concept to ultrasonics, and

illustrated that by changing the acoustic impedance of the matching layer the transmis-

sion coefficient increased. It was later used by Xiang, [144], in biomedical ultrasound to

increase transmission from the ultrasonic transducer into human tissue. It is important to

note that the quarter wavelength theory had previously been used in electronics and optics

to increase energy transmission in a number of scenarios. This investigation provided the

groundwork for acoustic quarter wavelength technology, which resulted in all commercial

transducers being designed with a matching layer. Schirru, [14], successfully installed a

matching layer on a journal bearing rig with a 5MHz shear transducer and a 50 µm match-

ing layer. The analysis consisted of using a calibration curve, Figure 3.26, which was a

best fit curve applied to measured reflection coefficient data of known standard viscosity

oils.
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Figure 3.26: Schirru’s calibration curve used to predict viscosity using a measured reflec-
tion coefficient, [14].

3.9.3 Mathematical Model

Although a calibration curve allowed Schirru to measure the viscosity, its method lacked

evidence as to why a calibration method was required. In acoustics the data analysis can

be challenging as ultrasonic propagation in heterogeneous materials is complex, therefore,

good mathematical models are necessary for accurate data interpretation, [145]. Schirru,

[146], later produced an analytical model for the matching layered viscometer using the-

ory provided by Kinsler, [116]. However Brenchley, [16], noticed slight errors and made

improvements to obtain the pressure reflection coefficient. Brenchley then incorporated

"tuning" which had been done previously by Manfredi, [17], using standing waves in a

matching layer viscometer. Tuning accounted for ultrasonic energy losses due to bonding

the transducers and matching layers to the aluminium using an epoxy adhesive.
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(a) A comparison of viscometer results with the
Newtonian model.

(b) A comparison between untuned and tuned mea-
surements, and a low shear Couette viscometer.

Figure 3.27: A comparison of viscosity results completed using a matching layer ultrasonic
viscometer and predicted values from a mathematical model, [16].

3.9.4 Ultrasonic Viscometer Excitation

Considerations regarding the excitation of ultrasonic sensors to measure viscosity were

made formally by Brenchley who showed that using a single frequency sine wave could

similarly produce required viscosity data with negligible differences in comparison with a

chirp wave, Figure 3.28. This was after Schirru, [15], utilised a chirp wave to measure the

viscosity of oils.
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(a) 1MHz shear sensor. (b) 10MHz shear sensor.

Figure 3.28: Shows the reflection coefficient differences between sine and chirp wave forms
at a low 1 MHz and high 10 MHz frequency [16].

The main benefit of using a chirp wave was that the resonant frequency created by

the matching layer was accurately found. This was extremely important as after bonding

both the matching layer and sensors to the aluminium, slight deviations in sensor resonant

frequency and matching layer thickness occurred. Chirp excitation requires more sophisti-

cated hardware to produce wave form sweeping in frequency that is maintained at a desired

voltage. Brenchley’s work explored effects of high voltage with viscosity measurement in

an attempt to conduct a shear amplitude sweep. Therefore pulsing at high voltages while

maintaining a complex wave form such as a chirp was difficult. Thus Brenchley used a

sine wave form and pulsed at the centre frequency.

3.9.5 Shear Rate of an Ultrasonic Viscometer

Using a chirp wave Schirru conducted measurements at three frequencies using two trans-

ducers: a 1 MHz transducer and a 4.5 MHz transducer. The 4.5 Mhz was excited using a

large frequency chirp in order to excite the transducer at its first and second harmonics.

These three test frequencies allowed schirru to test a series of oil such as PAO 100 and

PAO 40 at high shear rates (calculated using the Cox-Merz rule, Equation 2.7), Figure

3.29.
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Figure 3.29: Schirru’s ultrasonic spectroscopy results using a matching layer viscometer,
[14].

Brenchley conducted similar measurements using four ultrasonic testing frequencies

for PAO 40 and PAO 100 with different quantities of a viscosity modifier called DMA.

Brenchley’s presentation of his results, Figure 3.30, illustrates changes in viscosity that

are similarly observed Schirru’s results, Figure 3.29. However, Brenchley maintains the

ultrasonic frequency rather than displaying a shear rate, as the Cox-Merz rule is not valid

in an ultrasonic matching layer viscometer.

(a) 70% PAO 40 + 30% DMA. (b) 50% PAO 100 + 50% DMA.

Figure 3.30: Brenchley’s measurements for the shear thinning behaviour of PAO oil blends
mixed with a viscosity modifier, [16].
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Shear rate is the ratio of velocity over a distance. Figure 3.31a illustrates a single plate

model where the Cox-Merz rule is applicable. If the plate vibrates in a shearing motion at

a certain frequency, the fluid in contact with that plate can be considered to be shearing

at a near equal rate. However, for a shear transducer in the scenario shown in Figure 3.31,

a shearing motion at a certain frequency must travel through the plate and into the liquid.

Therefore the frequency of the transducer does not equal the shear frequency of the fluid

due to a change in velocity and distance.

(a) Cox-Merz rule is applicable. (b) Cox-Merz rule is not applicable.

Figure 3.31: Sketch of how the frequency of an oscillator can be directly related to the
frequency of the test fluid using the Coz-Merz rule, Equation 2.7. a) Plate is directly
applying the shear stress to the fluid. b) Acoustic shear stress applied through a plate and
into the fluid, therefore the Cox-Merz rule can not be used.

This leads to the main focus of Brenchley’s work; calculating the true shear rate of

ultrasonic viscometry. This was done using a laser vibrometer to measure the velocity of

the shear motion on the matching layer - fluid interface. To calculate the velocity of the

ultrasonic wave shear motion through a three layered system Equation 3.24 is used, where

Ui, is the shear velocity of the incident wave, and Ut, is the shear velocity in the fluid.

Ut = Z1

Z3
Ui (R + 1) (3.24)

To obtain the true shear rate within the fluid, the relationship shown in Equation 3.25

was used, which has similarly been used in a previous investigation to measure the shear

rate of ultrasonic shear waves, [147]. This equation illustrates the shear rates dependence

on the kinematic viscosity, ν, of the fluid.

γ̇ = Ut

√
ω

ν
(3.25)
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The shear rate shown in Figure 3.32b was calculated using Equation 3.25, which uses

the velocity information measured in Figure 3.32a and air as a fluid, with a viscosity of

18.6 µPas and a density of 1.225 kgm−3, [16]. The results show how there is an increase

in velocity and shear rate within the fluid as excitation voltage (displacement) is increased

for a 1 and 2 MHz transducer. Therefore, a 1 MHz transducer would be able to measure

the viscosity of a fluid that has similar properties to air over a shear rate range of 1,200 -

12000 s−1.

(a) Velocity of the surface of an aluminium plate
when excited by shear waves produced by a piezo-
electric transducer where the excitation voltage is
varied.

(b) Shear rate calculation for air using velocity infor-
mation from Figure 3.32a.

Figure 3.32: Brenchley’s velocity and shear rate data for a 1 and 2 MHz sensor as the
excitation voltage is increased, [16].

3.10 Conclusion

An introduction into ultrasound has been presented and indicates that the ultrasonic

technique offers a method to measure the viscosity of a fluid using shear ultrasonic waves.

This forms the basis of the viscosity measurements put forward in this thesis. From this

chapter the following conclusions were reached:

• Using material properties that effect ultrasound propagation through different ma-

terial layers, the reflection coefficient can be predicted.
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• The reflection coefficient can also be measured by comparing the pressure amplitude

of the reflected wave with the incident wave. This quantity can then be directly

correlated to the fluid viscosity.

• How sound travels through materials and interacts with boundaries is important to

consider when designing transducers to measure viscosity inside a battery cooling

system. Theory regarding the three layered system in Section 3.4.2 is explored

in greater detail in Chapter 5, where an analytical and numerical model link the

reflection coefficient with the viscosity.

• The accuracy of ultrasonic measurement is dependent on good knowledge of the

layer material properties. This is highlighted in Chapter 5 when the analytical and

numerical model are evaluated with measured reflection coefficient values.

• Constructing transducers using bare piezoelectric elements offers a more adjustable,

non-invasive method for an applied application. For example, creating small sensors

to take measurements of an otherwise inaccessible interface.

• The pulse-echo transducer arrangement allows the reflection coefficient to be ob-

tained, yet it utilises the least amount of ultrasonic components. This is achieved

without sacrificing any quality in the measured signal.

• Ultrasonic shear waves to measure viscosity is advantageous over the more conven-

tional methods. This is because:

– The shear rate applied to the fluid is very high, which reflects the transducers

ultrasonic frequency, however, measuring the exact shear rate requires a laser

vibrometer that is sensitive enough to measure the frequency being used.

– It can be used in-situ due to it requiring a small installation area, having no

moving parts and being able to operate in close proximity to harsh environ-

ments.

– When it is used in a three layered set-up, where the intermediate layer is a

matching layer, high reflection coefficient sensitivity is achieved. This allows
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increased accuracy and differentiation between reflection values, resulting in

lower viscosity fluids being measured, and potentially mixtures with dilute con-

tamination.

• A good ultrasonic viscosity mathematical model is required for accurate data inter-

pretation, which has been produced analytically, however a numerical model could

improve accuracy between real and predicted data.

• To date, no evidence or literature has been found on the viscosity measurement of

emulsions and/or suspensions in oil, using an ultrasonic matching layer viscometer.
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Chapter 4

Rotational Viscometry

The focus of this chapter is to characterise the pure coolant, followed by coolant-water

emulsions and coolant-copper suspensions, which are used throughout this thesis. Char-

acterisation consists of investigating their viscosity behaviour under varying shear rates

(Newtonian/non-Newtonian) and measuring the apparent viscosity. To verify the dynamic

viscosity, pure coolant is investigated at varying temperatures in order to compare mea-

sured values with values attained from its supplied data sheet. Mathematical models

described in Chapter 2 are utilised to predict the apparent viscosity of mixtures and are

later compared with measured data as an explanation tool. Finally, this chapter provides

the feasibility of using shear viscosity to measure contamination in a dielectric coolant and

observes its sensitivity for each degree of contamination.

The measured data will be used in future chapters as a validation tool to observe the

accuracy of the ultrasonic viscosity measurements, and as part of a shear rate study in

conjunction with the ultrasonic viscosity data.

4.1 Rheology Instrument

A TA Instruments Discovery HR-10, shown in Figure 4.1, was used to conduct the vis-

cosity measurements and was capable of measuring low torque values due to its improved

sensitivity over other viscometers. This allowed measurement of lower viscosities, weaker

inter-molecular structures and utilised lower sample volumes, while continuing to measure

reliable and accurate data. It achieved this by using a magnetic thrust bearing coupled

with a drag cup motor, which reduced basic system friction. The motor applied the torque

(stress) and measured the rotation (strain) using a displacement sensor. It could apply

5 nN.m - 200 mN.m of torque with a resolution of 0.1 nN.m, a 0 - 300 rad/s range of
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angular velocity, and had a displacement detection resolution of 10 nrad, [54].

The HR-10 functioned with a software called Trios, which allowed the user to control

the rheometer, create and execute tests, visualise real-time recording data, compare data

with other tests, conduct data analysis and export in a variety of formats.

Figure 4.1: Rheometer utilised throughout this chapter. The rheometer itself was con-
trolled by its own computer unit, which connected to an external PC. The plates were
cooled / heated using a temperature control device that was also connected to the rheome-
ters computer.

4.2 Pure Coolant Characteristic Expectations

The dielectric coolant supplied by BP, Castrol, was a clear fluid, Figure 4.2, with density

and viscosity values shown in Table 4.1. Only the density and kinematic viscosity values

across a temperature range were supplied by BP. Therefore, the dynamic viscosity was

calculated using Equation 2.4, which will be referred to as the data sheet viscosity. The

coolant was considered Newtonian, hence its viscosity does not depend on the shear rate.

The main reason for this behaviour was due to its intended use in a cooling system. If the

coolant was being pumped, a low viscosity Newtonian oil is preferred due to the effect on

the power required to pump at desired flow rates across a range of temperatures. For that
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reason the viscosity in Table 4.1 should be very similar to values measured in this chapter.

Figure 4.2: BP, Castrol’s pure dielectric coolant with a clear appearance.

Table 4.1: Pure coolant density and kinematic viscosity values from the supplied BP data
sheet. These values were then used to calculate the dynamic viscosity for each temperature
increment.

Temperature
(◦C)

Density
(gml−1)

Kinematic Viscosity
(mm2s−1)

Data Sheet Dynamic
Viscosity (mPas)

0 0.808 19.83 16.03
10 0.802 13.22 10.6
20 0.795 9.25 7.35
30 0.789 6.79 5.35
40 0.782 5.18 4.05
50 0.775 4.09 3.17
60 0.769 3.3 2.54

It was previously discussed in Chapter 2 how viscosity behaves and how well doc-

umented viscosity changes are with temperature. It was also mentioned in Chapter 3,

that temperature changes while using an ultrasonic viscometer are hard to monitor due

to temperature gradients across multiple layers. Consequently, throughout this and later

chapters, unless otherwise stated, tests were conducted at room temperature, 23◦C. The

viscosity for pure coolant at 23◦C is 7.35 mPas. This value was obtained using the data

in Table 4.1 and the Vogel equation, Equation 2.5.
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4.3 Geometry Selection

For low-viscosity liquids it was preferable to use a larger diameter spindle showing a greater

shear area [148], which could provide the biggest applied shear rate range. The largest

spindle the rheometer could operate had a diameter of 60 mm, which was in the range

of standard spindle sizes recorded in Mezger [148]. It was mentioned in Chapter 2 that

the main advantage for using a cone spindle was its ability to apply a constant shear rate

across the entire conical gap. However, cone spindles should only be used for samples

which contain particles up to a limited maximum size. This is because there would not be

enough free space available between the particles when in motion, which would influence

the deformation and flow behavior. In this case a greater number of particles would

directly touch the surfaces of the cone spindle, falsifying the test result due to increased

friction forces. The gap, h, can range from 500 µm to 3000 µm. For a cone, however, this

gap setting applied to the outer radius, thus providing a smaller gap towards the centre.

For a parallel plate spindle, the gap was uniform across the entire radius and was therefore

preferred when measuring low viscosity emulsions and suspensions.

Figure 4.3: Parallel plate analytical torsional flow diagram used to depict the link between
geometric values with measured values.

Equation 4.1 shows the relationship between stress, strain and shear rate with geo-

metric values, which are devised using Figure 4.3. These equations show that shear stress

increases with increasing spindle diameter and shear rate increases with decreasing gap

height.
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σ = 2
πr3 T γ = r

h
ϕ γ̇ = r

h
ω (4.1)

Three flow shear ramp tests were conducted using a pure coolant at 30◦C from an

initial zero shear rate to a maximum value of 2000 s−1. Three gap heights were tested

at 1000, 800 and 500 µm, Figure 4.4. Initially, at low steady shear rates there was an

apparent viscous shear thinning behaviour, Figure 4.4a. In actual fact, this behaviour was

a symptom of surface tension torque.

(a) Full viscosity with shear rate. (b) Focused on high shear rate.

Figure 4.4: Effects of changing the gap size between parallel plates on viscosity with an
applied shear rate of 0 - 2000 s−1 at 30◦C. Gap sizes consisted of 1000 µm, 800 µm and
500 µm.

Surface tension influences the measurement of shear stress and is a significant exper-

imental challenge for measuring low viscosity fluids with relatively high surface tensions.

It is the property of a liquid, by which its free surface at rest behaves like an elastic mem-

brane, Figure 4.5a. In viscometry, surface tension causes traction forces around a material

contact line, which increases the measured torque values, Figure 4.5b. It occurs at low

shear rates because the fluid starts to shear from a resting state until the elastic membrane

yields. Traction forces are increased with broken rotational symmetry, which consists of
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a non-constant contacting line and angle, ϕ, Figure 4.5b. The symmetry is easy to break

due to small deviations in equipment tolerances or over-filling and under-filling the sample.

This allows surface tension to directly effect the torque value. Hence measurements at low

shear-rates and for low viscosity fluids, a much higher viscosity result is initially observed.

The effect is highly variable due to sample loading, wetting conditions, and contact line

asymmetries and cannot be corrected in experimental measurements, therefore it raises

the lower bound of the instrument low-torque limit, [149].

(a) Cohesion of molecules causing surface tension at a liquid-air interface with vector
Ψl and solid-liquid interface with vector Ψsl. The term ’surface tension’ in the text
refers to the liquid-air interface vector Ψl.

(b) Effects of rotational symmetry contact line within a viscometer, [149].

Figure 4.5: Surface tension effects on steady shear rotational viscometry and the ideal
set-up to reduce these effects, where r is the radius of the contact line and ϕ is the surface
tension angle created by being situated between two plates.

Considering Figure 4.4b again, at high shear rates there was an increase in viscosity for

both 1000 µm and 800 µm. This increase indicated shear thickening behaviour, however,

the decrease in gap height reduces the gradient at which viscosity increases. At 500 µm,
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the viscosity change with shear rate was visibly more Newtonian. In this situation an

increased viscosity at high shear rate indicates hydrodynamic flow instabilities such as

secondary flow effects and turbulent flow behaviour, [150, 151]. This was the result of

centrifugal forces that push the low-viscosity sample from the inner radius towards the

outer one. In this case, flow and viscosity curves would display higher shear stress and

viscosity values as well as higher curve gradient values compared to curves measured at

laminar flow conditions. Shortly after turbulent flow and centrifugal forces occurred the

liquid began to flow out of the gap and an extremely low value of viscosity was recorded.

To support these behavioural observations Figure 4.6 is presented which was created

by TA Instruments for a water test sample using varying spindles and an oil sample for

comparison, [55]. It illustrates increased torque due to surface tension at low shear rates

and flow instabilities at high shear rates for for all spindle types, where cone and parallel

plates have a gap of 1000 µm. This is common and difficult to avoid for low viscosity

aqueous fluids, especially at cooler temperatures where the surface tension is higher.

Figure 4.6: TA Instruments comparing shear viscosity data for water, using three different
spindles, and an oil sample. Blue Triangle: Parallel plate results for water. Blue square:
Cone on plate results for water. Blue circle: Standard concentric cylinder results for water.
Red crosses: Cone on plate results for oil. Cone and parallel plates both had gaps of 1
mm, [55].

Although the minimum measurable shear rate of the rheometer was below 400 s−1,
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due to the effects of surface tension the viscosity recorded below this value were dismissed

as unreliable. A 500 µm gap was chosen as it allowed a larger shear rate range to be

measured and it was 10 times larger than the 50 µm copper particles used.

4.4 Experimental Procedure

The rheometer was capable of conducting a range of flow and oscillatory tests and could

be changed depending on the result required. However the methodology up to the point

of loading the sample was kept constant to assure reliable results and align with the

guidelines suggested by TA Instruments, [55]. The required spindle was fixed in the

correct orientation, ensuring that the motor was locked. By locking the motor, damage

was reduced due to the rotating motion when fixing the spindle. Prior to any testing a

calibration was executed for the required spindle. This was important as it allowed the

motor to establish a baseline for torque and displacement readings at a desired temperature

range.

The following test procedure was carried out for each fluid every time a new test was

conducted:

• The 60 mm parallel plate spindle and bottom plate were cleaned using Isopropanol.
• A test was set-up on the TA instruments software (Trios).
• The spindle and bottom plate temperature were set to the desired or initial testing

temperature.
• The spindle was sent to the zero gap. This step aided the motor to re-establish a

datum point between spindle torque, speed, temperature and height before executing

the test.
• Spindle was sent to geometry gap. At this point, the spindle could have been sent to

the loading gap. However TA Instruments advise that fluids with viscosity less than

that of Ketchup (≈ 50 - 100 Pas) are loaded into the geometry gap at a angular

velocity between 101 − 102, hence this method was used.
• Ensured that the geometry gap was fully filled, using a pipette, according to TA

Instrument guidance [55] and a rheological testing handbook [148], Figure 4.7. Cor-
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rect loading of samples into the viscometer ensured that surface tension torque was

reduced by maximizing rotational symmetry of the contact line and minimizing the

migration of the contact line.
• Executed the test and repeated for each fluid sample.

Figure 4.7: Fluid loading gap illustration. Left: gap unloaded. Centre: Loaded gap.
Right: Correct sample loading. In accordance with rheological testing guidance [55, 148],
and backed up by research, Johnston et al, [149].

4.5 Characterising Pure Coolant

The behaviour of the coolant’s viscosity with temperature is shown in Figure 4.8. This

Figure was the result of a flow temperature ramp from 20 - 60◦C at a constant shear rate

of 1000 s−1. This temperature range was selected to mimic the range at which a typical

battery coolant would operate between. Before the test began a 180 second soak time

allowed the fluid sample to reach the desired start temperature of 20◦C. The test was

repeated 3 times in order to achieve the standard deviation from an average measurement.

The results were compared with the data sheet viscosity values supplied by BP, Castrol

in Table 4.1. To better understand the behaviour of each viscosity data set, the Vogel

equation, Equation 2.5, was used as a fit.

The discrepancy between data sheet and measured dynamic viscosity becomes increas-

ingly less with increased temperature. One theory for this could be surface tension effects

when measuring the kinematic viscosity, in Table 4.1, at lower temperatures where surface

tension is higher. However, the overall discrepancy is most likely due to the Table 4.1

values being converted from kinematic viscosity, which is a measure of velocity through a

capillary tube, rather than an applied shear force.
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Figure 4.8: Pure coolant comparison between measured dynamic viscosity using the
rheometer and the data sheet dynamic viscosity from Table 4.1. Temperature ramp of
20 - 60◦C at a constant shear rate of 1000 s−1. Error bars are plotted after conducting
the same measurement 3 times. The Vogel equation was used to fit each data set.

Table 4.2 shows the measured average dynamic viscosity and error values. As the

dynamic values in Table 4.1 were calculated from the density and kinematic viscosity at

different temperatures, it being an accurate dynamic viscosity is unlikely. Therefore, the

dynamic viscosity measured here is considered accurate and repeatable, and it is used as

a viscosity-temperature reference from here on.

Table 4.2: Measured dynamic viscosity with varying temperatures for pure coolant.

Temperature ◦C Measured Dynamic
Viscosity (mPas)

Standard Deviation

20 6.72 0.0459
30 5.11 0.0564
40 3.88 0.0409
50 3.04 0.0274
60 2.46 0.0166
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A flow shear sweep test was conducted to observe the behaviour of the coolant without

any contamination, Figure 4.9. The test was held at a constant temperature of 23◦C while

a shear rate was applied from 0 - 3500 s−1. Similarly to the previous test a 180 second

soak time allowed the fluid sample to reach the desired temperature. For each ramp step

it took 5 seconds for the shear rate to increase, followed by an averaged viscosity value

taken over a 30 second period. The test was repeated 3 times.

The most effective way to determine whether a fluid is Newtonian is to plot stress

against shear rate and observe the apparent viscosity, Figure 4.9a. The Newtonian model

was fitted to ensure observed Newtonian behaviour, Equation 2.3. The model fit with an

R2 value of 1, indicating perfect correlation with measured data, thus showing Newtonian

behaviour. Finding the gradient of the fit provided an apparent viscosity (viscosity irrele-

vant of shear rate) of 6.01 mPas at 23 ◦C. Figure 4.9b showed how the viscosity behaved

with applied shear rate. As discussed previously the initial high viscosity at low shear

rates disregarded due to surface tension effects, hence values less than 400 s−1 were not

considered. A linear equation was applied here, where the y-intercept is the viscosity value

from the stress-shear rate gradient. This linear fit displayed an extremely small gradient,

m, which could be assumed 0, proving Newtonian behaviour. Furthermore, the Power

Law was used to fit the stress-shear rate data, shown in Equation 4.2. The result was a

n value of 0.99 and a fit correlation of R2 = 1. As this n value was almost equal to 1, it

similarly indicated that the fluid was Newtonian.

σ = Kγ̇n (4.2)
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(a) Stress with shear rate. (b) Viscosity with shear rate.

Figure 4.9: Characterising the behaviour of pure coolant under an applied shear rate of 0
- 3500 s−1 at 23 ◦C. Data analysis disregards shear rate data below 400 s−1.

4.6 Viscosity Predictions for Coolant Mixtures

Despite the behaviour of pure coolant, when contamination such as water and copper are

added (Figure 4.10) its viscosity will change with shear rate, as previously highlighted in

the literature review, Chapter 2. It is also important to note that distilled water was used

to contaminate the coolant due to the detailed physical properties, and yet it could still

have a negative impact on the coolants electrical insulation. Furthermore, a 50µm copper

powder was used as the solid contaminant which simulates contamination from copper

pipes used in cooling systems.

Since the apparent viscosity of pure coolant was measured, predictions for the viscosity

with varying degrees of dispersed phase volume fraction could then be made. For water

contaminated mixtures 3, 10 and 20 % volumes were chosen. This high and relatively large

percentage range was chosen as a way to clearly identify how much of an impact water

would have on the viscosity. Furthermore in many electrical insulation environments,

paper is also used to increase insulation effects. This paper can hold a much greater

amount of water. Hence the total amount of contamination inside a cooling system could
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be as large as 20 %. Copper contamination consisted of 0.1, 0.5 and 1 % volumes, which

were low in comparison to water. The reason for this, as stated in Chapter 2, is that

most electronic cooling environments would not typically produce more than 1 % copper

from erosion and chemical reactions during its service life. Before reaching over this

value, the oil would most likely be deteriorated from oxidation as a whole. Finally, these

water and copper mixtures would indicate how sensitive standardised rotational viscosity

measurements are at quantifying each level of contamination. It was observed that all

mixtures would remain in suspension for the duration of the rheometer test, providing

that the mixture had just been affectively mixed.

Figure 4.10: Contaminated coolant mixtures. Reading from left to right and top to
bottom: Pure coolant, 3, 10 and 20 % distilled water contamination fractions, and 0.1,
0.5 and 1 % copper fractions.

For each coolant mixture the viscosity was calculated using equations from Chapter

2, which are reproduced again for convenience. Copper mixtures with dispersed volume

fractions less than 1 % are considered dilute suspensions and therefore Equation 4.3 was

used to calculate viscosity.

η = ηC (1 + 2.5ϕ) (4.3)

The water mixture at 3 % is considered a dilute dispersed fluid phase, hence Equation

4.4 was used.

η = ηC

(
1 + 2 + 5λ

2 (1 + λ)ϕ

)
(4.4)
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Finally, for water mixture at 10 and 20 %, a concentrated dispersed fluid phase, Equa-

tion 4.5 was used, where ηi is equal to 2.5 for rigid spheres, and ϕp is equal to 0.64 for

randomly packed monodisperse rigid spheres.

η = ηC

[
1 −

(
ϕ

ϕp

)]−[η]ϕp

(4.5)

The predicted values for each percentage contamination are illustrated in Table 4.3.

However to illustrate the differences between each equation, Figure 4.11 is produced. Each

equation shows monotonic behaviour which is increasing much faster for the concentrated

equation, Equation 4.5. However the differences are smaller between Equations 4.3 and

4.4, where the latter equation increases at a slower rate.

Figure 4.11: Contaminated viscosity predictions based on a pure coolant viscosity of 6.01
mPas at 23 ◦C. Prediction 1 is Equation 4.3, Prediction 2 is Equation 4.4, and Prediction
3 is Equation 4.5.
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Table 4.3: Predicted viscosity of pure coolant with varying fractions of contamination,
calculated using Equation 4.3, 4.5 and 4.4.

Oil Predicted Viscosity at 23◦C (mPas)
Pure Coolant 6.01

Water
3 % 6.42
10 % 7.89
20 % 10.95

Copper
0.1 % 6.03
0.5 % 6.09
1 % 6.16

4.7 Characterising Behaviour of Coolant Mixtures

The same shear rate flow sweep test completed in Figure 4.9 was carried out for contami-

nated mixtures. The main difference was the soak time, which was reduced to 10 seconds,

as the emulsions/suspensions homogeneous dispersion were time dependant and begin to

separate into two phases. To observe error in the acquired data, 3 tests were completed

for each fluid. Figure 4.12 illustrated coolant-water emulsions of 3, 10 and 20% fractions,

and Figure 4.13 illustrated coolant-copper suspensions of 0.1, 0.5 and 1 % fractions. Both

sets of figures are not accompanied with fitted lines, instead Table 4.4 shows the key

parameters produced by the Newtonian and Power law models to fit the data.
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(a) Stress vs shear rate. (b) Viscosity vs shear rate.

Figure 4.12: Characterising the behaviour of water contaminated coolant under an applied
shear rate of 0 - 3500 s−1 at 23 ◦C.

(a) Stress vs shear rate. (b) Viscosity vs shear rate.

Figure 4.13: Characterising the behaviour of copper contaminated coolant under an ap-
plied shear rate of 0 - 3500 s−1 at 23 ◦C.

The initial viscosity (after discarded region) for 20 % water shows shear thinning

behaviour. Based on theory presented in Chapter 2, higher dispersed volume fractions

will begin to aggregate and separate into two phases quicker than lower volume fractions,
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Figure 4.14. However, as the shear rate increases, aggregates are broken down into smaller

droplets, which causes a reduction in the viscosity until the line converges towards a single

value.

Figure 4.14: Sketch illustrating the cause of the initial shear thinning behaviour, beyond
the discarded region, where aggregates begin to form towards a phase separation. With
increasing shear rate, these aggregates are broken down.

Further inspection of Figures 4.12 and 4.13 suggested that with more contamination

there was an increase in stress gradient, thus an increase in viscosity. To confirm this, Table

4.4 outlines the Newtonian and Power Law model values fitted to each fluid, accompanied

by Figure 4.15, which shows the measured viscosity in comparison with predicted viscosity

lines.

Table 4.4: Newtonian and Power law parameters used to fit measured data for pure and
contaminated coolants.

Newtonian Power Law
Contaminant R2 η R2 n
Pure Coolant 1 6.01 1 0.99

Water
3 % 0.997 6.782 0.999 0.934
10 % 0.997 6.871 0.999 0.932
20 % 0.993 7.106 0.999 0.899

Copper
0.1 % 0.998 5.735 0.999 0.948
0.5 % 0.998 6.206 0.999 0.945
1 % 0.998 6.595 0.999 0.949
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Figure 4.15: Measured viscometry data in comparison to predicted viscosity for pure
coolant, and water and copper contamination fractions. The contaminated viscosity pre-
dictions were based on a pure coolant viscosity of 6.01 mPas at 23 ◦C. Prediction 1 is
Equation 4.3, Prediction 2 is Equation 4.4, and Prediction 3 is Equation 4.5.

(a) Lower viscosity and volume fraction section. (b) Higher viscosity and volume fraction section.

Figure 4.16: Measured viscometry data in comparison to predicted viscosity for pure
coolant, and water and copper contamination fractions. The contaminated viscosity pre-
dictions were based on a pure coolant viscosity of 6.01 mPas at 23 ◦C. Prediction 1 is
Equation 4.3, Prediction 2 is Equation 4.4, and Prediction 3 is Equation 4.5.

Mixture viscosity values in Table 4.4 showed a clear increase from a pure coolant, if 0.1
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% copper is disregarded. The average value for 0.1 % copper is lower, however its error

suggests that there is not a definitive change from pure coolant. If both pure coolant and

0.1 % copper were tested many more times, the differences between them is considered

to be immeasurably minute. Furthermore, although sample preparation for this small

quantity of copper is achievable, there is a strong probability that loading the sample

using a pipette would not contain a homogeneous dispersion, especially for extremely

dilute mixtures such as 0.1 % copper.

Considering the n value from the Power Law, the behaviour for each mixture was

more non-Newtonian than the pure coolant, especially the 20 % oil-water emulsion. This

behaviour of emulsions was similarly reported by Otsubo, [152], who showed that for

some 20 % water in oil fractions, shear thinning occurred. The cause of shear thinning is

due to the increased resistance to flow induced by droplets/particulates, especially at low

shear rates. As the shear rate increases, droplets/particulates break down and/or become

aligned in the direction of flow.

The predictions for the viscosity of the mixtures made in Section 4.6 were compared

with measured data shown in Figure 4.15. Prediction 1 and 2, better illustrated in Figure

4.16a, under-state the values measured for copper and 3 % water contaminated mixtures,

respectively. Where as prediction 3 under-states 10 and 20 % water contamination values,

Figure 4.15. An explanation for this, which has previously been mentioned for lower dis-

persed fractions, is that with each pipette used to load the rheometer, a evenly distributed

amount of dispersed to continuous phase volumes is difficult to achieve. It is also impor-

tant to mention that each predictive model does not account for the applied shear rate.

Thus the measured apparent viscosity obtained using the gradient from a stress-shear rate

graph may not be truly represented by each prediction.

The disparity between each mean value in Figure 4.16 is sufficient enough to indicate

a change in contamination with respect to viscosity. However considering the error, it

cannot be repeatedly distinguished, as it is apparent that the sensitivity of the rheometer

is not adequate enough to detect contamination changes.
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4.8 Conclusion

Through use of a conventional parallel plate rheometer, the viscosity of pure and contam-

inated coolant mixtures were measured with the following conclusions:

• To verify the dynamic viscosity, pure coolant was investigated at 20 - 60◦C and

compared with values attained from its supplied data sheet. The measured data

was considered more reliable as the Table 4.1 values were converted from kinematic

viscosity.

• Pure coolant was established as a Newtonian fluid due to its behaviour under varying

shear rates and its apparent viscosity was measured.

• Mathematical models were used, with the measured viscosity value of pure coolant,

to predict the apparent viscosity of mixtures. However, they did not appear to

accurately predict measured data, which was highlighted as an issue with the models

due to not considering viscosity with shear rate and how droplets/particles interact

under shear.

• For coolant-water emulsions and coolant-copper suspensions it was found that there

was a general increase in the non-Newtonian behaviour as the contamination dis-

persed fraction increased. This behaviour was particularly noticeable for concen-

trated mixtures.

• The drop in viscosity for 0.1 % copper was summarised as difficulties with sensitivity

due such a low dilute mixture.

• With regards to the measured mean values, the feasibility of using shear viscosity

to measure contamination in a dielectric coolant is good. However, the apparent

error illustrates issues with sensitivity when distinguishing between contamination

fractions.

Despite the behaviour, variances between measured and predicted data and sensitiv-

ity of the rheometer, the viscosity values measured in this chapter will be used in the

proceeding chapters.
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Chapter 5

Analytical and Numerical Models to

Predict Ultrasonic Shear Viscosity

This chapter describes an analytical model that is used in conjunction with a numerical

model to understand the effects of an acoustic shear wave when contacting a solid-liquid

interface, and how the reflection coefficient changes with varying liquid viscosity. Chapter

3 evaluated the developments of ultrasonic viscosity measurement and found that a three

layered viscometer offered the greatest sensitivity to measure low viscosity fluids. Using

this information, the analytical and numerical models are produced using acoustic theory

through multiple boundaries and different materials. This enables viscosity predictions of

the coolant and contaminated mixtures, which are carried out in Chapter 7.

5.1 Introduction

An ultrasonic viscosity model was required for understanding the physical phenomena

and accurately interpreting between real and predicted data. Analytically linking the

reflection coefficient to the viscosity of a test sample, using a three layered viscometer,

has been the focus of a number of previous research publications. Schirru, [15], was the

first to produce such a model, which was later improved by Brenchley, [16], by relating

the viscosity of a fluid with the pressure reflection coefficient for a two and three-layered

system. This was done using Equations 3.19 and 3.20, which are reproduced here for

the readers convenience, Equations 5.1 and 5.10, respectively. Furthermore, this model

was not limited to Newtonian fluids as it also attempted to predict the viscosity of non-

Newtonian fluids by incorporating the Maxwell model with values for oil relaxation times.

The analytical model, used by Brenchley, to predict the change in reflection coefficient
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with frequency was reproduced in this chapter.

R = Z2 − Z1

Z2 + Z1
(5.1)

Although no previous publications were found for a numerical model predicting the

viscosity using a three layered viscometer, other ultrasonic work attempted to incorporate

such tools into predicting values and simulating wave behaviour. For example, Li, [153],

utilised a simple numerical finite difference model to understand the behaviour of high

power ultrasonic shear waves in contact with an interface under a frictional force. The

result was a model that could predict the interaction between the two phenomena and

validate measured data based on ultrasonic theory. The numerical model produced by Li,

was redeveloped in order to achieve a novel viscosity numerical model, which was then

used to predict the pressure reflection coefficient for a corresponding fluid viscosity at

varying ultrasonic specifications. The benefit of this type of model is that it mimics real

ultrasonic data acquisition parameters (voltage, frequency and wave type variables) that

potentially offer a more accurate validation tool for measured data.

5.2 Analytical Study

Throughout this section an analytical study for a three-layered ultrasonic viscometer was

reproduced. This study only considers the Newtonian rheological model to illustrate an

analytical viscosity prediction, as the non-Newtonian model lacked data for the relaxation

times of oils, Brenchley, [16]. Furthermore, if ultrasonic spectroscopy was used (creat-

ing ultrasonic waves at multiple frequencies), non-Newtonian behaviour could then be

illustrated by viscosity data at varying shear rates.

5.2.1 Reflection Coefficient in a Three Layered System

As discussed in Section 3.4, whenever a wave reaches a boundary, a portion of the ampli-

tude will be reflected and another portion transmitted. For a three layered system, Figure

5.1, the same process will occur. However, the initial wave acting on the second bound-

112



Chapter 5 – Analytical and Numerical Models to Predict Ultrasonic Shear Viscosity

ary will be the transmitted wave from the first boundary. This provides a progressively

weaker sound wave with each boundary added. Despite this, by carefully selecting the in-

termediate layer’s (layer 2) impedance and thickness, an impedance step down from layer

1 to layer 3 increases the amplitude of the transmitted wave into layer 3. In addition to

impedance matching, there is also acoustic resonance that similarly increases transmission.

The result is much more desirable than that of a two layered system, similarly discussed

in Section 3.4.

Figure 5.1: Three layered shear analytical diagram illustrating sound interaction at bound-
aries. Here pressure, P , and acoustic impedance, Z are used. For a three layered ultrasonic
viscometer, the intermediate material, layer 2, is an impedance matching layer between
layers 1 and 3.

The one dimensional wave equation is given in Equation 5.2, where δ is displacement, x

is space, t is time, and c speed of sound. This is derived in David and Cheeke, [112], using

transverse vibrational motion along a string fixed at one end. This equation describes the

motion of a wave, and is the starting equation to build an analytical model.

∂2δ

∂x2 = 1
c2

∂2δ

∂t2 (5.2)

This has the general solution, known as d’Alembert formula, Equation 5.3.
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δ = A1f(x − c0t) + A1f(x + c0t) (5.3)

For a wave with angular frequency, this can be reduced further to Equation 5.4.

δ = Asinf(kx − ωt) (5.4)

Equation 5.4 can then be expressed in a more convenient complex exponential form

using Euler’s identity (i.e e±θ = cos θ ± i sin θ), Equation 5.5

δ = Aej(ωt−kix) (5.5)

Analysing the three layered system required the consideration of the complex pressure,

p. The wave number, k, describes the number of waves per distance in the intermediate

layer, k = 2π
λ

. This relationship was expanded using a sinusoidal sound wave in equation

5.6, where p is a constant.

Pi = pie
j(ωt−kix) (5.6)

Applying Equation 5.6 at the first boundary, where x = x1, the displacement boundary

condition becomes.

pie
j(ωtix) + pre

j(ωt−krx) = pt2e
j(ωtt2x) + pr2e

j(ωt−kr2x) (5.7)

Since the first boundary is considered to equal zero (x1 = 0), equation 5.7 becomes

equation 5.8, which is the continuity of the normal specific acoustic impedance at the first

boundary.

pi + pr

pi − pr

= Z2

Z1

pt2 + pr2

pt2 − pr2
(5.8)

At the second boundary (x = x2), where x2 ̸= 0.

pt2e
(−jk2x) + pr2e

(jk2x)

pt2e(−jk2x) − pr2e(jk2x) = Z3

Z2
(5.9)
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Finally, algebraic manipulation and replacing exponential terms with sine and cosine

using Euler’s equation (i.e e±θ = cos θ ± i sin θ), provides Equation 5.10. These derivations

are conducted in depth by Kinsler, [116].

R = (1 − Z1/Z3) cos(k2x) + j(Z2/Z3 − Z1Z2) sin(k2x)
(1 + Z1/Z3) cos(k2x) + j(Z2/Z3 + Z1/Z2) sin(k2x) (5.10)

To illustrate the relationship that the reflection coefficient has with frequency, Figure

5.2 was plotted using Equation 5.10, where different fluid layer impedance values and

matching layer thickness values were used. The model input values are illustrated in

Table 5.1, where layer 1 has a value similar to that of aluminium, layer 2 has a value

similar to a matching layer polymer, and layer 3 has values representative of two fluids

with different viscosities. The reason for impedance matching with these materials was

due the typical set-up of an ultrasonic viscometer, which consists of aluminium-polyimide-

fluid. The results show a decrease in the reflection coefficient as the fluid layer impedance

increases, Figure 5.2. This is because the mismatch between the layers was reduced, hence

there is more energy transmission into the fluid.

Table 5.1: Initial shear acoustic impedance values for the three layered model used to
produce Figure 5.2. Layer 1 has a value similar to that of aluminium, layer 2 has a value
similar to a matching layer polymer and layer 3 has values representative of two fluids
with different viscosities.

Acoustic Impedance
Layer 1 8.52 MRayl
Layer 2 1.1 MRayl

Layer 3 0.01 MRayl
0.1 MRayl
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Figure 5.2: Reflection coefficient with respect to frequency showing different acoustic
impedance and thickness values (t1 and t2) of the intermediate medium using Equation
5.10.

Furthermore, Figure 5.2 shows resonant dips at specific frequency values. These dips

occurred when the thickness of the intermediate layer was a quarter of the frequency

wavelength. Considering Figure 5.1, when the wavelength was a quarter thickness of the

intermediate layer, the reflection at the interface, x2, becomes π out of phase with the

reflection from the interface, x1. This induced destructive interference is illustrated by

Figure 3.6 and comprehensively reported in Section 3.3.5). At the points of maximum

resonance, Equation 5.10 reduces to Equation 5.11.

RRes = Z2
2 − Z3Z1

Z2
2 + Z3Z1

(5.11)

Figure 5.2 also shows that the resonant dip bandwidth increased as the acoustic

impedance of the fluid tended to that of the matching layer. Again, this behaviour oc-

curred because the acoustic mismatch between the intermediate layer and the fluid was

reduced. This would continue until the impedances were equal, at which stage the wave

would be completely transmitted, Z2 = Z3. Beyond this point, when Z2 < Z3, the re-

flection coefficient would increase again, however, this would indicate a poor intermediate
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layer selection. To obtain maximum sensitivity of the reflection coefficient, the frequency

selection was important with regards to the acoustic mismatch. The more dissimilar the

mismatch was, the greater the frequency had to be. Moreover, through changing the thick-

ness of the intermediate layer, the resonant dip shifted in frequency. This permitted the

capability of adjusting the system by altering the thickness and thereby creating resonance

at different frequencies. Thus allowing more sensitive measurements to be achieved.

In the following and future work, the thickness of the intermediate layer was considered

a quarter of the wavelength of the frequency. For example, Figure 5.3 illustrates resonant

dips that correspond to a frequency of 10 MHz.

Figure 5.3: Reflection coefficient with respect to frequency showing a comparison between
Equation 5.10 and 5.11, where resonant dips were created at a matching layer thickness
corresponded to 10 MHz for two different viscosity fluids, Equation 5.11

5.2.2 Newtonian Model For Shear Viscosity

Rheological models were described in Chapter 2 and were implemented in Chapter 4 to

explain the characteristics of tested fluids. For clarity, the Newtonian model is reproduced

here to outline the behaviour considered by the ultrasonic viscosity model. Fluids can

show either viscous or a combination of viscous and elastic behaviour. Therefore, they
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are mathematically illustrated using a linear viscous dashpot or a combination of linear

elastic spring and viscous dashpot. These models are shown separately in Figure 5.4.

(a) Linear elastic spring model.

(b) Linear viscous dashpot model.

Figure 5.4: Illustration of both spring and viscous models while subject to stress.

A linear elastic spring is modelled using Equation 5.12, where, E, is stiffness, σ, is

stress and, γ, is strain. When under a constant stress, the spring undergoes straining,

as it instantly deforms and endures said deformation until the stress is removed. Once

removed, deformation immediately reduces and the spring moves back to a its original

position. Hence, an ideally elastic material returns to the initial state.

γ = 1
E

σ (5.12)

The viscous dashpot analogy is a piston-cylinder damper set-up where the cylinder is

filled with a viscous fluid with viscosity, η. This is modelled using Equation 5.13. Under

a constant stress, the fluid is flowing with a constant deformation rate, or strain rate, γ̇.

After the stress is removed, the deformation of the fluid remains. Hence, an ideally viscous

fluid completely remains in the deformed state.

γ̇ = 1
η

σ (5.13)

Combining the spring and viscous models with the shear stress and shear strain rela-

tion, the shear modulus could be acquired. The shear modulus is composed of two terms
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named the storage modulus, G′, and the loss modulus, G′′, and were interlinked by the

phase angle, δ, illustrated by Figure 5.5. The material behaviour was indicated by the

phase angle using the following guidelines:

• Viscous behaviour - An entirely viscous Newtonian fluid is indicated when the phase

angle is 0◦.

• Elastic behaviour - An elastic solid is indicated when the phase angle is 90◦.

• Visco-elastic behaviour - A non-Newtonian material is indicated when the phase

angle is between 0◦ and 90◦.

Figure 5.5: Argand diagram for the shear modulus relationship. Where G∗ is the complex
shear modulus, G′ is the storage modulus, G′′ is the loss modulus and δ is the phase angle.

As mentioned previously, for a Newtonian fluid, the viscosity does not vary with an

applied shear rate. Assuming that the fluid is in-compressible, the mechanical damper in

Figure 5.4b represents the final Newtonian model illustration. By integrating Equation

5.13 with respect to time, Equation 5.14 is provided. This equation represents the strain

when the stress is initially applied.

γ = σ0

η
t (5.14)

Combining Equation 5.14 with Equation 2.8, the shear modulus was found.

G = G′ + iG′′ (5.15)

119



Chapter 5 – Analytical and Numerical Models to Predict Ultrasonic Shear Viscosity

Considering a Newtonian fluid, the storage component was equal to zero, G′ = 0,

therefore the shear modulus was equal to the loss modulus.

G = iG′′ = iωη (5.16)

5.2.3 Reflection Coefficient From a Newtonian Fluid Layer

Section 5.2.2 provided the necessary equations to determine the relationship between the

reflection coefficient and viscosity using a Newtonian model. However, as the reflection

coefficient is complex, the absolute value is used for all figures and displayed as R. Fur-

thermore, up to this point, simulations have been made using impedance values that are

similar to an actual three layered ultrasonic viscometer. Nevertheless from this point on

and unless otherwise stated, specific material properties for each layer were used. The

three layered ultrasonic viscometer utilised in this work (comprehensively described in

Chapter 7) consisted of aluminium as layer 1, polyimide as layer 2 (matching layer) and

a fluid as layer 3. It is important to note that the thickness of the matching layer, calcu-

lated using Equation 3.13, was dependent on the input frequency. Rather than using an

extremely large impedance value, a combination of smaller values for density and speed

of sound were evaluated. This increases the accuracy of the calculated impedance and

thereafter the simulated results. The values used for each layer are listed in Table 5.2.

Table 5.2: Input variables for the rheological analytical model where parameters for layers
1 and 2 were used with the solid impedance and parameters for layer 3 used the liquid
impedance.

Parameter Layer Value

Density
1 2700 kg/m3

2 1400 kg/m3

3 800 kg/m3

Speed of Sound 1 3158 m/s
2 780 m/s

Viscosity

3 1×10−3Pas
3 0.01 Pas
3 0.1 Pas
3 1 Pas
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Layers 1 and 2 were solids, therefore their impedance values were calculated using

Equation 3.4. In order to find the acoustic impedance of a fluid, Equation 3.5 was combined

with 5.16 to achieve Equation 5.17.

Zl =
√

ρiωη (5.17)

To better represent this process, Equation 3.4 and 5.17 were combined with the acoustic

model for a three-layered system, Equation 5.11. The result is shown in Equation 5.18,

where the viscosity of a fluid in layer 3 produces a corresponding reflection coefficient value

within a three-layered system

RRes = (ρ2c2)2 −
√

iρ3ωηρ1c1

(ρ2c2)2 +
√

iρ3ωηρ1c1
(5.18)

To illustrate the difference between the reflection coefficient from Equation 5.10 and

5.11, Figure 5.6 was created. The viscosity was programmed to be 0.1 Pas, the matching

layer thickness represented a frequency of 2 MHz, and the other parameters were detailed

in Table 5.2. Figure 5.6 depicts the frequency dependence the fluid acoustic impedance

has on the reflection coefficient, as a decrease in frequency shows a reduced reflection

coefficient. This behaviour occurred for both Equation 5.10 and 5.11.
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Figure 5.6: Reflection coefficient with respect to frequency for a Newtonian model com-
paring values from Equations 5.10 and 5.11.

Figure 5.7: A comparison of the minimum reflection coefficient at resonance with respect
to frequency for a Newtonian three-layer system, for different viscosity fluids.

The input variables from Table 5.2 were used to produce Figure 5.7 using the MAT-

LAB script shown in Appendix A. Reflection coefficient values across the 1 ×10−3 - 1 Pas
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viscosity range showed distinguishable trends from 0.5 - 4.5 MHz. A larger frequency

range is achieved for viscosity values of 1 ×10−3 - 0.1 Pas, as the 1 Pas fluid impedance

goes beyond that of the matching layer, producing higher reflection values. Despite this,

the reflection coefficient values were significant enough that it could allow accurate vis-

cosity measurements. Finally, the result could be optimised depending on the viscosity of

the fluid under investigation.

5.3 Numerical Study

The previous section uncovered the analytical interaction of ultrasonic pressure at the

matching layer-liquid interface, and how it considers the general solution to the wave

equation in terms of basic wave parameters (pressure amplitude, frequency, wave length

and wave number). By implementing a finite element scheme the wave equation can be

modelled directly. Thus providing a simulation with a similar data acquisition method

as the actual experiments completed in Chapter 7. Therefore, a simple finite difference

method was created in this section, where propagation of ultrasound throughout the en-

tire three-layered system was simulated and studied. There are other numerical methods

and tools available, however, this numerical model was capable of capturing the physi-

cal phenomenon of viscosity measurement, reasonably. A comparison of the two models

was made as a corroborative tool, which in theory should match as the analytical model

mathematically originates from the wave equation.

5.3.1 Numerical Model

A similar simple one-dimensional model used by Li, [153], was applied to predict the

reflection coefficient due to fluid viscosity at an interface. Once again, a three layered

system is considered, Figure 5.1. However a new diagram that better illustrates a numerical

approach is shown in Figure 5.8.

As mentioned in Section 5.2.3, the materials utilised to simulate a three layered ultra-

sonic viscometer consisted of aluminium as layer 1, polyimide as layer 2 (matching layer)

and a fluid as layer 3. Each layer is considered a half space material, where the aluminium
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and matching layer have defined lengths. The aluminium has a set thickness of 25 mm,

which was used in work done by Schirru and Brenchley, [15, 16], and the matching layer

was a quarter thickness of the wavelength, again calculated using Equation 3.13. The fluid

layer thickness was defined as the penetration depth, Equation 3.12, which is based on the

fluids viscosity and the frequency of the propagating wave, as explained in Section 3.3.4.

At the end of this fluid layer, the shear wave is completely absorbed, as it would be in

a real fluid. The two interfaces are defined as being in complete contact. The numerical

model uses speed of sound to distinguish between each layer, thus creating an interface.

As an ultrasound wave was excited at point x = 0, it propagated towards x = x1 at c = c1.

At that location c1 = c2 for a distance x = x2, until c2 = c3. For each change in speed

of sound a reflection was created. Due to the matching layer thickness, resonance occurs,

resulting in one reflection wave.

Figure 5.8: Shear numerical diagram illustrating sound propagation specifically for the
numerical model. Here pressure, P , is replaced with amplitude, A, layer thicknesses, x,
are applied, and speed of sound, c replaces impedance, Z.
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5.3.2 Numerical Implementation

To numerically solve the one dimensional wave equation, Equation 5.2, a source β was

added to represent a given controlled start point for the wave. This restructures the one

dimensional wave equation to become Equation 5.19.

∂2δ

∂t2 = c2 ∂2δ

∂x2 + β (5.19)

The classic Euler scheme was applied to discretise the wave equation, Equation 5.19,

and did so with respect to space and time, for the current, previous and following step.

This is illustrated by Figure 5.9, where subscript, i, and superscript, n, denotes the space

and time index, respectively.

Figure 5.9: Space and time discretisation for a one-dimensional acoustic system.

Equation 5.19 can be discretised as Equation 5.20 and rearranged for easier implemen-

tation, as Equation 5.21.

δ
(n+1)
i + 2δn

i + δ
(n−1)
i

∆t2 = c2 δ
(n)
i+1 + 2δn

i + δ
(n)
i−1

∆x2 + βn
i (5.20)

δ
(n+1)
i = 2δn

i − δ
(n−1)
i + [c ∆t

∆x
]
2
(δ(n)

i+1 + 2δn
i + δ

(n)
i−1) + ∆t2βn

i (5.21)
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In Equation 5.21 c∆t/∆x is called the Courant-Friedrichs-Lewy number (CFL), where

∆t is the time increment and ∆x is the space increment. This number was chosen to

ensure that the numerical speed ∆t/∆x is less than the propagation speed, Equation 5.22.

Without this, the numerical simulation would not have been possible.

c >
∆t

∆x
(5.22)

The wave can be modelled to be reflected or absorbed by a boundary. The first case

was given by Dirichlet boundary conditions, Equation 5.23. This condition was ideal for

the boundary at x = 0 where the wave is pulsed from.

δ(x, t) = 0 (5.23)

For absorption across the boundary, Mur’s discretised absorbing boundary conditions

are given by Equation 5.24. This condition was ideal for the boundary at the end of the

fluid layer, where L = x1 + x2 + x3.

δ
(n+1)
L = δn

L−1 + CFL − 1
CFL + 1[δ(n+1)

L−1 + 2δn
L] (5.24)

5.3.3 Initial Wave Design

The ultrasonic wave emitted by source β from the boundary at x = 0 required defining.

Initially a simple harmonic sine wave was applied, however, this type of wave does not

truly represent a transducer, which has been deformed to produce a vibration. Therefore

a Gaussian distribution was applied, Figure 5.10a, using the Gaussian function in MAT-

LAB, which is shown in Appendix B. Furthermore, to accurately simulate real ultrasonic

viscosity measurements, a chirp wave was designed to pulse at a range of frequencies across

a specified number of cycles, Figure 5.10b. The length of the chirp is dependent on the

number of cycles, resonant frequency and time increment and was produced using Equa-

tion 5.25, where A is the voltage amplitude, fChirpV ec is the chirp frequency vector, tV ec is

the time vector and Gaussian is the MATLAB function mentioned previously. The chirp

frequency vector was created at a desired length using a start frequency which then peaks
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in amplitude at the resonant frequency.

δn=1:ChirpLength
i=0 = Gaussian[A × sin[2π × fChirpV ec × tV ec]] (5.25)

(a) Harmonic sine wave and Gaussian distributed sine
wave.

(b) Gaussian distributed chirp wave.

Figure 5.10: Initial wave design showing progression from a harmonic sine wave through
to a Gaussian distributed chirp wave.

5.3.4 Numerical Parameters

The numerical model uses speed of sound to distinguish between each layer, creating a

boundary and producing a reflection encountering a change in speed of sound. The speed

of sound values for aluminium and the matching layer were already available for a shear

wave, Table 5.3. However, shear wave speeds in fluids are not well documented due to their

short propagation lengths. Therefore, considering a Newtonian fluid, it was necessary to

utilise Equation 5.26 to calculate the shear speed of sound in a liquid.

cl =
√

G

ρ
=
√

iG′′

ρ
=
√

iωη

ρ
(5.26)

Table 5.3 shows numerical parameters used for the following simulations. The same

speed of sound values for the solid layers in the analytical model were reproduced here,

along with calculated speed of sounds for fluids with the same viscosities. It is important to

note that speed of sound is a material property and therefore it will not change. However,

as illustrated by Equation 5.26, the speed of sound in a fluid is dependent on the viscosity

and density, hence varied sound speeds with respect to viscosity are shown in Table 5.3.
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Also the density used for the oils was kept at 800 kg/m3. A Gaussian distributed ultrasonic

chirp was used with a centre frequency and start frequency comparable with the analytical

model resonance at 10 MHz, Figure 5.7. Space and time resolution was setup to clearly

observe a wave form and to align with available pulsing instruments. Finally the CFL

condition is shown in Table 5.3, which is dependent on the layer speed of sound and the

ratio of the time to space resolution. The CFL values vary between fluids as their speed

of sound varies.

Table 5.3: Numerical model parameters.

Solid Layers Speed of Sound
Aluminium 3158 m/s

Matching layer 780 m/s
Fluid Layers Speed of Sound

1 ×10−3Pas 6.27 m/s
0.01 Pas 19.82 m/s
0.1 Pas 62.67 m/s
1 Pas 198.17 m/s

Ultrasound Parameters
Resonant frequency 10 MHz

Start frequency 8.5 MHz
Number of cycles 5

Amplitude A 4V
Numerical Set-up Parameters

Space resolution ∆x 9.75 µm
Time resolution ∆t 1 ns

CFL Condition
Aluminium 0.6477

Matching layer 0.16
1 ×10−3Pas 0.18 ×102

0.01 Pas 0.57 ×102

0.1 Pas 0.182 ×101

1 Pas 0.575 ×101
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5.3.5 Numerical Simulation Method

Implementing equations from Section 5.3.2 with the initial wave design and applying

parameters listed in Table 5.3 to the MATLAB script, shown in Appendix B, the numerical

simulation was executed using the method illustrated by Figure 5.11. The following steps

shown in Figure 5.11 were taken:

• Boundary conditions are set for the three layered model using Equation 5.23 for the

boundary at x = 0 and Equation 5.24 at x = N, Figure 5.8.

• Numerical parameters are inputted such as material layer properties and ultrasonic

wave values. The first fluid speed of sound (dependent on viscosity) was used until

the time loop was completed, at which point a new fluid was selected, depending on

the number of fluids simulated. The first fluid is always a fully reflected reference of

a zero speed of sound value. This is highlighted later in the analysis method.

• The time step loop is conducted using Equation 5.21 where a new space vector was

created based on the previous, current and next increment.

– A chirp wave was created, using Equation 5.25, over a time range equal to that

of the length of the chirp.

– After the chirp has been produced, the source seizes to emit sound and new

time increments process the propagation of this chirp wave.

• Simulating how a transducer would detect an ultrasonic signal, a time domain signal

was obtained by observing the voltage amplitude at the point in space, x = 0.

• The entire time step computation was then repeated for the next fluid speed of sound

and a time domain signal was similarly produced.

• Finally the signal analysis was conducted, which is discussed more in later sections.
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Figure 5.11: Numerical Simulation Method.
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5.3.6 Numerical Simulation

Following on from the method in Section 5.3.5 some of the frames at different time intervals

are given in Figure 5.13. Figure 5.12 was created to show the location of the layers in

the simulation, which would cause a change in speed of sound and therefore create a

reflection. The initial ultrasonic wave was created at the source, β, on the left boundary

and was propagated towards the matching layer-fluid interface on the right. The fluid in

this simulation had a viscosity of 1 Pas. After striking the measurement interface, the

waveform was clearly distorted.

(a) Waveform at point in time, t = 1.1µs.

(b) Focused version of Figure 5.12a to clearly illustrate each layer, which
aligns with Figure 5.8.

Figure 5.12: Representation of layer locations within the simulation. At each boundary a
speed of sound change occurs which creates a reflection.
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(a) t = 1.1µs (b) t = 5µs

(c) t = 8µs (d) t = 10µs

(e) t = 12µs (f) t = 17µs

Figure 5.13: Numerical solution example of an ultrasonic wave striking a fluid interface in
a three layered model.
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As the ultrasound source was positioned at x = 0, a signal displacement observation

with respect to time was made at that same location, Figure 5.14. Compared with the

initial waveform, the reflected waveforms were distorted after interaction with the fluid

interface.

Figure 5.14: Signal voltage amplitude observation with respect to time at x = 0

5.3.7 Analysis Method

To obtain the reflection coefficient from the simulation, a number of steps were completed

once a signal was produced. It followed the same processing steps as real ultrasonic data,

which is clearly outlined in the following chapter. As this followed the same analysis as

real data, a reference measurement was required. A reference measurement is a reflected

wave from the matching layer-fluid boundary when there is no fluid. Hence, the reference

was modelled as a complete reflection using a speed of sound equal to zero.

• Time domain waveform trimming - The full signal, Figure 5.15a, was focused on the

first reflection, Figure 5.15b.

• FFT - A Fast Fourier Transform was used to convert the time domain signal into the

frequency domain, Figure 5.16a. This showed the energy amplitude of the reflection

in terms of its frequency components, which displayed key features, as discussed in

Section 3.7.2.
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• Reflection coefficient - The reflection coefficient was then found by dividing a fluid

FFT signal by the reference FFT signal (full reflection), Figure 5.16b.

5.3.8 Reflection Coefficient From a Newtonian Fluid Layer

Using the numerical parameters from Table 5.3, Figure 5.15 was produced, where Figure

5.15a shows the full time domain signal response, and Figure 5.15b shows the first reflec-

tion. It is visually clear that the signal amplitude is reduced as the viscosity of the fluid

increases.

(a) Full time domain signal. (b) Trimmed first reflection time domain signal.

Figure 5.15: Numerical model time domain response at 10 MHz centre frequency for a
range of different viscosity fluids and a reference simulation.

Converting the time data into the frequency domain, Figure 5.16, the signal amplitude

is displayed in terms of its frequency components, Figure 5.16a. The FFT shows a much

greater differentiation with amplitude in comparison to the reference simulation. Also,

as the viscosity increases, a dip in the amplitude becomes more visible at the resonant

frequency. The bandwidth of the chirp pulse is also visible in the FFT, spanning from

around 8.5 to 11.5 MHz, when considering a -6 dB range. Dividing the fluid FFT data

by the reference data produced the reflection coefficient, Figure 5.16b. The result is of a

similar format to Figure 5.6 produced by the analytical study, however, the resonant dips
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shown here are clearest within the bandwidth of the pulse. This is more realistic to how

a real ultrasonic viscometer would work. This response would then by correlated to the

viscosity by selecting the lowest reflection coefficient value within the resonant dip.

(a) FFT amplitude frequency spectrum. (b) Reflection coefficient.

Figure 5.16: Numerical model frequency domain response at 10 MHz centre frequency for
a range of different viscosity fluids.

5.4 Comparison Between Numerical and Analytical

Models

Numerical solutions computed in section 5.3.8 were compared with the analytical result

at the same resonant frequency and solid and fluid layer parameters. The result is illus-

trated in Figure 5.17 and it was noted that numerical result showed good agreement with

the analytical solution at the maximum resonant frequency dip. The reflection coefficient

from the numerical model revealed similar behaviour as the analytical result, Equation

5.10, when subject to various fluid viscosities. This agreement suggested that both models

predict a similar result at the maximum resonant dip frequency. Outside of the resonant

dip frequency, differences start to emerge, as the analytical model’s reflection coefficient

tends to 1 at a much faster rate. This is because the analytical model considers each

frequency step as if it was the centre frequency and calculates the reflection based on
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the impedance mismatch at the measurement interface (boundary x2 in Figure 5.1). In

contrast, the numerical model produces a waveform within a frequency bandwidth and

compares the reflection from an oil with a reference (complete reflection, R = 1). How-

ever, some frequencies outside the bandwidth are also excited, and as there is no noise

within the simulation, a lower reflection coefficient value is produced for each oil. The

following chapters show real data where frequencies outside of the waveform bandwidth

are filled with noise. Hence, the numerical model’s reflection coefficient values outside of

the bandwidth in Figure 5.17 are ignored.

Figure 5.17: Comparison of the reflection coefficient data obtained using both analytical
and numerical solutions for a 10 MHz centre frequency. The analytical model uses Equa-
tion 5.18.

To further illustrate the agreement between the two models, Figure 5.18 was made.

Here the analytical model was used to fit the numerical model data which was selected

at the peak resonance (10MHz). Figure 5.18 showed that the analytical model provided a

perfect correlation of R2 = 1 for numerical results. Using the analytical model as a fit for

the numerical model would allow measured or predicted reflection coefficient values to be

converted into a viscosity value.
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Figure 5.18: Comparison of the reflection coefficient with respect to viscosity. Numerical
data points were plotted and fitted with the analytical model, Equation 5.18, which pro-
vided a perfect correlation. Results were obtained using a 10 MHz frequency.

5.5 Conclusion

This chapter compared two different approaches to predict the reflection coefficient of

varying viscosity fluids using a three layered ultrasonic viscometer. It did so by redevelop-

ing a three layered analytical model and creating a novel numerical model. The following

conclusions were made:

• An exact solution to the three layered system was analytically solved in the form of

Equation 5.10 and 5.11.

• An estimated solution was conducted using a numerical approach using a discre-

tised one-dimensional wave equation, Equation 5.21. This solution mirrored real

ultrasonic data acquisition and was a method to support the analytical approach.

• Both models highlighted that the sensitivity was dependant upon the thickness of

the intermediate layer and could be manipulated to increase sensitivity of viscosity

measurements.
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• They also showed that a higher frequency would produce a lower reflection coefficient

value. Depending on the viscosity under investigation, this would similarly increase

the sensitive of results, allowing for more accurate measurements.

• The exact solution provided by the analytical model was used to fit the numerical

data, and did so with a perfect agreement. Thus illustrating the similarity between

each model.

• Both models provided an insight into the physical interaction of an ultrasonic shear

wave with varying fluid viscosity in a three layered system. Therefore they are useful

tools when understanding the behaviour of real acquired data, which is done in the

following chapter.

• Finally, designing an experimental set-up was much easier with the help of these

models. Transducer frequencies and material selection could optimised to meet the

requirements of the oil under investigation. Also a set-up could be designed with

products readily available on the market, without the requirement for bespoke parts.
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Chapter 6

Methodology for Ultrasonic Shear Vis-

cometry

This chapter outlines the practical measurement methodology of ultrasonic viscometery

that is used to measure viscosity changes due to contamination in a dielectric coolant,

which is discussed in Chapter 7. It outlines all experimental hardware, procedures and

set-up in order to conduct measurements. It then discusses the calibration process for a

range of sensor frequencies and evaluates their results with the analytical and numerical

model from Chapter 5.

6.1 Matching Layer Methodology Outline

Up to this point, matching layer theory and the ultrasonic viscometer have been discussed

broadly in Chapter 3, however a proper description on the workings of this set-up, which

were specific to this research, are discussed here.

Figure 6.1 illustrates the matching layer viscometer set-up, where layer 1 is the metal

block, layer 2 is the matching layer and layer 3 is the fluid. Layer 2 was bonded onto the

top surface of the metal block using an adhesive. Underneath the metal block a transducer

was similarly bonded on, which was then connected to ultrasonic hardware using coaxial

cables. The thickness of the metal block was dependent on the application environment

of the viscometer, or simply to accommodate for the transducer size and frequency, which

would affect the beam spread and near field range. The matching layer had a thickness

of a quarter wavelength of the transducer in order to create destructive interference and

resonance. It also required an intermediate impedance value compared to the metal block

and the test fluid. Both of these design features allowed more energy to be transmitted
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into the fluid. The benefits to a matching layer or use of a three layered model were

discussed in Section 3.4, where reflection data was compared with a two layered model.

Figure 6.1: Sketch of the ultrasonic viscometer set-up.

When the transducer is excited by an applied voltage, a mechanical wave is produced

in a desired format established using ultrasonic pulsing equipment. For example a chirp

wave of a desired number of cycles over a range of frequencies. Figure 6.2 illustrates the

propagation of a pulsed wave inside a matching layer viscometer.

Figure 6.2: Illustration of how a pulsed wave propagates throughout a matching layered
viscometer.

The initial wave propagates through the metal until it strikes the first boundary be-

tween the metal and matching layer. At this point, some energy is reflected and some
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transmitted into the matching layer. Due to the quarter wave length thickness, destruc-

tive interference is created, discussed in Section 3.3.5. Therefore energy reflected back at

the metal - matching layer interface is cancelled out. Once this is completed, the trans-

ferred energy propagates towards the matching layer - fluid interface, where some energy

is reflected and some transmitted. The energy transmitted into the fluid is completely at-

tenuated, discussed in Section 3.3.4, whereas the reflected energy propagates back towards

the sensor. This energy is then received and converted into a voltage for processing. It

is this matching layer - fluid interface that the ultrasonic reflectance method considers,

hence this interface is called the measurement interface. Depending on the number of

boundaries and the layer materials, multiple reflections will occur from one pulse with

respect to time. In order to obtain the reflection coefficient, a waveform reflected from

a fluid is compared with a completely reflected waveform from air at the measurement

interface. The relationship between reflection coefficient and viscosity is described by the

analytical equation, Equation 5.10.

6.2 Apparatus

In the following section, the hardware used to measure the viscosity of fluids using a

multiple frequency matching layer viscometer is discussed. An in-depth description of

the ultrasonic viscometer and its design is presented. Finally, the instruments utilised to

capture data are explained.

6.2.1 Ultrasonic Viscometer Rig

The ultrasonic viscometer, Figure 6.3, was made from a block of 25 mm thick aluminium

that had a variety of frequency sensors and matching layers bonded onto it, as used by

Brenchley, [16]. The frequencies shown in Figure 6.3 are the resonant frequencies at which

a maximum dip in the reflection coefficient will occur due to the thicknesses of the matching

layer.
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Figure 6.3: Ultrasonic viscometer with a range of matching layers and transducers, where
only four of the layers were used. The frequencies shown are the resonant frequencies that
relate to the thicknesses of the matching layer.

To better illustrate Figure 6.3, a sketch was created, Figure 6.4, which shows a simpli-

fied schematic of the matching layer viscometer. The matching layer resonant frequencies

are shown on the top surface and they are partnered with a transducer frequency on the

bottom surface of the aluminium block. Each matching layer thickness and transducer

centre frequency matches, except for the 5 MHz matching layer and 10 MHz transducer.

This was intentional and is discussed in Section 6.2.3.

Figure 6.4: Sketch of the ultrasonic viscometer with a range of frequency sensors and
corresponding matching layers.
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6.2.2 Matching Layers

Selection of a matching layer material was based on successful work done previously by

Haller, Thompson, Schirru and finally Brenchley, [154, 155, 15, 14, 16]. Throughout their

work they utilised polyimide due to its intermediate acoustic impedance. This made it

ideal as an intermediate layer between metal and oil, where sound travels from a very

high acoustic impedance into a low one. Figure 6.5a shows an impedance value that

was calculated using Equation 5.11 for the aluminium - matching layer - oil set-up. It

indicated a suitable shear impedance value of around 1.5 MRayl. Thus polyimide was

chosen due to it having a longitudinal impedance value of 3.16 MRayl, which is typically

double the shear impedance. With a density of 1400 kg/m3, the polyimide therefore has

a longitudinal velocity of 2257 m/s and a shear velocity of 1129 m/s. Hence the shear

impedance of polyimide is 1.58 MRayl, which is similar to that shown in Figure 6.5a.

Figure 6.5b shows the viscosity of the oil when the shear impedance of layer 2 and 3

are equal. Other advantages for using polyimide were that it was manufactured in many

thicknesses, had high chemical resistance, high temperatures stability, was inexpensive,

and could be easily bonded to aluminium using a strain gauge epoxy.

(a) Reflection coefficient changes with shear impedance (b) Reflection coefficient changes with viscosity

Figure 6.5: Optimum matching layer impedance for intermediate layer between aluminium
and a fluid. Modelled using Equation 5.11 for a ultrasonic frequency of 13.86 MHz and,
an oil viscosity and density of 1140 mPas and 859 kg/m3.
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6.2.3 Transducers

To measure viscosity at different shear rates, transducer frequencies 2, 3 and 10 MHz

were employed with their corresponding matching layers, shown in Figure 6.4. Brenchley,

[16], mentions two methods for measuring the viscosity with varied shear rates. The first

utilises one sensor with a large bandwidth, enabling the user to excite a liquid over many

frequencies. This was completed by Schirru, [15], using a 5 MHz sensor and exciting it

at both 5 and 14 MHz (first and second harmonics). The second involves combing the

result of many sensors, which pulse at smaller bandwidths around their centre frequency.

Throughout this chapter, a mixture of the two methods were used. Table 6.1 shows trans-

ducers with set centre frequencies paired with a matching layer thickness that will create

resonance at a desired frequency. In Chapter 5 the thickness of the matching layer was

calculated using Equation 3.13. However, sourcing a matching layer of an exact thickness

that corresponds to a transducer centre frequency was difficult. Instead a matching layer

thickness was sourced from a supplier that produced a material near to the calculated

thickness. This resulted in a resonant frequency that was slightly skewed from the centre

frequency, shown as the actual frequency in Table 6.1. Nevertheless the resonant frequency

was within the bandwidth of each transducer. The thicknesses of the material are also

shown in Table 6.1 and originate from the supplied data sheet.

Table 6.1: Determining the resonant frequency using different transducer frequencies and
corresponding matching layer thicknesses (supplied by polyimide data sheet). Here the
actual resonant frequency is created by the polyimide matching layer thickness with the
partnered transducer.

Transducer
Name

Transducer Centre
Frequency (MHz)

Matching Layer
Thickness (µm)

Actual Resonant
Frequency (MHz)

2 MHz 2 97.5 1.79
3 MHz 3 65 2.98
10 MHz 10 19.5 10.1
14 MHz 10 39 13.86

The 14 MHz transducer, Table 6.1, creates resonance at 13.86 MHz using a 10 MHz

centre frequency transducer. This was produced using a similar method to Schirru, [15].

Figure 6.6a shows a simulated reflection coefficient from the analytical model for a match-
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ing layer thickness corresponding to 5 MHz. It highlights the first and second resonant

dips created by the matching layer. Therefore, a 10 MHz transducer was paired with a

matching layer thickness that corresponded to a 5 MHz transducer. By exciting it around

the frequency of the second resonant dip a higher frequency measurement at a sensitive dip

was obtained. An actual result, shown in Figure 6.6b, illustrates the measured resonant

dip using the 14 MHz transducer.

(a) Simulated frequency response (b) Actual frequency response

Figure 6.6: Simulated and measured data of resonance created at 13.86 MHz using a 10
MHz centre frequency piezoelectric element (14 MHz transducer) paired with a matching
layer thickness that corresponded to a 5 MHz transducer.

To conduct experiments using a range of different frequency transducers, bare piezo-

electric elements (Figure 3.11) were bonded to the aluminium using a strain gauge ad-

hesive. The benefit of using a bare element was the reduced cost and their capability of

being ordered or cut to a required size. The dimensions of the bare piezoelectric elements

were 2 × 5 mm. Making transducers this size meant that they were large enough to

produce an adequate signal using the Picoscope hardware, and small enough to work in

most engineering environments.

The near field range and the beam spread were discussed in Section 3.5.5 and 3.5.6, and

are important when designing ultrasonic equipment and/or selecting transducer frequen-

cies. It was desirable but not essential that each transducer produce a fully constructed
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waveform before reaching the measurement interface, as illustrated Figure 6.7. They were

also required to strike the measurement interface before hitting the side walls, which would

result in noise interference. Using Equations 3.21 and 3.22 the values for the two phenom-

ena were calculated with respect to the transducer dimensions and frequency. The results

for each frequency are shown in Table 6.2. Although aluminium thickness was set at 25

mm for all experiments, mentioned in Section 6.2.1, the near field range of transducer 4

exceeded that thickness. The effect of this is that the incident wave does not have enough

space to properly form before striking the measurement interface. Despite this, it can

still obtain viscosity information. Furthermore, the beam spread illustrates that when the

lowest frequency transducer propagates a shear wave through the sample it contacts a

small area of 21.84◦ from the centre axis. By striking a small area on the measurement

interface, the reflected waves will reach the transducer before hitting the aluminium block

sides. Therefore, interference from the metal block walls have little effect on the first

reflection. With every subsequent reflection however, the effects of side walls will increase

interference and distort the waveform. Nevertheless a large beam spread will result in a

larger measurement area.

Table 6.2: Near field and beam spread calculations for each transducer frequency used.

Transducer Name Near Field (mm) Beam Spread (◦)
2 MHz 4.03 21.84
3 MHz 6.05 14.36
10 MHz 20.16 4.27
14 MHz 27.43 3.13

Figure 6.7: Near field range and beam spread of sound waves inside the matching layer
viscometer.
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To estimate a value for the measurement area that each transducer evaluated, the alu-

minium block thickness, near field and beam divergence were used. Figure 6.8 illustrates

the additional radius created by the beam divergence, which begins after the near field

range has been reached. Hence the beam divergence occurred over a distance of the differ-

ence between the the total aluminium block thickness and the calculated near field length

in Table 6.2. The total measurement diameter for each transducer frequency is shown

in Table 6.3, which will be used in the following chapter to understand how ultrasound

interacts with mixtures.

Figure 6.8: Ultrasonic viscometry fluid measurement radius on the solid - liquid interface
for each transducer frequency. Based on the near field range and the beam divergence (half
of the beam spread), the additional radius measured due to the sensor size and frequency
was calculated. Green is for the 2 MHz transducer, red is for 3 MHz transducer, dark blue
is for the 10 MHz transducers and the 14 MHz transducer is simply the radius.

Table 6.3: Measurement area for each transducer frequency based on the calculations
made in Figure 6.8.

Transducer
Name

Estimated Measurement Area (mm2)

2 MHz 135.61
3 MHz 75.12
10 MHz 22.56
14 MHz 19.63
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6.2.4 Instrumentation

The data acquisition (DAQ) instruments are shown in Figure 6.9. The signal acquisition

unit was a PicoScope 5000 series, which was used as a dual functionality waveform gen-

erator and oscilloscope. Supplied by Pico Technology it offered a superior edge compared

with other DAQ instruments due to its low cost, size, adjustable waveform generation

and digitiser. To obtain temperature in time with signal captures, a TC-08 thermocou-

ple DAQ was used. Similarly supplied by Pico Technology, it utilised versatile K-type

thermocouples both flexible and cheap. Both the PicoScope and TC-08 instruments were

capable of being used with only USB power, increasing their portability. However, their

most important advantage was the drivers available. These drivers made it possible to

work with current LabVIEW software developed at the University of Sheffield, which al-

lowed for input and output settings to be intuitively adjusted. Finally, coaxial cables and

connectors were used to link the transducers to the PicoScope, which allowed a voltage to

pass from the transducer to the PicoScope, and vice versa.

Figure 6.9: Data acquisition instruments consisting of the PicoScope, TC08, coaxial cables,
ultrasonic viscometer and the LabVIEW DAQ VI open on the laptop.
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6.3 Procedure

Following on from Section 6.2.4, the proceeding steps reveal how these instruments were

utilised in this research. To aid this explanation Figure 6.10 shows a simplified block

diagram of the complete set-up.

• The signal settings were inputted on a computer using a LabVIEW VI (virtual in-

strument), which was set up to control the waveform generator via a USB connection.

• The waveform generator uses programmed values from the VI and produces this

information in the form of a voltage (electronic signal), displayed as Tx in Figure

6.10.

• The piezoelectric transducer is then excited by this voltage and deformation occurs

in its polarised direction. This deformation produces an ultrasonic wave (mechanical

wave).

• The ultrasonic wave then travels through the solid and matching layer, where it is

then reflected. This reflection contains impedance information about the liquid.

• Then the reflected wave returns to the transducer, where it is converted back from

a mechanical wave into an electronic signal, displayed as Rx in Figure 6.10. This is

digitised by the oscilloscope part of the PicoScope.

• The digitised data is sent back to the computer, and visually displayed by the Lab-

VIEW VI.

• While the previous steps occurred, temperature data was recorded using the TC-

08 DAQ unit. A thermocouple was placed at the pulsing sensor and another at

the measurement interface. This enabled the detection of the temperature gradient

across the three layered system, which could then be controlled. Temperature control

of the sensor and the measurement interface are crucial for reliable viscosity data

acquisition.
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• The ultrasonic data, with temperature readings, could then be saved and analysed

further.

Figure 6.10: Schematic of the experimental configuration, where Tx is the transmitted
electronic signal and Rx is the received electronic signal.

6.4 Transducer Excitation Setting

It was explained in Section 6.2.3 how the actual resonant frequency is slightly different to

the centre frequency of a transducer. This is due to the supplied thickness of the match-

ing layer. Therefore the most effective pulsing method to excite at the actual resonant

frequency is by using a chirp wave. Table 6.4 shows the excitation settings programmed

into the LabVIEW VI and executed by the PicoScope. A start and end point were chosen

after preliminary data showed where the resonance was actually occurring. The frequency

range was selected in order to produce the most energy at the resonant frequency and thus

improve signal to noise ratio.
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Table 6.4: Chirp excitation settings for each frequency using 5 cycles at 4V peak to peak.
Here the actual resonant frequency is created by the polyimide matching layer thickness,
which is partnered with a transducer of a certain centre frequency.

Tranducer
Name

Transducer Centre
Frequency (MHz)

Actual Resonant
Frequency (MHz)

Start Frequency
(MHz)

End Frequency
(MHz)

2 MHz 2 1.79 1 2.5
3 MHz 3 2.98 2.5 3.5
10 MHz 10 10.1 9 11
14 MHz 10 13.86 12.5 15

The more cycles used, the more the electrical energy is transferred by the transducer.

When a piezoelectric element is programmed to be excited at a voltage, it does not instan-

taneously reach the voltage value over 1 cycle. Instead it builds up over each applied cycle

until it plateaus at the maximum applied voltage, Figure 6.11a. Despite increased energy

levels, a higher number of cycles for longer wavelengths would produce interference with

other reflections, causing unreliable results. To justify the cycle number selection, Figure

6.11b is shown. It indicates that the error in the measured reflection coefficient reduces

with increased number of cycles. However beyond 5 cycles the reduction in error is negli-

gible. Therefore 5 cycles were chosen as an ideal number as it offered lower measurement

error and a cycle count that could be kept constant across all frequencies. Finally, 4 volts

were utilised as the maximum peak to peak energy offered by the PicoScope.

(a) Waveform energy with increased number of
cycles.

(b) Reflection coefficient error with the waveform num-
ber of cycles for 1, 2, 5 and 10 MHz, [16].

Figure 6.11: Selection of the number of cycles for the ultrasonic waveform.
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6.5 Signal Processing

Once raw signals were obtained using the PicoScope, a combination of LabVIEW and

MATLAB were used to manipulate the data in the following steps. The MATLAB script

used to obtain the reflection coefficient from a raw time domain signal can be found in

Appendix C.

1. Time domain signal reading - The raw signal data was captured and opened in

MATLAB ready for manipulation.

2. Signal averaging - The received ultrasonic signal is shown in Figure 6.12, which il-

lustrates the initial pulse, first and second reflection, and interference. An excess of

100 captures were taken of the signal, which was chosen due to maximising noise

reduction, the low memory requirement and the processing times.

Figure 6.12: Averaged full time domain signal using a 10 MHz sensor on the ultrasonic
viscometer.

3. Trim signal - The full time domain signal was then trimmed to focus on the first

reflection, Figure 6.13. The first reflection was chosen because it was subject to the

least amount of interference. Completing this was necessary to provide frequency

components that only correspond to the measurement interface within the signal.

152



Chapter 6 – Methodology for Ultrasonic Shear Viscometry

Figure 6.13: The trimmed first reflection from the measurement interface.

4. Zero padding of signal - Zero padding increases the length trimmed signal by adding

zero elements, Figure 6.14. Zero padding is a widely used signal processing method,

as it makes the length of the time domain equal to the power of two. Thus speeding

up processing times and increasing the resolution of the FFT by reducing the spacing

of the FFT bins.

Figure 6.14: Zero padding added to the trimmed first reflection.

5. FFT - A Fast Fourier Transform was used to convert the time domain signal into the

frequency domain, Figure 6.15. This showed the energy amplitude of the reflection
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in terms of its frequency components, which displayed key features, as discussed in

Section 3.7.2.

Figure 6.15: Signal FFT amplitude in the frequency domain.

6. Reflection coefficient - To obtain the reflection coefficient, all steps (1-5) up to this

point had to be completed with an air reference and an oil measurement. The reflec-

tion coefficient was then found by dividing the oil FFT signal by the air reference

FFT signal, Figure 6.16.

Figure 6.16: Reflection coefficient with respect to the frequency.

Step 6 provides a simple overview for obtaining the reflection coefficient. However once
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this step is completed, interpretation of the reflection data requires both Figure 6.15 and

6.16. Within the bandwidth of the transducer, the amplitude energy is high and therefore

is not as affected by noise. Hence there is a clearly defined dip at the resonant frequency

in Figure 6.16. Energy at frequencies outside the bandwidth are more affected by noise

and thus show random, unpredictable fluctuations in the reflection coefficient.

Selecting a frequency for a singular value of the reflection coefficient has been under

investigation. Schirru and Brenchley [14, 16] successfully selected reflection coefficient

values at the centre frequency of the sensor. The benefit of this was a high signal to noise

ratio. However, Franco [156] investigated a further two methods consisting of averaging

over a frequency band and integral ratio in a frequency band, where the band was equal to

3 dB. Franco found that the amount of variation in reflection coefficient values decreased as

the signal amplitude to noise ratio was improved. Thus indicating that the first method

conducted by Schirru and Brenchley was supported further. Throughout this chapter,

the reflection coefficient was indexed at the peak resonant frequency of the sensor, which

similarly offered a high signal to noise ratio, Figure 6.17. Table 6.5 illustrates the indexed

frequencies used for each transducer to obtain the reflection coefficient. It is important

to note that this indexed resonant frequency is the actual frequency of each transducer

shown in Table 6.4.

Figure 6.17: Indexed reflection coefficient with respect to the frequency, where the indexed
frequency for each transducer is shown in Table 6.5.
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Table 6.5: Indexed frequency values to obtain the reflection coefficient for each transducer.
The indexed frequency is the same as the resonant frequency shown in Table 6.4.

Transducer Name
2 MHz 3 MHz 10 MHz 14 MHz

Indexed frequency (MHz) 1.79 2.98 10.1 13.86

6.6 Experimental Protocol

Using the ultrasonic viscometer to measure the viscosity of a fluid, the following protocol

was used and repeated 5 times for each fluid under investigation. These 5 repeats were to

indicate any error in the system, not to reduce signal noise, as that was reduced by taking

100 captures.

• All measurements were taken between 23-23.5◦C temperature, as minor fluctuations

in temperature can distort results between reference and oil measurements. For extra

temperature control, the set-up was placed inside an insulated oven.

• The ultrasonic viscometer was cleaned using Isopropanol, paying particular attention

to the measurement interface on the matching layer corresponding to the sensor in

use.

• A reference measurement was taken with just air at the interface, which is essential

for obtaining the reflection coefficient.

• An oil was then added to the interface using a pipette and allowed to equalise to

23◦C. If this oil was a mixture, the fluid was mixed using controlled shear rupturing

methods at around 1000rpm for 20 seconds. This ensured a smaller droplet size and

an evenly distributed emulsion and suspension before applying the sample to the

measurement interface.
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6.7 Evaluation with Calibration Oils

Preliminary measurements with calibration oils were used to evaluate the ultrasonic models

created in Chapter 5. This is a vital step to obtain models for predicting the viscosity

as it allows material parameter manipulation which were caused by minute differences in

the development of the ultrasonic viscometer. The fluid samples used were all Newtonian

hydrocarbon oils, which were certified by the NIST (National Institute of Standards and

Technology), Table 6.6. These oils were ideal for validating the models as they are provided

with detailed information on their properties; namely the viscosity and density at a large

range of temperatures. The following lower viscosity oils were selected as samples that

would provide measured data around the viscosity of the coolant under investigation.

Table 6.6: Standard calibration oil data from the data sheet, [157, 158].

Standard Oil Name Density at 23◦C
(kg/m3)

Dynamic Viscosity at
23◦C (mPas)

Cannon S3 865 3.58
VWR 70 833 16.52
VWR 92 851 32.5
VWR 82 867 76.76
VWR 98 869 118.1
VWR 71 871 236.46

The analytical model, Equation 5.11, is a mathematical equation used to describe

changes in viscosity with reflection coefficient for a three layered system. Therefore, the

analytical model was used to fit the measured data using the MATLAB Curve Fitting

application. To input this model into the MATLAB application, Equation 5.18 was used

with as many defined variables as possible, such as solid impedance and fluid density. This

therefore left the matching layer impedance variable, which is an accurate assumption

for this set-up due to this layer being bonded between two defined material properties.

Equation 5.11 was also used to fit the numerical data where an expected perfect agreement

was achieved, R2 = 1. These two models were then plotted, Figure 6.18, with measured

data, comparing reflection coefficient with the data sheet viscosity from Table 6.6. Figure

6.18 shows how the analytical and numerical model align with measured data for each
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transducer, where their resonant frequencies are shown in Table 6.4. It is evident from

Figure 6.18 that the material property values, supplied by the data sheet, for the variable

matching layer required adjusting in order to provide a better agreement. However, it was

necessary to understand which factors could impact the discrepancy between measured

and predicted in such as way, so that appropriate changes could be made.

(a) 2 MHz and 3 MHz results for the viscosity models (b) 10 MHz and 14 MHz results for the viscosity models

Figure 6.18: Untuned evaluation of the analytical (Equation 5.18) and numerical viscosity
models with measured data from the standard oils shown in Table 6.6.

Manfredi, [17], and Brenchley, [16], highlighted the importance of varying material

parameters when evaluating the analytical model with measured data. Furthermore,

they reported disparities between measured data and the analytical model which were

caused by each individual sensor. These variations arose from instrumentation, for exam-

ple, using adhesive to bond the matching layer on to the aluminium, which could vary

slightly in thickness on each application. This manifested a requirement to optimise cur-

rent impedance values for the matching layer in order to acquire more accurate model

predictions. In Manfredi’s and Brenchley’s work, they referred to this as tuning.
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6.7.1 Model Tuning

Firstly, tuning was required in order to obtain an accurate viscosity value for each reflection

coefficient measurement. It does not indicate a lack of agreement between the model

and experiments but rather it indicates an unaccountable change between the set-up and

model by adding the adhesive. In a practical application, tuning could be considered to

be a calibration step in the measurement procedure.

To execute tuning, the reflection coefficient from the analytical and numerical model

for a single oil (Cannon S3) was made equal to the measured reflection coefficient data.

This was done by manipulating the acoustic impedance of the matching layer for both

models until an agreement was reached. The acoustic impedance value for each frequency

was noted in Table 6.7. Also, as there was no relationship between viscosity and density,

both models assumed that the density was constant for all the fluids. The result of tuning

is illustrated in Figure 6.19 where both models provided a better agreement with the

measured data. The correlation between each model and the measured data is shown in

Table 6.8.

Table 6.7: Analytical and numerical untuned and tuned materials impedance values used
to fit the data in Figures 6.18 and 6.19.

Material Parameters Untuned Tuned
2

MHz
3

MHz
10

MHz
14

MHz
Aluminium acoustic impedance (MRayl) 8.37 8.37 8.37 8.37 8.37
Polyimide acoustic impedance (MRayl) 1.5 1.45 1.52 1.52 1.42

Oil density (kg/m3) 859 800 800 800 800
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(a) 2 MHz and 3 MHz results for the viscosity models (b) 10 MHz and 14 MHz results for the viscosity models

Figure 6.19: Tuned evaluation of the analytical (Equation 5.18) and numerical viscosity
models with measured data from the standard oils shown in Table 6.6.

Table 6.8: Correlation coefficients for both the analytical and numerical model with respect
to measured data.

Transducer Name R2

Analytical Numerical
2 MHz 0.999 0.997
3 MHz 0.997 0.954
10 MHz 0.999 0.949
14 MHz 0.999 0.955

A good correlation is shown for each transducer between the analytical and numerical

model with experimental data. This is confirmed by the R2 value in Table 6.8. Once

tuning was completed the models were set up to predict the value of an unknown viscosity

oil. This was done by measuring the reflection coefficient of an unknown viscosity oil and

feeding it back into both models to obtain a viscosity value.

6.8 Conclusion

The practical measurement methodology of ultrasonic viscometry was chronologically ex-

plained. This methodology will be used to measure the viscosity changes due to contam-
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ination in a dielectric coolant in the following chapter. To clarify the signal processing

procedure in order to obtain the viscosity of an unknown oil, Figure 6.20 is presented.

Finally, to end this chapter, the subsequent conclusions were made:

• An outline of the matching layer viscometer and all the apparatus, including the

ultrasonic viscometer, matching layers, transducers and instrumentation, were doc-

umented and justified in detail.

• Systematic representation of the test procedure and experimental protocol were cre-

ated in order to complete measurements.

• For each transducer different signal excitation settings were created that offered the

most effective way to produce clear resonance and the actual resonant frequency.

• The signal processing required to obtain the reflection coefficient was explained in

chronological stages.

• Calibration oils were utilised in order to evaluate the analytical and numerical model

with measured data.

– For each transducer, both models were tuned to increase the correlation between

measured and predicted data.

– The analytical and numerical model showed an R2 above 94% for all fits, illus-

trating good correlation.
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Figure 6.20: Flow chart overview of the signal processing steps required to obtain a func-
tioning ultrasonic viscometer.
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Chapter 7

Ultrasonic Shear Viscometry to De-

tect Contamination

This chapter outlines the practical measurement of ultrasonic viscometry in order to mea-

sure viscosity changes caused by contamination in a dielectric coolant. Firstly, the ul-

trasonic transducers were used to measure the viscosity of the pure coolant fluid and a

comparison was made with conventional viscometer tests conducted in Chapter 4. The

coolant was then artificially contaminated using distilled water and copper. An evalu-

ation was then made on the measured ultrasonic viscosity and how this compares with

viscometer data. Finally the applied shear rate was calculated and the flow behaviour of

each fluid was observed in order to determine the negative impact contamination has on

their dielectric and cooling properties. As previously discussed, flow behaviour changes,

especially as a Newtonian fluids becomes non-Newtonian, can indicate degradation and

therefore the dielectric and cooling properties are negatively influenced.

7.1 Introduction

The dielectric fluid samples under investigation in this thesis were highlighted in detail

in Chapter 4. The apparent viscosity values measured using conventional shear rotation

method, accompanied by the predicted viscosity from Section 4.6, are re-shown in Table

7.1. The coolant mixtures consisted of 3, 10 and 20 % fractions of distilled water droplets,

and 0.1, 0.5 and 1 % fractions of copper particles.

For each coolant mixture, measurements were carried out using the method outlined in

Chapter 6, which utilised a range of frequency transducers that were indexed at frequencies

shown in Table 6.5. For clarification, unless otherwise stated the results shown in this
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chapter were all obtained at 23◦C. This temperature was maintained using an insulated

oven. To simplify explanations, measured ultrasonic viscosity was referred to as MUV and

measured rheometer viscosity was referred to as MRV.

Table 7.1: Low shear rate viscosity of pure coolant with varying fractions of contamination,
where the rheometer viscosity was measured in Chapter 4, and the predicted viscosity was
calculated using Equation 2.23, 2.25 and 2.24.

Oil Rheometer Viscosity at
23◦C (mPas)

Predicted Viscosity at
23◦C (mPas)

Pure Coolant 6.01 6.01

Water
3 % 6.78 6.42
10 % 6.87 7.89
20 % 7.11 10.95

Copper
0.1 % 5.74 6.03
0.5 % 6.21 6.09
1 % 6.6 6.16

7.2 Evaluation of Pure Coolant

In order to evaluate the pure coolant Figure 7.1 was produced. The MUV data was

compared with the MRV data to observe any discrepancies between conventional and

ultrasonic methods with regards to the mean and percentage deviation.

Figure 7.1a shows the mean values of the MUV for each transducer, using the tuned

analytical and numerical model. These values are compared against the pure coolant

rheometer viscosity. The same is done in Figure 7.1b, however as the analytical and

numerical models had the same percentage deviation, only one bar for each transducer is

required.

The pure coolant MUV was in good agreement with the MRV for both 2 and 3 MHz.

Although, for higher frequencies such as 10 and 14 MHz, the MUV was lower than the

MRV. This indicated that at high ultrasonic frequency oscillations, the coolant was ex-

hibiting shear thinning behaviour. This type of non-Newtonian behaviour at very high

frequencies has been shown by Borras, [159], and Franco, [160] and will be outlined in

detail in the discussion section. However, as the coolant showed Newtonian behaviour

across rheometer measurements found in Chapter 4 and the lower frequency transducers,
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the sudden decrease at high frequencies could be a transition zone from one Newtonian

plateau to another. Overall there was an insignificant difference between the analytical

and numerical models. However the analytical model was favoured as it had a much better

correlation across all transducer calibration plots, Figure 6.19.

(a) Mean values of the MUV and MRV. (b) MUV and MRV percentage deviation from the mean.

Figure 7.1: Viscosity mean and percentage deviation values of the pure coolant using
conventional and ultrasonic viscometry. Figure 7.1a includes the analytical and numerical
models compared with the rheometer data for each transducer name. Figure 7.1b compares
the percentage deviation of ultrasound and rheometer measurements, where the deviation
of the analytical and numerical models are equal.

With regards to Figure 7.1b, the deviation of the MUV was not as low as the MRV

deviation, though it was less than 4 % if the 14 MHz transducer is ignored. The larger

deviation of the 14 MHz transducer was due to the method in which the indexed resonant

dip is created, discussed in Section 6.2.3 and the near field range. By not creating resonance

at the centre frequency and not allowing the wave to properly construct, there is more

deviation in the viscosity measurement as the signal to noise ratio is reduced.

7.3 Evaluation of the Effect of Water Contamination

A different approach was considered to evaluate the effects on viscosity with varying

degrees of water contamination. Figure 7.2 shows this approach, where the viscosity is
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compared with the dispersed phase volume fraction, and the MUV data from the analytical

and numerical models are plotted with the MRV for each individual transducer.

(a) 2 MHz (b) 3 MHz

(c) 10 MHz (d) 14 MHz

Figure 7.2: Water contaminated viscosity comparison between conventional and ultrasonic
viscometry for each individual transducer. The black coloured plot is the rheometer data,
the green plot is the analytical model and the blue plot is the numerical model.

Using Figure 7.2, the MUV of water contaminated mixtures were clearly lower than that

recorded in the MRV, for all volume fractions and transducers. The MRV increases with

increasing dispersed phase volume, however for MUV it is evident that there is a decrease
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with increasing water content. Here MRV remains true to the theory presented in Chapter

2, as with increased water contamination, the viscosity of the complete mixture should

also increase. This is the result of distorted flow caused by droplets that hydrodynamically

interact with each other as droplets aggregate. However, it was shown in Chapter 4 that

increasing water content produced shear thinning behaviour, which was displayed by the

n value in Equation 2.13. As the MUV is recorded at higher shear rates, it could be

resulting in a lower apparent viscosity. This behaviour was similarly reported by Franco,

[160], when measuring the viscosity of presumed Newtonian SAE oils. Franco’s conclusions

were that the oils were behaving in a non-Newtonian manor, as described by Maxwell’s

model. There the BP oil testing in this thesis could well be non-Newtonian at higher

frequencies.

In contrast, the ultrasonic viscometer measures the fluid mixtures over a small area,

Table 6.3, in comparison to the rheometer, which measures an area of 2827.43 mm2. Thus

potential uncertainty around MUV data is raised, especially as higher frequency results

for pure coolant also showed a decrease in MUV. This could be overcome by using many

ultrasonic transducers, however this was out of the scope of this research.

Identically to the evaluation of pure coolant, the behavioural differences between the

analytical and numerical viscosity with dispersed volume fraction were minimal.

7.4 Evaluation of the Effect of Copper Contamination

Similarly to studying the effects of water contamination, the same approach was considered

to evaluate the effects on viscosity with varying degrees of copper contamination, Figure

7.3. For 2 and 3 MHz transducers, MUV was consistently greater than MRV, and followed a

similar increasing trend with dispersed phase volume fraction, Figures 7.3a and 7.3b. This

correlation between MUV and MRV was closer than those seen for water contamination,

which could be due to the low quantities of copper contamination. However as seen before

for both pure and water contaminated coolant, the higher frequency 10 and 14 MHz

transducers presented viscosity values lower than MRV. When considering the amount of

deviation for all transducers, the disparity between the amount of contamination was not
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clear. However, the MUV data with dispersed phase volume shows an increasing trend

that closely follows that of the MRV.

(a) 2 MHz (b) 3 MHz

(c) 10 MHz (d) 14 MHz

Figure 7.3: Copper contaminated viscosity comparison between conventional and ultra-
sonic viscometry for each individual transducer. The black coloured plot is the rheometer
data, the green plot is the analytical model and the blue plot is the numerical model.

It is evident that the continuous phase dictates the MUV of the sparsely contaminated

copper mixtures, where lower frequencies are similar to MRV and higher frequencies are

lower then the MRV.
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It was mentioned in Section 7.3 that uncertainty around the ultrasonic viscometer’s

measurement area size, and whether a true viscosity value regarding the bulk mixture is

obtained. This is expanded upon in detail in the discussion part, Section 7.6.

The analytical and numerical models both predicted similar MUV for all the previously

discussed fluid samples. Therefore only the analytical model is considered in the following

sections, as it provided a better correlation value with the calibration oils, Figure 6.19.

7.5 Shear Rate Effects on the Flow Behaviour

After inspecting Figures 7.1, 7.2 and 7.3, it was suspected that the pure coolant and

mixture samples was exhibiting shear thinning behaviour at high shear rates. To properly

investigate this, viscosity was graphed against the measured frequency for each sample

and is shown in Figure 7.4. The MUV data shown with corresponding frequency further

illustrates how distinguishable the effect that contamination content had on the viscosity of

each fluid sample tested. For water contamination there is a clearly distinguished decrease

in viscosity with increasing dispersed phase volume from a pure coolant, which appears to

be decreasing with increasing measurement frequency. For copper contamination there is

a similar decreasing viscosity trend with frequency. However, the order at 2 and 3 MHz

is completely reversed at 10 and 14 MHz transducer frequencies.

The reason Figure 7.4 maintains the measured transducer frequency and does not

display shear rate was due to the invalid nature of the Cox-Merz rule, Equation 2.7,

for this type of viscometer. This was explained in Section 3.9.5, hence to illustrate the

viscosity in terms of shear rate, further steps are required. As a result it is difficult to draw

conclusions around the potential shear thinning behaviour and other flow characteristics.
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(a) Water contamination. (b) Copper contamination.

Figure 7.4: Ultrasonic viscosity data with measured frequency for water and copper con-
taminated mixtures compared with the pure coolant.

7.5.1 Calculating Shear Rate

Measuring the velocity in order to calculate the shear rate applied to a fluid using ultrasonic

shear waves was discussed previously in Section 3.9.5. To obtain the true shear rate within

the fluid, the relationship shown in Equation 3.24 and 3.25 and are reproduced here for

the readers convenience, Equation 7.1 and 7.2. These equations were derived from Stoke’s

second problem and they are extensively explained in Brenchley, [16].

Ut = Z1

Z3
Ui (R + 1) (7.1)

γ̇ = Ut

√
ω

ν
(7.2)

Excluding the velocities Ui and Ut, all the variables in Equation 7.1 and 7.2 were already

known or had been previously measured, with regards to the coolant and contaminated

mixtures:

• The impedance of the incident layer, Z1, was 8.37 MRayl from Table 6.7.
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• The reflection coefficient had been measured.

• Using Equation 5.17, the impedance of the fluid layer, Z3, was calculated using a

known density value (800 kg/m3 from the tuned material parameters in Table 6.7)

and the measured dynamic viscosities.

• The kinematic viscosity, ν, of 8.392 mm2/s was obtained at 23◦C using Equation

2.5 from the values shown in Table 4.1.

• The angular frequency was calculated using the indexed frequencies for each trans-

ducer, Table 6.5.

A sketch is shown in Figure 7.5, which highlights the shear wave incident, transmitted

and reflected paths. It also shows the incident wave velocity, Ui, and the transmitted wave

velocity inside the fluid, Ut. The incident wave velocity occurs inside the incident layer at

the very edge of the measurement interface, where it then transmits into the fluid layer.

Figure 7.5: Sketch of the ultrasonic wave path and velocity considered by Equation 7.1
and 7.2.

Brenchley, [16], measured the velocity of shear waves at the aluminium interface for 1

and 2 MHz, utilising the same ultrasonic viscometer rig shown in this work. This data

was shown previously in Figure 3.32a and is reproduced in Figure 7.6a with an equation

for each linear fit, Equation 7.3.
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U1MHz
i = 4.968e−5x + 1.587e−3 U2MHz

i = 7.728e−5x + 3e−3 (7.3)

These equations enabled extrapolation to find a value for the incident wave velocity

that strikes the measurement interface, Ui, at 4 volts. Thus Figure 7.6b is obtained.

Assuming that the behaviour of the incident velocity with frequency is linear, Equation

7.4 was produced that allowed extrapolation to find the incident wave velocity at the

frequencies used in this research, Table 6.5.

Ui = 1.523e−9x + 2.623e−4 (7.4)

(a) Brenchley’s data for 1 and 2 MHz. (b) Extrapolated velocity with frequency at 4 volts.

Figure 7.6: Extrapolating Branchley’s, [16], incident velocity with voltage data to obtain
velocity values for the frequencies used in this work.

The transmitted wave velocity, Ut, was then calculated using Ui, which lead to a shear

rate value for each tested fluid using a different transducer frequency. The method for

calculating the shear rate is summarised as a flow chart in Figure 7.7.
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Figure 7.7: Reading from left to right: A flow diagram showing the method for calculating
the shear rate. The analytical viscosity model uses Equation 5.11, the velocity model uses
Equation 7.1 and the shear rate model uses Equation 7.2.

To illustrate the differences, Figure 7.4 was reproduced in Figure 7.8 to show the

measured ultrasonic viscosity with the applied ultrasonic shear rate. Due to the shear rate

calculation being dependent on the measured reflection coefficient, viscosity and frequency,

the calculated shear rate is therefore different for each transducer and fluid sample. It is

evident from Figure 7.8a that the applied shear rate from each transducer increases with

increasing dispersed phase volume, whereas in Figure 7.8b, this is reversed. Hence it is

obvious that the larger the calculated shear rate, the smaller the MUV. The calculated

shear rate, for each fluid sample using each transducer, is shown in Table 7.2.
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(a) Water contamination. (b) Copper contamination.

Figure 7.8: Ultrasonic viscosity data with calculated shear rate for water and copper
contaminated mixtures compared with the pure coolant.

Table 7.2: Calculated shear rate, in ks−1, for each fluid sample with each transducer.

Pure Water Contamination Copper Contamination
3 % 10 % 20 % 0.1 % 0.5 % 1 %

2 MHz 244.8 274.9 283.6 363.8 239.8 224.9 207.2
3 MHz 387.8 411.5 448.3 535.7 385.9 362.4 339.2
10 MHz 1434.1 1529.7 1668.5 2048.9 1534.2 1523.9 1503.5
14 MHz 1980.5 2263.9 2442.1 2961.0 2195.7 2121.9 2038.5

7.5.2 Evaluating the Flow Behaviour

The calculations made to find the shear rate applied to each fluid at different frequencies

allows ultrasonic oscillatory shear measurements to be graphed with conventional steady

state shear, Figure 7.9. This allows the flow behaviour of each fluid sample to be properly

assessed, as previous figures have only compared MUV and MRV values with dispersed

phase volume. Nevertheless in previous figures it was suspected that all fluid samples were

shear thinning, hence the study in this section should highlight this behaviour. Figure 7.9

shows the relationship between the MUV and shear rate. This was fitted using the Carreau-

Yasuda model, Equation 2.14, which was able to describe shear thinning in emulsions and
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suspensions, [161]. The constants of the Carreau-Yasuda fit were generated using the

MATLAB Curve Fitting application and were noted in Table 7.3 for each fluid sample.

(a) Water contamination. (b) Copper contamination.

Figure 7.9: Flow behaviour of pure and contaminated fluid samples, where data from
conventional methods for obtaining viscosity is plotted with the corresponding ultrasonic
viscosity, over the applied shear rate. The Carreau-Yasuda model (Equation 2.14) was
used to fit each sample data set and the values for these fits are presented in Table 7.3.

Table 7.3: Carreau-Yasuda model (Equation 2.14) constants used to create fits shown in
Figure 7.9.

Pure Water Contamination Copper Contamination
3 % 10 % 20 % 0.1 % 0.5 % 1 %

α 1.021 0.837 0.698 1.159 0.886 0.917 1.034
λ 0.2E-6 0.2E-6 0.2E-6 0.2E-6 0.2E-6 0.2E-6 0.2E-6
n 1 0.438 0.994 0.564 0.472 0.759 0.593

η∞ 4.246 3.364 2.915 2.164 3.556 3.781 4.055
η0 6.05 6.78 6.87 7.11 5.74 6.21 6.6
R2 0.93 0.91 0.94 0.95 0.9 0.89 0.9

Both Figure 7.9 and Table 7.3 convey a previously observed decrease in viscosity from

a low to high shear rate (observing constants η0 and η∞). The flow behaviour of the

pure coolant, predicted by the Carreau-Yasuda model, appears to be Newtonian up to a

shear rate of around 0.7 Ms−1, at which point shear thinning occurs. The high correlation

of the Carreau-Yasuda fit indicates this is a shear thinning transition zone between one
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Newtonian plateau to another, as reported in Section 2.3.1.5. Furthermore, mixtures

containing the coolant as the continuous phase are therefore highly dominated by the

pure coolant flow behaviour. This is evident when observing the MUV of water and

copper contaminated fluid samples.

Considering Figure 7.9a, the severity of the shear thinning behaviour increased with

increasing fractions of contamination. This is indicative of droplet size changes, as dis-

cussed in Section 2.8.3. When the water contaminated fluid sample is applied to the

measurement interface, droplet flocculation and coalescence begins due to Brownian mo-

tion effects. However the less contamination, the longer it takes for Brownian motion

to coagulate droplets and create flocs. Hence for lower dispersed phase volume fractions

where the particle sizes remain smaller for longer, the amount of movement from a random

flow to a more ordered flow is met with a higher resistance. The cause of this resistance

is due to the motion of the continuous phase having to do more work to flow in between

each individual particle. In addition, once flow lines are properly created, alignment is

achieved and the appearance of shear thinning is observed.

With regards to Figure 7.9b, copper particles were all around 50 µm in size and so

any resistance to flow alignment due to particle size was not a major impacting factor.

Also as the contamination is so low, it is difficult to distinguish between pure coolant

and contaminated fluids. At low shear rates measured by the 2 and 3 MHz transducer, an

increase in viscosity with dispersed phase volume is apparent. This is most likely the result

of a larger measurement area, as there is a higher probability that the ultrasound will be

affected by more copper particles in the coolant. At high shear rates the measurement

area was smaller and so copper particles could potentially be out of range. Despite these

observations, it was evident that the pure coolant continuous phase dictated the behaviour

of the copper contaminated mixtures. Hence the sensitivity of the MUV was not significant

enough to clearly detect contamination changes, especially at high frequencies where the

measurement area was reduced.
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7.6 Discussion

The MUV produced distinguishable data for the water contaminated mixtures but found

difficulties when measuring the changes with copper contamination. This is potentially

the result of a number of impacting factors in the way ultrasound measures viscosity. It

was mentioned that this is due to the greater variation in copper and water contamination

tested in this thesis, as copper mixtures were all dilute and water mixtures ranged from

semi-dilute to concentrated. This is supported by literature such as Mueller, [89]. Simi-

larly supported by literature is the MUV being lower than the MRV. Borras and Franco,

[159, 160], both illustrate how different oils, which were assumed to be Newtonian at low

shear rates, became non-Newtonian at a higher shear rate. However, only Franco used

ultrasound to measure viscosity here. Franco’s conclusion was that MUV relies on the

reflected energy, which is dominated by the elastic effect, which do not match the MRV.

Manfredi, [162], illustrated similar findings but did not elaborate on a cause. Furthermore,

the MRV behaviour appeared to conform to findings done in other viscosity research of

emulsions, such as Wong, Broboana, Aomari and Farah, [163, 164, 165, 166], although a

specific magnitude comparison is difficult to make due to dissimilar oils.

Ultrasonic shear waves at the frequencies tested in this work measure the viscosity

over a relatively small area in comparison to conventional rheometry. However, there are

other important factors such as the penetration depth and the acoustic wavelength. The

sizes of these parameters have an impact on the ability to measure particles or droplets

of a set or varying size. Figure 7.10 shows the measurement diameter, penetration depth,

wavelength and the sizes of the water and copper particles.

As the ultrasonic frequency increases, the shorter the wavelength and penetration depth

become. Therefore shorter wavelength high frequencies are attenuated more easily, as a

finer mesh of particles/atoms have a greater diminishing effect on the energy. Hence a

shorter penetration depth inside the fluid.
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Figure 7.10: Measurement area, wavelength and the propagation depth inside the pure
coolant for each transducer indexed frequency, Table 6.5. Subscripts 2, 3, 10 and 14 relate
to the frequency of the transducers.

At high the frequency 10 and 14 MHz transducers, where the wavelength (78 and 55.7

µm) is much closer to the sizes of the copper and water, a reduced penetration depth would

arise as attenuation increases. However the wavelength of the 2 and 3 MHz transducers

(390 and 260 µm) would not have as much of an impact on the penetration depth. While

this occurs inside the fluid, it must be highlighted that the measured energy of the reflected

ultrasonic waveform is the impedance mismatch between the matching layer and fluid.

None of that reflected energy was transferred into the fluid, as the transmitted energy

was dissipated over the penetration depth. Therefore, if the contamination was not evenly

distributed and droplets were not in contact with the measurement interface, viscosity

results would not represent the viscosity of the bulk fluid. Also, this would indicate a

viscosity closer to a pure coolant, as shown by the copper suspensions. To illustrate this

analogy a sketch of the water droplets and copper particles, with respect to a small section

of the measurement area, is shown in Figure 7.11.
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Figure 7.11: Droplets and particles in contact with the measurement interface where the
measurement diameter is a small section of the total.

Water flocculation and coalescence created by the breaking of the emulsion could show

a viscosity lower than the coolant if the water concentration at the measurement interface

was higher than the pure coolant. This would cause local variations in the droplet con-

centration, which would eventually lead to sedimentation. Although ultrasonic tests were

taken over a short time to mitigate the eventual phase separation, there was still uncer-

tainty around the measurement of an evenly distributed fluid mixture. Nevertheless, each

water contaminated fluid would behave in a similar manor and attempt to separate to the

bottom of the mixture. If ultrasound was only measuring water, the viscosity value would

be around 0.9 mPas and the behaviour observed in Figure 7.9a would not be captured.

Uncertainty regarding the Carreau-Yasuda model for water emulsions was also raised.

This was due to the MRV similarly showing an increasing shear thinning behaviour with
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an increasing dispersed phase volume. This would mean that there would not be a first

Newtonian plateau and the viscosity would continually shear thin from the MRV shear

rates to the MUV shear rates. However without measuring this behaviour, it cannot be

deduced. For MRV this behaviour is also seen for some emulsions in work carried out by

Wong and Broboana, [163, 164], however they did not test beyond 1000 s−1.

In a battery cooling system the oil is pumped at a certain velocity, which would result in

a more dispersed mixture. This fluid motion could reduce the effects of phase separation.

Also at 23◦C where the surface tension of water is high, water droplets prefer to reside on

surfaces within the cooling system. Therefore using ultrasound to measure the viscosity

of a fluid in motion at an increased temperature could result in viscosity value better

represented by the effects of contamination.

The rheometers ability to measure the bulk of the fluid would ensure the viscosity is

measured by the increased resistance caused by contamination. Hence for the 60 mm plate

rheometer a larger sample size is measured with the added mixing effect to stop water and

copper particles from aggregating. Some studies have attempted to conduct high shear rate

measurements using rheometers such as Bair, Zadorozhnaya and Borras, [167, 168, 159].

However, their findings were similar to that seen in this thesis, with the added complexity

of creating a high shear rate rheometer. Despite ultrasound measurements being simple

to implement, it was predicted to offer better sensitivity to measure the effects of minute

changes throughout a test fluid. However in reality, the sensitivity of the MUV did not

appear to be better than conventional viscometers as originally suspected, due to the

methods in which the ultrasonic viscometer is calibrated. Firstly, it is calibrated using a

wide range of viscosities, where most of the viscosities are much higher than the coolants

viscosity. If the calibration oils had viscosities more evenly distributed around that of the

coolant, a more accurate measurement could be achieved. Furthermore, the ultrasonic

viscometer could be better optimised to measure lower viscosity fluids by increasing the

frequency of the sensors or selecting a different matching layer material with an impedance

value that better matches lower viscosity fluids, as discussed in Section 6.2.2.

Although MUV changes in such low amounts of copper contamination were not clear,

using ultrasonic spectroscopy methods to analyse and the effects of more than 3 % con-
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tamination for an emulsion were clearly distinguishable. This behaviour was also true

without calculating for the shear rate, which could be questioned in terms of its accuracy.

The shear rate calculation uses Stoke’s second problem and extrapolates from mea-

sured data obtained by Brenchley, [16]. When extrapolating, there is always degrees of

uncertainty, especially using data measured in other work. Furthermore the assumption

that there is a linear fit for the incident wave velocity and frequency had to be made as

only two values were available. It is also reliant on kinematic viscosity, which in theory

would change with increasing contamination. Finally it measures the velocity at the alu-

minium interface and not the polyimide matching layer, as that was not reflective enough

for measurements using the laser vibrometer in Brenchleys work, [16]. Nevertheless a rea-

sonable value was calculated to illustrate the effects of the ultrasonic shear rate, despite

it requiring a more in depth investigation before it can be accurately predicted with this

method.

It was mentioned previously in this section how measurement area, penetration depth,

and wavelength all have an effect on how the fluid is sheared by the ultrasound. However

displacement caused by shear motion has not been mentioned, as this is not very well

understood in ultrasonic viscometery. The shear displacement amplitude may be equal

to or smaller than the particle/droplet size, whereas the displacement produced by con-

ventional shear motion is by orders of magnitude larger than the particle/droplet size.

Therefore further research is required to understand more about the displacement caused

by ultrasonic shear waves.

7.7 Conclusion

Ultrasonic viscometry was used to measure the viscosity changes due to contamination in

a dielectric coolant and the following conclusions were made:

• The viscosity of the pure coolant fluid showed Newtonian behaviour at low ultrasonic

frequencies that aligned well with conventional viscometer results. Although at high

shear rates the MUV was much lower, indicating shear thinning, which was later

confirmed in the flow behaviour study.
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• The viscosity changes with the addition of copper had little effect on the viscosity

as its flow behaviour followed that of the pure coolant. This was due to such low

fractions of contamination. The changes that were seen were more distinguished at

lower ultrasonic frequencies, which was because of a larger ultrasonic measurement

area.

• Water contamination showed distinguishable viscosity data with increasing dispersed

phase volume across all frequencies. Concerns were raised about how evenly dis-

persed the water was inside the oil at the measurement interface. However the

results were indicative of the findings in Chapter 2, where the viscosity appeared to

shear thin more drastically with an increasing shear rate.

• For water mixtures, the 10 MHz transducer was by far the greater measurement as

it provided clear changes in viscosity, while maintaining a low amount of deviation.

Nevertheless, the benefits of ultrasonic spectroscopy allows viscosity to be visualised

as its flow behaviour changes.

• A reasonable value for the applied ultrasonic shear rate was calculated to illustrate

the effects that high frequency ultrasound had on the fluid sample. Still, the mea-

sured ultrasonic shear rate requires more in-depth research for this method to be

conducted with less uncertainty.

• The analytical and numerical models provided similar viscosity readings and both

were considered good prediction tools. However as the analytical model was used

to fit the data directly, the correlation was higher and therefore was considered the

more accurate model.
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Conclusion

This research thesis utilised the three layered ultrasonic viscometer, developed by Schirru,

[15], in a novel application: to monitor the health of a dielectric battery coolant with

regards to the viscosity changes caused by degradation. The key findings of the research

conducted in this thesis are presented:

• In an attempt to link theoretical models, calculations were made using Equations

4.3, 4.4, and 4.5. However they did not correlate well with measured data due to

their lack of consideration for viscosity varying with shear rate.

• The feasibility of using shear viscosity to measure contamination in a dielectric

coolant appeared capable. However, he apparent error illustrated issues with sensi-

tivity when distinguishing between contamination fractions.

• Interpreting measured ultrasonic data is challenging without understanding the phys-

ical aspects of acoustic wave motion throughout varying mediums. Therefore an ana-

lytical and numerical model were developed in order to link theory with the practical

experiment. This allowed predictions of the reflection coefficient with varying vis-

cosity fluids using a three layered ultrasonic viscometer.

• Both models highlighted that the sensitivity was dependant upon the thickness of the

intermediate layer and the applied frequency, and could be manipulated to increase

sensitivity of viscosity measurements. They also provided an insight into the physical

interaction of an ultrasonic shear wave with varying fluid viscosity in a three layered

system. The exact solution provided by the analytical model was used as a fitting

tool for the numerical model and for the calibration of real acquired data.
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• Calibration oils were utilised in order to evaluate the analytical and numerical model

with measured data, and showed a good correlation of above 94% for all fits. This

allowed the ultrasonic viscometer to measure the viscosity of the coolant mixture

samples, with the approval of two theoretical models.

• The measured ultrasonic viscosity of the pure coolant fluid showed Newtonian be-

haviour at low frequencies that aligned well with conventional viscometer results.

However at high frequencies the viscosity was much lower, which appeared as shear

thinning behaviour between two Newtonian plateaus. A similar shear thinning be-

haviour between high and low ultrasonic measurements were also seen in contami-

nated fluids, which further supported the proposed shear thinning behaviour.

• With the addition of copper there was little effect on the viscosity, which was due

to such low fractions of contamination. However, this small amount of copper was

indicative of the maximum amount found in actual degraded dielectric coolants.

• Water contamination showed distinguishable viscosity data with increasing dispersed

phase volume across all frequencies. The results did not match the conventional

rheometer data but they did illustrate shear thinning, which appeared more drastic

with an increasing shear rate. However their dispersed phase volumes were higher

and represented moisture contamination amounts found in insulation cellulose.

• Based on the ultrasonic viscosity results, shear transducers show the potential to

be used to measure the condition of battery coolants similar to the fluid tested in

this thesis. A combination of low and high frequencies can provide viscosity results

similar to conventional methods and at shear rates potentially within a transition

zone.

• Finally, it was a promising investigation as to whether water and copper could be

detected in a dielectric oil based on their impact on viscosity. However it is more

important to be able to measure the viscosity effects that these contaminants have

as catalysts to oxidation and degradation as a whole. As degradation is unique to

its environment, it is necessary to utilise the three layered viscometer in-situ.
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8.1 Further Directions

The further directions following on from this research are highlighted in the following

points. There is a greater focus on the in-situ aspect as it was the final objective of this

research work before the unfortunate effects of the COVID-19 pandemic. Therefore the

further work regarding in-situ testing is discussed in Section 8.1.1.

• Using the ultrasonic frequencies in this thesis, a new matching layer material could

be explored in order to increase the amount of energy transmitted into low viscosity

fluids. Alternatively, higher frequencies beyond 13.86 MHz could also be used to

achieve a similar result.

• A wider range of ultrasonic frequencies could better highlight the Newtonian plateau

seen in the pure coolant. Similarly, lower frequency transducers and higher shear

rate rotational viscometers could better illustrate the shear thinning behaviour of

emulsions. This could be beneficial to the food industry where the rheology of

emulsions and suspensions is important.

• The numerical model could be adapted to provide reflection coefficient values with

a closer correlation to measured values. This could be achieved by considering ma-

terial and transducer geometry constraints, material attenuation effects, the fluids

behaviour with an applied shear wave, and extra material layers created using epoxy

for bonding.

• Further work is required to measure the true shear rate of different frequency trans-

ducers using the three layered viscometer. This will lead to an improved relationship

between the shear velocity, frequency, and excitation voltage. Hence a more accurate

calculation for the shear rate can be made.

• Research is required to understand how a fluid reacts to an ultrasonic shear wave and

whether that energy inside the fluid can be analysed. Furthermore the displacement

caused by the shear wave requires further investigation into its magnitude and how

that measures against contamination and viscosity modifiers.
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• In this research only the Newtonian model was considered, however there are non-

Newtonian models. Unfortunately, previous research assumed small relaxation times,

[15, 16]. Therefore if relaxation times could be measured for each fluid, there could

be a higher potential to measure more accurate data.

• Testing more representative fluids would also be a very good direction. Having

access to a, or multiple battery coolant test rigs, or a an electric vehicle dedicated to

producing used battery fluids would give the project a stronger case, as to whether

the condition could be measured using ultrasound.

• Finally the ultrasonic viscometer discussed in this thesis could help other industries

by saving a lot of costs. In the food, chemical and cosmetic industries, viscosity

is used for quality control and predicting the behaviour of products for customer

usage. Knowing the viscosity, the production process can be optimised effectively to

reduce costs. Ultrasonic sensors could be incorporated into this process to monitor

the viscosity in-line. As an example, coatings, paints and inks could make use of an

in-line viscometer to greatly reduce quality issues.
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8.1.1 Ultrasonic Measurement in a Battery Coolant System

Ultrasonic measurement has been previously installed in-situ a journal bearing, [15], and a

marine diesel lubricant injector line, [17] with promising results. While this thesis showed

similarly promising results ex-situ, a repertoire of consequential data could have been

achieved by monitoring viscosity changes on a battery cooling system over an extended

period.

There is also the investigation into other battery coolants, as the one tested in this

thesis was just one of at least 4 under investigation by BP. Many factors influence the

viscosity measurement in-situ such as pressure, temperature, contamination, and degra-

dation due to oxidation. In fact oxidation has been shown to increase the viscosity of the

bulk fluid and consequently could be consistently measured by ultrasound. In-situ data

acquisition is therefore the first step as a future direction before any other modifications

are made.

The development of two ultrasonic viscosity sensor blocks for two different battery

cooling systems were produced, where one of the systems was pressurised. An example of

the sensor block that would have been installed on a battery cooling test rig is shown in

Appendix D. This could potentially be used in future studies to determine the ultrasound’s

ability to track the condition of electrical cooling fluids.
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Appendix A

Shear Analytical Model

1 %% Shear Ana ly t i c a l Model
2 c l o s e a l l ;
3 c l e a r a l l ;
4 c l c ;
5

6 % Matching l a y e r s e l e c t i o n
7 n = 1 ;
8 k = 1 ;
9 z l = [ 1 e4 1e5 ] ;

10 cp = 780 ; rhop = [ 1 4 0 0 ] ; % ML SOS and rho 2334
11 f1w = [2 e6 10 e6 ] ; %
12 tm = cp . / ( 4 . ∗ f1w (k ) )
13

14 % Fluid p r o p e r t i e s
15 rho = 800 ;
16 viscom = [1 e −3; 1e −2; 5e −1; 1 ] ; %
17

18 %∗∗∗∗ @23 degree s c e l c i u s ∗∗∗∗%
19 % mate r i a l p r o p e r t i e s − Al
20 E=70E9 ; % young ’ s modulus
21 nu=0.3; % poisson ’ s r a t i o
22 rhoa =2700; % dens i ty
23 G=E/(2∗(1+nu) ) ;
24 ca= sq r t (G/ rhoa ) ;
25 Za=rhoa∗ ca ;
26

27 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
28 %∗∗∗∗ Ca l cu l a t i on s @ 23 degree s ∗∗∗∗%
29 f = 0 : 0 . 0 2 e6 :12 e6 ;% l i n s p a c e (0 ,10 e6 , 8 3 ) ;
30 w = 2.∗ pi .∗ f ;
31 % Mater ia l d e t a i l s
32 lmb = cp . / f ;
33 Zm = cp∗ rhop ; Km = (2∗ pi ) . / lmb ;
34

35 % Change these to get a d i f f e r e n t r e s u l t
36 % Zl = z l (n) .∗ ones (1 , l ength (w) )
37 Zl = sq r t (w.∗ rho .∗ viscom ) ;
38
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39

40 %∗∗∗∗ R e f l e c t i o n p r e d i c t i o n f o r ∗∗∗∗%
41 %∗∗∗∗ VWR o i l s ∗∗∗∗%
42 % two l ay e r model Ai and Oi l
43 R = abs ( ( Za−Zl ) . / ( Za+Zl ) ) ;
44 R = R.∗ ones (1 , l ength ( f ) ) ;
45

46 % Three l ay e r model Ai , matching l ay e r and o i l Pres sure
r e f l e c t i o n c o e f f i c i e n t

47 R1 = abs ((((1 −(Za . / Zl ) ) .∗ cos (Km.∗ tm) ) + ( j . ∗ ( (Zm./ Zl )−(Za . /Zm) )
.∗ s i n (Km.∗ tm) ) ) . . .

48 . / (((1+(Za . / Zl ) ) .∗ cos (Km.∗ tm) ) + ( j . ∗ ( (Zm./ Zl )+(Za . /Zm) ) .∗
s i n (Km.∗ tm) ) ) ) ;

49

50 R2 = abs ( (Zm.^2 − (Za .∗ Zl ) ) . / (Zm.^2 + (Za .∗ Zl ) ) ) ;
51

52 f p l o t = f . /1 e6 ;
53

54 f i g u r e ;
55 p lo t ( f p l o t ,R( 3 , : ) , ’−r ’ ) ; hold on
56 p lo t ( f p l o t , R1 ( 3 , : ) , ’−k ’ ) ;
57 %plo t ( f p l o t , R2, ’ −b ’ ) ;
58 y l a b e l ( ’ R e f l e c t i o n C o e f f i c i e n t $R$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’

, ’ l a t e x ’ ) ;
59 x l a b e l ( ’ Frequency $ f$ [MHz] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x

’ ) ;
60 ylim ( [ 0 , 1 ] )
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Shear Numerical Model

1 %% Shear Numerical Model
2 c l e a r a l l
3 c l o s e a l l
4 c l c
5

6 % Signa l p r o p e r t i e s
7 f1w = 10E6 ; % Chirp cent r e f requency
8

9 f s t a r t = 9E6 ; % Chirp s t a r t f requency
10

11 c y c l e s = 5 ;
12

13 p1w=1./ f1w ; % per iod o f fundamental wave
14 amp = 4 ; %Amplitude
15

16 % mate r i a l p r o p e r t i e s − Al
17 E=70E9 ; % young ’ s modulus
18 nu=0.3; % poisson ’ s r a t i o
19 rhoa =2700; % dens i ty
20 G=E/(2∗(1+nu) ) ;
21 ca= sq r t (G/ rhoa ) ;
22 Za=rhoa∗ ca ; % ac o u s t i c impedance
23

24 % mate r i a l p r o p e r t i e s − Polyimide
25 cp = 780 ;
26 rhop = 1400 ;
27 Zp = rhop∗cp ;
28

29 l im = 1.55E4 : 1 . 8 5 E4 ;
30

31 % Space and time numerica l
32 D1 = 25E−3; D2 = cp /(4∗ f1w ) ; D3 = sq r t (1 ./ (800∗2∗ pi ∗ f1w ) )% D3 i s

pene t ra t i on depth
33 Lx= D1 + D2 + D3 ; % length o f specimen plus matching l ay e r and

f i n a l space
34 T= 60E−6; % t o t a l time 25E−6
35 dx= D2/4 ; % space increment or sampliming increment 4 .5E−5 D2/4
36 dt= 1E−9; % time increment 2E−9 4 .5E−9
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37 nx=round (Lx/dx ) ; % number o f space d i v i s i o n s , i n t e g e r
38 nt=round (T/dt ) ; % number o f time d i v i s i o n s , i n t e g e r
39 x = l i n s p a c e (0 , Lx , nx ) ;
40 AIDiv i s i ons = D1/dx ; MatchingLayerDivis ions = D2/dx ;
41 MLtoL_layer = round ( AIDiv i s i ons + MatchingLayerDivis ions )
42

43 % Prope r t i e s o f Flu id at i n t e r f a c e o f i n t e r e s t
44 c l = ze ro s (1 , 4 ) ; %
45 w = 2∗ pi ∗ f1w ;
46 T = 23 ; % Temperature o f t e s t s
47

48 rho = [ 0 ; 800 ; 800 ; 800 ; 8 0 0 ] ;
49 viscom = [ 0 ; 1e −3; 1e −2; 1e −1; 1 ] ;
50 Zl = sq r t (w.∗ rho .∗ viscom ) ;
51 Cl ( 1 : l ength ( viscom ) ) =sq r t ( (w.∗ viscom ) . / rho ) ;
52 Cl ( [ 1 ] ) = 0 ;
53 %
54 frame_no = 0 ;
55

56 f o r m = 1 : l ength ( viscom ) ;
57

58 c l = Cl (m) ;
59

60 % Creat ing the Boundaries
61 C = ones (nx , 1 ) .∗ ca ; D4 = D1+D2 ;
62 f o r i =1:nx
63 i f x ( i ) >= D1 & x( i ) <= D4 % thin poly imide l a y e r
64 C( i ) = cp ;
65 e l s e i f x ( i ) > D4
66 C( i ) = c l ;
67 end
68 end
69

70 % s t a b i l i t y & wave check
71 CFL = C.∗ dt/dx ; % c f l c ond i t i on
72 j s=round ( c y c l e s .∗ p1w ./ dt+1) ;
73 w = gausswin ( j s ) ;
74 f c h i r p = l i n s p a c e ( f s t a r t , f1w , j s ) ;
75 pwchirp = 1 ./ f c h i r p ;
76

77 % Fie ld v a r i a b l e s
78 de l tan = ze ro s (nx , 1 ) ;
79 deltanm1 = de l tan ;
80 deltanp1 = de l tan ;
81
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82

83

84 %Time_Space = ze ro s (nx , nt ) ;
85

86 % Time stopping loop
87 f o r j =1: nt+1
88 tvec ( j )=(j −1)∗dt ;
89 end
90

91 %c l e a r v a r s −except nt nx tvec de l tan deltanp1 deltanm1 j s amp
f1w t w CFL dx

92 f o r k = 1 : nt
93 t = tvec ( : , k ) ;
94

95 % Complete absorpt ion boundary cond i t i on s
96 deltanp1 ( end ) = ( de l tan ( end−1) + ( ( (CFL( end ) −1)/(CFL

( end )+1) ) ∗ ( de ltanp1 ( end−1) − de l tan ( end ) ) ) ) ;
97

98

99 % R e f l e c t i o n boundary cond i t i on s
100 %i f m == 1 ;
101 %del tan ( [ 1 ; MLtoL_layer ] ) = 1 ;
102 %e l s e
103 de l tan ( [ 1 ] ) = 1 ;
104 %end
105 %
106

107 % Time and Space Matix
108 %Time_Space ( : , k ) = de l tan ;
109 s i g n a l (m, k ) = de l tan (6 ) ;
110 % So lut i on
111 deltanm1 = de l tan ;
112 de l tan = deltanp1 ;
113

114 % Source
115 i f k <= j s
116 f = amp ∗ s i n (2 ∗ pi ∗ f c h i r p (k ) ∗ t ) ; % modulated

source , apply gauss ian window
117 idx = f i nd ( tvec == t ) ;
118 de l tan (1 )= f .∗ w( idx , : ) ;
119

120 f o r i = 2 : nx −1
121 deltanp1 ( i ) = 2∗ de l tan ( i ) − deltanm1 ( i ) . . .
122 + CFL( i ) ^2 ∗ ( de l tan ( i +1) − 2∗ de l tan ( i )

+ de l tan ( i −1) ) ;
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123 end
124 % c l f ;
125 % plo t (x , de l tan )
126 % shg ; pause ( 0 . 0 01 ) ;
127 % frame_no = frame_no + 1 ;
128 % frame=s p r i n t f ( ’ Frame%d . png ’ , frame_no ) ;% saveas (

gcf , frame ) ;
129 % disp ( frame )
130 % pr in t ( frame , ’−dpng ’ , ’−r300 ’ ) ;
131

132 e l s e
133

134 f o r i = 2 : nx −1
135 deltanp1 ( i ) = 2∗ de l tan ( i ) − deltanm1 ( i ) . . .
136 + CFL( i ) ^2 ∗ ( de l tan ( i +1) − 2∗ de l tan ( i ) +

de l tan ( i −1) ) ;
137 end
138 de l t a ( : , k ) = de l tan ;
139 % c l f ;
140 % plo t (x , de l tan )
141 % shg ; pause ( 0 . 0 01 ) ;
142 end
143

144 end
145

146 t = tvec ( : , 1 : nt ) ;
147

148 % FFT
149 Fs=1/(dt ) ; % sampling f requency
150 %s i g n a l = bandpass ( s i gna l , [ 3 E6 7E6 ] , Fs ) ;
151 n1 = 2^( nextpow2 ( l ength ( t ( l im ) ) ) ) ; %length o f f r e q vec to r
152 n1 = n1 + n1 ∗2 ; % adds z e ro s the l ength o f the f requency vec to r
153 f r e q = Fs/n1 . ∗ ( 0 : ( n1 /2) ) ; % frequency vec to r = 0 : ( Fs/n) : ( Fs /2)
154

155 % Signa l FFT of s i g n a l l i m i t s
156 Y=f f t ( s i g n a l (m, l im ) , n1 ) ; %f f t o f the s i g n a l
157 f r e q_s i gna l (m, : ) = abs (Y( 1 : end/2+1) ) ;
158

159 % R e f l e c t i o n c o e f f i c i e n t
160 R(m, : ) = f r eq_s i gna l (m, : ) . / f r eq_s i gna l ( 1 , : ) ;
161

162 end
163

164 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
165
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166 % Axis c o r r e c t i o n s
167 f r e q l i m s = [0 2 0 ] ;
168

169 t = t .∗1E6 ;
170 f r e q p l o t = f r e q .∗1 e −6;
171

172 m = 2 : l ength ( viscom ) ;
173

174 [ d , f i d x ] = min ( abs ( f r e qp l o t −f1w .∗1 e−6) ) ;
175 Ridx = R( : , f i d x ) ;
176 viscom = viscom ’ . ∗ 1 E3 ;
177

178 R2 = abs ( ( cp .^2 − ( ca .∗ Cl ’ ) ) . / ( cp .^2 + ( ca .∗ Cl ’ ) ) ) ;
179

180 R2 = R2 .∗ ones (1 , l ength ( f r e q p l o t ) ) ;
181

182 f i g u r e
183 p lo t ( t , s i g n a l ( 1 , : ) , ’ k ’ )
184 y l a b e l ( ’ Amplitude $A$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
185 x l a b e l ( ’Time $t$ [ $\mu s$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’

) ;
186 s e t ( gcf , ’ un i t s ’ , ’ po in t s ’ , ’ p o s i t i o n ’ , [ 1 0 , 1 0 , 4 20 , 2 00 ] ) ; xl im ( [ 0

8 ] ) ;
187

188 f i g u r e
189 p lo t ( t , s i g n a l ( 1 : 5 , : ) )
190 y l a b e l ( ’ Amplitude $A$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
191 x l a b e l ( ’Time $t$ [ $\mu s$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’

) ;
192

193 f i g u r e
194 p lo t ( t ( l im ) , s i g n a l ( 1 : 5 , l im ) )
195 y l a b e l ( ’ Amplitude $A$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
196 x l a b e l ( ’Time $t$ [ $\mu s$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’

) ;
197

198 f i g u r e ;
199 p lo t ( f r e qp l o t , f r e q_s i gna l ( 1 : 5 , : ) ) ;
200 y l a b e l ( ’ Amplitude $A$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’ ) ;
201 x l a b e l ( ’ Frequency $ f$ [MHz] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x

’ ) ;
202 xlim ( f r e q l i m s ) ;
203

204 f i g u r e
205 p lo t ( f r e qp l o t ,R(m, : ) ) ; hold on
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206 %plo t ( f r e qp l o t , R2(m, : ) ) ;
207 y l a b e l ( ’ R e f l e c t i o n C o e f f i c i e n t $R$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’

, ’ l a t e x ’ ) ;
208 x l a b e l ( ’ Frequency $ f$ [MHz] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x

’ ) ;
209 xlim ( f r e q l i m s ) ;
210 ylim ( [ 0 1 ] ) ;
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Signal Processing

1 %% Time Domain S igna l to Frequency Domain
2 Clear a l l ;
3 c l o s e a l l ;
4 c l c ;
5

6 folder_name = ( ’E:\UoS_PhD_MEC095_DF\PhD_Project_MEC095_DFORT\
Large_pianno_rig_viscos i ty \ ’ )

7 cd ( folder_name ) ;
8

9 %∗∗∗∗ 1 :9 c a l i b r a t i o n ∗∗∗∗ 1 :7 coo lant ∗∗∗∗%
10 f o r n = 1 ;
11 c l o s e a l l
12 di sp ( ’ S e l e c t Oi l F i l e ’ )
13 folder_name = u i g e t d i r ;
14 cd ( folder_name ) ;
15 load ( ’DATA. mat ’ )
16

17 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
18

19 % 1:5 are O i l s
20 % 6:10 are Re fe rences
21 % 1&6 2&7 3&8 4&9 5&10 go toge the r
22 % 1 2 3 4 5 OIL
23 % Divided by
24 % 6 7 8 9 10 REFERENCE
25

26 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
27

28 f r e q l im = 20 ;
29 time_step = 0 . 0 0 2 ;
30 t = l i n s p a c e (0 , time_step∗ l ength ( s ) , l ength ( s ) ) ;
31 S igna l (n) . t { : , 1} = t ; f o r k = 1 : r e f l e n g t h ( end ) ; S i gna l (n) . s { : , k}

= s ( : , k ) ; end
32 s r e f = s ( : , r e f l e n g t h ) ; s o i l = s ( : , o i l l e n g t h ) ;
33

34 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
35

36 f i g u r e ; p l o t ( t , s ( : , r e f l e n g t h (1 ) ) , ’ k ’ ) ; hold on ;
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37 p lo t ( t , s ( : , o i l l e n g t h (1 ) ) , ’ r ’ ) ;
38 y l a b e l ( ’ Voltage Amplitude $A$ [ $V$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r

’ , ’ l a t e x ’ ) ;
39 x l a b e l ( ’Time $t$ [ $\mu s$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x ’

) ;
40

41 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
42

43 % FFT
44 T=d i f f ( t ( 1 : 2 ) ) /1 e6 ; % sampling per iod
45 Fs=1/(T) ; % sampling f requency
46 n1 = 2^( nextpow2 ( l ength ( t ) ) ) ; %length o f f r e q vec to r
47 n1 = n1 + n1 ∗2 ; % adds z e ro s the l ength o f the f requency vec to r
48 f r e q = Fs/n1 . ∗ ( 0 : ( n1 /2) ) ; % frequency vec to r
49 f r e q p l o t = f r e q ./1 e6 ;
50

51 % Signa l FFT of s i g n a l l i m i t s
52 f o r k = o i l l e n g t h
53 Yref=f f t ( s r e f ( : , k ) , n1 ) ;%f f t o f the s i g n a l
54 freqFFT (n) . r e f { : , k} = abs ( Yref ( 1 : end/2+1) ) ;
55 freqFFT (n) . r e fang { : , k} = angle ( Yref ( 1 : end/2+1) ) ;
56 Yoi l=f f t ( s o i l ( : , k ) , n1 ) ;%f f t o f the s i g n a l
57 freqFFT (n) . o i l { : , k} = abs ( Yoi l ( 1 : end/2+1) ) ;
58 freqFFT (n) . o i l ang { : , k} = angle ( Yoi l ( 1 : end/2+1) ) ;
59 end
60 %
61

62 f i g u r e ; %subplot (2 , 1 , 1 )
63 p lo t ( f r e qp l o t , freqFFT (1) . r e f {1 ,1} , ’ k− ’ ) ; hold on
64 p lo t ( f r e qp l o t , freqFFT (1) . o i l {1 ,1} , ’ r− ’ ) ;
65 x l a b e l ( ’ Frequency $ f$ [MHz] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x

’ ) ;
66 y l a b e l ( ’ Voltage Amplitude $A$ [ $V$ ] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r

’ , ’ l a t e x ’ ) ;
67 xlim ( [ 0 2 0 ] )
68

69 end
70

71 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
72 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
73 % disp ( ’ Save ’ )
74 % folder_name = u i g e t d i r ; cd ( folder_name ) ;
75 % save ( ’ Time_Frequency_Data ’ , ’ S igna l ’ , ’ freqFFT ’ , ’ f r e qp l o t ’ , ’

o i l l e n g t h ’ , ’ r e f l eng th ’ )
76 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
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77 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
78

79 %% Frequency to R e f l e c t i o n C o e f f i c i e n t
80 % S e l e c t f o l d e r o f the c a l i b r a t i o n o i l s
81 % then s e l e c t f o l d e r f o r the unknown o i l s
82 c l e a r a l l ;
83 c l o s e a l l
84 c l c ;
85

86 di sp ( ’ Ca l i b r a t i on − S e l e c t Ca l i b r a t i on Oi l Data ’ )
87 folder_name = u i g e t d i r ; cd ( folder_name ) ;
88

89 load Time_Frequency_Data . mat
90 f o r o l = 1 : l ength ( freqFFT ) ;
91 f o r sn = o i l l e n g t h
92 r e f l e c t i o n { : , sn} = freqFFT ( o l ) . o i l { : , sn } ./ freqFFT ( o l ) . r e f { : ,

sn } ;
93 end
94 R = ce l l 2mat ( r e f l e c t i o n ) ;
95 Mean_Rall ( ol , : ) = mean(R’ ) ; STD_Rall ( ol , : ) = std (R’ ) ;
96 end
97

98 f r e q l im = 20 ;
99

100 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
101 f i g u r e
102 p lo t ( f r e qp l o t , Mean_Rall , ’ k ’ ) ; hold on
103 x l a b e l ( ’ Frequency $ f$ [MHz] ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’ , ’ l a t e x

’ ) ;
104 y l a b e l ( ’ R e f l e c t i o n C o e f f i c i e n t $R$ ’ , ’ FontSize ’ ,14 , ’ I n t e r p r e t e r ’

, ’ l a t e x ’ )
105 xlim ( [ 0 1 5 ] ) ; yl im ( [ 0 1 ] ) ;
106 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
107

108 T = 2 3 . 2 ;
109 f o r o l = 1 : l ength ( freqFFT ) ;
110 viscom ( : , o l ) = Vogel_Equation (T, o l ) ;
111 end
112

113 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
114

115 f o r r = 1 : l ength ( ResFreq ) ;
116 [ d , f i d x ( r ) ] = min ( abs ( f r e qp l o t −ResFreq ( r ) ) ) ;
117 end
118
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119 Mean_R = Mean_Rall ( : , f i d x ) ; STD_R = STD_Rall ( : , f i d x ) ;
120

121 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
122 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
123 % disp ( ’ Save ’ )
124 % folder_name = u i g e t d i r ; cd ( folder_name ) ;
125 %save ( ’ RC_Calibration_Data ’ , ’Mean_R’ , ’STD_R’ , ’ viscom ’ , ’ ResFreq ’ )
126 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
127 %∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗%
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Sensor Block for a Battery Cooling
System
The plan was to originally set up a sensor block on battery cooling rig with one of BP’s
partners, Figures D.1 and D.2. However the plan changed and a new sensor block was
made for the thermal rig at BP, Figure D.3. This would have had interchangeable viscosity
sensor plugs with different frequency transducers, Figure D.4

Using the rig, measurements could be made using different coolants. The one used
in this thesis was generation 1. There were 1-5 different coolants available to test. The
generation 1 coolant could also be contaminated using less than 5% water on the test
rig, as the battery was simulated using two metal hot plates. It did not use a battery
pack/cell.

Parameters:

• Temperature working range: 10-40 ◦C.

• Mass flow rate: 200 – 800 kg/h.

• Atmospheric pressure.

• Pipe diameter 1 inch – Sensor block uses 0.75 BSP thread connectors.

Figure D.1: BP’s partner rig sensor block.
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Figure D.2: BP’s partner rig sensor block design.
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Part Information

QTYMATERIALTITLE

1Aluminium Alloy Grade 2024Sensor Block

Mech Eng PhD Uni Of Sheffield

Thermal_Rig

Email: DMFORT1@sheffield.ac.uk

Phone: 07561 108 497

David Fort 26-Jul-21

1

Designed by Checked by Approved by
Date

2 / 2 

Edition Sheet

Date

4
0

60

6
0

140

G 1/2" BSP

2 PLCS

M8x1  30

 20  6

2 PLCS

125

4
5

8

8

1" BSP THREAD

 25

2 PLCS

40

2 PLCS

75

100

9 THRU

4 PLCS

20

Figure D.3: Thermal rig sensor block design.
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Part Information

QTYMATERIALTITLE

3Aluminium Alloy Grade 20241/2" BSP_Threaded_Plug

Mech Eng PhD Uni Of Sheffield

       Units: mm

Email: DMFORT1@sheffield.ac.uk

Phone: 07561 108 497

David Fort 25-Nov-20

1

Designed by Checked by Approved by
Date

2 / 2 

Edition Sheet

Date

30

3

8

3

16

3
3

1/2" BSP Thread

Undercut

1/2" BSP Thread

Figure D.4: Shear viscosity sensor plug.
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