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“The intelligence of that creature known as a crowd is the square root of the number of people
in it.”

Terry Pratchett, Jingo
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Central to simulating pedestrian crowds is their motion and behaviour. It is required
to understand how pedestrians move to simulate and predict scenarios with crowds
of people. Pedestrian behaviours enhance the range of motions people can demon-
strate, resulting in greater variety, believability, and accuracy. Models with com-
plex computations and motion have difficulty in being extended with additional
behaviours. This is because the structure of these models are not designed in a way
that is generally compatible with collision avoidance behaviours. To address this is-
sue, this thesis will research a possible pedestrian model that can simulate collision
response with a wide range of additional behaviours. The model will do so by using
constraints, a limit on the velocity of a person’s movement. The proposed model
will use constraints as the core computation. By describing behaviours in terms of
constraints, these behaviours can be combined with the proposed model.

Pedestrian simulations strike a balance between model complexity and runtime
speed. Some models focus entirely on the complexity and accuracy of people, while
other models focus on creating believable yet lightweight and performant simula-
tions. Believable crowds look realistic to human observation, but do not match up to
numerical analysis under scrutiny. The larger the population, and the more complex
the motion of people, the slower the simulation will run. One route for improv-
ing performance of software is by using Graphical Processing Units (GPUs). GPUs
are devices with theoretical performance that far outperforms equivalent multi-core
CPUs. Research literature tends to focus on either the accuracy, or the performance
optimisations of pedestrian crowd simulations. This suggests that there is opportu-
nity to create more accurate models that run relatively quickly. Real time is a useful
measure of model runtime. A simulation that runs in real time can be interactive
and respond live to user input. By increasing the performance of the model, larger
and more complex models can be simulated. This in turn increases the range of
applications the model can represent. This thesis will develop a performant pedes-
trian simulation that runs in real time. It will explore how suitable the model is for
GPU acceleration, and what performance gains can be obtained by implementing
the model on the GPU.

HTTPS://WWW.SHEFFIELD.AC.UK/
https://www.sheffield.ac.uk/faculty/engineering
https://www.sheffield.ac.uk/dcs




v

Acknowledgements

To my supervisors Prof. Paul Richmond and Dr. Steve Maddock.

Paul, for your kind words of encouragement and support throughout. For your
endless enthusiasm, guidance, and patience.

Steve, for your insights, help in working through problems, and motivation to keep
me excited.

Prof. David Fletcher, for making my time while working on RateSetter and the PTI
more pleasant and enjoyable, and protecting me from the terrifying world of
industry.

Mom, Dad, and my family, for your unconditional love and support.

And Jezabel, for always being there, and helping me through the toughest spots.

Plus Pete the wombat, for eating corn so endearingly.

Acknowledgements

This research was supported by the Transport Systems Catapult and the EPSRC
grant “Accelerating Scientific Discovery with Accelerated Computing" (grant num-
ber EP/N018869/1)





vii

Contents

Abstract iii

Acknowledgements v

Contents vii

List of Figures xi

List of Tables xiii

1 Introduction 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aims and Research Statement . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3.1 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Definition of Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Literature Review 9
2.1 Introduction to Pedestrian Modelling and Simulation . . . . . . . . . . 10

2.1.1 Makeup of a Pedestrian Model . . . . . . . . . . . . . . . . . . . 10
2.1.2 Categorisations of Pedestrian Models . . . . . . . . . . . . . . . 11
2.1.3 Macroscopic Pedestrian Simulation . . . . . . . . . . . . . . . . 12
2.1.4 Data-Driven Pedestrian Simulation . . . . . . . . . . . . . . . . 13
2.1.5 Data-Physics Hybrid Pedestrian Simulation . . . . . . . . . . . 13

2.2 Microscopic models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.1 Acceleration-Based . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.2 Velocity-Based . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Complex Pedestrian Representations . . . . . . . . . . . . . . . 19
2.2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Additional Behaviours . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3.1 Groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.2 Luggage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.3 Autonomous Vehicles . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.4 Simulation of Pedestrian Models . . . . . . . . . . . . . . . . . . . . . . 24
2.4.1 Software/Frameworks . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.2 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25



viii

2.5 Linear Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5.1 Linear Programming Algorithm . . . . . . . . . . . . . . . . . . 27
2.5.2 Incremental Linear Programming . . . . . . . . . . . . . . . . . 27
2.5.3 Solving Linear Programs Without a solution . . . . . . . . . . . 28

2.6 Performance and GPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6.1 GPU Parallelism . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6.2 GPU Acceleration of Pedestrian Simulations . . . . . . . . . . . 30
2.6.3 Linear Programming on the GPU . . . . . . . . . . . . . . . . . . 31

2.7 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3 Constraint-Based Behaviours Modelling 35
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 A Framework for Hard and Soft Constraints . . . . . . . . . . . . . . . 37

3.2.1 Linear Programming and Constraints . . . . . . . . . . . . . . . 37
3.2.2 A Combined Model of Soft and Hard Constraints . . . . . . . . 38

3.3 Modelling Behaviours with Hard and Soft Constraints . . . . . . . . . 41
3.3.1 Group Behaviour . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.2 Luggage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.3 Autonomous Vehicles . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 Constraint-Model Behaviour . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Software Implementation of Modelling Behaviours . . . . . . . 50
3.4.2 Assessing Group Dynamics . . . . . . . . . . . . . . . . . . . . . 51
3.4.3 Assessing Luggage Dynamics . . . . . . . . . . . . . . . . . . . . 53
3.4.4 Visually Assessing Autonomous Vehicles . . . . . . . . . . . . . 58
3.4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.5 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.5.1 Experimental Performance Configuration . . . . . . . . . . . . . 61
3.5.2 Performance Results . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4 Model Accuracy 69
4.1 Experimental Validation - Luggage . . . . . . . . . . . . . . . . . . . . . 71

4.1.1 Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.1.2 Experimental layout and hypothesis . . . . . . . . . . . . . . . . 72
4.1.3 Experimental Results and Discussion . . . . . . . . . . . . . . . 74
4.1.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 Platform-Train Interface (PTI) Validation . . . . . . . . . . . . . . . . . . 80
4.2.1 About PTI behaviour . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.2.2 PTI Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.2.3 PTI model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Accelerated Constraint-Based Framework on the GPU 95
5.1 Linear Program Solving on the GPU . . . . . . . . . . . . . . . . . . . . 96

5.1.1 Implementation of the GPU Linear Program Solver . . . . . . . 97
5.2 Experimental Performance of the GPU Linear Program Algorithm . . . 101

5.2.1 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.2.2 Discussion of the GPU Linear Program Algorithm . . . . . . . . 107

5.3 GPU OCBM with RGB . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108



ix

5.3.1 OCBM on the GPU . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3.2 Constraint-Based Framework Implementation on the GPU . . . 109

5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

6 Demonstrating the Optimised Framework 113
6.1 Visual Demonstration of the Simulation . . . . . . . . . . . . . . . . . . 114
6.2 Performance Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7 Conclusion 123

Bibliography 127





xi

List of Figures

2.1 Generating half-plane constraints in ORCA . . . . . . . . . . . . . . . . 18
2.2 An example fundamental diagram for uniform flow in a corridor . . . 27

3.1 Visualisation of ORCA constraints . . . . . . . . . . . . . . . . . . . . . 38
3.2 Linear problem with no valid solution . . . . . . . . . . . . . . . . . . . 40
3.3 Velocity influences within a social group . . . . . . . . . . . . . . . . . . 44
3.4 Half-plane constraints caused by group formation . . . . . . . . . . . . 45
3.5 Diagram of constraints caused by owner on luggage . . . . . . . . . . . 46
3.6 Different possible interactions for luggage . . . . . . . . . . . . . . . . . 47
3.7 Graphics of luggage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.8 The use of 𝑢 in calculating the half-plane ORCA constraint . . . . . . . 49
3.9 The biflow corridor setup . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.10 Bi-directional flow with varying group size for density . . . . . . . . . 53
3.11 Angle within groups vs density, for varying group sizes between 2 to 5 54
3.12 The four-way corridor setup . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.13 View of regular sized person, large person, and person with luggage . 55
3.14 Various simulation models and experimental data in bi-directional

paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.15 Experimental data in cross-directional paths . . . . . . . . . . . . . . . 57
3.16 Visualisation of 2,500 agents in Unreal Engine in cross flow . . . . . . . 59
3.17 Visualisation of 2,500 agents in Unreal in four-way . . . . . . . . . . . . 60
3.18 Visualisation example of the neighbours of an agent in high density . . 63
3.19 Plot of population vs frame time . . . . . . . . . . . . . . . . . . . . . . 64
3.20 Plot of time taken per frame against number of neighbours considered

by a single person. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.21 Timing of various sub-routines of ORCA (routine vs time taken). Mul-

tiple lines/bars show varying density . . . . . . . . . . . . . . . . . . . 66

4.1 The biflow corridor setup . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2 Set up of the double-exit experiment . . . . . . . . . . . . . . . . . . . . 74
4.3 Fundamental diagram for various simulation models and experimen-

tal data in bi-directional paths for 50% of the population with luggage 75
4.4 Various simulation models and experimental data in bi-directional

paths for 100% of the population with luggage . . . . . . . . . . . . . . 77
4.5 Double-exit experiment results . . . . . . . . . . . . . . . . . . . . . . . 79
4.6 Mean error of the double-exit results . . . . . . . . . . . . . . . . . . . . 79
4.7 Passenger flow over time at the PTI for a service . . . . . . . . . . . . . 82



xii

4.8 Virtual PTI environment of Peckham Rye . . . . . . . . . . . . . . . . . 84
4.9 Graphical simulation of the PTI - Aerial view . . . . . . . . . . . . . . . 86
4.10 Plan view schematic of passenger behaviour on the platform . . . . . . 87
4.11 Graphical view of people socially distancing in the simulation . . . . . 88
4.12 Measured and predicted flow times for various services . . . . . . . . . 90
4.13 Predicted vs simulated flow time of PTI cases . . . . . . . . . . . . . . . 91

5.1 Distribution of workload across a thread using a naive mapping of
work units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.2 Distribution of workload across a warp after use of co-operative thread
arrays to balance work units . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.3 Timing comparison of the three algorithms for fixed batch sizes and
varied linear program sizes. . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.4 Timing comparison of the three algorithms for fixed constraint size
and varied batch amounts. . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.5 Proportion of time spent copying memory compared to total execu-
tion time for RGB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.6 Performance vs contention for atomics and device-wide segmented
reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.7 Relative timing comparison of naive NaiveRGB and optimised RGB
algorithms for fixed constraint size and varied batch amounts. . . . . . 106

5.8 FLAME message partitioning . . . . . . . . . . . . . . . . . . . . . . . . 110

6.1 Visualisation of 2,500 people in Unreal . . . . . . . . . . . . . . . . . . . 115
6.2 Set up of the eight-way experiment . . . . . . . . . . . . . . . . . . . . . 116
6.3 Visualisation of 10,000 people in Unreal . . . . . . . . . . . . . . . . . . 116
6.4 Performance vs population size for CPU and GPU implementation . . 117
6.5 Performance vs The interaction range/number of constraints per person118
6.6 Timing of various sub-routines of OCBM for the GPU . . . . . . . . . . 120
6.7 Timing of various sub-routines of OCBM for the original CPU imple-

mentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120



xiii

List of Tables

2.1 Comparison of various steering approaches . . . . . . . . . . . . . . . . 12

3.1 Suggested weights for different behaviours in the OCBM framework. . 41

4.1 Data From CCTV Observation of Passenger Volumes and Flow Times
for Leeds Station, Cases 1 to 8. Each of the Train Dwells Observed in
the CCTV footage is labelled With a Case Number, 1 to 8, for reference
in the main text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89





1

Chapter 1

Introduction

1.1 Background

Pedestrian simulations can be used to create virtual crowds of people moving around
environments. They can range in scale from singular people to whole cities and can
range in complexity from simple collision response to intelligent behaviour models.
A pedestrian simulation is typically designed with a model in which each person has
stated goals. Goals can be as simple as getting from point A to B, or more complex
such as following a tour group or evacuating a collapsing building.

Simulations of pedestrians are used for a variety of purposes. They are used in
architecture, visual graphics and gaming, and event planning. For example, in the
field of architecture pedestrian simulations are used to predict how people will use a
building before it is constructed. The use of simulations allows the discovery of any
potential points of congestion aiding in the building design process [186]. Simula-
tions of pedestrians are frequently used within media productions, both interactive
(like video games) and non-interactive (like films). In these cases people are simu-
lated to add a sense of realism to a virtual world. An example would be the Lord of
the Rings films, where virtual people populate massive battles and cityscapes [197].
Within the context of event planning, large events have potentially many thousands
of people in high density environments, such as the Hajj or large sports events like
the Olympics [92]. Pedestrian simulation can be used to explore emergency response
scenarios to provide understanding of how to limit dangers that may occur which
helps protect people’s safety.

Pedestrian simulations are important tools as it can often be impractical to study
real pedestrian crowds. Experiments with hundreds of people are hard to control,
are logistically difficult, and are prohibitively expensive. There are additional impor-
tant safety and ethical concerns when attempting to study high-density crowds or
evacuation measures. Simulated crowds can be used in lieu of real crowds to aid un-
derstanding. Pedestrian simulations can be used to discover preventative measures
or policy impacting on safety, comfort and user experience prior to real crowds of
people using infrastructure facilities. The study of virtual crowds and modelling of
pedestrian behaviour can lead to a deeper understanding of real crowds, providing
insight into the psychology [53], biomechanics [113, 126], and sociology of people
[122].
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A simulation is a computational experiment, and within pedestrian simulations
there are a wide range of approaches to pedestrian modelling which vary in com-
plexity and performance. They can range from fast large crowd approaches [221]
to slow precise individual models [189]. Interactive virtual crowds, such as in video
games, focus on modelling approaches which can be simulated efficiently to provide
believable motion. Although computationally efficient, these crowd models can sac-
rifice accuracy, reducing their applicability to crowd studies. In contrast, studies of
evacuation behaviour attempt to model collision response motion as accurately as
possible. In addition, each person can display different characteristics from others
which can alter the number of major injuries in emergency incidents, or their max-
imum walking speed [87, 82]. The accuracy and complexity of models can have a
significant and detrimental impact on the model’s performance in simulation.

Interactive crowd simulations need to run in real-time, as opposed to offline
simulations which may take many hours to compute solutions. Real-time simula-
tions are those that simulate the model as fast, or faster, than the time that advances
within the model. Offline models are less concerned with the performance of the
model, and more about the correctness of it. As the field of crowd dynamics has
developed, the distinction between real-time and offline models has grown. Offline
models develop further complexity, while real-time models perform faster, both due
to hardware advances and due to performance optimisations within their software
implementations. This has left an opportunity to develop models within the middle-
ground: models which perform complex calculations and run quickly [59]. These
types of models are useful in real-time predictors, such as warning if a crowd might
become too dense for safety [174], or in first-person interactive media, where the
whole crowd should look compelling and nearby people to the user are believable
[208].

There are no behavioural models which are generally applicable to the full range
of dynamics exhibited by real crowds. Behavioural models vary greatly depending
on the desired application and area of study. Some models are designed to cover
a wide range of expected emergent behaviours in particular circumstances, e.g. a
low-density crowd simulation [88]. Other models are for modelling specifically ob-
served behaviours [67, 111]. Crowd models are developed to address particular
observational phenomena, and there is no model which stands out as being suitable
for representing a broad variety of different crowd behaviour [59].

The crowd scenario being replicated and the purpose of the proposed simula-
tion determines which models are suitable to use. Different models will be suited
to different scenarios. A major challenge in model selection can be the difficulty in
extending existing models with new specific behaviours. The addition of new mod-
elling behaviours can greatly affect the existing model behaviour, which can affect
the overall accuracy of the simulated results.. Duives et al. [59] compare how vari-
ous model approaches handle different scenarios. They find that simulation models
are highly dependent on the behaviour to be simulated. They also find that most
types of models, excluding cellular automata, struggle to simulate new infrastruc-
ture. Cellular automata are shown to provide flexibility as they are rule-based. The
addition of new behaviours is incorporated by describing them as rules, which has
no impact on the original computation of cellular automata’s behaviour. Many other
types of models, including continuous-space models, which are important in high-
density scenarios, do not have an easy way to incorporate additional behaviour. The
approach of cellular automata, which uses a consistent method of describing rules,
inspires a potential framework for non rule-based models. This approach should
involve describing behaviours in an emergent way that can be incorporated into the
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remainder of the model. The proposed approach, which will be detailed within the
thesis, to incorporate additional behaviours is by describing behaviours as mathe-
matical constraints.

Constraints are used within simulations to limit the motion of virtual people. An
example is a constraint on maximum velocity that limits how fast a person can move.
This constraint arises from a person’s leg stride and fitness. A desperate person who
wants to reach their goal as quickly as possible is constrained to travel below their
maximum velocity. Another example is during evacuation, people want to leave the
danger area, but are constrained by how fast they can move.

Real people in crowds are constrained: they are limited in the motions they can
carry out. This can be in the form of hand-holding with another person, which limits
the distance from each other. It can be in the form of biomechanics, as a person can-
not immediately run in the opposite direction without slowing down. Constraints
can also be less rigid. An example is walking with a tour group, constrained to walk
close enough to hear the guide. Such a constraint is not an absolute requirement,
but still impacts the person by constraining them from being too far away. Because
such a wide variety of concepts can be described as constraints, it follows that a wide
variety of behaviour can be described as constraints. This makes a constraint-based
approach appealing for its potential capability to be easily extended with additional
short-term behaviours.

Within pedestrian models the notion of constraints is usually abstracted within
the calculations. This is done to simplify the model concepts as well as the calcu-
lation. For example, force-based models constrain the maximum amount of force
and acceleration a person experiences, and this is accounted for within the force
calculation. Models which intrinsically handle mathematical constraints are found
within the velocity-based family of models. Velocity-based models consider geomet-
ric shapes and constraints as limitations on the available velocity.

1.2 Aims and Research Statement

The aim of this thesis is to investigate a constraint-based approach to pedestrian
modelling. It will explore how a constraint-based approach can be easily extended
with additional emergent behaviours. The model will target real time simulations,
with the aim of simulating as many people in real time as possible with accurate
motion. Existing highly accurate models have difficulty in being extended with gen-
eral emergent behaviours, and need specific alterations for each combination of be-
haviour. This thesis will investigate how to extend the concept of a constraint to
include more complex pedestrian motion in the form of additional emergent be-
haviours. Particular examples of trailing luggage, groups, interactions with au-
tonomous vehicles, and platform-train interface will be used to explore how suitable
such behaviours are to a constraint-based approach. Such behaviours should be able
to be simulated while maintaining accurate pedestrian collision response.

Real time simulations are limited in how many people they can simulate, and
how many complex computations they can perform. This limits the complexity and
scope of simulations. If the simulation performance improves, then more people,
and more complex computations, can be performed while still being in real time.
There are many ways to improve the run time of a simulation. The largest theoret-
ical performance improvement comes from utilising GPU hardware. These devices
can perform many more computations than multi-core CPU implementations. Mea-
sured performance improvement when running a GPU implementation compared
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to a CPU implementation is difficult to predict prior to experimentation, but pedes-
trian simulations have been shown to be suitable candidates for GPU acceleration
[172]. It is important that a GPU implementation makes use of data parallelism to
maximise the device utilisation.

This thesis proposes an extensible constraint-based modelling approach for crowd
simulations and makes the following Thesis statement:

• A real-time crowd model using a union of constraints allows the addition of
behavioural complexity without sacrificing simulation accuracy.

The thesis statement naturally leads to the following research questions (RQ)
which are addressed within this Thesis work.

RQ 1 What modelling approach is most suitable for steering and short-term emer-
gent human behaviours in large dense crowds?

RQ 2 Can constraints be used to provide a flexible modelling approach suitable to
capturing a wide range of crowd collision response behaviours?

RQ 3 Can accuracy of interactions between individuals be maintained when adding
complex behaviours?

RQ 4 Is a constraint based modelling approach suitable for acceleration using data
parallelism on GPUs?

RQ 5 Can a constraint based simulation of crowds be accelerated to meet the target
of real-time performance?

RQ 1: Between the many different pedestrian simulation models, this research
question will explore what their advantages and disadvantages are in the context of
large dense crowds. This research question will involve a comparison of modelling
approaches, and consider which are appropriate for the domain of emergent be-
haviours within large dense crowds. This question can be answered by contrasting
between different approaches to explore their strengths and weaknesses, and draw-
ing conclusions as to which approaches are most suitable for large dense crowds.

RQ 2: A flexible modelling approach is one which can simulate collision response
with different emergent behaviours. Such an approach can be extended with addi-
tional behaviour without impacting the motion of pedestrian steering. Flexibility
can be assessed through the ease of extending the model behaviours. To constitute
a wide range of behaviours, the approach should be demonstrated to handle at least
three different behaviours specifically, with the capability for more. Collision re-
sponse behaviours are those that affect the short- and near- term motion of a person.

RQ 3: Accuracy is a measure of how well a simulation can reproduce real, observ-
able behaviours. A model can be accurate for certain scenarios, but not for others.
To answer this research question the approach needs to demonstrate quantifiably
similar behaviour to observations for chosen scenarios. The kinds of interactions
between individuals are those that affect the walking speed and trajectory of peo-
ple nearby. A simple example of such an interaction is avoiding someone who is
crossing another’s path, known as collision avoidance.

RQ 4: Accelerating performance is achieved by improving the speed of simula-
tions. GPU hardware is an appealing candidate for improving performance due to
the theoretically greater computation that can be achieved. Data parallelism is a key
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concept to ensure performance gains using GPUs. Data parallelism involves dis-
tributing the data equally across the computational cores of the device. It requires a
balance of work for each core. The suitability is appropriate if the constraint-based
approach can be implemented in a way that uses data parallelism. This involves a
balanced workload and use of device memory.

RQ 5: Real time performance is achieved when a simulation computes each sim-
ulation step faster than the amount of time that was simulated. Real time, in the
context of rendering, is usually quantified as running at least 30 times a second. At
this rate of computation the simulation can be displayed as a smooth video running
at the same refresh rate [11]. Many simulations can have performance improved by
running them on more powerful computer clusters, and using cutting edge devices.
However, this research question focuses on modest consumer-grade hardware, and
enhancing performance through code optimisations. Achieving high performance is
important to handle scalability. Larger crowds with more complex behaviours take
longer to compute, and are important when considering large venues like the Lon-
don Olympic Stadium which has a capacity of 80,000 people (current capacity for
concerts, as of 2023 [206]).

1.3 Contributions

This thesis makes the following novel contributions:

C 1 Description and performance evaluation of a constraint-based simulation model.
The ability to control the importance of the constraints determines which be-
haviours should be prioritised, permitting model behaviours without impact-
ing the rest of the functionality of the model. This contribution will help to
answer RQ 2 and RQ 3.

C 2 Description and performance evaluation of a 2D linear problem solver. Linear
problems are a key computation of constraint-based problems. The perfor-
mance of this computation has a large impact on the simulation model that
uses it. A novel GPU implementation is proposed to maximise performance
gains by solving numerous (i.e. batch) linear problems simultaneously. The
solver will be shown to outperform other solvers for sufficiently large num-
bers of problems by considering alternative state-of-the-art approaches. This
will specifically address RQ 4.

C 3 A performance evaluation and demonstration of the linear problem solver ap-
plied to the constraint-based simulation model for crowds (contribution 1).
The optimisations to the linear program solver will show real-time simulation
of tens of thousands of people therefore answering RQ 5.

1.3.1 Publications

The work in this thesis has led to the following publications:

• Simulating crowds and autonomous vehicles - J Charlton, LRM Gonzalez, S
Maddock, P Richmond [39]

• Fast simulation of crowd collision avoidance - J Charlton, LRM Gonzalez, S
Maddock, P Richmond [38]

• Two-dimensional batch linear programming on the GPU - J Charlton, S Mad-
dock, P Richmond [37]
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1.4 Definition of Terms

• Steering, collision avoidance. Both refer to the process of avoiding collisions,
with other people or obstacles

• Person, pedestrian. A real human.

• Agent. A virtual person, one that exists in code, but not physically.

• Crowd. A large group of people in the same physical space at the same time.
The crowd can contain smaller social groups, such as families and groups of
friends, as well as individuals with their own goals [2].

• Model. An abstract representation of a real process. A crowd model is a way
of describing crowds using mathematics, computation, and rules.

• Simulation. An implementation of a model. A crowd simulation is able to
take a description of people (such as starting positions) and compute where
they will move over time.

• Framework. A piece of software which can be selectively altered through user
code.

• Luggage. Refers specifically to trailing luggage, the sort held by handle and
rolled along the floor behind the owner.

1.5 Thesis Outline

• Chapter 2 provides fundamental background information on crowd simula-
tions. It discusses potential modelling techniques which are suitable for po-
tentially answering the research question of this thesis. It examines in-depth
the aspects of collision avoidance, groups, and luggage as emergent behaviour.
It provides information on GPUs and the architecture. It explains in detail lin-
ear programming and their solvers.

• Chapter 3 introduces the proposed modelling approach, Optimal Constraint
Behaviour Model (OCBM). It explains details of the model, including the novel
addition of constraint hardness. The chapter explores the model with addi-
tional behaviour implementations, specifically luggage, people in social groups,
and people and autonomous vehicles sharing space. The chapter also explores
the performance of the implementation. This work advances Contribution C
1.

• Chapter 4 validates the accuracy of OCBM. It does so by testing the model
and its behaviours against real data. This comparison includes observations
from literature, and observations from performed data collection from CCTV
at train station platforms. This chapter is part of contribution C 1.

• Chapter 5 details Randomised GPU Batch (RGB), a novel linear program solver
on the GPU. It is specifically designed to be performant for 2D and low-dimension
programs. This solver is an important aspect in optimising the performance of
OCBM. The performance of the linear program solver is tested against other
solvers. To maximise the performance gains of using RGB, OCBM is imple-
mented on the GPU, and the details of this are explained, advancing contribu-
tion C 2
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• Chapter 6 demonstrates the performant OCBM on the GPU by simulating
many thousands of people, with their own complex behaviours, in real time.
In addition, the performance of GPU OCBM is explored and compared to the
previous CPU implementation to understand the changes in speed. This chap-
ter contributes towards Contribution C 3.

• Chapter 7 provides concluding remarks and future directions of research lead-
ing on from this.
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Chapter 2

Literature Review

This chapter provides context and background information regarding pedestrian
crowd simulations relevant to the work proposed in this thesis. In particular, it ex-
plores how to simulate pedestrian crowds, pedestrian behaviours, constraint-based
mathematics including linear programming, and optimising algorithms on GPU
hardware. It will discuss which modelling approaches are suitable for simulating
pedestrian crowds with both speed and precision, how easily extensible they might
be, and which approaches interlink multiple behaviours and steering.

This literature review will begin by explaining how pedestrian simulations func-
tion with a brief overview. It will explore which approaches are most suitable for
extension to implement the ideas proposed within the thesis. It will also explore a
wide range of pedestrian behaviours that can be incorporated into models. The ad-
dition of modelling new behaviours allows simulating varied interactions and sce-
narios, which can be very important in examining anything but the most simple of
crowd dynamics. Behaviours include evacuation behaviour, carrying luggage, and
responding to announcements within a store.

This chapter will also discuss how to implement pedestrian models, including
the various choices of possible software. An important facet of simulations is under-
standing how they compare to each other, and to real crowds. This will be explored
in greater detail through the section regarding model validation. The chapter will
also explain details on the mathematics of linear programmes and GPU architec-
tures. These are relevant to exploring the characteristics and performance of ap-
proaches relevant to crowd simulation in general.

Section 2.1 provides an overview of pedestrian simulations and the suitability of
various approaches. Section 2.2 goes into detail, examining specifically microscopic
pedestrian modelling, which is the approach deemed most suitable for further study.
It describes and compares small-scale aspects of pedestrian simulations. Section
2.3 describes literature around modelling human behaviours. Section 2.4 explains
about model validation and how to test the suitability of models. Validation plays an
important role in understanding how accurate simulations are. Section 2.5 explains
linear programming, a key computational aspect of the work within the thesis which
plays a role in the performance and optimisation of the final implementation. Section
2.6 provides information on GPU hardware and architecture, which is considered as
a viable approach to improve the performance of constraint solving.
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2.1 Introduction to Pedestrian Modelling and Simulation

A pedestrian crowd model is an approach to describe how people can be represented
virtually. It takes the complex occurrences of real crowds, and attempts to simplify
it into a set of rules. A pedestrian crowd simulation is an implementation of the
crowd model. The simulation needs to be initialised: told who the people to simu-
late are, and in what environment it takes place. The simulation calculates how the
crowd behaves and evolves over time. The choice of model can have a big impact
on how the crowd evolves. The choice of model tends to be driven by what crowd
behaviours are of interest or relevance to the specific situation. For example, interest
in how a single person travels through an environment will typically use a different
model to one interested in how a large crowd evacuates from a building. Models
may vary in complexity and also performance.

Pedestrian crowd models are broadly categorised into the scale of how they con-
sider individuals, whether on the person scale (microscopic), crowd scale (macro-
scopic), or as a more intangible data representation (data-driven) [121, 12]. Each
approach has varying suitability when considering different scenarios.

Pedestrian crowd models are useful for a variety of cases, including applications
in architectural design for predicting human behaviour in buildings which do not
yet exist. In this specific case, they can be used to ensure the building will not suffer
from crowding [25] or bottlenecks. Pedestrian simulations are used in safety studies,
such as transport hubs and sport stadiums where there can be large numbers of peo-
ple. They can be used to ensure that behaviours that can lead to unsafe situations
like very high density (of 10 people per square metre) does not occur [124]. If unsafe
situations do occur, then simulations can explore how to evacuate the people safely
and efficiently [220, 89]. Pedestrian simulations are useful for creating immersion in
virtual environments: having believable people move around virtual worlds helps
with a sense of credibility of the world [202, 155]. Simulations within virtual envi-
ronments also find application in games and films [174]. There are also applications
in recent developments such as autonomous cars [165], or using pedestrian simu-
lations with camera tracking to obtain more accurate tracking of people in crowds
[35], where using a simulated prediction of how people move can help track how
real people are moving.

2.1.1 Makeup of a Pedestrian Model

Pedestrian models aim to handle three distinct levels of behaviour. These are the
strategic, the long-term, and the short-term [43]. The strategic level encompasses
the concept of visiting a shop and returning home, or of looking at interesting events
going on around [18]. The strategic level changes greatly depending on the location
being simulated. People will behave very differently if entering a train station and
attempting to board a train [119], compared to socially distancing at a supermar-
ket [159]. Various disciplines such as psychology and sociology help understand
behavioural complexity at the strategic level [42].

The long-term level of behaviour is usually concerned with the path planning
of movement within simulation, i.e. it describes the behaviour of how a pedestrian
navigates from point A to point B within a simulated environment. Knowledge of
the environment is therefore required to know how to create a planned route or path
to reach the destination. Such path planning involves decomposing the environ-
ment into an understandable representation for the model which can be solved by
a routing algorithm [199]. Example decompositions include Voronoi shapes [195],
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a regular sized repeating grid, and irregular triangles [144]. In general, solving a
decomposed representation can be performed by routing algorithms such as A* or
Dijkstra, regardless of decomposition shape. More complex path planning will take
into account macroscopic crowd properties to affect the path planning. An example
is navigating around a large crowd [72]. In this case, when there is a large group of
people, the planning approach will account for the difficulty in navigating through
the crowd of people, versus alternative options such as walking around the edge of
the crowd.

The short-term level of behaviour is concerned with the near-distance and near-
time scale of people. It involves objects close to people and timescales of a few
seconds or less. It tends to be described by physics, biomechanics, and engineering.
One example is by considering continuum approaches to model people as incom-
prehensible flows. If the individual people are given "intelligence" such as rules and
heterogeneous, self-contained properties, then it can be described with Agent-based
modelling (ABM) [137].

2.1.2 Categorisations of Pedestrian Models

Pedestrian models can be categorised by the different approaches they use. One
such method of categorising is used within Meyers et al. [43]. Three prominent
classifications they use are:

• Macro- vs micro- scopic

• Rule-based vs acceleration-based vs velocity-based

• Physics-based approaches and data-driven approaches

The first categorisation, microscopic or macroscopic, varies in how the model
considers individual people. Macroscopic approaches consider properties of the
whole crowd and lack a sense of individuals. In contrast microscopic models con-
sider individual information (e.g. position and velocity) for each pedestrian, and
the crowd properties are emergent properties that arise from individual interactions.
The second categorisation regards how the model updates and moves pedestrians.
Rule-based, describes pedestrian motion as a set of rules and is used by approaches
such as cellular automata [29, 62, 8, 213, 116, 27, 28]. Acceleration-based, updates
the locations of people by considering the forces applied on a person and the corre-
sponding acceleration it causes. Velocity-based is similar to acceleration based, but
acts on the velocity of the person to update the positioning. The third categorisation
is a more generalised approach to the simulation. For a long time only physics-based
approaches were used.

It is only in recent years that data-driven approaches have developed.The physics-
based approach uses a set of basic rules which are created by analysing, understand-
ing, and exploring physical and social considerations. The rules and parameters
of the model are related to observable or understandable metrics. These methods
can be separated by scale into macroscopic and microscopic scales. The approaches
are concerned with outputting crowd-scale behaviour. The data-driven approach
revolves around supervised deep learning methods. Supervised deep learning is
categorised by the training of neural networks which have more than two hidden
layers and are supervised to learn from the data. Very recent advances look to com-
bine microscopic-scale physics based models with data-driven deep learning mod-
els, which constitute a hybrid approach. These show promise in lessening the re-
spective weaknesses in the models by drawing on strengths of the other [161]. The
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perceived weaknesses of physics-based approaches include the lack of accuracy of
single-person trajectory. While the weaknesses of data-driven approaches include
behaviour that is not physically possible, limited to single or few people, and diffi-
culty in predicting scenarios which are different to the training data.

There are other hybrid models within pedestrian simulations. These include
when a flow rate is imposed on individual agents (hybridising micro- and macro-
scopic approaches) [148], Pathfinder [198], and Society of Fire Protection Engineers
(SFPE) models (which combine fire models with pedestrian models) [99]. This chap-
ter is concerned only with the data-physics hybrid approach.

Any given pedestrian model can be categorised into the approaches highlighted.
Table 2.1 shows the comparison of certain models under this classification. As an ex-
ample, the well-known boids model [171] is a microscopic, acceleration-based, physics
approach relevant to simulate a range of collective behaviours observed in animals
and humans. This thesis aims to explore behaviours which affect individuals, such
as luggage. This means that person-scale physical models are the most relevant. For
this reason, microscopic models will be explored in further detail in the following
section. This remainder of this section will briefly touch on the alternative categori-
sations.

Paper Macro/Micro Rule/Acc/Vel Physics/Data
RVO/ORCA [16] micro vel physics
social forces [88] micro acc physics

Cellular Automata [29] micro rule physics
Footstep planner [189] micro acc physics

Social LSTM [3] micro - data

TABLE 2.1: Comparison of various steering approaches

2.1.3 Macroscopic Pedestrian Simulation

Macroscopic Pedestrian Simulation considers the whole crowd at an aggregated
level. Not dissimilar to fluid simulations, large crowd-scale rules are defined. This
approach is useful for crowd-scale properties and long timescales. These long timescales
are of the order of 10 seconds at a minimum, which is too coarse for people walk-
ing from one end of a room to another, but suitable when walking the length of a
street or large building. This approach lacks person-scale detail and short-term time
details. It lacks the concept of individual people, and is relevant when interested in
the overall crowd dynamics. Because this approach is coarse and does not consider
individual-scales, it is able to simulate much larger crowds with the same compu-
tational performance. There are many different types of macro-scale models, and
more in-depth reviews are available [203, 125].

Early models by Henderson [91, 90] of modelling crowds of people similarly to
fluid mechanics. It focuses entirely on the macroscopic crowd and does not have
considerations of individuals. One model by [148] deals with very dense, large
crowds. In such a situation, interpersonal distance reduces and individual freedom
of movement disappears. They argue that due to this, simplifications can be made
to simulate people. They model inter-agent dynamics and simplify people to be-
have as fluid particles. This model is able to capture some macroscopic properties,
such as crowd vortices, and simulate many hundreds of thousands of people. The
downside is that it lacks accuracy of individual motions. It also fails to simulate
larger avoidance of people around a large crowd, and lane formation between two
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head on crowds, though these can be improved upon by incorporating aspects of
other models, they explain. ”Lanes” occur during head on motion of two opposing
motion crowds when people will follow behind other people walking in the same
direction as them.

2.1.4 Data-Driven Pedestrian Simulation

Pedestrian simulations based on data-driven approaches have been growing rapidly
in recent years. This is in part due to the machine-learning/deep-learning boom,
in turn, driven by the ready availability of compute performance. Physics-based
approaches have been maturing for many years, but only recently can hardware
churn through the huge amounts of data necessary to extract results.

The data-driven approach focuses on deep learning methods. This uses large
amounts of data which needs to be correctly sanitised and labelled. Data-driven ap-
proaches aim to find patterns within the underlying data, which it can do without
an understanding of the physical rules which govern pedestrian motion. The data-
driven approach tends to be focused on single person trajectories. A trajectory is
the paths a person takes through the environment. Models are able to very accu-
rately predict and model single person motion. Data-driven approaches also focus
on low densities and within a single room or corridor-scale. Work on data-driven ap-
proaches rapidly increased after the work of social-LSTM from Alahi et al. [3], which
learns general human movement and predicts their future trajectories. A more in-
depth discussion on data-driven approaches can be found within [121]. They detail
the literature around data-driven trajectory calculations and point to the interesting
future direction of hybridising data-driven with physics-based approaches together.

There are downsides to the data-driven approach. These include data-related
issues. It can struggle in regions that do not have much input data. Due to the ’black
box’ nature of the approach, there are no simple, physical variables which can be
adjusted. This is in contrast to the physics approach which has a fundamental set of
parameters to describe the pedestrian. It also struggles from overfitting data, which
occurs when the model fits too closely to a particular set of data, reducing its ability
to fit additional data or predict future observations reliably.

2.1.5 Data-Physics Hybrid Pedestrian Simulation

The data-physics-hybrid approach to pedestrian simulation is an emerging field of
research. The idea of the hybrid approach is to simultaneously make use of the
advantages of the data and physics approaches, and limit the associated downsides.

One way of doing so is to use physics-based models to extend the available data
set on which to train models on. In this scenario the downside of limited obser-
vational data availability within data driven approaches is offset by the physical
models ability to generate simulated data. Another use of the hybrid approach is
to use physical based models to inform the predictions made by data-driven predic-
tions to remove those that do not follow physical rules [175]. Another example is
from Rasouli et al. who join 2d pedestrian benchmarks with 3D data sets to create
an accurate pedestrian crossing prediction model [169].

A recent example of the hybrid approach is [7] which embeds the social forces
model (see below in section 2.2.1), allowing for a relatively small training set, and
acceptable results in areas it was not trained on. This method removes some of the
black-box of machine learning and provides results in human-interpretive form.
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2.2 Microscopic models

Microscopic models use rules at the scale of individual people. Individual based
modelling is analogous with agent-based modelling where the rules are defined for
the people (agents), who make their own independent decisions. In microscopic
models the individual people appear to act with some level of intelligence. Mi-
croscopic models first developed in the form of acceleration-altering models, and
later velocity-based models. Of particular note are the velocity obstacles family of
models. Velocity obstacle models are velocity approaches which consider the region
of available velocity space. The final microscopic approach is Cellular Automata
(CA) which follows a discrete grid-like environment and are subject to a fixed set of
rules, and consider only their nearest neighbours. There are also microscopic mod-
els which are unique or take a very different approach that they cannot be easily
classified. These are presented at the end of this section.

The research of this thesis is on simulating pedestrian crowds with additional
behaviours. Additional behaviours like groups and luggage are on a similar scale
to the people themselves. As such macroscopic models, which struggle to record
behaviours on the person-scale, are too coarse for use. The research is also concerned
about how whole crowds interact with each other, which limits the effectiveness
of data-driven approaches which tend to focus on single people. The microscopic
approach, in contrast, is suitable at these tasks. Within microscopic models there can
be acceleration (explored in section 2.2.1, and velocity (in section 2.2.2).

2.2.1 Acceleration-Based

Acceleration-based models are those which act with forces to navigate and move.
Various forces can act on individual people, arising from a variety of sources, result-
ing in a combined force, which is integrated over time to move people around.

The most famous acceleration-based pedestrian model is the Helbing social forces
model [88]. A very successful early model which demonstrated two phenomena,
namely lane formation and oscillations at a bottleneck. Lane formations occur in
corridors when pedestrians move in cross-flow (i.e. opposite directions), and extra
steering rules when a colliding agent is within the line of sight. Lane formation is
the phenomenon where people moving in the same direction follow roughly behind
one another. This grouping increases the overall speed and reduces the amount of
head-on potential collisions that people need to steer around. The advantages of
this social force model is its light computation. Collision avoidance is proportional
to the distance between agents, and the closer two people are, the more effect their
interactions will have on each other.

The social forces model is possible to be improved upon and lends itself well to
a GPU implementation [173, 112]. This is because, like with all microscopic models,
there are numerous individual actors who all follow the same set of rules. The result
is the ability to simulate many more people at a much faster rate, compared to using
only the CPU. Applications to the GPU are not trivial and tend to require the whole
simulation to be within the GPU. For the case of Karmakharm et al. [112] the long-
term path planning was computed as a discritised grid with multiple layers for each
possible exit point. This change was done to properly utilise the GPU hardware and
allow the resulting model to handle many agents in real time.

The social forces model lacks accuracy compared to other models. Pedestrian
motion is dependent on the distance to neighbours, and this can lead to abnormal
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motion. Furthermore agents arrive at their destination in a slower time. Adjust-
ments and extra forces can be included in social forces models to simulate extra
properties. For example a body force is included for simulating evacuations where
agents will be tightly packed to counter body compression [89], as well as a slid-
ing friction force [127]. Such extensions can create more visually realistic behaviour
compared to the standard social forces model in some scenarios.

Another force model, less suited for pedestrians is the Reynolds’ Boids model
[171]. The force rules are applied to flocking behaviours such as birds. For example,
there is a force which all agents are attracted towards the perceived centre of the
flock. Such forces do not create believable pedestrian motion, but was one of the
first steps towards creating computational emergent macroscopic motion from rules
applied to individuals.

An issue with acceleration-based approaches is that when a force suddenly ap-
plies or disappears, people can stop almost instantaneously. Force particles have
inertia and take time to stop moving. This alternative approach can cause discrep-
ancies in expected behaviour without additional factors. For further detail on this
section, [40] provides a good explanation of the literature around social forces mod-
els.

2.2.2 Velocity-Based

Velocity-based models do not consider forces and acceleration, but rather the inte-
gral: velocity. These approaches tend to involve computing the relevant velocity for
each person according to the various factors of the model.

A general framework for velocity based modelling of pedestrians is discussed
in [139]. This framework makes only a few assumptions on the possible velocities,
such as it being impossible to leapfrog over a person. [156] is an alternative velocity-
based approach based on the bearing angle between agents. The bearing angle is
between the vector of direction of motion and the vector connecting two agents. The
angle varies greatly if the motion of the two agents is suitable, but remains close to
constant if a collision is occurring. This approach to Velocity obstacles also uses only
visual stimuli for intra-agent information exchange. There exists a set of models
which search for the optimal velocity, which is dependent on the space in front of
an agent. This approach is similar to vehicular dynamics and can produce various
phenomena [200, 212].

A shortcoming of velocity-based approaches is the inherent inability to model
stop-go processes seen in queues and similar. A similar phenomenon can be readily
seen in cars at a traffic light when the light turns green. [201] adds noise into the
velocity-based model to create stop-go motion and better match observations. To
address these shortcomings, a velocity based approach [57] attempts to simulate
these effects. It uses gradients to change the velocity vector. It is able to reproduce
common phenomena like lane formation, and stop-and-go waves.

A popular velocity approach is velocity obstacles (VOs), which create limits in
velocity-space to alter the possible velocities a person can travel at. A VO is the set
of all velocities which will result in a collision between two actors. It is formed for
the person of interest, and requires a target actor. It is calculated based on the current
velocity of the other actor, so assumes the other actor will continue moving with the
same velocity. If the person of interest moves with a velocity within the velocity
obstacle it will eventually collide with the other target actor. Moving at a velocity
outside of the velocity obstacle means the two actors will not collide.
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Velocity obstacles function by examining the velocity and position of nearby
moving objects to compute a collision-free trajectory. Velocity-space is analysed to
determine what velocities can be taken which do not cause collisions. VO mod-
els lend themselves to parallelization since agents are updated simultaneously and
navigate independently of one another with minimal explicit communication. It
tends to be more computational and memory intensive than social forces models,
but the large throughput capability of the GPU for such parallel tasks make it a
very suitable technique for GPU implementation. Early models assumed that each
person would take full responsibility for avoiding other people. Several variations
include the reactive behaviour of other models [1, 117, 66]. One example is recipro-
cal velocity obstacles (RVO), where the assumption is that all other people will take
half the responsibility for avoiding collisions [14, 81]. This model has been imple-
mented on the GPU [26] and has shown credible speedup over the multi-core CPU
implementation through use of hashing instead of naive nearest neighbour search.
Group behaviour has also been included in VO models [86, 214] allowing people to
be joined into groups. Such people attempt to remain close to other members of the
group and aim for the same goal location. A further extension is Optimal Reciprocal
Collision Avoidance (ORCA). ORCA provides sufficient conditions for collision-free
motion by solving low-dimension linear programs. Freely available code libraries
have been implemented for both single- and multi-core CPU [193]. VO techniques
are suitable candidates for GPU implementation. The RVO model and implementa-
tion by Bleiweiss [26] shows notable performance improvements against multi-core
CPU equivalent models. However, these methods must perform expensive calcula-
tions to find a suitable velocity. They tend to perform slower and are not guaranteed
to find the best velocity.

Velocity object models were initially created for robotic navigation. Velocity ob-
ject methods examine the available velocity space that will prevent collisions and
select a velocity from the available set. Agents only need to know the position and
current velocity of other nearby agents. No other communication is needed. This
has the advantage that all information required is obtainable from sight, much like
real people. Velocity obstacle methods have been applied to autonomous wheelchair
driving through crowds [166] and warning drivers of impeding car collisions [185].
An advantage of these methods is predicting collisions by looking ahead in time and
adjusting velocities sooner for smoother looking motion.

The original velocity object method by Fiorini and Shiller [64] suffered from on-
coming agents entering a reciprocal dance. The reciprocal dance involves two agents
arriving head on each other. To avoid collision they both select a velocity to the side.
However, if both agents select the same side then they are going to collide again.
They must select a new velocity to again avoid collision, which will be their initial
velocity due to that being closest to the desired velocity of the agents. This is a re-
peat of the initial problem, so these agents are stuck in this situation of repeatedly
selecting the same velocities and never moving.

Extensions to this model include accounting for car-like constraints [210], non-
linear motion [184], and group formation [170]. The latter attempts to simulate dif-
ferent group types such as tourist and friend groups. Various emergent behaviours
were simulated in this model such as in low density, small groups form roughly a
horizontal line so that they can talk easily to each other. In higher densities the group
became a single-file line as this maximises the speed the group can move within the
dense crowd.
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To address the reciprocal dance issue, a new model, the Reciprocal Velocity Ob-
ject (RVO) was created [14]. Both agents take half the responsibility to avoid colli-
sion. This prevents both agents from selecting their original velocity the second time
round because that original velocity will be in an invalid region of velocity space.
Such an invalid region will lead to a collision. This model requires both agents to
use the same RVO model for steering due to the assumptions made in predicting the
other agent’s trajectory.

Other extensions to RVO add additional constraints, such as limiting acceleration
(AVO [15]), rotating of non-radially-symmetric shapes (RRVO [70]). Most of these
methods are made for linear equations of motion ¤𝑝 = 𝑣 for a change in position 𝑝

in time proportional to the velocity 𝑣. AVO has been further generalised to apply
to any degree integrator [176] known as a continuous control obstacle. Other exten-
sions by [9] allow for arbitrary homogeneous linear equations of motion. These have
been gathered under a unification framework for general RVO where these different
models are shown to be special cases of the general RVO [10]. This general RVO
method allows for calculating a plethora of different equations of motion including
linear and nonlinear, homogeneous and non-homogeneous types. It does not, how-
ever, extend to rotational shapes or account for a decoupling of the forwards vector
with shape rotation.

ORCA

The Optimal Reciprocal Collision Avoidance (ORCA [16]) is a particular version of
a VO. It allows multiple agents to navigate each other by creating a half-plane of
allowed velocities for each neighbour. Once all half planes are calculated a velocity
that most closely matches the desired velocity within the remaining free space is
found using linear programming. These half-planes are conservative, so agents in
tightly packed conditions are more limited than they are in a real representation.

The ORCA model functions when each person in the model has a start location
and an end location they want to reach as quickly as possible, subject to an aver-
age speed and capped maximum speed. For each simulation iteration, each agent
'observes'properties of nearby people, namely radius, the current position and ve-
locity. For each nearby agent a half-plane of restricted velocities is calculated (figure
2.1). By selecting a velocity not restricted by this half-plane, the two agents are guar-
anteed to not collide within time 𝜏, where 𝜏 is defined as the lookahead time, the
amount of forward time planning people consider to avoid collisions. By consider-
ing all nearby agents, the set of half-planes creates a set of velocities that, if taken,
do not collide with any nearby agents in time 𝜏. The agent then selects from the
permissible velocities, the one closest to its desired velocity and goal.

It is possible that the generated set of half-planes does not contain any possible
velocities. Such situations are caused by large densities of people. The solution is
to select a velocity that least penetrates the set of half-planes induced by the other
agents. In this case, there is no guarantee of collision-free motion.

The computation of velocity subject to the set of half-planes is done using linear
programming. The problem for the linear program is defined with the constraints
corresponding to the half-plane ORCA𝑎 |𝑏 of velocities, attempting to minimise the
difference of the suitable velocity from the desired velocity. Since each agent needs
to find a new velocity, there is a linear problem corresponding to each agent, each
iteration.

There are two main advantages of ORCA compared to other velocity models.
The first is the ability for collision-free motion. This provides theoretically fewer
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(A) (B) (C)

FIGURE 2.1: (A) A system of 2 people a and b with corresponding ra-
dius 𝑟𝑎 and 𝑟𝑏. (B) The associated velocity obstacle VO𝑎 |𝑏 in velocity
space for a look-ahead period of time 𝜏 caused by the neighbour 𝑏

for 𝑎. (C) The vector of velocities 𝑣
𝑜𝑝𝑡
𝑎 − 𝑣𝑜𝑝𝑡

𝑏
lies within the velocity

obstacle 𝑉𝑂𝑎 |𝑏. The vector 𝑢 is the shortest vector to the edge of the
obstacle from the vector of velocities. The corresponding half-plane

ORCA𝑎 |𝑏 is in the direction of u, and intersects the point 𝑣𝑜𝑝𝑡𝑎 + 𝑢.

collisions, which is an important metric for crowd correctness. The second reason
is the computational performance of ORCA implementations. ORCA achieves good
performance for a velocity obstacle approach because it uses linear constraints for
computing solutions. Velocity obstacles are decomposed to linear constraints, which
can be computed relatively easily. This is in contrast to other VO methods which
use complex shapes, which are more costly to compute. ORCA has been shown to
display a variety of desirable properties. It exhibits self-organising behaviour [80],
reproduces small-scale pedestrian interactions [78], and can match fundamental di-
agrams of experimental observations [50]. Performance-wise, it is computationally
efficient [52] and numerically stable [51].

The ORCA model is advantageous compared to acceleration-based approaches
because of the types of people it considers, and their importance in steering. An
acceleration-based approach steers around other people proportionally to the dis-
tance between them. The closer two people are, the more important the forces af-
fecting them are. The disadvantage of this is that fast, far away people are barely
considered, even if they will be colliding shortly with the person. In contrast, ORCA
steers around anyone who may collide with a person within a certain lookahead
time. This approach leads to more believable emergent motion.

The popularity of the ORCA model has led to numerous extensions of it. Some
of these adjust the shape of the agents to elliptical shapes [23]. Other extensions ad-
dress behavioural aspects of ORCA. [216] addresses the least-effort principle applied
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to ORCA. By having people navigate using least effort, they reduce their energy ex-
penditure, and potentially more easily and swiftly arrive at their destination. [5]
applies ORCA to agents with non-holonomic motion, such as cars, which are lim-
ited in how they move depending on the wheel position. [4] takes a similar idea and
looks at ORCA for bicycles. [75] generalises the reciprocal requirement of ORCA
into a variable reciprocity.

2.2.3 Complex Pedestrian Representations

Some pedestrian models focus on highly complex locomotion and as such typically
focus on only one or a handful of people at any time, often performing computation
offline. Some of these approaches draw on biomechanics to influence how a person
can move. These models constrain the possible positions and velocities a person
can take by considering factors like how much a leg can stretch and move. Due
to the complex calculations involved these are usually done offline for interactions
between small numbers of individuals.

Some groups have looked at modelling human physics and biomechanics to cre-
ate motion and navigate objects [189, 20]. Agents are represented not as points or
circles, as with other micro-simulation models, but as 5 circles, one for each shoul-
der, one for the body and 2 for the feet [110]. These shapes are compared for collision
detection. Footstep locations based on the inverse pendulum (IP) model [126] are
planned out for five or so steps. The motion of the five circles is predicted and com-
pared with other agents to see if future collisions occur. Each agent’s next few foot-
steps are calculated depending on the desired velocity and kinematic constraints.
Any foreseeable collisions are re-calculated according to the agent’s locomotion.
This model is very computationally intensive and only runs tens of agents in real
time. It creates a coupling of steering with locomotion, where locomotive constraints
dictate the collision avoidance as well as vice versa. This is a useful feedback mech-
anism to account for locomotion constraints to affect steering. The resultant steering
motion can look fake as not enough biological constraints are considered [189]. It
is difficult to know how the model by Singh et al. computers steering compares
to other models since the literature does not explain how the footsteps are recalcu-
lated when collisions are predicted to occur. It does allow for complex avoidance
manoeuvres such as backstepping to allow an on-comer through the door. Poten-
tial future directions for this type of model include more biomechanical kinematics
such as knee and ankle joints affecting energy cost, which affect the footstep output
and produce more realistic looking motion. The advantage of this method is that
the path taken looks natural and the timing of steps taken looks realistic. People
can exist closer to each other because rather than one large circle to avoid it uses
five smaller circles, which less conservatively estimates the shape of people. Agents
in this model communicate between each other their planned motion, which can be
more information than would be possible in a real life situation.

A different method uses whole body motion [160] and represents people in full
3D. The human can navigate complex environments and a few other agents. It has
two parts: multi-agent planner for global and local motion, and high-degree-of-
freedom (DOF) planner which minimises various energy constraints to create move-
ment. A feedback loop returns whether the current path from the multi-agent plan-
ner is doable by the high-DOF and creates a new path if not. Obvious extensions are
synthesising more natural looking motion, and heterogeneous agents. It is highly
computational and works in real time for only a few agents, but they can navigate
complex 3D environments as well as tricky 2D areas, by computing trajectories that
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can satisfy kinematic, dynamic, and biomechanical constraints. This model lacks
motion data for some movements, resulting in robotic motion. High-DoF models
only look at the current time step, and could include further look-ahead for smoother
motion.

These many degrees of freedom models are the start of a 2-way system between
steering and locomotion. Biomechanics are used to influence the agent’s steering
ability. These are the most accurate models in this regard, though they remain com-
putationally intensive and can commonly have visually incorrect looking movement
when explicitly calculating body position as opposed to using motion capture ani-
mation on top of the agent location. These models were not created to simulate a
whole crowd of interacting people, and hence are unsuitable for the proposed pur-
pose of crowd-wide simulation.

2.2.4 Summary

The thesis is concerned about simulating a flexible modelling approach accounting
for complex behaviours, complex motion, and real time simulation. For these rea-
sons, microscopic approaches are the most suitable. They are able to easily describe
differences at the individual level, and are suitable for high density crowds in small
locations such as narrow corridors. Velocity based microscopic approaches are some
of the more complex types of models. The complexity translates to useful model
behaviour, such as accounting for people not according to their distance to them,
but by how much of a potential collision they might have. In particular, ORCA ad-
dresses various concerns of previous velocity models, such as the reciprocal dance.
ORCA uses linear constraints, which can be computationally lightweight compared
to other RVO approaches, which is a desirable feature in the scope of this thesis.

2.3 Additional Behaviours

The previous sections have focused on the steering aspect of the pedestrian simula-
tion. That is, how to avoid collisions between people and the environment. Up to
now, there has been minimal assumption about who the people are, or their psychol-
ogy or culture. People avoiding colliding with one another is a fundamental aspect
of pedestrian motion, but does little when compared to real world pedestrians, who
display a rich variety of differences between one another. One example of different
behaviour is moving up or down stairs, walking at different speeds [182]. The aim
of additional pedestrian behaviours within a model is to account for some of these
real-world aspects within the simulation to better represent observable crowds.

Incorporating a behaviour into a model will affect the emergent behaviour. That’s
expected and desired, since the motion of a person in a group should be different
when they are not in a group. However, joining multiple behaviours together can
be difficult. Each behaviour changes some part of the simulation, and that can have
unforeseen effects on other parts, such that the addition of extra behaviours makes
none of the behaviours function as expected without special considerations. An ex-
ample of this might be the social forces model [88], which has been applied to groups
[134, 84] and evacuation [87], but needs a special, different consideration to combine
the two together [217].

Approaches have been made to incorporate pedestrian behaviours together in
a unified fashion. Hollmann [93] creates a framework which follows a holistic ap-
proach for modelling goal-driven, cognitive individuals. Behaviours for this model
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are goal-driven: behaviours which alter the goals a person has. This is in contrast to
the behaviours examined in this thesis where behaviours alter the short-term motion
of a person. For a behaviour to be incorporated into the framework of Hollmann
it requires the behaviour to incorporate the base functionalities of the framework.
Hollmann’s approach is based on well-established cognitive architecture to provide
complex decision making intelligence to virtual people. The rules-based system it
uses has many of the same strengths and weaknesses regarding collision avoidance
and short-term motion as cellular automata. The performance of this work is tar-
geted at offline functionality, and focuses on computation rather than speed of exe-
cution. The model uses a large amount of memory for each person in order to give
each person a more complex psychological model. The model incorporates multiple
behaviours together, but these behaviours are not able to overlap

2.3.1 Groups

People moving in groups is an important part of real crowds. People in groups can
make up a large percentage of the total population [187]. Large group sizes tend to
be less common. In the study of large group sizes it has been found that people will
split off into smaller sized groups [46].

With respect to pedestrian modelling research, most models do not incorporate
group behaviour with their models. This is probably because of separation of con-
cerns. Such research is usually examining a specific aspect, so wants to not be af-
fected by other behaviours, such as groups, even if they are an important considera-
tion for real crowds.

Having groups of people in crowds is an important part of making believable
simulations. However, the various approaches taken by the film and game industry
do not usually disclose how they simulate their group crowds, and it is hard to
figure out through visual inspection alone. For all the importance of having groups
of people in crowds, there does not appear to be a standardised or cohesive approach
taken by different models. For a more in-depth overview of pedestrian groups and
the literature around it, [151] provides a comprehensive review.

Some research into groups can be categorised into a microscopic approach. This
looks at the individuals with a group, and the effect it has. An interesting empirical
finding of Moussaïd et al. [145] was that groups tend to form with certain shapes,
as well as move slower than individual people. They find that group shapes de-
form when faced with increasing density. A social group will tend to create a ”V"
shape in order to maximise the ease of communication between the members. At
high density, the group becomes a single-file line in order to maximise the ease of
movement. They conclude with a mathematical equation to describe group shape
and behaviour to reflect observed data.

He et al. [86] uses a least effort principle to define person-person avoidance as
well as group-group steering. The method chooses one agent within each group as
the leader. A downside of the work of He et al. is how conservative avoidance of
other groups is. The convex hull created by an opposing group is determined by
the most extreme clockwise and anticlockwise agents. For group shapes which are
much more ovular than circular this can create unusual behaviour in avoidance, as
the agent makes the simplification that the group size is circular.

The macroscopic properties of groups are factors that are present throughout the
crowd. This includes values like the fundamental diagram of a group, which is the
speed of the group, as a function of the density of groups around them. Within
the research, the macroscopic effects of groups are less clear, or more controversial.
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This can be because different factors in the experiments had large effects, such as the
makeup of the people, or the culture of the people.

The fundamental diagram is altered when incorporating groups of people. The
particular changes can be found from Mussaid et. al. [145, 146] examining the av-
erage speed as a function of group size. [97] found that in high density scenarios
(with densities between 1.25 and 4 people/𝑚2) the person-level scale is affected by
the existence of groups, but the variation of moving in small groups, compared to
as individuals, is found to be less than the experimental noise. This comes at odds
with [48] who predict a lower flow for small group sizes. [96] provides an inter-
esting meta-analysis on egress time with groups to assess whether through the var-
ious experiments in literature, some overarching results can be drawn. They ulti-
mately conclude that there is too much doubt between findings and confidence for
the various experiments to say whether groups have any effect or perhaps no ef-
fect. Though the examination was for uniform motion through a corridor, Hu [97]
found that the speed-density effects were smaller than experimental variations. Of
interest were dynamic differences that people in groups move slower and perform
more severe avoidance of others by maintaining more distance to other non-group
people. Within the simulation these results are part of the input specification to the
model, rather than a property that arises from the interacting model. As such, the
results of the paper should be used when aiming to accurately reflect real pedestrian
behaviour as input into simulation models used.

2.3.2 Luggage

Various experiments have been carried out in examining real pedestrian behaviour
with luggage. Many have looked into the natural walking speed of people with
luggage without obstacles or other people in the way, known as free motion [98].
This is for densities sufficiently low that people are hardly affected by other people,
so can walk at their usual pace unimpeded. This generally occurs for densities below
0.5 people/𝑚2 [32]. Luggage can be categorised by size where “small" luggage is
items such as briefcases and backpacks. Medium items are small trailing luggage or
large carry bags, and large items are luggage of a similar size to people, or two pieces
of medium luggage. Ye et al. [215] found the impact of different sized luggage on
mean walking speed for free motion. They report that small luggage reduces mean
walking speed by 2-3%, medium by 5-8% [32], large by 10-14%. Davis et al. [54]
found that luggage size affects both walking speed and space requirements when
examining airport terminals. Wu et al. [211] found that people with large luggage
move on average of 1.25m/s and occupy space of 0.3 𝑚2/pedestrian. In contrast,
individual people without luggage move around 1.55 ± 0.18 [218].

One way of understanding pedestrian models is by the fundamental diagram,
a relationship between density and the speed of people [149, 104]. Each diagram
is sensitive to the environment, such as corridor width and direction of movement.
Zhang et al. [218] collate the fundamental diagram for various measurements for
uni- and bi-directional flow through corridors to obtain aggregated averages for
people without luggage, while Shah et al. [182] create a fundamental diagram for
crowds in which a certain proportions of people have luggage. Shah et al. find
that crowds containing people with luggage tend to move slower compared to those
without at higher densities.
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2.3.3 Autonomous Vehicles

The ethics and safety of autonomous vehicles is an important subject of current stud-
ies [71, 133, 140, 6, 74]. There is also examination into understanding how users
respond to autonomous vehicles, and therefore how such vehicles should be pro-
grammed. A recent survey and overview of this is provided by Rasouli and Tsotsos
[168]. Schwarting et al. use a variety of psychological metrics which model the altru-
ism and selfishness of people to predict their interactions towards autonomous ve-
hicles [179]. Bonnefon et al. examined the idea of pedestrian-first safely compared
to passenger-first safety of autonomous vehicles. That is, given a scenario which
will cause harm to either the pedestrians or passengers, whose safety will be priori-
tised. They found people would prefer others to buy pedestrian-first safe vehicles,
but would prefer to ride in passenger-first safe vehicles, which provides a moral,
ethical, and utilitarian dilemma as to the choice of algorithms used in autonomous
vehicles [31]. Pettersson and Karlsson [162] find that different ways of presenting
information on the same subject can yield different types of data. This means that
the larger variety of methods of presenting and interacting with information about
autonomous vehicles, the more understanding of the users can be found.

Work into simulating autonomous vehicles has been carried out with agent-
based models. Boesch and Ciari [30] present an agent-based simulation model for
autonomous vehicles, called MATsim, with the aim of it being simple enough for
usage for those interested. This tool is used in a variety of applications, such as
examining an autonomous taxi service [95], providing a theoretical examination in
which to target future experimental research. Zhang et al. [219] try to predict the
effect autonomous vehicles will have on city parking through use of an agent based
model, and estimate that up to 90% of parking demand could be eliminated. [167]
create a framework for pedestrians with autonomous vehicles. This recent work is
based on literature to understand how people might behave around autonomous ve-
hicles, and using the framework to predict new scenarios and explore a wider range
of environments.

2.3.4 Summary

The behaviours explored in this section, groups, luggage, and autonomous vehi-
cles, are behaviours that affect people at the individual scale. Pedestrian mod-
els most suitable for simulating individual scale behaviours are microscopic ap-
proaches. This is because microscopic approaches account for individuality and
heterogeneity within the crowd. This means that behaviours can be described by
how they affect a single person. This approach is one which makes logical sense,
and also one that can be easily tested through experiments.

An issue with including pedestrian behaviour in a model is that it alters the be-
haviour of the people. If the model has been tuned to act a certain way, the inclusion
of behaviour will result in the model behaving differently. Additionally, behaviours
add computational performance, since more calculations must be performed. Ensur-
ing the simulation runs in real time can be a challenge with the additional complexity
of simulating behaviours. For this reason the software implementation is important.
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2.4 Simulation of Pedestrian Models

The previous sections have explored pedestrian crowd models. This has involved
understanding how to represent real crowds and behaviours through technical de-
scriptions. To make use of pedestrian models, they must be simulated. This section
discusses the important aspects of simulations. This includes how to implement the
model, which concerns the process of getting something that can perform the com-
putation and simulation of a crowd. Simulating a pedestrian model involves using a
piece of software. There are various pieces of software available which are designed
specifically for pedestrian simulations. Their purpose and benefit will be explored.
An important part of model development is understanding how accurate and pre-
cise it is. Understanding the accuracy of a model can be found through validation.
Potential processes of validating a model is also explored in this section.

2.4.1 Software/Frameworks

There are a wide range of open source and commercial software tools for pedestrian
simulation, each has various pros and cons. It is useful to know about the tools
which can aid in research and software development.

Menge [49] is a modular framework for pedestrian crowds. It has somewhat
stringent installation requirements, but is useful for testing different models with the
same design. Steerbench [190, 191] is a benchmark framework that aims to provide
a numerical value to how valid a model is. It contains a suite of various scenarios
that measures three main metrics: number of collisions, time efficiency and effort
efficiency, as well numerous others. The benchmark results should only be used as
comparisons between tested models due to results being presented as a value. Ex-
tra test cases can be constructed and incorporated into the framework to examine
other cases, such as cluttered environments. The values the benchmark provides
are a combination of the metrics, weighted by user choice. The values are not vali-
dated against real data, but do follow the accepted idea that efficient behaviours are
natural.

A range of tools exist with a focus on steering behaviours. Steerbug [109] pro-
vides a set of time-varying-constraints in real time to aid debugging and under-
standing of steering models in real-time. It is aimed at specifying and detecting
steering behaviours. This is suitable during development of models to avoid un-
desired behaviour such as circular motion, collisions, and wall-hugging. It is also
suitable during model comparisons to see whether similar behaviours occur. A
downside is that this method depends on user-driven evaluation. Users must spec-
ify behaviour to examine, which may not be related to the real-world accuracy of
the model, only the apparent realism. Steerfit [22], another steering based software
tool, uses a method of tuning parameters of steering algorithms to maximise desired
properties, e.g. minimise turbulence at bottlenecks and reduce building evacuation
time. It achieves this by employing different benchmarks to find optimal values
across a range of scenarios. This also provides a method of examining the range of
behaviour of models relative to its internal parameters. This allows understanding
if models can be applicable being the scope it is introduced for. This method is not
as easily extendable from a software point of view, but does theoretically allow for
inclusions of other scenarios. Exodus [157] is targeted at evacuations. It is able to
handle a variety of complex environments. It can simulate and analyse the move-
ment of people during evacuations. It makes use of validated models, and is used
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for predicting and understanding the effectiveness and safety of evacuation strate-
gies. The model includes group dynamics as part of the complex behaviours that the
virtual people demonstrate. It is a useful tool in analysing pedestrian evacuations,
and can be extended to apply to novel pedestrian behaviours beyond evacuation,
such as the work by Hollmann for modelling the pedestrian usage-cycle of a station
[93]. This work provides continual perception input to simulated people, who adapt
their itinerary as the environment changes.

There are data-driven approaches to quantify how accurately simulated individ-
uals correspond to the real-world counterparts [129]. The goal is to evaluate how
typical each individual motion and behaviour is, while previously mentioned meth-
ods identify if a set of behaviours appears in the simulation. A requirement for this
method is real-life data with individual motion tracking. If this requirement is sat-
isfied then it can numerically answer "how does the simulation compare to a real
crowd". It measures density, proximity, and flock-measure to create numerical val-
ues.

A combination of Steerbug and the data-driven evaluation is provided in [36].
By examining real data, it can detect potentially erroneous behaviours. As with all
data-driven approaches, a downside is that examined data must be similar to ob-
tained real-world data. Provided data exists, this method can be more suitable and
accurate to detect undesired behaviour than Steerbug, which does not use real-world
evaluation. Guy et al. [79] provide a method of comparing real-world data with sim-
ulations. It measures how much deviation the simulation contains to the real data
using an entropy metric. Given a state of a crowd 𝑥𝑘 , how close does the simula-
tor come to predicting the subsequent crowd state 𝑥𝑘+1? An alternative paper and
metric is density [130], which works well for comparison between simulated and
real large dense crowds. If real data is used, these two methods provide a statistical
way of quantifying how accurately a model lines up with reality. A downside to this
statistical analysis is that though it may result in crowds looking realistic, individual
behaviours may not be.

SteerPlex [21] provides a method of estimating the complexity of a scenario. It
is able to analyse the simulation environment to provide a metric of expected com-
plexity. This can be an interesting framework to use, to see whether more complex
scenarios require more complex steering methods to solve more realistically. Steer-
suite [188] is a CPU-based C++ framework that comes with various simple test cases
and metric extraction tools that makes it useful to compare between pedestrian mod-
els. It also comes with a simple visualiser to display people as their computational
2D circles, but in a more immersive 3D space. It has a few pedestrian models built-
in and the testing suite aims at providing a way of comparing and contrasting the
behaviours of different models. By extension it can also provide the performance
comparison of different models by timing model-specific sections of code.

2.4.2 Validation

Validation is an important step for understanding how accurately a model repre-
sents a physical system. Validation helps ascertain that a predictive model can match
empirical observations. Validation can also be performed by contrasting against
other similar models (i.e. cross-validation) to understand the differences between
them. This section will provide an overview of some pedestrian simulation tools
which aid in constructing, comparing different models, and understanding behaviour.
It also briefly talks about the fundamental diagram, an important and often used pic-
ture for describing models and observations of pedestrian flow.
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The use of collecting observational data is an important step in validating mod-
els. [63] collects studies of pedestrian behaviours and explores research gaps in the
data. They conclude that there are a large number of issues with pedestrian be-
haviour data, including the difficulty in collecting data for a wide range of complex
scenarios, of the challenges of collecting data of high risk setups, and the lack of
comparison between different approaches studying the same behaviours.

Fundamental Diagram

One way of understanding pedestrian models is by the fundamental diagram, a re-
lationship between density and the speed of people [149] [104]. Each diagram is
sensitive to the environment, such as corridor width and direction of movement.
[218] collate the fundamental diagram for various measurements for uni- and bi-
directional flow through corridors to obtain aggregated averages for people. Due
to its importance and capability to describe a pedestrian flow through unidirec-
tional corridors, fundamental diagrams are part of the criteria proposed by [123] for
creating validated pedestrian simulations. [149] created a model based on density-
dependent filters to better match observed fundamental diagrams. The model is
shown to generate smoother trajectories with fewer collisions, and can be applied
to various popular steering models. [218] perform experimental experiments to find
the fundamental diagrams for uni- and bidirectional flow in straight corridors. Their
findings follow approximate agreement to other literature, but with fluctuations ex-
pected due to the complex interactions that happen when attempting to measure
such values. [181] explores the quantitative validation of the flow through bottle-
neck environments and presents the findings and observations from literature, such
as [207], as fundamental diagrams. Parisi [158] examines the running bulls event in
Spain, which has large, dense crowds attempting to run as fast as they can. They
find data on the very high density region of the fundamental diagram that is usu-
ally unobtainable due to the amount of people needed to be packed together. They
find that as density increases, the average velocity of people also increases, at odds
with the general literature on pedestrian systems. The findings suggest rather than
a single speed–density relation, there exist many curves that correspond to a broad
range of desired speeds for the running bulls event.

An example of a fundamental diagram is shown in figure 2.2. It shows a demon-
stration of what a fundamental diagram tends to look like as people move down a
corridor in one direction. This diagram shows how the flow of people changes with
density. The critical density is the density which permits the most amount of people
to flow through. At the critical density people are moving slower than they would
in free flow, with no one else around. This happens because the speed slowdown is
counteracted by having more people. Above the critical density is considered con-
gestion, where fewer people flow, and people are packed densely together. If there is
no slowdown due to neighbours, the fundamental diagram would follow the dotted
line entitled Free Speed.

2.5 Linear Programming

Section 2.1 and 2.2 examined the various approaches to pedestrian modelling and
concluded that constraint based modelling using velocity obstacles, and in particu-
lar ORCA, represents a powerful approach to simulation which balances accuracy
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FIGURE 2.2: An example fundamental diagram for uniform flow in a
corridor. Image from [61]

and performance. The fundamental approach to ORCA modelling is the use of lin-
ear programming and as such this section will explain the mathematics involved in
linear programming.

2.5.1 Linear Programming Algorithm

The following explanation has appeared from part of the paper [37]. Linear pro-
gramming is the problem of maximising an objective function subject to linear con-
straints. The objective function to maximise is represented as

max 𝒄𝑇𝒙 (2.1)

where 𝒙 = (𝑥1, ..., 𝑥𝑛) is the set of values to be determined, and 𝒄 = (𝑐1, ..., 𝑐𝑛) is the
objective function coefficients. 𝑛 is the dimensionality of the problem. This is subject
to the linear constraints

𝑨𝒙 ≤ 𝒃 (2.2)

where 𝒃 = (𝑏1, ..., 𝑏𝑚) is a constant for each constraint, the maximum possible value
of the equation, 𝑚 is the number of constraints of the problem, and 𝑨 is a matrix
of known constraints of size 𝑛 × 𝑚. This set of constraint vectors creates a convex
polytope if there is a feasible solution. A linear programming problem is infeasible
if there exists no solution for 𝒙 that satisfies all of the constraints.

Various algorithms are suitable for large dimension problems, the most common
of which is the simplex algorithm. In order to apply the simplex algorithm, the
linear programming problem must be rewritten in its standard form. In standard
form, comparisons are replaced by equalities with a slack variable.

2.5.2 Incremental Linear Programming

Incremental linear programming is a linear programming method that is conceptu-
ally simple and preferable with respect to performance for low dimensional prob-
lems [150]. Incremental linear programming works by considering each constraint
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incrementally and calculating the intermediate objective function for each added
constraint. It requires each step to have a unique and well-defined solution. To en-
sure this, up to two additional constraints per dimension are added , 𝒙 ≤ 𝑀 and
𝒙 ≥ −𝑀 . These ensure a finite solution and 𝑀 is taken as very large so as not to
affect the optimal solution.

Two outcomes can occur to the intermediate optimal solution when incremen-
tally considering a constraint: (1) if the optimal solution is already satisfied by the
new constraint, no change occurs to the intermediate optimal solution; (2) if the in-
termediate optimal solution does not satisfy the new constraint, the optimal solution
will exist on a point on the new constraint intersecting a previous constraint. In the
case of (2), the algorithm to find the location of the new optimal solution is a set
of 𝑖 − 1 (𝑛 − 1)-dimensional linear programs, where 𝑖 is the current number of in-
crementally considered constraints, 0 ≤ 𝑖 ≤ 𝑚. When considering two-dimensional
problems (𝑛 = 2), a set of one-dimensional LPs must be solved. It has been previ-
ously proven that one-dimensional LPs can be solved in linear time [17] — the time
to find a new intermediate optimal solution is proportional to the total number of
vertices/constraints currently considered, 𝑂 (𝑖).

The set of (𝑖 − 1) 1D LPs can be parameterised by a variable �̂�, where �̂� is par-
allel to the added constraint 𝐴𝑖𝑥 = 𝑏𝑖 , labelled 𝑙. 𝜎(ℎ, 𝑙) is the �̂�-coordinate of the
intersection point of line 𝒍 and the considered constraint 𝑨ℎ𝒙 = 𝑏ℎ, where 0 ≤ ℎ ≤ 𝑖,
i.e. ℎ indexes over the previously considered constraints. If there is no intersection
then either the constraint at index ℎ can be ignored or the linear programming prob-
lem is infeasible. For each remaining constraint of the set, two values should be
remembered, depending on whether ℎ is bounded to the left or right:

𝑢left = max
ℎ=(1,...,𝑖−1)

{𝜎(ℎ, 𝑙) : 𝑙 ∩ ℎ is bounded to the left} (2.3)

𝑢right = min
ℎ=(1,...,𝑖−1)

{𝜎(ℎ, 𝑙) : 𝑙 ∩ ℎ is bounded to the right} (2.4)

where 𝑢left represents the leftmost valid point on the line, if the line was horizontal,
and, similarly, 𝑢right represents the rightmost valid point on the line. The program is
infeasible if 𝑢left ≥ 𝑢right, otherwise the solution is either 𝑢left or 𝑢right depending on
the objective function.

Calculation of a new optimal solution is only required when the next constraint
to consider renders the current optimal solution as infeasible. A worst case input set
would require a re-computation of the solution for each constraint. In this set, each
constraint renders the previous optimum solution invalid. If the order of considera-
tion of the worst case input set was reversed, it would create a scenario where only
the first constraint would require recomputing the solution. As such, the order of
consideration of the input set is important. There is no simple strategy to optimally
organise the order of constraint considerations. To achieve the best expected runtime,
the order of consideration should be selected randomly. For a single LP calculated
serially the expected run time is 𝑂 (𝑚).

2.5.3 Solving Linear Programs Without a solution

There can be linear programs that do not have a valid solution. This occurs when the
set of constraints result in no permissible value. For the case of the ORCA pedestrian
steering model, when there is a program without a valid solution, there can be no
guarantee of collision-free motion.
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Models involving linear programs require a method of handling the case of no
valid solution. Two trivial possibilities are to return either 0, or 𝑃, the point to min-
imise the distance towards. In the case of steering models like ORCA, 𝑃 is the desired
velocity, the velocity a person wants to travel at, where there are no other obstacles
or people.

The ORCA model provides an alternative possibility [16]. This is for the case of
linear programs which attempt to minimise(/maximise) the distance to a point, 𝑃, in
2D. Each constraint is projected into 3D space, and it is tilted to move away from 𝑃

in the projected 3rd dimension. There is always a valid solution to this 3D program.
This also means that at sufficiently large 𝑍 >> 0, there is always a valid solution to
the 2D program at 𝑧 = 𝑍 .

The advantage of this approach is that the 3D linear program can be decomposed
into a set of 2D programs. Fast 2D linear program solvers can still be used.

Pseudocode for the ORCA approach to finding a value for a program without a
solution is provided in 2.1

LISTING 2.1: Finding a velocity for a program without a solution
1 // [ c ] are the s e t of c o n s t r a i n t s which make up a program
2 // [ c ( z ) ] are the s e t of c o n s t r a i n t s s h i f t e d in z away from the desired

point of s o l u t i o n . Each c o n s t r a i n t i s s h i f t e d according to i t s hardness
.

3 // z−step i s the amount in z to i t e r a t e each attempt
4 // P i s the point to minimise the d i s t a n c e to
5

6 // Function to check i f there i s a s o l u t i o n to a 2D l i n e a r program .
7 function 2 D_linear_program_has_solution ( )
8 // Function to f ind the optimal s o l u t i o n to a 2D l i n e a r program . Returns

the value t h a t i s c l o s e s t to p
9 solve_2D_linear_program ( [ c ( z ) ] , p )

10

11 z = 0
12 while (2 D_linear_program_has_solution ( [ c ( z ) ] ) == f a l s e )
13 z += z−step
14

15 solve_2D_linear_program ( [ c ( z ) ] , p )

2.6 Performance and GPU

The literature review has considered approaches for pedestrian simulation com-
paring the balance of accuracy and performance. Micro-simulation approaches are
highly flexible and as such software tools tend to focus on steering based approaches.
Linear programming has been highlighted as a crucial component in velocity based
approaches to micro-simulation. A significant consideration of pedestrian mod-
elling tools, of micro-simulation in general and of batch linear programming is the
computational cost. As such it is necessary to consider approaches to accelerate
the implementations using data parallelism such as that readily available in desk-
top GPUs. This section will help explain the implementation on GPU hardware, by
explaining GPU architecture and its peculiarities.

2.6.1 GPU Parallelism

GPUs are built as high-throughput devices which are designed to maximise the
throughput of the pipeline rather than minimise the latency of individual opera-
tions [68], as is the case with CPUs. GPUs achieve this through switching groups
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of executable units on demand when the appropriate resources are available. For
example, when a group of executable units is stalled due to a memory request, an-
other group of threads are context-switched so that computation can be performed.
Context-switching hides the memory latency and enables high memory bandwidth.
To achieve good utilisation of the GPU device, two factors are required to hide the
latency: compute utilisation (high arithmetic intensity) and memory access patterns
(reduce the number of total memory movements through the pipeline).

GPUs programs require many threads which execute the same set of instructions
(a kernel) on different regions of data (data parallelism). At the execution level,
threads are grouped into batches of 32 threads, known as a warp. If some threads
within the warp do not require the computation, they are masked out. The worst
case scenario for GPU performance is when only one thread requires a certain com-
putation, leaving the remaining threads masked and effectively idle. Any branching
paths of execution within a warp causes all threads to execute all paths, with the
appropriate threads stalled (or masked out from performing instructions). In gen-
eral, any aspect of divergent computation should be minimised to improve compute
utilisation and maximise performance.

Optimising memory access can be understood through the use of memory fetches.
Memory is fetched through 32 byte level two (L2) cache lines. If a byte of data is re-
quired, the corresponding 32 byte cache line where the data resides is transferred
from memory. It is therefore important to utilise as much data from as few cache
lines as possible. In the worst case scenario, each thread within a warp issues a
transfer request to move a unique cache line (i.e. a scattered read). The transfer
of many cache lines requires greater bandwidth and increases the latency of total
memory movement, reducing the performance of the code.

2.6.2 GPU Acceleration of Pedestrian Simulations

GPUs have been used to accelerate pedestrian simulations through a variety of dif-
ferent implementations. [115] developed a general agent-based framework on the
GPU, FLAME, which is aimed at simulating large population sizes of agents. This
framework has been applied to pedestrian simulations in [112]. It simulated acceleration-
based pedestrians and handled global navigation through a group map of force
fields. The force fields are calculated for the whole environment, and there is a dif-
ferent field for each possible exit. This approach is computationally lightweight and
permits hundreds of thousands of agents in real time. [135] focus on maximising
performance, being one of the first implementations to achieve millions of people
simulated in real time. They also use a force-based approach, which is computa-
tionally light weight on the GPU. [147] compare forces-based and cellular automata
approaches and obtain performance improvements of approximately 4 times by ex-
ploiting GPGPU.

Cellular Automata models are an attractive choice for high performance because
the discretized space is computationally efficient even without GPU parallelism [177].
[120] explore the use of multiple GPU devices for a pedestrian simulation. This ap-
proach uses cellular automata and calculates the forces applied to people to calculate
how they navigate through the grid. The computation of the navigation grid is com-
plex, and this is performed on other GPUs while one GPU calculates the updates for
each agent.

[222] uses an agent-based approach that combines cellular automata and acceleration-
based. They design routines that are parallelised and performant for the GPU and
achieve speed over 18 times against the single-core CPU equivalent.
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2.6.3 Linear Programming on the GPU

The following explanation has appeared from part of the paper [37].
Literature on the use of GPU LP solvers can be separated into three main topics:

early solvers before GPU computational APIs, LP solvers aimed at solving single LPs
efficiently, and LP solvers specialised in solving multiple problems simultaneously.

Research into the use of GPUs for improving linear programming performance
began with the start of GPUs as programming units. Early examples (such as [73,
107, 106]) showed limited performance improvements over serial algorithms for
problems larger than 800 dimensions by 800 constraints. Such early models strug-
gled with limited device memory. With hardware advances larger problems can
now be tackled and larger speed-ups can be obtained. The advent of dedicated GPU
computation programming languages, such as NVIDIA CUDA [153], has made it
easier to develop efficient LP models on the GPU.

A large proportion of relevant papers examine high-dimensional problems using
simplex algorithms, undoubtedly due to the popularity and efficiency of the model.
Hall [83] provides an overview of early multicore simplex algorithms, concluding
that speed-ups can be obtained by parallelising for various problem types, exclud-
ing large sparse LPs. The trend of applying the simplex algorithms to GPUs has con-
tinued, with speed-ups occurring for many different simplex algorithms including
the regular simplex algorithm [128, 114] and the revised simplex [24, 194]. Ploskas
and Samaras [163] showed that the Primal-Dual exterior point simplex algorithm is
more efficient than the more standard Revised Simplex algorithm on GPU hardware.
They achieved this through minimising CPU-GPU memory transfer, since memory
transfer dominates the runtime of such large problems. They achieved speed-up for
all problems tested compared to the simplex-GPU algorithm.

The choice of pivot rule plays an important part in simplex algorithms. Choos-
ing a poor rule can slow down performance and lead to no optimal solution being
found. Ploskas and Samaras tested the effects of pivot rules on GPU hardware [164]
and found that GPU versions perform better than the CPU equivalents for prob-
lems larger than 500 dimensions and constraints, for dense constraints. Lalami et al.
[128] deals with efficient memory transfer through page-locked host memory which
provides higher memory bandwidth. In this case, the overhead of data transfer to
the device is hidden through asynchronous transfer and computation by staging the
problem into smaller units of work. They demonstrate a speed-up of around 12
times for problems larger than 2000 dimensions by 2000 constraints for the regular
simplex algorithm, and a speed-up of 2.6 times for problems of 500 dimensions by
500 constraints. With respect to GPU implementations of non-simplex algorithms,
an early implementation by Smith et al. [192] demonstrates that the matrix-free in-
terior point algorithm shows some performance speed-up for large sparse matrices.
For problems larger than around 16,000 dimensions by 16,000 constraints, the GPU
implementation outperformed the CPU multicore equivalent. This was due to the
efficiency of computational operations required.

An observation of the previous literature suggests there exists a small size limit
at which LPs should only be computed on the CPU. This is due to the limited paral-
lelism available for smaller problem sizes. Below this amount CPU implementations
are equivalent or better performing than GPU equivalents. CPLEX is a CPU optimi-
sation software package containing the functionality to solve LPs [47]. It is able to
solve problems using different algorithms including dual simplex, primal simplex
and barrier method. It uses multithreading to solve models, but this efficiency de-
creases up to 4-8 threads after which increasing thread count will not significantly
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change execution time [100]. GLPK [138] and CLP [44] are open-source serial sim-
plex solver methods. The performance of different CPU LP solvers is extensively
tested [143, 69, 101] but can still remain challenging to find the most efficient method
for a given problem.

In order to expose greater parallelism for small LPs, many small LPs should be
computed simultaneously. Gurung and Ray [77] examines an algorithm for solving
numerous dense LPs simultaneously using the simplex algorithm on the GPU. By
considering many LPs at once, asynchronous memory transfer can occur simultane-
ously with computation of results to increase performance. Also the use of many
LPs ensures the computational cores on the device are all being utilised. They show
a speed-up over equivalent CPU algorithms for square LPs as small as 5 dimensions
by 5 constraints for 100 batches. Multiple concurrent streams are active in the algo-
rithm. Such streams allow overlapping memory transfer and kernel computation.
Thus, rather than copying all the data across from CPU to GPU, then solving, then
copying data back to CPU, the batch LPs are split into smaller groupings. Once data
has been transferred to the GPU for one of these smaller groups, the kernel can per-
form the required computation. Simultaneously, the information for another group
can be copied across to the GPU. By splitting tasks into these smaller groups, total
device utilisation is increased, increasing performance. The current implementation
limits the size of feasible LPs to 511 dimensions by 511 constraints [76].

2.7 Summary and Discussion

This literature review has explored pedestrian simulations and steering models.
Data driven approaches are powerful but are unable to ensure constraints of physical
behaviour are enforced. Another downside within this thesis is because data-driven
approaches struggle to handle crowd-sized numbers of people, and the scope of the
research is concerned with large numbers of people in crowds. When considering
the applicability of macroscopic models towards the thesis research, there are vari-
ous issues that arise in macroscopic models. One issue is that they lack detail at the
person scale. It is difficult to account for differences between people without first
understanding the impact they have on the macroscopic crowd as a whole. Macro-
scopic crowds can simulate huge crowds in real time, but this comes at the cost of
lacking detail. A hybrid approach to exploring the thesis research appears to be a
potential route forwards. It can handle numerous people, and can handle people dis-
playing complex behaviours. The downside of this approach is the computational
power required, which makes it difficult to run in real time. Since the research in the
thesis is interested in heterogeneous agents displaying a wide variety of behaviours,
microscopic approaches are the most suitable. In particular, the velocity obstacle
approaches provide a good balance between performance and fidelity.

The review also explored pedestrian behaviours. It has explored the science re-
garding three particular behaviours: groups, luggage, and autonomous vehicles.
These behaviours influence and alter the motion of individual people, and as such
can be considered person-scale behaviours. Microscopic models that can account for
changes to individuals are a good choice for implementing these behaviours as they
naturally allow behaviour to be described at the individual level. Other approaches
to describing pedestrian behaviour with micro-simulation are possible. Behaviours
can be accounted for by macroscopic crowd-wide scale. A common difference for
this approach is that the crowd behaviour is a controlled variable within the sim-
ulation. In other words, the approach will dictate how the crowd should function
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as the effect of the behaviour takes place. An example is that a crowd behaviour
can take the effect of altering the speed-density relation as the proportion of people
in crowds have luggage. This is in contrast to the microscopic versions, where the
speed-density relation is not directly altered, but rather by changing the behaviour
of individuals, the interactions between people alter the emergent speed-density re-
lation.

The implementation of multiple behaviours in a model can result in incorrect
motion for the model, as explained in Duives et al. [59]. This occurs when the be-
haviour makes changes to the calculations within the simulation in ways that were
not initially considered. Cellular automata are noted by Duives et al. as being one
of the few types of models which are able to handle additional behaviours easily.
This is because cellular automata are rule-based, which lends itself well to handling
additional behaviours in the form of rules. Cellular automata have the major draw-
back of using discrete space. This limits the accuracy of high density simulations,
as well as limiting the level of details of results which can be obtained. ORCA is a
powerful modelling approach because it combines complexity with computational
performance. The use of linear constraints to find velocities makes it a performance
VO approach, and it shows accurate motion through predicting collisions occurring
in the future. Combining behaviours with steering approaches other than ORCA
causes issues that affect the behaviour of the steering, which can result in more col-
lisions. ORCA can avoid this by combining behaviours with the computation of
collision avoidance together in one calculation, the details of which are explored in
the following chapter.

The review has explored key aspects in the speed and performance of the constraint-
based microscopic-scale model that will be used throughout the thesis. Linear pro-
gramming is a fundamental field of mathematics that is used for ensuring simulated
people can steer around each other. GPU architecture is important for implement-
ing GPU accelerated algorithms, and plays a part in creating the high-performance
simulation later in the thesis.

The literature review can express the following main findings from literature.

• Performance vs accuracy must find a compromise when considering crowd
scale simulations in real time.

• The addition of behaviours to a steering model can impact the accuracy of
collision response.

• ORCA presents an accurate collision response model with the potential for
extension points if behaviour can be combined with the collision avoidance
calculation, through expressing behaviours as constraints.

• Linear programming is an essential computation within the ORCA model.
There have been performance improvements to linear program solvers, but
these have not focused on solving large numbers of linear programs simulta-
neously.

• The GPU is a feasible candidate for accelerating simulations

These findings will be used within the thesis to direct, and answer the research ques-
tions. The thesis will address some of the limitations in the state-of-the-art models,
and also address these main findings.
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Chapter 3

Constraint-Based Behaviours
Modelling

3.1 Introduction

There is a commonly occurring problem in pedestrian simulations. This problem
is the difficulty in incorporating pedestrian behaviours while maintaining accurate
functionality of the rest of the model, such as collision avoidance. Chapter 2 re-
viewed the state of the art approaches to pedestrian simulations. It was concluded
that microscopic simulation approaches are the most appropriate for representing a
wide range of person-scale behaviours, including collision avoidance and more gen-
eral interactions. ORCA is a promising candidate for collision avoidance due to its
performance in using constraints, its believability, and complexity in looking ahead
to potential future collisions.

Microscopic collision Avoidance methods and behaviour methods both change
the motion of people. Collision avoidance finds a motion that takes a person towards
their goal. Behavioural computations find motion that exhibit analogues to real be-
haviour, such as moving together in a social group, or stopping to watch something
interesting happen in the nearby environment. A commonly used method [49] is to
calculate the steering to produce a resulting motion that avoids local collisions, then
further alter this motion to account for behaviours. The issue with this resulting mo-
tion is that while it complies with behaviours, it deviates from the collision-avoiding
motion and possibly results in collision [59]. This can be particularly problematic in
high densities or large crowds.

This chapter aims to address the flexibility and accuracy trade off of previous
state of the art approaches by extending the flexibility of previous constraint based
approaches by incorporating behavioural aspects as constraints themselves. This
proposed solution aims to tightly couple the collision response with behavioural
modelling to provide accurate simulation with the ability to add a complex and
diverse set of behavioural characteristics. To balance the significance of collision
and behaviour on simulated behaviour the proposed modelling approach provides
a simple way of controlling the impact of behaviours and functionality using a novel
property of constraints explained within the chapter, known as constraint hardness.
The hardness of a behaviour determines how strictly it is adhered to, allowing rigid
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behaviour without impacting other facets of the model functions. The formulation
proposed is referred to as the Optimal Constraint Behavioural Model (or OCBM).

The thesis contribution of this chapter is part of contribution C 1 outlined in
the introduction. This chapter is concerned with the description and performance
evaluation of OCBM. The specific contributions of this chapter, which aim to tackle
this contribution, will be:

1. Implementing a constraint-based simulation framework. This framework de-
scribes pedestrian motion and action as mathematical constraints.

2. Describing and implementing hard and soft constraints. The hardness of a
constraint controls how strictly the associated behaviour is adhered to. This
permits the addition of new behaviours and functions without impacting al-
ready implemented behaviour.

3. Demonstrating the flexibility of constraint-based framework through models
of new behaviour. Three particular behaviours will be added to the collision
avoidance model and the behaviour of the model will be explored.

4. Evaluating the performance of constraint based modelling. Experiments will
be performed which examine how different simulation parameters alters the
performance of the implemented framework.

A key component of the OCBM is the concept of "hardness" of constraints. Func-
tionality of the model, both behaviour and steering, is described mathematically us-
ing constraints on the pedestrian motion. The "hardness" is a mathematical means
of describing how much a behaviour/steering constraint should be adhered to. An
example is using hard steering combined with soft behaviours. This will result in
motion that prioritises avoiding collisions while also demonstrating additional be-
havioural motion when it does not impact potential collisions.

The OCBM approach can be used for any number of general pedestrian be-
haviours. The requirement for using a behaviour within this novel model is that
the behaviour has a representation that constrains the motion of people. Within
this chapter three particular behaviours are examined: groups, luggage, and au-
tonomous vehicles. These three behaviours are either commonly observable in many
types of pedestrian crowds, or are of recent interest due to technological advances.
The choice of three behaviours is to limit the scope and also numerous enough to
explore various facets of pedestrian behaviours. The key requirement is having a
method of converting behaviours into desired velocity or mathematical constraints.
Though three particular behaviours were selected within this chapter, the frame-
work provided is extensible and applicable to other potential pedestrian behaviours.

Section 3.2 explains the implementation of the novel modelling approach, OCBM,
and how constraint hardness is used. Section 3.3 show how OCBM can be applied
to steering as well as pedestrian behaviours, notably: people in groups, people with
luggage, and interacting with autonomous vehicles. Section 3.4 explains the imple-
mentation of the model into code using the SteerSuite library [188], and assesses the
behaviours chosen through experiments. Section 3.5 examines how the implemen-
tation performs with regards to timing and speed of computation through experi-
ments. Finally section 3.6 discusses the implications of the results and assesses how
the chapter has managed to answer the contributions of the thesis.
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3.2 A Framework for Hard and Soft Constraints

This section explains the proposed OCBM constraint-based modelling approach and
its implementation detail. It explains the key aspect, which is the softness/hardness
of constraints to allow combining numerous behaviours. The modelling approach
will be tested in the subsequent sections which will apply the hard and soft con-
straints approach to a range of pedestrian crowd behaviours.

The idea of using constraints on the velocity space has been previously used in
the ORCA family of steering models [56]. OCBM increases the number of constraints
considered by also creating constraints due to behaviours. The details of how to
construct constraints for behaviours is addressed in the following subsections.

3.2.1 Linear Programming and Constraints

A linear program is a problem which aims to minimise a function given a limited
subset of space. Within the context of pedestrian simulation each person may be
described as having a subset of velocity space. This space is the velocity the person
can travel at. It is bound by a circle whose radius is the maximum speed. More con-
straints are applied to the space depending on behaviours and neighbouring peo-
ple. The function to minimise is the difference to the person’s desired velocity. If
the person’s desired velocity is within an invalid region of velocity space, the linear
program finds the closest valid velocity to it.

Section 2.5 in the previous chapter explains linear programming in greater de-
tail. Linear programming is relevant to state-of-the-art because various RVO mod-
els, including ORCA, make use of the method for obstacle avoidance. The OCBM
approach uses the ORCA steering model as the fundamental steering choice and ex-
pands on it by extending the flexibility beyond simple collision response. The details
of the original ORCA approach are described in the literature review section 2.2.2.
Any steering model that functions by limiting velocity constraints could be a suit-
able replacement within OCBM for handling steering. These include the extensions
to ORCA like elliptical agents [23].

Figure 3.1 shows a simple setup of three people approaching each other. Figure
3.1b shows the ORCA half-plane constraints formed for the leftmost blue agent. Also
visualised is the left blue agent’s desired velocity (small flag) and actual velocity
(large flag), which in this situation are the same. In this situation there is a large
valid solution to the linear problem formed, and the chosen velocity is the one that
is closest to the desired velocity, which here is the same value.

The resulting velocity space formed by the half-plane of steering and behaviours
is the set of velocities a person can choose to avoid collision. It is possible that there
is no valid solution. In this case a method should be chosen to attempt to select the
next-best option. If there is no valid solution, then various methods can be chosen
to compute a possible velocity. The method chosen by the ORCA paper [16, 17]
recreates the linear problem by gradually extending the constraints away, until a
velocity or region becomes valid. Such an alteration no longer provides guarantee
of collision avoidance, but due to the look-ahead aspect of the model it may still be
possible. This solution should be the choice which least penetrates the velocity space
of other agents in a collision.

Linear programming problems having no solutions in the standard ORCA model
are found most commonly in very dense scenarios. Within a physical environment
this would typically represent a case where people are closely surrounded by oth-
ers, and have limited choices in how they can move. In the OCBM approach careful
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(A) (B)

FIGURE 3.1: Graphics of 3 people approaching each other using the
ORCA model of collision response. The graphical representation
is from a computational experiment implemented and rendered in
SteerSuite. (A), three people heading towards each other. Their tar-
get goals are shown by dotted lines. If there are no other obstacles,
they would follow this line exactly. (B) the same simulation frame,
superimposed with velocity computation on the leftmost agent. It in-
cludes a coloured half-plane for each other agent (purple and green),
and two flags, one large for the current velocity and one small for the

desired velocity. These velocities are the same value in this case.

consideration has been given to the impact of adding additional behaviours which
result in numerous additional constraints. The addition of constraints has the poten-
tial to create a scenario where it is not possible to solve the linear program for what
may visually appear to be quite a simple setup. The OCBM uses the same approach
of gradually moving constraints until a valid solution is found. An important in-
clusion is a "hardness" parameter in order to account for psychological effects. A
harder constraint is one which is adhered to more strongly. This can be justified by
considering a social group of people approaching an obstacle. A person, depending
on their psychology, may choose to navigate around the obstacle by separating from
the social group (a weak constraint), or stay close to their group at the detriment to
their movement speed (a hard constraint).

3.2.2 A Combined Model of Soft and Hard Constraints

People are noted to adhere to behaviours differently. This can be from person to
person, or between cultures. In order to include this concept within the OCBM ap-
proach, this chapter proposes to introduce the novel idea of giving linear constraints
a ’hardness’. Adding a "hardness" to constraints is proposed to address problems
that arise in linear programs with numerous constraints. This parameter affects
scenarios where motion for a person cannot be found that permits a collision-free
trajectory and adheres to behaviours.

Hard and soft constraints address these issues by weighing the constraints caused
by different behaviours differently. So constraints caused by less important be-
haviours will be "softened" which in effect creates a prioritisation of behavioural
components. Each type of behaviour is provided a weight (equivalent to the "hard-
ness") which determines how much alteration should be made for that type of be-
haviour. Hardness must be greater than 0 with no maximum value. Softer con-
straints are closer to 0. This hardness value only comes into effect when an agent
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has no permissible velocities when accounting for all constraints and as such con-
straints are considered equal under normal conditions.

Provided there is an available, non-zero region within the linear problem created
by the numerous neighbouring constraints, there is a guarantee of collision-free mo-
tion. There are however situations where this is not possible. Such situations tend to
occur when there are lots of constraints, caused by numerous neighbouring agents,
such as in dense scenarios, or through lots of additional behaviour constraints.

Behaviour constraints typically have a different priority for adherence compared
to collision avoidance. If considering group behaviours, one group may be willing
to split apart to navigate a difficult section (e.g. friends within a crowd), whereas
another group may be more willing to stand still and not advance towards the goal
in order to best stick together (e.g a family group). These scenarios arise when the
opportune scenario is not available, i.e. when there is no valid solution to the linear
problem. These tend to more often occur in high density or large crowds. In this case,
the constraints created by different behaviours are adjusted in different amounts.
This phenomenon is captured by the mathematical description of the hardness of
the constraint. A soft constraint is one which adjusts more easily and can potentially
be discarded entirely. A hard constraint, in contrast, will adjust less or even not at
all.

The hardness of constraints can be provided according to the behaviour that gen-
erates it, or at an individual level driven perhaps by psychology of the individual.
One example is that people will avoid colliding or getting too close to autonomous
vehicles, which can be modelled as a very hard constraint. At the individual level
some people may be more prone to dropping their luggage due to psychological rea-
sons or physical ones. It is proposed that these specific examples and a wider range
of phenomena can be modelled by the hardness of the constraints.

Implementation

It has been established that each person has psychological differences which may re-
sult in them responding differently for any given behaviour [142, 204]. This is com-
putationally represented as each person containing a set of parameters specifying
how soft or hard various behaviour constraints are for them. This allows heteroge-
neous alterations for behaviour models. Other agents are not able to usually see and
observe what their neighbours’ soft constraints are. They make no assumptions nor
observations about this (similarly to how agents do not know the goal locations of
observable neighbours).

In a situation where a valid solution exists to the constructed linear problem, the
agent can move collision-free and adhere to all behaviours. In the case of no valid
solution then the existence of these different hardness constraints allows a priority of
what should be most strictly adhered to. The "harder" a constraint the more rigidly
it will be adhered to.

To solve the scenario for no valid solution, the approach taken by ORCA can be
used as a basis (see Section 2.5.3 which provides more detail on this approach). The
ORCA approach is useful because it makes an attempt to find a suitable velocity by
computing the velocity which least penetrates the velocity space of the constraints.
OCBM extends this by changing how important it is for a constraint to be adjusted,
e.g. a hard constraint is one which should not be adjusted much.

There are alternative choices for the case of no valid solution. Alternative ex-
amples include softening constraints which are caused by further away neighbours,
which can ensure collision free motion between slow, near neighbours but increase
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FIGURE 3.2: A linear problem with no valid solution. (A) shows an
example problem with no solution. The invalid side of a half-plane
has a chequered pattern. To find a feasible region the constraints are
shifted until some region is valid (green) (B). (C) Show the same sce-
nario but with one soft (blue) and one hard (red) constraint. The soft
constraint has moved a lot and the hard constraint has almost stayed
in the same location. It produces a different valid region of solution

(green).

the severity against high moving further away neighbours; or simply stopping mo-
tion if no valid solution can be found. The least-penetrating approach is chosen
because it avoids the chance of seriously colliding with another object. Future work
remains to explore how alternative approaches may be suitable for specific scenar-
ios.

A modeller must be careful when describing behaviour as the addition of hard
behavioural constraints have the potential to impact on steering, and will usually re-
sult in "worse" statistics of the steering behaviour. An example is measuring collision-
penetration depth. This will usually be worse in the presence of harder constraints
because other behaviours may need to be balanced or even take precedence over
steering. Mathematically, an unweighted constraint has a weight value (𝑤) of 1. A
soft constraint is one with a weighting of 0 < 𝑤 < 1, and will move more than
other constraints. A hard constraint is 𝑤 > 1 and moves proportionally less than an
unweighted constraint.

Example

Figure 3.2 shows the scenario of a linear problem without a solution (figure 3.2a).
It shows 4 half-plane constraints. The chequered side of each line is the unfeasible
region. There is no area that is feasible for all 4 constraints. Figure 3.2b shows the
case if all constraints have an equal weighting (𝑤 = 1). The green triangular region
is the resulting valid velocity. All four constraints have shifted an equal amount of 1
unit. In the case of soft and hard constraints. Figure 3.2c shows the different result-
ing velocity region. Constraint A is hard (𝑤 = 5) and B is soft (𝑤 = 0.2). The hard
(A, red) constraint has barely moved, only 0.2 units. In contrast, the soft (B, blue)
constraint has adjusted more than any other constraint, at 5 units. The remaining
constraints (C, D) shift the same amount as before.

To describe the OCBM more formally, let 𝑑𝐴 |𝐵 (ℎ𝐵v) be the distance of velocity v
to the edge of the half-plane formed by 𝐵, either from ORCA or behaviour, scaled
by the hardness. ℎ𝐵 is the hardness of the constraint 𝐵. The new resulting velocity is
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Behaviour Weight 𝑤
Steering 1
Groups 0.7

Luggage 2
Avoiding Autonomous Vehicles 10

TABLE 3.1: Suggested weights for different behaviours in the OCBM
framework.

one that minimises the maximum distance to any of the scaled half-planes induced
by the behaviours:

v𝑛𝑒𝑤
𝐴 = argminv𝜖 𝐷 (0,𝑣𝐴𝑚𝑎𝑥 ) max𝐵≠𝐴 𝑑𝐴|𝐵 (ℎ𝐵v) (3.1)

A low hardness ℎ𝐵 < 1 means that 𝑑𝐴 |𝐵 (ℎ𝐵v) will require a large v to equal the
same value. This results in the constraint being moved a larger distance.

Table 3.1 provides example reference weights for the hardness of the different be-
haviours. These are example values to provide guidance on potential values. These
values are tested visually, and have not been verified against real data, and should
be adjusted acording to the specific scenario of interest.

3.3 Modelling Behaviours with Hard and Soft Constraints

One reason to have different hardness between constraints is because the constraints
are generated by different processes. This section will explain the implementation of
behaviours as mathematical constraints. It will also apply the softness of constraints
to these behaviours to create a more complex pedestrian simulation model.

Three behaviours in particular are considered to demonstrate the flexibility of
OCBM. These are groups, luggage, and autonomous vehicles. These three are cho-
sen because they can play an important role in crowd dynamics. Groups are ubiq-
uitous in crowds. Luggage and autonomous vehicles are less common, but people
notably change their dynamics when carrying luggage or moving in the same space
as autonomous vehicles. Although these three behaviours are chosen the OCBM
approach is not limited to these and is generally applicable to a wide range of be-
haviours.

This section attempts to describe these behaviours as mathematical constraints
which can then be used as part of the OCBM model, similar to how ORCA con-
straints describe steering. Converting these behaviours to constraints is something
novel proposed in this chapter. By creating a set of constraints for a behaviour, these
can be combined with other behaviours, and ORCA steering, to create a more com-
plex linear program, the solution to which provides the velocity the person takes.
This resulting velocity takes into account all the behaviours and steering motion
together. This tackles the problem outlined at the start of this chapter, which is
the difficulty in finding pedestrian motion which accounts for both steering and
behaviours.

The following subsections will tackle each of the three behaviours in turn, fol-
lowing the order of Groups (subsection 3.3.1), Luggage (subsection 3.3.2), and Au-
tonomous vehicles (subsection 3.3.3).
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3.3.1 Group Behaviour

Groups are social groupings of people who walk together and have the same end
location as other members of the group. These groups are between 2 and 6 people
in size [2]. Friends or family walking together in groups is the behaviour explored
here. Group behaviour is an important behaviour in crowds due to the prevalent
proportion of people that move about in groups [187]. These can vary from cou-
ples and small families, to large tour groups. The psychological behaviour can vary
between different sized groups. Despite this group behaviour is infrequently con-
sidered within pedestrian modelling and simulation, and pedestrian models with
group behaviours are designed specifically for the task [170].

The groups of interest within the context of this chapter are those behaving sim-
ilarly to small groups of friends [46]. Such groups have a desire to stay together, but
are flexible in the group shape (i.e. relative placement of people within the group),
and are willing to adjust their relative positions as they navigate the environment.
In previous literature it has been suggested that large sized groups can be split into
smaller groups [103]. This occurs due to the limited ability of communicating with
many people while walking. Because of this, large sized groups can be decomposed
into multiple smaller groups consisting of between 2-7 people.

The work in this section was inspired in part by the paper of [214] and [86]
(discussed in detail in literature review, section 2.3.1). In their work they com-
pute macro-level proxemic behaviours of groups. Their model creates spontaneous
groups which gather agents with similar motion together. This allows for large-
scale avoidance of other agents moving in other directions. Their work is less about
groups of people moving together, and more about grouping agents together when
their motion/goals are similar, and splitting from them when appropriate. This is
useful in examples such as bi-flow along a corridor. There are naturally two types
of groups that form, one in either direction, and the model cleanly allows the two
different directions of motion to pass each other without much head-on collision,
which is visibly observed in the standard ORCA model. He et al.’s model performs
proxemic calculations to alter the desired velocity 𝑣𝑑𝑒𝑠 which is fed into the ORCA
model to perform collision avoidance. In contrast, the OCBM approach both alters
the desired velocity directly and adds to the ORCA constraints, which will in-turn
result in adjusted resultant velocity.

Implementation

Two main objectives for the group behaviour of this implementation are to:

1. create observable group shapes. Such shapes are a ’v’ pattern which are known
to provide easy communication between members, and a straight line when
navigating dense environments.

2. aim to always stay together and avoid splitting or letting obstacles in between.

The most important aspect of the implementation of group behaviours is de-
composing group behaviour into mathematical constraints that limit the motion of
people. These constraints can then be given a varying hardness per person which
equals a person’s willingness to maintain group formation.

In addition to constraining the motion of people, this implementation of group
behaviour also affects the desired velocity of people in groups 𝑣𝑑𝑒𝑠. This is imple-
mented to further encourage people to move together in social groups. This influ-
ences where a person wants to move. It can be described using the equation
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𝑣𝑐𝑜𝑚𝑏 = (1 − 𝑢) ∗ 𝑣𝑑𝑒𝑠 + 𝑢 ∗ 𝑣𝑔𝑟𝑜𝑢𝑝 (3.2)

where 𝑣𝑐𝑜𝑚𝑏 is the resulting velocity a person travels at. 𝑣𝑑𝑒𝑠 is the desired ve-
locity of the agent, provided by the navigation part of the simulation and is the
velocity desired to reach their objective given no other factors, 𝑣𝑔𝑟𝑜𝑢𝑝 is the veloc-
ity of the agent needed for it to maintain its structure within the group. 0 ≤ 𝑢 ≤ 1
is a weight factor which determines the strength of group cohesion. 𝑢 = 0 ignore
velocity-related group effects. 𝑢 = 1 ignores the individual velocity, and can result
in the group not moving towards their goal. This approach has similarities to other
heuristic approaches to group behaviour. One such example is the cohesion part of
the boids model [171]. Both this approach and the boids cohesion seek to maintain
group togetherness so members do not disperse too far, by altering the velocity of
the agents.

We define a variable, referred to as the "ability to communicate" of the agent.
The individual value, as well as the relative value to the others in the group helps
determine where an agent positions themselves within a group. An individual with
high communication within a group will tend to be more towards the centre of the
group. An individual with low communication will be towards the sides (relative
to the direction of motion) and further forwards. This provides a method for creat-
ing varying group distributions and formations. A group with high communication
between members will result in a more tight knit group, who tend to walk closer
together and less often permit non-member agents to pass between them. In con-
trast, a low communication group will be more split, and more easily adjust shape
when navigating crowded spaces and high density crowds. The value 𝑢 when de-
termining the velocity is calculated as a normalised sum of the communication of all
individuals of the group.

A person has an equilibrium position within the group shape relative to the
group centre. They move towards this position with velocity 𝑣𝑔𝑟𝑜𝑢𝑝. The location
this velocity points towards can be found by summing over all the locations of mem-
bers of the group weighted by their communication and finding the average point.
This is the centre of the group. A person wants to be a certain amount away from
this centre according to 𝑐𝑔𝑟𝑜𝑢𝑝/(𝑐 ∗ 𝑛), for individual communication 𝑐 and number
of members in the group 𝑛. This dimensionless value is then scaled by the number
of people in the group by 𝑛1/2 so the "group area" scales linearly with the number of
people. This resulting value 𝑠 = 𝑠𝑐𝑎𝑙𝑒 ∗ 𝑐𝑔𝑟𝑜𝑢𝑝/(𝑐 ∗ 𝑛1/2) is scaled with physical value
𝑠𝑐𝑎𝑙𝑒 relating to the size of agents. For use in this thesis it is scaled by 0.8 to create
close-knit inter-group distances suitable for navigating through large dense crowds.

Within the simulation all members in a group have the same goal and desired
speed. This is because people want to walk together within a group. They can have
different shape radius to account for physical differences between group members.
𝑢 is a scaling parameter that adjusts the velocity of people. While an agent is within
the group it has no effect and 𝑢 = 0. An agent is considered outside the group if their
distance 𝑑 to the centre is greater than 𝑠. In this case 𝑢 scales between 0 to 1 up to
the maximum amount which is reached when the distance 𝑑 is 2𝑠. The value of 𝑢 is
summarised as follows:

𝑢 = 0 for 𝑑 < 𝑠

𝑢 = (𝑑 − 𝑠)/𝑠 for 𝑠 < 𝑑 < 2𝑠
𝑢 = 1 for 𝑑 > 2𝑠

(3.3)
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FIGURE 3.3: Velocity for an agent in a group. The red star shows the
group communicative centre. The left agent is beyond the equilib-
rium group position, which is denoted by the dotted circle of radius

𝑠, so has a velocity component to return to within the area

The velocity calculation is visualised in figure 3.3. It shows the group commu-
nicative centre (red star), and the group equilibrium circle (dotted line) of radius 𝑠.
The leftmost agent is outside the equilibrium circle. It has a velocity according to
equation 3.2 with a 𝑢 value according to equation 3.3 as it is within 𝑠 < 𝑑 < 2𝑠 of the
group centre.

Groups should maintain a communicative shape when possible. This is com-
monly observed as a ’v’ shape, where people towards the edge of the group (relative
to the direction of motion) are further ahead. A set of constraints is added to any
member of a group in order to mimic this observed behaviour. These constraints
aim to maintain group shape where possible, but be flexible and permit changing
group shapes where necessary. It is two constraints in the shape of a ’v’ orientated
on the communicative group centre. Figure 3.4 shows this diagrammatically. The
crossing point of the constraints intersects the vector joining the group centre to the
group goal. It is offset by an amount 𝑓 and each constraint makes an angle 𝜃 to the
line of intersection. These constraints are assigned a hardness for the scenario being
simulated. The softer these constraints, the more easily the group shape will deform
when other people and obstacles are nearby.
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FIGURE 3.4: A group of 4 agents from a computational experiment
designed using the OCBM approach and implemented and visualised
in SteerSuite. The red star shows the group communicative centre.
The dashed line is the vector towards the goal location of the group.
Two soft constraints are shown (straight black lines) whose purpose
is to maintain a group communicative "v" shape. All agents within
this group have these two constraints, in addition to any others due

to other behaviour or steering.

3.3.2 Luggage

Bags and luggage come in various shapes and forms, and people have different ways
of travelling with luggage. This thesis concerns itself with medium-sized trailing
luggage, which is commonly of the form of wheeled airport hand luggage. This
luggage is carried by a handle, and wheeled along the floor behind a person.

People with luggage can be an important phenomenon to consider when simu-
lating crowds. They can make up a large proportion of people at transport terminals,
and have different behaviour to people without luggage. People with luggage move
differently, such as slower speed at higher densities [182]. A difficulty is that in
scenarios where people travel with luggage (transport terminals, public transport),
there are usually additional effects occurring. While there are frequently other be-
havioural aspects in play, such as looking at timetables at transport terminals, the
use of luggage is an important one and is considered in isolation as an example.

The Legion model [13, 19] is able to create people with luggage. In the Legion
model, people with luggage are simplified into a singular larger person. The pa-
rameters of this singular person with luggage is altered, such as their size, and their
movement speed. The simplification of using a single larger person rather than two
separate objects is not something that should have much impact on the crowd at
low densities, but is potentially an important factor at higher densities. Legion in-
creases the radius of a person by 0.2m for medium sized luggage, and recorded that
speed changes (on open flat terrain) from around 1.5𝑚/𝑠 (UK commuters) to 1.1𝑚/𝑠
(tourist). Legion documentation does not specify what determines a tourist or if
luggage was part of the measurements. It does, however, suggest that people with
luggage should occupy more space overall, and move more slowly.

Implementation

First, we consider a number of general observations about trailing luggage.

• It will spend most of the time behind the person.

• It cannot go more than a certain distance away from the person, equal to the
person’s arm length and luggage handle length.
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FIGURE 3.5: Constraints caused by owner 𝑂 on luggage 𝑙. Owner
is moving with velocity 𝑉𝑜. Luggage also has a desired velocity of
𝑉𝑜, but is subject to change if the constraints do not permit it. Four
constraints are generated, one to prevent the luggage and owner col-
liding (ORCA), one to prevent the luggage moving too far away (Dis-
tance), and two to prevent the luggage moving too far in angle (Angle

left/right)

• It will, in its natural position, without being near other objects, be directly
behind the person. However, when moving through crowds, the luggage can
move some degrees from the back angle to aid in avoidance.

This behaviour contains two kinds of agents, one representing people and one
representing luggage. Both agents follow the collision rules for regular ORCA agents,
but both have novel extensions. Each luggage agent has a knowledge of its owner
‘person’ agent. Similarly, if a person agent owns a piece of luggage, it knows which
particular one it is. It is tracked by assigning a unique ID to each agent, and storing
the other agent’s ID in the intrinsic information of this agent.

Within the simulation the luggage is given a similar level of intelligence to hu-
man agents. This allows luggage to avoid collisions in a similar way to people. In a
simulation it helps maintain a consistent level of computation between all agents. It
could be possible, if there was need for a distributed computation, to have the owner
perform the calculations for the luggage and manoeuvre it accordingly.

Figure 3.5 shows the constraints acting on a luggage due to its owner. These are
to simulate the above properties of maintaining a certain distance and angle to the
owner. The luggage is labelled as B while the owner is O. The constraints are:

1. One standard ORCA constraint 𝑂𝑅𝐶𝐴𝑜 |𝑙.

2. One half-plane constraint on the opposite side 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑜 |𝑙. This sets the maxi-
mum distance between the luggage and person, and is larger than 𝑟𝑜 + 𝑟𝑙.
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FIGURE 3.6: The different possible individual interactions. (a)
person-person interaction. Each takes equal responsibility to avoid
the other. (b) luggage-luggage interaction. Both people and bags
equally avoid each other. (c) person-luggage interaction. A similar
setup to (a) but with a luggage with agent B. Both people avoid each
other, but person A moves out the way of the luggage and the lug-

gage adjust its velocity only a small amount.

3. Two constraints from the direction of velocity of the owner, both tangential to
the velocity vector. These prevent the luggage from moving too far from the
angle the person is moving at.

Unlike regular ORCA constraints, which are reciprocal in how people avoid each
other (each person takes half responsibility 𝑢 = 0.5), the bags are completely respon-
sible for avoidance with its owner. This is to simulate the fact that people do not
avoid collision with their own luggage, but rather move the luggage out of their
way when required.

Different individual interactions between bags and people are shown in figure
3.6. For a luggage-luggage interaction, the result is a regular ORCA line constraint,
and within the simulation each takes half responsibility for avoidance (𝑢 = 0.5).
For person-luggage interactions, the person takes greater responsibility for avoiding
luggage (𝑢 > 0.5). This is because of the assumption that the luggage is less mobile,
hence less likely to move compared to a person.

A potential scenario occurs where a luggage and its owner become separated.
This can be observed in large dense crowds, such as people rapidly transferring
through busy train terminals with luggage. To account for this within the model,
if the owner of a luggage travels too far from the luggage then the luggage can no
longer move. In this case the luggage is set to no longer move or steer, as its owner no
longer has the capacity to control the luggage. A behavioural rule is added for the
owner to immediately make their way back towards the luggage. This behaviour
takes priority above any other behavioural rules the owner may have. All other
agents need to take full responsibility to avoid such a stationary piece of luggage
(𝑢 = 1).

An example scenario of three people, each with luggage, is visualised in fig-
ure 3.7. Figure 3.7b shows the constraints formed on the left-most luggage (grey
coloured). The colour of the lines correspond to the agent that they originate from.
There is one ORCA constraint formed by each other agent, as well as numerous
luggage-related constraints due to the owner (orange). The orange lines are caused
by the orange owner including ORCA steering and because it is the owner. The
green line is caused by the associated green person to avoid collision with it. The
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(A) (B)

FIGURE 3.7: Graphics of luggage. (A), three people heading towards
each other, each with a small trailing luggage. (B) the same simula-
tion frame, superimposed with constraints on the leftmost agent (lug-
gage). Here the desired velocity is within an invalid region, shown by
the small flag. The closest velocity suitable is shown by the large red
flag. The colour of the lines is determined by which agent is associ-
ated with them. For example, the orange lines are due to the orange

owner.

desired velocity of the luggage is in an invalid region (small flag), and the closest
suitable velocity is shown with the large flag.

3.3.3 Autonomous Vehicles

This section presents simulating mixed model environments containing both peo-
ple and autonomous vehicles sharing the same space. The focus of autonomous
vehicles here is a shared walking space of people and small personal autonomous
vehicles. It is based on the ’LUTZ Pathfinder’ pod developed by Transport Systems
Catapult [209]. These are different to versions by companies like Google and Uber
in that they are specially designed two-seater ’pods’. Experimental trials conducted
have been focused on the acceptance of such vehicles, rather than understanding the
behaviours of interactions between them.

Understanding the interactions of people with autonomous vehicles is an impor-
tant ongoing development. Worldwide, countries are adopting and trialling various
forms of autonomous vehicles. In the UK, it has been forecast that a market will
account for £28bn in the UK alone by 2035, 3% of a global market of £903bn [45].

There is a broad number of domains involving person-vehicle interactions, such
as self-driving cars, or personal pods to travel short distances. Each of these do-
mains has their own dynamics and specialities that need to be understood. People
will react differently to high speed self-driving cars compared to slow moving pods
designed to share the same walking space.

Autonomous vehicles, like cars, have non-holonomic motion. This means a car
has two control directions (𝑣, 𝜃 (the rotation of the car)), yet has three variables in
configuration space (𝑥, 𝑦, 𝜃). Extensions to the ORCA model have been examined in
literature which model non-holonomic agents [5, 10]. In order to maintain simplicity
of the steering model, the autonomous vehicles in this thesis follow the same rules
of motion as regular people (i.e. holonomic motion).
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FIGURE 3.8: The use of 𝑢 in calculating the half-plane ORCA con-
straint. Two possibilities are shown, 𝑓 = 0.5, and 𝑓 = 𝛼 (> 0.5). 𝑉𝑂𝐴 |𝐵
is the velocity obstacle formed by agent B on A. 𝑢 is the vector needed
to adjust by to avoid collision. This image uses the same velocity ob-

stacle for two agents as previously demonstrated in figure 2.1b

Implementation

The autonomous vehicles and the people interacting with them are given some as-
sumptions here. With regards to the vehicles themselves,

1. The model assumes that the autonomous vehicles are more willing to slow
down when approaching a crowd, rather than weave between people

2. The autonomous cars use the ORCA steering method for avoiding collisions

And for people interacting with autonomous vehicles,

1. People will avoid colliding with vehicles with greater effort than any other
behaviour.

The importance of avoiding autonomous vehicles is reflected in the calculation
of the half-plane 𝑂𝑅𝐶𝐴𝐴 |𝐵 being shifted by 0.5𝑢. Because the agent takes (at least)
half of the responsibility for avoidance, it will assume the other agent will take the re-
maining half, and hence collision will be avoided between the two agents. A variable
parameter 𝑓𝐴 |𝐵, that represents the fractional responsibility that agent A will take to
avoid agent B is introduced. This variable is used when calculating the position
of the half-plane 𝑂𝑅𝐶𝐴𝐴|𝐵 = 𝑣𝑜𝑝𝑡 + 𝑓𝐴 |𝐵𝑢. For the standard case of people-people
interaction, 𝑓 = 0.5.

Because of the different nature of movement of people and vehicles, the avoid-
ance taken between vehicles and people will not be reciprocal. As such, the weight-
ing of 𝑢 in Figure 3.8 will be different. Since colliding with an autonomous vehicle
could provide greater risk of health and damage, it is assumed people will tend to
naturally take more responsibility in avoiding collisions with vehicles (the amount
of avoidance is 𝑓𝑝𝑒𝑟𝑠𝑜𝑛 |𝑐𝑎𝑟 > 0.5). These resulting constraints will be hard constraints
so that if collision free motion cannot be guaranteed, people will still prioritise avoid-
ing vehicles foremost.
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The vehicles themselves can move in a variety of ways. Because of the reciprocal
nature of collision avoidance, it simplifies the simulation if the autonomous vehicles
also follow the same steering rules. This ensures that collision-free motion can occur
and people can move safely within the environment. When a vehicle must avoid
colliding with another car, they will reciprocally avoid each other and each take half
the responsibility, i.e. 𝑓𝑐𝑎𝑟 |𝑐𝑎𝑟 = 0.5.

To ensure guaranteed collision-free motion, 𝑓𝐴 |𝐵 + 𝑓𝐵 |𝐴 >= 1. If an agent knows
how much another will avoid collisions, they can know how much they should
avoid collision. If a person knows that vehicles will not attempt to avoid collisions
(i.e. 𝑓𝑐𝑎𝑟 |𝑝𝑒𝑟𝑠𝑜𝑛 = 0), then people know they are entirely responsible for getting out
of the way ( 𝑓𝑝𝑒𝑟𝑠𝑜𝑛 |𝑐𝑎𝑟 = 1). These values are selected before the simulation starts,
which will vary depending on how fast and dangerous the people perceive the au-
tonomous vehicles to be, and assume every agent is aware of how much they should
avoid others.

3.4 Software Implementation and Experimentation of Constraint-
Model Behaviour

The previous sections have explained specific examples of behaviours and how they
are implemented within OCBM as hard and soft constraints. This section will ex-
plore how each of the behavioural models from the previous section behaves within
the context of a computational experiment. This section will describe the software
implementation of the constraint-behaviour model with the hardness of constraints,
and explore its behaviour. It will perform computational experiments to test the
proposed behaviours, testing each behaviour individually. The behaviours will be
tested in the same order as they were introduced: i.e. groups, luggage, and au-
tonomous vehicles respectively.

Testing the model and behaviour performance will provide an idea of how the
various models function. This helps understand whether the framework is able to
reasonably model the behaviour by using constraints, which is part of the contribu-
tion of the chapter.

3.4.1 Software Implementation of Modelling Behaviours

The OCBM approach and associated models were implemented in the SteerSuite
software framework [188]. This framework is designed for creating and evaluat-
ing pedestrian models. It provides a modular way to create and extend common
behaviours, such as collision avoidance. SteerSuite comes equipped with tools to
extract parameters from people, and the model as a whole. It tracks variables of
individual people, such as position and velocity, and calculates useful values, such
as the time taken for a person to reach its goal. The tools of Steersuite were ex-
tended to track pedestrian behaviour within a certain area only. This is useful to
measure particular locations without accounting for edge effects. By tracking veloc-
ity of individual people, and the local densities of those people within a specified
area, fundamental diagrams of the simulation can be constructed. Fundamental dia-
grams often use charts to display information of pedestrian motion within scenarios.
More detail is provided in the literature in section 2.4.2. Fundamental diagrams plot
the velocity (or flow) against density of people. The shape of the curve depends on
many factors including the environment, the mobility of the people, and even the
culture. It provides a simple way of describing a scenario visually.
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The visualisation of models using autonomous pods are obtained within the Un-
real Engine. The Unreal Engine comes built in with many powerful features for
graphically realistic 3D rendering of virtual objects. Simulations are still executed
within SteerSuite. The simulation results from SteerSuite are fed (in real-time) into
Unreal to set the values of the people and vehicles. Unreal manages the animation
of people, and the visual appearance of the objects within the simulation. It is used
here to better distinguish the autonomous vehicles from people, as well as provide
the model the autonomous vehicles are based on.

All the experiments are configured using a common approach. Multiple associ-
ated start and end regions are chosen, such that agents are spawned in a start region
with a target in an associated end region. Random spawn locations are chosen so
that there is no overlap with other people within a certain time period based on per-
son size and speed. Within a simulation, each agent has a goal location to aim for.
The agent’s velocity is in the direction of the goal location, scaled to the movement
speed. Once an agent reaches the goal location they are removed from the simula-
tion. Once all agents have reached their goal the simulation is ended.

The following experiments assess the functionality of the three behaviours as
part of the OCBM. The objective of these experiments are to demonstrate how OCBM
and the description of the behaviours as constraints translates to emergent crowd
observables.

3.4.2 Assessing Group Dynamics

In order to test the proposed constraint modelling of groups, with the addition of
hard constraints, a demonstration of the functionality will be explored experimen-
tally. The example scenario chosen is a bi-flow corridor. This scenario is conceptu-
ally simple but can demonstrate different behaviours between different implemen-
tations.

A bi-flow corridor is constructed like a regular corridor, with parallel walls along
two sides. People move in bi-flow, that is to say, two different directions of flows.
For a corridor aligned left-to-right, the two flows are left-to-right, and right-to-left.
This results in head-on motion between the two flows. There is an observable phe-
nomenon in bi-flow corridors known as lane formation. This is where people mov-
ing in the same direction tend to follow another person moving in the same direc-
tion. This occurs because it speeds up the flow of the individuals, and the crowd
as a whole. This is observable in physical crowds, and is a common emergent be-
haviour tested of microscopic pedestrian models. The ORCA steering model is able
to demonstrate this phenomenon [59].

The group shape and dynamics of the group itself can be measured by exploring
the angle between members of a group. These angles can provide insight into the
positions people within a group make, and how the group shape changes in different
scenarios. This angle is measured as the angle between normal of the group centre
to the goal, and the vector joining the two agents. This can be observed within bi-
flow corridor as well. A small angle means that people within a group are walking
side-by-side to each other. This is approximately the desired shape a group wants
to take, because it is a useful shape for communicating between each other easily.
It is, however, difficult to navigate dense environments in this way. A large angle
means that agents are walking in a lane formation, with one behind another. This
shape is more suited for moving though dense crowds, and hampers the ability for
people to communicate so is not the natural shape they tend to. The resulting angle
is an average of each agent’s angle to its nearest neighbour. If two agents are both
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closest to each other, the angle is recorded only once to avoid double counting the
same value.

Experimental Configuration

The cross flow corridor experiment is simulated in a virtual corridor 6m wide. The
corridor is 20m long, but only the central 10m of the corridor is observed. People
are spawned into the simulation at either side of the corridor, in the final 2m length.
The diagram of this setup is shown in figure 3.9.

6m

10m

Observation area

Spawn/
Exit area

FIGURE 3.9: The biflow corridor setup. The red rectangle, 6m by
10m, shows the area in which measurements are recorded. People are
spawned within one of the two blue rectangles and navigate to the

opposite blue rectangle.

For each simulation a fixed group size is selected. Groups can only be of the
specified size and all agents must be part of a group. Multiple simulations are run
to attain repeat measurements over different densities, and each run uses a different
random seed. Group sizes of up to 5 are chosen. A group size of 1 is equivalent to
no group behaviour.

Experimental Results

Figure 3.10 shows the mean speed-density and flow-density diagram for varying
group sizes. Each data point corresponds to the mean of 500 measurements. As can
be seen the increase in group size reduces the speed of moving through the corridor.
This occurs because the constraints caused by being part of a group tend to result in
slower motion. The more people within a group, the more severe the impact of the
additional constraints and rules. Note, however, that for low density without many
other agents, the people move at the same speed regardless of how large the group
size is. This is in contrast to certain literature [97], but can be set and adjusted as
input parameters to the model if such behaviour should be desired. Similarly, from
figure 3.10b there is a general trend that when groups contain more people the flow
will be similarly reduced.

Figure 3.11 shows how the group shape changes with density in the bi-flow cor-
ridor. The angle is divided by 𝜋/2. An angle of 0 (/ (𝜋/2)) means two people in the
group are walking side-by-side. An angle of 1 (/(𝜋/2)) means the two people in the
group are walking in front of the other. The figure shows approximately an angle of
𝜋/2 for low density, which is in keeping with the ’v’ shape of the group formation.
No matter the group size, this shape is chosen for low density. As density increases,
the angle increases. With a larger angle, people are walking more in front of other
members of the group, resulting in a more line/snake like group formation. This
behaviour is similar to lane formation, which is a commonly observed phenomenon
in bi-directional crowds. For smaller groups there is a more obvious shift between
walking side-by-side and one-after-another, occurring around a density of 2.5/𝑚2.
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FIGURE 3.10: Bi-directional flow with varying group size (see legend)
for density against (a) speed and (b) flow. Each data point is the mean

from 500 observations.

For larger groups the members are more spread out, by virtue of being more numer-
ous, so the average of the angle over density transitions more smoothly. Above a
density of 3/𝑚2 all tested group sizes are walking more front-to-back, rather than
side-to-side, as the the angle is greater than 0.5 (/𝜋/2).

3.4.3 Assessing Luggage Dynamics

Experimental Configuration

In order to test the behaviour of luggage dynamics two experiments are considered.
The first takes place in a bi-flow corridor. The second in a four-way corridor. The bi-
flow corridor results in head-on movement and helps understand scenarios where
the most likely interactions are moving in the opposite direction to other people. In
addition, a four-way corridor experiment is also examined. It is the intersection of
two bi-flow corridors with each other at 90◦. This setup is chosen to explore the
interactions for both side collisions and head-on collisions and helps understand
scenarios where collisions between agents can occur at any angle. These different
collision types are useful to explore due to the asymmetry of people with luggage.
A person with trailing luggage has a different cross-section when viewed from the
front compared to the side (where the trailing luggage extends the cross-section).
People in the four-way corridor setup spawn at any of the four corridor edges, and
move to the opposite end of the same corridor. Figure 3.12 shows the diagrammatic
setup of the four-way corridor.

The experiments seek to compare not only the impact of luggage on the simula-
tion, but also the method of modelling luggage. The proposed method introduced
within this chapter simulates people and luggage as separate entities. An alternative
approach is to simulate a singular larger person which accounts for both the person
and their luggage [19]. In order to compare and contrast the approaches, the exper-
iments are repeated for various pedestrian shapes. See 3.13 for a visual distinction
between them. A singular agent of size 𝑟𝑠𝑚𝑎𝑙𝑙 is the default behaviour as if luggage
was not accounted for. A singular agent of size 𝑟𝑠𝑚𝑎𝑙𝑙 + 𝑟𝑏𝑎𝑔 aims to simulate the
alternative approach. These agents have a larger-than-average size to account for
the luggage within themselves. The two separate agents 𝑟𝑠𝑚𝑎𝑙𝑙 and 𝑟𝑏𝑎𝑔 are for the
novel proposed behaviour.

The experiments use varying agent types:

• The OCBM version with luggage
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FIGURE 3.11: Angle within groups vs density, for varying group sizes
between 2 to 5

6m
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Observation area

Spawn/
Exit area

FIGURE 3.12: The four-way corridor setup. The red square encap-
sulates the recording area where measurements are taken. People
spawn in one of the blue rectangles and navigate towards the oppo-

site side of corridor

• A singular person of radius 0.5𝑚

• A singular person of radius 0.6𝑚

• A singular person of radius 0.7𝑚

The OCBM version with luggage, labelled "constraints" uses 0.5m agents with
0.2m luggage, and is the novel proposed behaviour. The standard ORCA model
is used for modelling the other types of people, which is equivalent to the OCBM
without additional behaviours. People of size 0.5m are tested for simulating be-
haviour without luggage. An intermediary "large" agent is also tested, at 0.6m ra-
dius. This value is used as a similar area of circle to a small person with a luggage
(area 𝜋 ∗ 0.5592), and rounding the 0.559 to 0.6m radius. This value is used as an
intermediary to show the transition of values between 0.5 to 0.7m. People of 0.7m
radius are also tested, chosen as a combination of 0.5 + 0.2m. 0.7m people do not
have a separate luggage and are modelled as a singular shape which encompasses
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the person and luggage. Simulations are repeated to obtain 500 observations for the
bi-flow corridor, and 200 for the four-way experiment.

FIGURE 3.13: View of regular sized person, large person, and person
with luggage. A large person is approximated by 𝑟𝑠𝑚𝑎𝑙𝑙 + 𝑟𝑏𝑎𝑔 to en-

capsulate both the person and the luggage within the same circle.

Experimental Results

Bi-Flow Corridor Figure 3.14a shows how the average person’s speed changes
over varying density for the single bi-flow corridor. Four sets of results are illus-
trated. The data labelled as “Constraints” is the data of OCBM with luggage intro-
duced previously. Data labelled as “large” represents simulating large ORCA people
of various radii.

The similarity of the curves suggest that the behaviour of singular larger people
is similar to those of singular people of radius 0.5𝑚. The curve of OCBM with lug-
gage does not correlate to the other curves. This shows that the two different ways of
representing people produce different emergent outcomes. Since people with bags,
when viewed head-on, are of radius 0.5m, due to the luggage being hidden partially
or mostly behind them, this results in faster speed and flow through the corridor
compared to simulating people of larger size.

Figure 3.14b shows the fundamental diagram of the bi-flow corridor for flow
rate, which is a measure of how many people pass through a location. The OCBM
model ("Constraints") shows faster flow behaviour compared to simply simulating
larger people, i.e. the flow rate is larger for increased density meaning that the model
better captures the ability for people to pass by each other in dense crowds.

The addition of luggage should not affect the speed of people’s movement [98,
58]. As such the speed of people at low densities should be the same. Changes in
simulations are due to statistical fluctuations. Both the separately modelled luggage
and larger people effectively cause a reduced density due to luggage taking up space
but not being associated with person density.

A possible reason for the difference in results between different agent types is
thought to be caused by the frontal cross-section of the person. Larger people have
more frontal cross-section (0.6 or 0.7m compared to 0.5m) which reduces the number
of people that can pass each other in the corridor. This makes it harder for larger
sized people to move through the corridor, and these people move more slowly for
lower density. This is compared to the OCBM luggage model which behaves more
similarly to people without luggage, albeit with shifted density due to the additional
headway due to the presence of luggage.

These differences can be seen as the OCBM luggage model follows a similar
shape to people without luggage, but shifted for reduced density. In comparison,
larger people display a different speed-density relationship, which can be attributed
to the larger frontal cross-section.
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FIGURE 3.14: Various simulation models and experimental data in bi-
directional paths: (a) Shows the speed-density relationship, (b) shows
the flow-density relationship. Each data point is the mean of 500 ob-

servations.
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(A)

(B)

FIGURE 3.15: Experimental data in cross-directional paths: (a) Shows
the speed-density relationship, (b) shows the flow-density relation-

ship. Each data point is the mean of 200 observations.

Four-Way Corridor The next experiment examines the four-way corridor, and the
results are shown in Figure 3.15. This experiment shows that for small densities
(< 1.6 people/𝑚2) the speed of the people in the constraint model is faster than larger
people. However, when the density rises the speed of people matches better to those
of larger people of size 0.7m. This means that the proposed model transitions from
a speed-density pattern similar to people without luggage at lower density to a pat-
tern similar to large people at higher density. This can be understood as for low
density the separate luggage provides little impact on the interaction and flow. For
higher density the sideways cross-section of the agent with luggage is very similar to
an equivalent larger agent, and a similar speed-density behaviour can be observed.

Results summary The results show that the model of people with bags, compared
to considering single larger agents, shows different behaviours when examining the
speed/flow-density relationships. For scenarios which involve head-on collisions,
in the bi-flow corridor experiment, the proposed model uses a reduced head-on
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cross-section compared to a larger agent, and this results in larger flow since peo-
ple and luggage take up less corridor cross-sectional space. In the four-way corri-
dor experiment, where crossing agents approach the extended longitudinal (side-on)
cross-section of agents travelling across their path, for high density, there is less dif-
ference between the “large person" and OCBM luggage (i.e. “constraint") models.
This can be understood in that the longitudinal cross section is the same size, and
this fact is more important than the reduced head-on cross section. Within lower
density the ability to manoeuvre luggage allows for better flow compared to larger
agents.

These results show the effects on speed and flow for varying densities, when con-
sidering different representations of people. The model shows a transition of speed-
density behaviour between normal-sized people without luggage to large people
with increasing density when side-on collisions are the dominant interaction. There-
fore, for scenarios where head on flows are a common occurrence, it is important to
consider luggage as a separate entity rather than an artificially enlarged person size.

3.4.4 Visually Assessing Autonomous Vehicles

The behaviour of interacting with autonomous vehicles is a complex and develop-
ing field. The OCBM with autonomous vehicles is tested by using it as a tool for
visual validation by experts. The visual running of the model in real-time allowed
experts in the field of developing autonomous vehicles to easily view and explore
the interactions. With this they could evaluate if the simulation appeared to exhibit
movement that they expect. This visualisation behaviour was shown to engineers
at the Transport Systems Catapult1, a company involved in the development of au-
tonomous vehicles.

Two visual experiments are created. The first experiment is a 2-way crossing,
and the second experiment is a four-way crossing. Both experiments are in a large
open space (without corridors) of people interacting with autonomous vehicles. The
2-way crossing has people moving left-right or right-left, while the 4-way crossing
has people moving in cardinal directions. The 3D model of the vehicle is that of the
“Pod", used by the Transport Systems Catapult [34].

The avoidance responsibility values are set such that people are entirely respon-
sible for avoiding collisions with the autonomous vehicles. This is mathematically
represented as 𝑓𝑝𝑒𝑟𝑠𝑜𝑛 |𝑐𝑎𝑟 = 1, 𝑓𝑐𝑎𝑟 |𝑝𝑒𝑟𝑠𝑜𝑛 = 0. To demonstrate the heterogeneous
nature of the agent’s individuality each agent is assigned a colour.

The 2-way crossing experiment has the two crowds attempting to pass amongst
each other to reach their destination. Figure 3.16 shows the visual result of this. An
inset is provided which shows the eye-level view at the same instant. In addition,
the bird’s eye view shows the arrow of motion of each person. The arrow is colour-
coordinated with the colour assigned to the associated person. During the simu-
lation people leave a larger space for autonomous vehicles than they do for other
people. This is due to the additional responsibility people take to avoid colliding
with cars.

The second experiment, the 4-way crossing, is visualised in figure 3.17. Each
crowd must navigate directly across the environment, causing avoidance of not only
head-on agents, but also side-on. Subfigure 3.17a again shows a birds eye view with
people’s colour assigned to the arrow. Most arrows can be seen to be pointing in one
of the four cardinal directions. Subfigure 3.17b shows the simulation at a different

1Part of the funding provider for this thesis grant “Accelerating Scientific Discovery with Acceler-
ated Computing" (grant number EP/N018869/1)
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FIGURE 3.16: Visualisation of 2,500 agents in Unreal Engine. Two
crowds navigate past each other, one heading from left to right and
the other heading from right to left. Inset: an eye-level view of the

simulation, taken at the same time

moment without arrows of motion. Pods can be more clearly seen. A circular region
around each pod exists where people do not enter often. This radius is related to
the lookahead time. Subfigure 3.17c is an eye-level view close to a pod. This view
provides another view of the distance where people avoid walking close to pods.

During these experiments the autonomous cars are able to move steadily in their
intended direction. There are cases where clusters of people form where the pod
is aiming to move. In this case the pod slows down until the density of the cluster
reduces and people can more easily move out the way.

These experiments were shown to engineers working on autonomous vehicles at
the Transport Systems Catapult who appreciated the visual clarity provided by the
experiments and thought the interactions appeared plausible in their opinions.

3.4.5 Discussion

The experiments of this section have explored the behaviour of the OCBM applied
to three behaviours. Each behaviour has been individually tested and explored. The
results have demonstrated that OCBM can simulate different behaviours and dis-
play different emergent behaviours depending on the behaviours used.

Groups were tested with sizes up to 5 people within a group. It was observed
that the larger the group, the slower the crowd speed. The groups are able to display
a transition from walking in a ’v’ shape to a column at high density. Luggage was
modelled using two separate entities (owner and luggage), rather than a singular
larger agent. It was shown that experimentally this can result in different emergent
behaviour. The results make no attempt to suggest one is more realistic to another.

The results of the luggage experiments have demonstrated differences in emer-
gent behaviour between the OCBM with luggage approach, and to singular people.
These differences are noticeable in the four-way corridor, and it is theorised this is
due to the difference in cross-sections of the different agent types tested. It can be
concluded because of this that any scenario that involves interactions other than the
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(A)

(B)

(C)

FIGURE 3.17: Visualisation of 2,500 agents in Unreal. Four crowds
navigate past each other, two heading between left and right and two
between top and bottom. a) Shows a zoomed-out view, with arrows
showing the motion of each agent. b) shows a zoomed-in section of

the above image. c) shows an eye-level view of the simulation
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head-on direction might benefit from the OCBM approach with people and luggage
modelled separately. This is because the head-on directions have similar cross sec-
tions, but any other direction will have a different cross-section. Future work would
require human experimentation to validate either approach further.

This section has shown how the OCBM behaves, but it has not provided insight
into how the underlying simulation implementation performs. This can be under-
stood through examining metrics of the simulations and performance timing of the
code, which will be examined in the next section.

3.5 Performance

Performance is important to understand to know what domain the OCBM can be
applied to. If the code can run faster than real-time (i.e. the code runs faster than
the simulated time) then it can be suitable for real-time applications like interactive
visualisation. It is also an important first step in creating optimised, performant
code, by highlighting potential areas for performance improvement.

In order to understand the performance of the OCBM implementations, perfor-
mance experiments will be carried out. The experiments will explore the speed of
code execution. It will do so by examining how simulation parameters affect the
speed, as well as how important different parts of the code are to the time taken.
The faster the code runs, the quicker the same simulation will complete. This section
can be highly affected by particular factors like compute hardware. All the experi-
ments are carried out without visualisation nor rendering, so that only the time for
computation is examined.

Section 3.4.1 previously explained how the model was implemented into code.
Because of the modular framework of SteerSuite, it is easy to isolate individual rou-
tines to measure the time taken to compute them. The hardware tested was an Intel
I7-4790k CPU with 16GB RAM. The code was run on a single core.

3.5.1 Experimental Performance Configuration

Scaling by Population Size

Perhaps the most fundamental performance metric is a measure of how long a sim-
ulation step takes with varying numbers of people. Although this can vary depend-
ing on the experimental configuration of the hardware it provides insight into the
limit of the maximum number of people that can be simulated. Such a factor is im-
portant for real-time simulation and interactive visualisations. More people in the
simulation should result in more time required, and this experiment aims to quan-
tise how much it increases. A model scaling experiment is conducted to understand
simulation run time of the OCBM for larger crowds. This experiment is set up by
increasing the scenario size proportionally to the number of agents, and setting up
goal locations to keep the density between the scenarios as consistent as possible, in
this case around 1 person/𝑚2. Average density was tracked for each iteration of the
simulation over all agents, and those iterations that had density varying more than
10% from 1.0 + −0.1 were ignored. Maintaining a consistent density is important
to ensure only the change in population is affecting the results. In this experiment
no additional constraints are modelled, only steering. All people have the same
parameters (except for goal direction). There are no environment obstacles. The ex-
periments were performed on an I7-4790K Intel CPU with 24 GB of RAM and was
consistent for all performance experiments.
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Examining Interaction Density

Each person in the simulation has a limit on the number of other people they will
consider avoiding. This is partially due to computational optimisations, to reduce
the number of calculations, and also due to psychology: only people near to a person
are of interest for collision avoidance. Increasing the number of considered neigh-
bours past a point will not affect the simulation results, but will slow down the
computation. Too few neighbours will result in unrealistic movement and potential
collisions. This similarly applies to behaviours like other bags.

This experiment aims to find how much time is required to consider additional
constraints. It also seeks to answer whether constraints created from different sources
(steering, luggage) cause different changes. For this, agents are packed incredibly
tightly. The number of neighbours they consider is varied by increasing the looka-
head radius (𝜏) and the maximum number of neighbours. The maximum number
of neighbours is the only value directly having an effect. The lookahead radius (𝜏)
is changed because there is a limit to how many agents can be within the nearby
radius, and altering only the radius value has little impact by itself.

This experiment ignores the calculation to find a feasible velocity if there is no
valid solution to the initially constructed linear problem. This is because perfor-
mance of this calculation can vary greatly depending on whether a feasible solution
can be quickly found or not. This means that people are not behaving correctly.
However, this is a reasonable approximation of performance. This is because the
experiment measures the impact of constraints on the performance in the case of a
valid solution. This is a much more common scenario, and the results of this experi-
ment will be applicable to those scenarios.

An example setup is visualised in figure 3.18. It shows a large number of people
tightly packed in a crowd. The scenario is close to the maximum possible packing
density. Figure 3.18b shows the neighbours (coloured) for a blue agent of interest,
in the central part of the image. A visual way to think of this experiment is that it
changes the number of coloured agents, and records the time taken.

This experiment uses an open environment without obstacles. It spawns be-
tween 100-500 people at random locations who all have the same goal location. This
results in everyone moving to the same spot. People do not leave the simulation if
they reach the location. Recording outputs does not happen for 60 seconds to ensure
a stable configuration of crowding is formed. Recording happens for 120 seconds.
If group behaviour is enabled, everyone is in a group of 3. If luggage is enabled,
everyone has a piece of luggage.

Examining Model Complexity

This experiment explores how the performance changes when including the addi-
tional group and luggage behaviours. The effect can be observed by timing the in-
dividual routines and observing differences. In order to separate out effects of den-
sity and considered neighbours (which are measured in the previous experiment),
three distinct densities are maintained for the test. The densities are chosen as low,
medium, and high density with approximate values of 0.2, 1.0 and 2.0 people / 𝑚𝑠2

respectively. In order to separate out the effect that more people in the simulation
increases the time, the resulting time will be divided by the number of people in the
simulation to obtain a time that is independent of the number of people simulated.

This experiment uses an open environment without obstacles, and controls the
spawning rate to achieve desired density. Between 100-500 people are randomly
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(A) (B)

FIGURE 3.18: Graphics of large numbers of people. (B) a blue agent
in the middle of the coloured agents is selected, all the alternatively
coloured agents are those considered as neighbours to blue. In this

figure 60 neighbours are highlighted in different colours.

simulated each time. People are spawned in one of two regions, east or west, and
have a goal location in the other. This results in a cross flow. The density can be
controlled by a combination of changing the number of agents spawning in each
region, and changing the size of the spawning/goal areas. All people are in a group
size of 3, have luggage, and an additional 5% of the population are autonomous
vehicles (between 5-25 agents).

The routines are separated into particular functions. They are "constraints", "lp2",
"lp3", "move", "groups", "bags", "autonomous":

1. "constraints" is the routine for examining nearby neighbours and generating
ORCA steering constraints.

2. "lp2" is the routine for solving the linear program formed by all the constraints.
It is possible that there is no feasible solution to this problem. In which case
the routine "lp3" is called.

3. "lp3" is called when there is no feasible solution to the linear program. In this
case there is no velocity that satisfies collision avoidance and behaviours. lp3
accounts for soft and hard constraints, and shifts them until an acceptable so-
lution is found.

4. "move" is the routine for updating the position of the agent each step.

5. "groups" is the routine for constructing constraints related to group behaviour.

6. "bags" is the routine for constructing constraints related to luggage behaviour.

7. "autonomous" is the routine for constructing constraints related to autonomous
behaviour.

3.5.2 Performance Results

Scaling by Population Size

The first experiment shows how the performance scales with the number of people.
The results are shown in figure 3.19. A linear trend line of best fit is plotted. It shows
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FIGURE 3.19: Plot of population vs frame time in milliseconds. Peo-
ple are at a density of around 1 person/𝑚2 in a large open space with-

out other obstacles.

an approximately linear increase in time taken as the number of agents increases.
Each agent adds an additional 3 microseconds per iteration. This shows that the
model performance is approximately linearly dependent on the number of agents.
For this set-up a maximum limit of 400 agents are required for simulating faster
than 60 frames a second, and around 1000 for 30 frames a second. This provides
an approximate limit of 400-1000 people for interactive real-time simulations. Each
data point is the mean of 1000 seeded runs. The standard deviations are all within
2% of the corresponding mean time.

Examining Interaction Density

Figure 3.20 shows the scenario of incredibly dense agents and the varying of the
number of neighbours considered. As can be seen, the number of considered agents
has an approximately linear impact on the time taken, with each additional neigh-
bour adding in 7 𝜇s for a computation frame. Each data point is the mean of 1000
seeded runs, and the standard deviation is less than 4% of the corresponding mean.

The complexity of computation per agent can be extended by increasing the
number of neighbours they consider. Doing so increases the number of constraints
each person can consider, provided there are more neighbours than this limiting
value. This is representative of a more complex model (i.e. additional behaviours)
with more constraints. This is because a constraint is treated the same in the code
regardless of whether it is due to a neighbour or caused by a behaviour.

This shows that time increases for more constraints. It does not increase dif-
ferently when due to steering, luggage, or groups. This means that the speed for
solving the linear problem depends only on the number of constraints, not the be-
haviours that caused the constraints.
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FIGURE 3.20: Plot of time taken per frame against number of neigh-
bours considered by a single person.

Examining Model Complexity

Figure 3.21 shows how the various sub-routines of the ORCA method change the
simulation time. It shows that for complex considerations of a single agent, the
largest time taken is with the linear program solver. For all three density types the
linear program solver is where the code spends the longest time (the combination
of lp2 + lp3) and this is exaggerated at higher densities. This is because 1) there
are more neighbours at higher densities, so more complex problems, and 2) more
neighbours/constraints increases the chances of not having a feasible solution which
further increases the time taken in the linear program by running the lp3 routine.
The additional constraint behaviours (groups, bags and autonomous vehicles) take
roughly the same amount of time regardless of density due in part to the relative
fluctuations being small compared to the total frame time. The results are obtained
from a single run, averaged over the recorded run time of 50 seconds, which corre-
sponds to 1500 data points.

The linear program routines take longer the higher the density, because there are
more constraints to solve. In addition, with more constraints, the lp3 routine is more
likely to run. The previous experiment showed that more constraints increase the
time taken, regardless of how they originated. It can be assumed that either higher
density or simulating additional behaviours adds computational burden.

3.5.3 Discussion

The experiments within this chapter have explored the effects that simulation pa-
rameters and behaviours have on the time taken. It has shown that each additional
constraint considered per agent has a performance impact, but the origin of the con-
straint does not have an effect. This means that, when the number of constraints
considered by a person is the same, it takes the same average amount of time to
solve. This will be a useful observation for work later in this thesis, as improving
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time taken). Multiple lines/bars show varying density

the performance of the constraint solver can be assumed to be effective regardless of
the behaviours used in the model.

The most computationally slow routines are those which solve the linear pro-
grams. When there is no feasible solution, the routine to find the best candidate
solution is itself a linear program. Thus, improvements to the 2D linear program
solver should have the largest impact on performance improvements.

3.6 Summary

This chapter has presented a novel constraint based solving method, OCBM, to join
steering avoidance with additional pedestrian behaviours. This addresses a limi-
tation in the literature of a continuous-space model which can handle additional
behaviours without detriment to the collision avoidance. It has shown that by using
soft and hard constraints certain behaviours can be de-emphasised or encouraged
while ensuring collisions are minimised. The chapter has broken down behaviours
for group interactions, luggage, and autonomous vehicles into mathematical con-
straints that can be combined with existing steering methods (such as ORCA), which
generate constraints from steering, into a single larger linear programming problem.
Solving this generated problem provides motion that accounts for both steering and
pedestrian behaviour together. The performance of the model has been explored
and it has highlighted that the most efficient improvements in performance will be
with the linear program solver.

The OCBM can be applied to more psychological behaviours than the three de-
scribed within this chapter, which were groups, luggage, and autonomous vehicles.
A potential future extension could be to incorporate 3D pedestrian navigation as ve-
locity constraints. Various steering models exist for 3D space, including RVO and
ORCA related ones [33]. Being able to account for the 3D shape of people, it will
be possible to more accurately consider highly dense environments where people
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will overlap others when viewed from above, but not collide within 3D space. Such
an example is train carriages, where some people may duck under others who are
leaning over to reach their luggage.

A future research direction would be to explore the effects of modelling au-
tonomous vehicles as rectangular models. A rectangular shape more closely encom-
passes the shape of autonomous vehicles and cars. This could be explored by ex-
tending the ORCA steering approach to consider rectangular agents. This approach
will be similar to other shape-altering extensions, such as elliptical agents [23], but
applied to rectangles instead. The inclusion of non-holonomic behaviour, which
occurs because autonomous vehicles cannot suddenly change direction, would be
pertinent to include within this future study also [5].

The OCBM with separate luggage demonstrated different behaviour to simply
simulating a singular larger agent. The next step in this research direction is to per-
form experiments on human behaviour which specifically target cross-flows. Un-
derstanding how real people behave in such a scenario will help provide guidance
on the luggage behaviour model. This can help determine if one approach is more
suitable for cross-flow scenarios.

There are performance limitations to the OCBM implementation. It is limited to
simulating 400 people in real time. This limits the scope and size of scenarios the
implementation can be applied to. It has been found through performance exami-
nation that constraints caused by different behaviours and steering have a similar
impact on performance, and that the linear program solver is what the implementa-
tion spends the longest time computing.

In the OCBM model it is possible to construct a linear program which does not
have a feasible solution. The choice of formulation of handling this is to find a ve-
locity which least-penetrates the problem constraints. This minimises the chance of
serious collisions with other people and breaking away from expected behaviour.
Alternative approaches can be used, and these may be more relevant to certain sce-
narios of psychology of certain people. Future work could be to compare the emer-
gent crowd behaviour of different types of solving invalid solutions, and comparing
these to physical crowd experiments to understand the different formulations.

Having introduced and explained the framework implementation, the next chap-
ter will consider the real world accuracy and suitability of the framework and be-
haviours with reference to real world data.
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Chapter 4

Model Accuracy

The previous chapter introduced and explored a constraint-based framework, OCBM,
for pedestrian simulation. The framework was able to be extended with new be-
haviours by describing them as constraints. The functionality of the different be-
haviours can be controlled through the hardness of the constraints. The flexibility of
the approach was demonstrated by describing a range of group behaviours which
were evaluated through computational experimentation. The performance of the
approach was also evaluated through example experiments.

The applicability of OCBM for accurately simulating scenarios is unknown. An
accurate model is able to reproduce real behaviour. Therefore, whether OCBM can
replicate real crowds is uncertain. Knowing for what domains the model can repli-
cate is important in understanding where the model can be suitably applied, and
also perhaps provide insight into the underlying science of the crowd.

This chapter will investigate the model’s behaviour with comparison to real world
observations and experiments in order to undertake validation of the model and the
OCBM approach. This will explore and explain how OCBM compares to experi-
mental observations. By comparing the model to observed experiments it can be
ascertained how well the model reflects the real world. Performing validation on
the model will aid in understanding its usefulness and applicability. It will also pro-
vide an idea of the suitability of the simulation model for graphics and immersion.

Validation will be undertaken by using OCBM to simulate crowds and extract
emergent crowd properties. These properties are an outcome of the interactions of
the people in the microscopic simulation. These emergent properties will be com-
pared to observations from literature and from obtained CCTV data of crowds. A
model which is validated against observations is one which can simulate properties
expected from experimental observations. Therefore if the simulation can similarly
match emergent properties of observations, the model can be considered validated
for the scenario covered by the experimental observation.

The process of validation involves targeting a physical scenario. This type of val-
idation is a form of face validation that uses human intuition, as opposed to formal
statistical analysis [118]. It will visually compare the results to draw validations and
conclusions. This could be a type of environment like a corridor, or a train station.
Observations of crowds at the chosen scenario are obtained, either from previous
literature, or by recording and measuring crowds of people. The parameters of the
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observations are used as model inputs for a simulation. These are quantities like en-
vironment shape, and number of people. Emergent crowd properties are extracted
from the simulation, such as fundamental diagrams (see literature review, section
2.4.2 for more information), and these are compared to observation. Because the
parameters being compared are emergent, they cannot be directly controlled in the
model, they arise due to the complex interactions of people. If a Model can take
information of individuals and match emergent observations at the crowd scale, it
would suggest that the model captures important fundamental behaviour which is
present in real crowds. This leads to the idea that the model is validated and is able
to reproduce real behaviour because it captures the fundamentals of what is incorpo-
rated within such real behaviour. In addition to the visual validation approach used
within this chapter, mathematical methods for comparing graphs is also possible.
This could involve the Euclidean Relative Difference and the Euclidean Projection
Coefficient to provide a mathematical measure of similarity [136, 55].

The data which will be used for validation is emergent properties. These are
properties of the crowd, rather than of any one individual. An example is the funda-
mental diagram, a relationship of average crowd speed for a given density. Another
property, one specific to train station platforms, is the emergent property board-
ing/alighting time: the time it takes for the people on the platform to board the
train, and vice-versa. The data will include CCTV footage extracted at train station
platforms. Quantities like platform shape, number of people, and the time it takes
for people to board and alight trains are recorded. Also used are observations from
literature [58, 183].

An important validated model is Legion [13]. Calibration and validation studies
have been performed on Legion, such as by Berrou et al. [19]. This study explores
a large range of data from various scenarios for validation. Berrou et al. explore the
correctness of behaviour of people in locations like transport terminals, but does not
explore Legion with regards to evacuation behaviour. It is an example of a broadly
validated simulator software. The specific data used for validation is not shared, but
it is understood that tailored experiments were carried out which validate properties
of Legion such as pedestrian size, speed, and properties with luggage at a variety of
different environment types.

This chapter will explore how valid OCBM is in two chosen situations. These are
with luggage, and at a platform-train interface (PTI). Out of the behaviours exam-
ined previously (groups, luggage, autonomous vehicles), luggage is the simplest to
isolate and study. The interactions of people in groups or with people and vehicles
is vast, complex, and difficult to specify. Luggage, on the other hand, particularly
trailing luggage, is more specific and the properties of people with luggage com-
pared to people without is easier to distinguish. The PTI is chosen as it is a more
complex and encompassing scenario, which draws on multiple different behaviours
in order to properly simulate. This scenario can be used to demonstrate a model
that uses multiple behaviours together. The proposed constraint-based framework
is designed to handle multiple behaviours together without impacting the integrity
of the steering, or the actions between the behaviours. Thus the PTI is an interesting
case to affirm if the framework is functional for a multi-behaviour case.

The chapter will make the following novel contributions:

1. Validating the framework against experimental tests of trailing luggage.

2. Validating the framework against a multi-behaviour scenario at the PTI. The
addition of multiple behaviours together will demonstrate the extensibility of
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the model while maintaining the basic crowd functionality of collision avoid-
ance

This chapter is structured into three main sections. The first, section 4.1, attempts
to validate the OCBM with luggage behaviour against observations from literature.
Section 4.2 is concerned about validating OCBM at the PTI. Final discussion remarks
are provided in 4.3.

4.1 Experimental Validation - Luggage

In order to ensure behaviour is correct it is important to first consider validation. In
this case, validation of the luggage model in OCBM. In particular, luggage refers to
trailing baggage that is wheeled behind the owner. The implementation of luggage
was explained in section 3.3.2, and its behaviour was explored in section 3.4.3.

People with trailing luggage can be an important factor in crowds, especially
when they constitute a large proportion of the crowd, such as in transport terminals.
Within the OCBM bag model, luggage is treated as a smaller agent which tries to
steer around other people and bags within the scenario. People and luggage interact
differently to each other according to a set of rules. These rules are expressed as
a set of constraints which aim to maintain the expected position that luggage has
when trailing behind its owner. An experimental evaluation will be conducted to
test how well this modelling approach compares to observed data. This will address
an area of future work highlighted in the previous chapter, in that it will compare
the effects of modelling trailing luggage as a separate entity instead of accounting
for a person with luggage as a singular larger agent. It is anticipated that this will
provide justification for the approach of modelling baggage separately.

4.1.1 Literature

An initial step in validation is to find specific literature or suitable scenarios for test-
ing with empirical data. For the case of luggage two scenarios are chosen: a bi-flow
corridor, and a double-exit room. The bi-flow corridor is one of the simplest sce-
narios for the simulation that can provide meaningful comparison. In contrast, the
double-exit room is a more dynamic scenario with some specific behaviours within,
which help test the flexibility of the behaviour. A double-exit room is a large room
where one side has two possible exits. People start in a waiting area within the mid-
dle of the room, then move towards one of the two exit locations. Figure 4.2 shows
a specific double-exit, and visually explains how the simulation progresses.

Dong [58] et al. describes a specific bidirectional pedestrian flow experiment
considering the influence of trailing luggage. Their work tests the effect of every-
one with luggage, and only one side of the flow with luggage. The results conclude
that the more luggage present in the experiment, the slower people will move at the
same density. Their finding suggests that there is a converging point at large density
of 0.5m/s that people will move at. Their work is useful to compare against because
the experiment tests against a varying proportion of the crowd with luggage. Sim-
ilarly [218] describes an experiment of people moving in a bidirectional pedestrian
flow corridor under regular circumstances without luggage. This can be used as a
baseline in validating the OCBM baggage model. They created a fundamental di-
agram for bidirectional pedestrian flow motion. This is for regular people without
luggage or other behaviour. One conclusion they draw is that pedestrian flow with
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separated lanes should not be interpreted as two unidirectional flows, as interactions
between opposing streams are still relevant.

Recent work by [183] explores the double-exit room for varying levels of lug-
gage. They find that unencumbered people crowd around the exits. However, with
the addition of luggage, people form a more direct line to the exit, preferring to
form a queue-like pattern. [218] have found a fundamental diagram for bidirec-
tional pedestrian flow motion. This is for regular people without luggage or other
behaviour. One conclusion they draw is that pedestrian flow with separated lanes
should not be interpreted as two unidirectional flows, as interactions between op-
posing streams are still relevant.

Shi et al. [183] performed experimental observations of people in a double-
exit room. They tested the effects of including luggage. They observe that people
tend to crowd around an exit. However, people with luggage tended to queue and
form a more direct line to the exit, even if that meant they were further away from
the threshold. They also found that people in their experiment preferred to leave
through the right-hand door if without luggage, but equally if with luggage.

4.1.2 Experimental layout and hypothesis

Three particular experiments will be performed, which seek to validate how people
with luggage move within the OCBM baggage model. Validation will be undertaken
by examining the speed in which people move depending on their density. These
experiments are labelled: biflow 1, biflow 2, and double exit. The first two experi-
ments, biflow 1 and 2, will alter the density the people are in, and the third, double
exit, will alter who can choose which exit.

The experiments use varying agent types, these are the same that were defined in
the previous chapter in section 3.4.3: (i) The OCBM version with luggage, labelled as
"constraints", (ii) A singular person of radius 0.5𝑚, (iii) A singular person of radius
0.6𝑚, (iv) A singular person of radius 0.7𝑚.

Biflow 1

This experiment is designed as a single corridor, with people flowing in both direc-
tions. The corridor layout is the same as described in section 3.4.2 and a diagram
of the set up is repeated here in figure 4.1. The experiment has 50% of the people
carrying luggage all on one side. This setup mirrors the work of Dong [58] in order
to compare the simulation model to their findings.

6m

10m

Observation area

Spawn/
Exit area

FIGURE 4.1: The biflow corridor setup. Same set up as the previous
figure 3.9. The red rectangle, 6m by 10m, shows the area in which
measurements are recorded. People are spawned within one of the

two blue rectangles and navigate to the opposite blue rectangle.

This experiment will test which of varying agent types most closely matches the
observations of Dong [58]. It will determine if the findings are more accurate when
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simulating people and luggage as separate people, or as individual agents. This
scenario mostly has head-on interactions and moving within the corridor in streams.

Biflow 2

This experiment uses the same environment as the previous experiment, biflow 1.
This experiment has everyone carrying luggage moving in both directions. This is
the same experiment and setup from the previous chapter in section 3.4.3, with the
same results. The results presented for this experiment also include the observations
of Dong [58] for comparison. This experiment together with the previous, biflow 1,
provide insight into how the proportion of people with luggage changes the crowd
behaviour.

Double-exit

A computational experiment is set up to mirror the experimental work of [183]. A
graphical representation of the set up is shown in figure 4.2. People are spawned
uniformly distributed within a 4.8m square. A wall is 6m away, with two symmetric
exits at 2.4m from the origin. These exits are 1m wide. A measurement area of 2𝑚2

is positioned in front of each exit. Within these areas the speed and density param-
eters of each person are extracted. The experiment is repeated for a fixed number
of people and varying the proportion of luggage. The proportions of people with
luggage is either 10%, 30%, or 50%. Each experiment enforced how many people
exit through each door by assigning a door before running each simulation.

Shi et al. [183] note how many people move through each door and how many of
those have luggage. These values are used within the simulation to ensure the same
number and types of people exit through the appropriate door. The starting posi-
tions of these people are randomised within the waiting area for each simulation.
This double-exit experiment is hypothesised to test the side-on interactions between
people, as people will be steering through the cross-flow of the other door to get
from the waiting area to their exit.
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FIGURE 4.2: Set up of the double-exit experiment. People are ini-
tialised within the blue waiting area. Each person is assigned an exit
door, and possibly assigned luggage. Once the simulation begins the
people move towards their assigned exit. The speed people travel at

is measured within the recording areas.

4.1.3 Experimental Results and Discussion

Biflow 1

The first experiment’s results are shown in figure 4.3. This experiment has everyone
on the left side with luggage, and people on the right without. The figure shows
the work of Dong [58] as a baseline for the case of no luggage. The results from
their paper are re-interpreted here (as in, values were read from their published
results and converted into approximate numerical form, which was then plotted).
The result from Dong [58] for the case of one side with luggage is also shown. For
the cases of 0.6 and 0.7m radius people, half the people are simulated with the larger
radius on one side, and half are simulated as the regular size of 0.5m on the opposite
side. Each data point for the simulation results within the graph is calculated from
the average of 2000 data points.

Experiment 1 shows that larger singular agents of 0.6m and 0.7m are not able to
reflect experimental observation. The experimental findings of Dong [58] show the
speed-density relation does not vary much between 0% and 50% of the population
with luggage. A similar result is observed for OCBM and the agents of 0.5m size
(i.e. no luggage). This shows a difference in the results of modelling a singular
larger person compared to two separate agents. It suggests that the modelling of the
separate luggage more closely follows experimental findings, especially at higher
densities. The experimental results of Dong for 50% of people with luggage and
0% with luggage are similar. They are close enough to be within the bounds of
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FIGURE 4.3: Fundamental diagram for various simulation models
and experimental data in bi-directional paths for 50% of the pop-
ulation with luggage: (a) Shows the speed-density relationship, (b)

shows the flow-density relationship
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experimental fluctuations. The implication of this is that the effects of 50% of the
population with luggage is less impactful than other more important factors.

The larger simulated people (0.6m and 0.7m) have similar speeds for low veloc-
ities, but the speed noticeably reduces compared to observational results at larger
densities. These larger agents are not plotted along the whole density (x) axis be-
cause beyond the values shown, it is noticeable that issues such as crowding and
standstill motion occurs. These effects skew the results, and they also reach the
packing limit, where it is not physically possible to fit more people of that size at
that density.

The velocity at low density varies between the simulations and experimental
findings because of the assumed velocity of people in free flow. In the simulations
it is set constant at 1.5m/s whereas Dong [58] finds 1.6m/s. This can be remedied
by adjusting the simulation parameters to make people move at a higher freeflow
speed. This parameterisation was not undertaken to maintain the same simulation
parameters through the different experiments unless otherwise noted. Maintaining
the same parameters for all experiments is desirable to ensure that only the differ-
ence in model/agent type is affecting the results. Experimental analysis suggests
that people with luggage move at a similar speed to those without luggage in free
motion, as shown by [98]. The value of free flow speed can be seen to be between
0.9 to 1.6 m/s depending on the context [60].

The findings of experiment 1 suggests that the cross-sectional length of a simu-
lated person is an important consideration. This is because both the 0.5m and OCBM
similarly match the results of Dong [58]. A factor that links the 0.5m and OCBM ap-
proaches is the horizontal cross-section. Ensuring a cross sectional length of 0.5m
radius is less important at lower densities, where there is sufficient space along the
width of the corridor. At higher densities the larger size of 0.6m and 0.7m people
results in unrealistic behaviour caused by reducing the number of people that can fit
side-to-side along the corridor width.

This can be reasoned because the bi-flow corridor mostly has head-on interac-
tions, where agents are mostly concerned with the width of the people they are
interacting with. This helps explain why 1) the amount of luggage does not sig-
nificantly affect the speed-density, and 2) why the OCBM approach is able to more
precisely follow the observational data.

Biflow 2

The next experiment tested everyone with luggage in a bi-flow corridor. The results
are shown in figure 4.4. The graphs are overlaid with the work of Dong [58] and [218]
to more readily see how the model compares to their experimental findings. The
values for the simulation results are the same as obtained in the previous chapter,
in figure 3.14. This figure extends the previous results with the work of Dong [58].
As with the previous experiment, the presented averages in the graph are calculated
from 2000 data points.

Experiment 2 aimed to measure the impact of everyone with luggage in order
to understand which modelling approach most closely matched the experimental
findings. By having everyone with luggage, the effect of luggage compared to no
luggage should be most pronounced. The results show that the constraint model,
OCBM, is able to most precisely match the experimental findings.

The experimental results in figure 4.4 showed that flow curves 0.6m and 0.7m
radii people appear similar to the observed values for small densities (less than 1
density unit). Above this density the speeds are lower than real-world observations.
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This suggests that such singular larger agents can be a suitable simplification for low
density, but not for higher density. The results for 0.5m are the same as the previous
experiment (Biflow 1), as the proportion of luggage does not change the behaviour
for 0.5m crowds. Similarly, ’No Luggage - Dong’ is the same as the previous experi-
ment’s result of the same name, which is the experimental findings for no one with
luggage. The data of Dong [58] is limited to a density up to 2.5 for 100% luggage use.
Results are also limited by density for larger sized simulated people. This is due to
reaching a maximum density within the simulated area. The constraint-based model
is able to handle greater density by being able to more tightly pack people together
compared to single larger people. Dong [58] suggest from their findings that people
will tend to move at 0.5m/s when at high density. The simulated models do not find
this, and rather finds the simulation tends towards a standstill as density increases.
With regards to validation, this suggests that at very high density the OCBM is un-
suitable for representing real crowds with luggage. This difference in behaviour at
high density suggests different underlying mechanics which are not captured by the
OCBM. Further work should be carried out to understand how this can be simu-
lated.

Double-Exit

The results of the double-exit experiment are shown in figure 4.5. It shows the com-
parison between the experimental observations of Shi et al. [183] and the simulation
results. The results are labelled in the same method used in the paper of Shi et al.
[183]. Different cases are labelled with 1X2Y-NN, where 1 is the left door and 2 is
the right door and the X/Y following a number explains the rule for that door. The
possibilities are B (both with and without luggage), W (without luggage), L (with
luggage), e.g. 1B2L means the left hand door can have either type of luggage or
without, but the right hand exit can only have people with luggage pass through.
The final part of the index (NN) is the proportion of people with luggage in the
whole setup. Each experimental configuration was repeatedly run 500 times, and
the average of the results presented.

The overall average for each approach is shown in figure 4.6. It shows the av-
erage difference of each approach against the observations of Shi et al. [183]. The
smaller the error, the closer the approach matches observation. The constraint ap-
proach, OCBM, is closest to the experimental observations overall. The constraint
approach has an average error of 0.028, which means that on average, OCBM is dif-
ferent to Shi et al. by approximately 0.028𝑚/𝑠. Both the approaches of 0.6 and 0.7 are
the worst matching, at around 0.1𝑚/𝑠.

The double-exit experiment, compared to the previous bi-flow experiment, in-
volves more side-on interactions with neighbours. It is anticipated that if only the
size of the side cross-section (i.e. size of the front to back of the person/person+bag)
that the constraint model and the 0.7m people should have a similar result. The
results of the double-exit experiment show considerable difference between the con-
straint and 0.7m model. This suggests more interaction angles are present and im-
portant within this experiment.

The 0.5m radius people do not change whether they have luggage or not. They
are always the same size and have the same behaviour in the model. Within the
graph the speed of 0.5m radius people varies between cases because different num-
bers of people exit the doors, resulting in more or less crowding, which affects the
speed. The results of 0.5m reflects how the model would behave if luggage was
not accounted for. The speed of 0.6m and 0.7m singular agents is quite affected by
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FIGURE 4.5: Double-exit experiment results. It shows a comparison
of speed between observations by [183] and simulation results.
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the number of people per door. This can result in large discrepancies where the ob-
served speed is relatively high even though the number of people exiting per door is
imbalanced. An example occurrence of this is W-1L2B-50, where a balance of 42-18
occurs with 50% of the population with luggage. The larger singular agents tend to
match more poorly than the regular 0.5m radius people.

OCBM matches best to the observations when the observational speed is large,
such as W-1W2B-10. This can be reasoned because of the asymmetric shape of the
agent+bag combination which encourages neighbours to move a certain way that
is more conducive to moving quicker through the exits. OCBM does not always
match best for all the considered cases, but does tend to perform better on average
compared to the alternative models, as demonstrated by the smallest average error
of the different approaches of 0.03𝑚/𝑠.

4.1.4 Summary

Two experiments were performed to compare simulated models against the obser-
vations findings of Dong [58]. The experiments tested scenarios with 50% and 100%
of the people with luggage. The results indicate that OCBM was able to replicate
the experimental findings of the fundamental diagram under visual inspection of
the results. However, the data collected only goes up to a density of 2.5 and cannot
simulate large groups because they reach a maximum density within the simulated
area. Overall, OCBM seems to behave closer to the experimental findings of the
fundamental diagram compared to other methods, especially at high densities.

The double exit experiment compares the experimental data from Shi et al.’s
work on pedestrians with luggage to simulations conducted using various simu-
lations. Results indicate that there were significant differences between OCBM and
simulating people of size 0.7m, suggesting that factors such as the size of the side
cross section may play a role in determining behaviour in this scenario. Further-
more, it was found that the speed of 0.5 metre radius agents (i.e. no bags) varied
depending on the case due to varying numbers of people passing through each door,
while the speed of 0.6 and 0.7 metre agents tended to be influenced by an uneven
distribution of individuals at each door. Finally, OCBM matched well with the ob-
servation when the speeds were higher, particularly in scenarios involving equal
distributions of people.

The experiments have indicated that, for the scenarios tested, it is better to sim-
ulate people and luggage separately using OCBM, as it is able to more accurately
capture observed behaviour. OCBM is able to simulate higher densities of people
because less space is taken up per person, compared to singular larger agents. How-
ever, at high densities, OCBM tends towards a standstill, whereas observation sug-
gests speed tends towards a minimum velocity.

4.2 Platform-Train Interface (PTI) Validation

The platform-train interface is an area which demonstrates the importance of specific
pedestrian behaviours. People at the PTI follow rules not found in general crowds.
Such an example is waiting for people to alight the train before boarding. Without
accounting for these behaviours, it is very difficult to make believable or accurate
pedestrian motion. People at the PTI also have a higher-than-average amount of
luggage, especially on routes linked to airports. These challenges make the PTI sce-
nario useful in testing OCBM. Modelling using alternative approaches of baggage
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representation was not considered as this has been explored in the previous section.
Validation will aim to assess the flexibility and accuracy of the OCBM modelling ap-
proach to meet the chapter contribution of demonstrating the flexibility in modelling
multiple pedestrian behaviours simultaneously.

Validation is carried out by comparing the emergent crowd property flow time.
This is the period of time when people board and alight the train. Observational data
is obtained from industry partners with access to CCTV footage on train platforms1.
Flow time is extracted from this footage. Simulation flow time is recorded as a model
output. By adjusting simulation inputs according to observed data (such as number
of people boarding and alighting), the simulation flow time can be compared to
observed flow time to see how well the model can match real data.

The following subsections will give more detail. Section 4.2.2 will explain how
CCTV data was captured and how the visual images were transformed into observa-
tional data. Section 4.2.3 will explain changes to the model and framework in order
to account for PTI specific behaviours. Finally, section 4.2.4 will provide results and
discussion.

The examination of the PTI aspect was part funded by various industry partners
and research grants2, and has produced a published paper [85], some of which is
presented within this section. The CCTV analysis in this section was performed
with the assistance of Dr Sam Hayes.

4.2.1 About PTI behaviour

The PTI is the region of interest when considering the boarding and alighting of
passengers at a train platform. It encompasses the train carriages and the station
platform. The PTI transfer period is particularly important because the movement
of people can be a safety issue. It is also a key part of understanding how long a train
needs to dwell at a platform, which will impact timetabling and potential congestion
along the whole line if not correctly accounted for.

The dwell time is the total time the train is stationary at the platform. Within this
work dwell time is used interchangeably with the time between doors open to doors
closed. This is because the other parts of the dwell time are nearly constant and not
affected by passengers. The factors affecting time to doors opening are those related
to the dispatch process, which is usually independent of the people involved, nor
affected by the time the boarding/alighting process took. Another name used for
the boarding/alighting process is the flow time. This is the time taken from the first
passenger boarding/alighting until everyone has completed the process.

Figure 4.7 shows what happens after a train stops at a platform and how the mo-
tion of people changes during this time. The figure is only a general approximation
to elucidate the movement, as specific flow rate is highly variable on numerous fac-
tors. The simulation within this section attempts to model the period between doors
opening and closing, for people to board and alight the train. This focuses the data
collection to a clear period and makes validation more specific.

Two particular pedestrian behaviours are observed to exist at the PTI. At stations
in the UK, it is encouraged to allow people to first alight, and then board. Each door

1Data collected with ethics approvals from the University of Sheffield under the applications: "Re-
turn to Work: Passenger flow modelling at Peckham Rye station", Reference Number 045750; "RateSet-
ter: Improving passenger boarding rate and reducing risk at the Platform-Train Interface", Reference
Number 013389; and "RateSetter+ Social Distancing", Reference Number 036472

2Merseyrail, RSSB, Network Rail, EPSRC grant https://gtr.ukri.org/projects?ref=ES%2FW000601%2F1,
and the Higher Education Innovation Fund (HEIF) program
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FIGURE 4.7: Passenger flow over time at the PTI for an example ser-
vice [85]. It covers the process from when the train arrives at a plat-
form to when it departs. People only flow while the doors are open.

alights then boards independently and may take longer than neighbouring doors.
Once all doors have completed boarding/alighting the whole train has completed
the passenger flow, and the train can begin to depart. A psychological behaviour
observed in relation to the PTI is that people will bunch up towards the door they
are going to enter. They form a dense crowd centred on each door of the train.

4.2.2 PTI Data Collection

Data collection took 2 different forms: CCTV, and survey data. The form of data
collection depended on the station examined due to different types of data being
available for access.

There are numerous options for recording data from video and images, such
as CCTV video. There has been a large advancement in computer vision, which
leads to accurate tracking of pedestrian movement [35]. Unfortunately these rely
on certain requirements. One issue for these vision based tracking approaches is
handling obscuration. Station cameras do not look vertically downwards, so some
people towards the background of the camera are obscured for large periods making
them very hard to track. This meant that vision based tracking techniques could not
be used for decomposing video into useful numerical statistics. Instead, processing
of numerical data relied on manual measuring. This limited the amount of footage
which could be analysed and was limited by manpower hours.

CCTV data collection was conducted using pre-existing station CCTV systems
and received clearance under the remit for their use in ensuring safety and well-
being of railway customers and employees. No identifying or personal information
relating to passengers or railway staff was taken into the analysis. Three locations
were used for this: Birmingham New Street, Leeds, and London Bridge stations.
Data from Birmingham New Street was collected on the 12th of October 2020, Leeds
footage was obtained on the 26th of September 2020, 12th of March and 26th of May
2021, and footage from London Bridge was obtained on the 4th of May 2021.
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CCTV imagery varied between different stations. This variation changed image
resolution, overall quality, and vantage position. The cameras are those already in
place by the station owners, or British Transport Police. The cameras in place are
used for obtaining a wide view of platforms, for the purpose of crime identification.
These cameras were not designed for providing a clear view of people’s movement
during the PTI process. Another issue of the CCTV available is that only the plat-
form’s cameras were able to be accessed. It was not possible to record the inside of
trains to see the PTI process within the train carriage.

The CCTV footage was analysed by visual inspection, recording the number of
passengers boarding and alighting at the PTI and the flow time which started when
the first passenger alighted from the train and ended when the last passenger had
boarded. These could be recorded per-door, for a limited number of doors which
had a sufficiently clear view of the boarding/alighting process. In some cases, only
a subset of doors were recorded.

The train stock type was also recorded and grouped into either suburban or in-
tercity stock types based on the location of the train doors. For trains with long
dwell times that allow for passenger boarding over a prolonged period only the
initial passenger transfer was considered where interaction between boarding and
alighting passengers was observed. To avoid artificially inflating flow times individ-
ual passengers arriving late after the main flow period were discounted, as arbitrary
late arriving passengers were outside the scope of the modelling.

4.2.3 PTI model

An example simulation environment is shown in figure 4.8. It shows the environ-
ment used for Peckham Rye, showing a train of (N) carriages and the platform. The
simulation environment is set up with the walls of each train carriage modelled.
Doors are assumed open and their movement is not modelled. This is because the
simulation is only testing the time between doors opening and closing and as such
they can be considered as an open doorway during this period. The platform edges
are modelled as walls to prevent people from stepping off. If the platform has no-
table features like pillars or benches (such as within figure 4.8b), these are added in
with a rectangular approximation. Each station platform experimentally simulated
has a unique layout which is Incorporated into the model.

The simulation begins with the train doors fully open. Once all people have
reached their destination in-simulation, it is equivalent to the boarding/alighting
process finishing. A number of people are seeded into the simulation, they either
begin on the platform and aim to board the train at their nearest door, or begin
within the train and aim to exit the platform by alighting. This simulation does not
model anyone who is waiting and not taking part in the PTI process. The number of
people to initialise are determined by the observation case of interest.

Further behaviour is added to the proposed framework to be able to account
for PTI specific pedestrian motion. The first of these behaviours is the waiting for
alighters to leave before boarding. This is a macroscopic crowd-wide behaviour,
rather than an individual one, and for this reason it is not implemented using con-
straints. The second behaviour is the introduction of line of sight. This is a con-
straint behaviour in which people are assumed to not have knowledge of people
behind them. Every person is assumed to be facing the nearest door. It is the re-
sponsibility of people behind to avoid colliding with those in front. This is imple-
mented within constraints by altering agent-agent ORCA constraints using variable
reciprocity. The line of sight is assumed to be a total angle of 135 deg directed at the
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(A)

(B)

FIGURE 4.8: Virtual PTI environment of Peckham Rye. (A) the sim-
ulated environment. Some blue people are in the environment. The
bottom area is the train carriages. (B) a Google Earth aerial view of
the same location. The obstacles in the environment correspond to

the objects under the overhanging area.

nearest door. The change arises if one person can see someone who does not see the
initial person. In this case, the person who can see the other takes full responsibility
for avoiding them. The justification for this behaviour is from observation that peo-
ple boarding trains tend to cluster around doors, with everyone facing and focusing
on their targeted door, with little attention paid to those behind them. The value of
135 deg is postulated by examining visually how people interact around doors, both
from CCTV data and from the simulation, choosing the value which appears most
believable.

Previous observation on mainline UK rail has showed that in most cases pas-
sengers wishing to board will wait on the platform in an orderly manner until most
passengers wishing to alight have done so, even if the doors are wide enough to
facilitate bi-directional flow [65]. Realistic representation of this transfer between
boarding and alighting passengers is therefore crucial in the prediction of total flow
time. To represent the behaviour, an area of the train vestibule was defined that
boarding agents can ‘see’ from outside the train, taking account of door size, shown
in green in Figure 4.9. If this area of the vestibule area is clear a passenger waiting to
board will begin to board the train, even if there are other people ‘hidden’ inside the
train wishing to alight. However, if the vestibule is not clear of alighting passengers
boarding passengers will continue to wait on the platform. This better represents
real passenger behaviour than if boarders must wait until all alighting passengers
have left the train. Additional influences on the passenger flow include variation of
unhindered walking speeds, individual passenger mobility, behaviour of passengers
travelling as a group, and the effect on movement of carrying luggage.

The effect of sight is important in modelling PTI crowds. People face the door
of interest and pay little attention to anyone behind them. This behaviour translates
to simulation by creating a sight-angle for people. If a neighbour is outside this
arc, the person will not notice them. In this case the unseen neighbour must take full
responsibility to avoid the person, and equivalently the person will make no attempt
to avoid the unseen neighbour.
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The primary metric of interest from the simulation output is the total flow time
for all passengers in the simulation to complete alighting and boarding. The flow
time is calculated from the time the train doors open and passengers begin to move
and ends when all boarding passengers have moved 2m into the train and alighting
passengers have reached a goal location at least two-thirds along the depth of the
platform (i.e. 2 or 4 m for the 3 and 6 m platform widths respectively). The locations
of each agent during the simulations can be visualised to observe agent trajectories
and speeds and to enable time-proximity metrics to be calculated.

Figure 4.9 shows the graphical simulation of the PTI. Blue cylinders along the
top of the screen represent boarding people on the platform. Orange cylinders rep-
resent alighters within the train. The images are snapshots throughout a particular
simulation. It shows a very simple layout where the 3 carriages of the train are at
the bottom of the images and contain alighters (orange). The vestibule is overlaid in
green within the carriages. The platform is a simple scenario without obstacles and
has a depth of 6m.

It is usual for train doors to be at a different height to the platform. In addition,
there is also a potential gap between the train and the platform. People will take
longer to travel along the threshold of the door because of this. The time taken for
people to traverse this area is extrapolated from the work of Holloway et al. [94].
Holloway experimentally records the time taken to enter and exit a train depending
on step height and gap. The work finds different values for people alighting com-
pared to boarding. This occurs because people can walk down (alighting) quicker
than they can ascend (boarding). These values are used within the simulation and
linearly extrapolated for cases that do not line up exactly. The result is a "slowdown"
region around the train doors which results in people moving more slowly, at a rate
dependent on whether they are boarding or alighting.

The observations took place during the COVID-19 pandemic. During this time
people were attempting to be socially distant. Observations during this time showed
that people would be distancing while waiting for trains. However, when boarding,
people would crowd around doors much like there was no social distancing in place.
A smaller number of people would remain distanced, and stay further away from
the door.

This was modelled by creating the interaction radius of people to be larger than
their usual personal space. In cases of complete social distancing each person had
a radius of 1m, which allowed for 2m social distancing, which was the country’s
recommendation at the time. To account for a reduction in social distancing for
people crowding around doors, a linear scaling was put in place that adjusted a
person’s effective radius from maximum distancing while far from doors to no social
distancing while within the PTI region. This radius was used for person-person
interactions to ensure people distanced from each other. It was not used for person-
object interactions so people could still move close to obstacles as normal. The PTI
region was set as the first 0.5m of the platform, train-side.

This social distancing is highlighted in figure 4.10. This figure shows a birds-eye
view of the PTI, with the trains on the bottom edge. As people move towards the
train, their social distancing amount decreases, shown by the smaller yellow circles
encircling each person. The effect of social distancing can be seen in figure 4.11,
which is a zoomed in section of figure 4.9. It shows a low black skirt surrounding
the cylinder people, noting that the skirts are larger for people at the far edge of the
platform (top of the image) compared to within the train (bottom).

The model was implemented in the SteerSuite framework by extending the model
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(A)

(B)

(C)

(D)

FIGURE 4.9: Graphical simulation of the PTI - Aerial view. a) Snap-
shot taken around 1 second after doors open. Alighters (orange) are
moving onto the platform. Boarders (blue) are waiting until no more
people are visibly exiting their door (seen by the green vestibule). b)
is taken 5 seconds after the doors opened. Some of the alighters have
left the train and exited the simulation by reaching the far side of the
platform. c) shows some of the people boarding doors where there
are no alighters left in the vestibule, taken 12 seconds after the start.
d) shows the PTI process about to finish, 20 seconds after the simula-

tion started. It is waiting for people to board only.
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FIGURE 4.11: Graphical view of people socially distancing in the sim-
ulation. The black skirt represents their personal social-distancing
space. This decreases closer to the train doors. This is a zoomed in

look from the simulation in figure 4.9.

presented in the previous chapter. Luggage is included in the model. Whether peo-
ple had luggage with them was recorded in the experimental observations. Groups
are not included because group behaviour is not an important factor in boarding
and alighting. Packing closer to doors and the flow through the doorways are more
important than groups and group formation during the PTI process.

4.2.4 Results

Three platforms were experimentally evaluated through simulation and compared
to the observational data: one in Leeds, Birmingham New Street, and London Bridge
Station. For each of these the observed flow time was compared to the simulated
flow time to compare how well in agreement the simulation is to real observations.
For each platform and station with observed data, the data is used to parameterise
the simulation as inputs and outputs. Inputs are factors like number of people
boarding, alighting, platform layout, number of people with luggage. The output
factor is the flow time. For each of the platforms, repeated simulations were ex-
ecuted until the standard deviation was less than 5% or 500 runs, whichever was
sooner. This provides the simulation’s predicted flow time for the given set of in-
puts. These were averaged over repeated runs and compared to the observed value.

Table 4.1 shows the data from CCTV observation of passenger volumes and flow
times for Leeds Station, Cases 1 to 8 within figure 4.12. It shows model inputs (stock
type, boarding and alighting passenger numbers) and outputs for comparison (flow
time).

The comparison between the predicted and measured passenger flow times for
each of the cases is shown in Figure 4.12. Good agreement was observed between the
predicted and measured flow times with the largest difference occurring for Cases
5 and 7. For these cases, the larger flow time observed in the CCTV compared with
the modelling output was due to passengers alighting with bicycles, a phenomenon
not currently modelled using the OCBM approach. Passengers were also alighting
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Case 1 2 3 4 5 6 7 8
Time of day 07:40 08:00 08:25 12:30 12:50 12:57 13:04 13:05
Stock type
(S−Suburban,
I−Intercity)

S I S S S I I I

Boarding passengers
per door (max., aver-
age, min.)

3, 2, 1 2, 1, 1 3, 2, 1 15, 10, 7 7, 5, 2 4, 1, 1 6, 5, 4 13, 8, 4

Alighting passengers
per door (max., aver-
age, min.)

12, 7, 2 12, 5, 2 11, 8, 2 17, 10, 5 6, 6, 5 9, 5, 3 6, 5, 4 5, 3, 1

Dwell time (s) 337 349 280 110 449 643 383 304
Flow time (s) 24 22 21 37 37 20 43 44

TABLE 4.1: Data From CCTV Observation of Passenger Volumes and
Flow Times for Leeds Station, Cases 1 to 8. Each of the Train Dwells
Observed in the CCTV footage is labelled With a Case Number, 1 to

8, for reference in the main text.

from the adjacent door so boarding passengers could not bypass the blockage by
choosing to board through an alternate route, and thus queued at the original door.
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FIGURE 4.12: Measured (yellow) and predicted (blue) flow times for
different trains arriving at Leeds, Birmingham New Street, and Lon-
don Bridge. Each case corresponds to a particular train at a platform
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The model predictions for the flow time (figure 4.12) are observed to be close to
the measured values, and the root mean square average gives a variation between
the measured and predicted flow times of approximately 1.5 s. Considering only
the absolute differences in the flow times, this variation is approximately 3.6s, and
discounting the outliers discussed above, this variation reduces to 2.4 s. When large
numbers of passengers are boarding, such as Case 10, where on average 32 passen-
gers boarded per door, the model predictions maintain good agreement with the real
flow times. The model prediction in this case was approximately 5 s less than the
real time, representing a 6% variation between the two flow times. Similar variations
are present in the other flow times.

FIGURE 4.13: Predicted vs simulated flow time of the above cases
(Figure 4.12). Values that lie on the 1:1 line (dotted) have an exact
reproduction of the experimental finding in simulation. The linear fit
line (solid) shows the best fit of the data. The closer this line is to the

1:1 line, the more closely simulation matches with observation.

Figure 4.13 shows the correlation of predicted flow times with measured flow
times. The dashed line indicates an ideal 1:1 correlation where the model would
exactly predict the measured flow times, and the solid line indicates the linear fit to
the data. The linear fit was assumed to be of the form 𝑦 = 𝑎𝑥 for some constant 𝑎.
The gradient, 𝑎, of the linear fit is approximately 1.04 compared to the gradient of
1 in the ideal case with a coefficient of determination, 𝑅2, value of 0.97 suggesting
the linear fitting was in good agreement with the data. Discounting the outliers, the
gradient of the line would be approximately 1.03. Since the gradient of the fitted
line is greater than the 1:1 case, it suggests that the model in general slightly under
predicts the passenger flow time. This is likely due to not having a complete granu-
lar representation of the human behaviours at every time step during the boarding
and alighting process (e.g., passenger movement speed varies, change in individual
directions upon boarding the train). Across all cases considered in the validation of
the model, the mean predicted flow time was 26 s and the mean measured flow time
was 27 s, representing only a 1 s variation between the model and real flow times.
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The standard deviation of the flow times was 13.6 s and 14.4 s for the predicted and
measured times, respectively. The absolute standard deviation provides an idea of
the different crowds of the train services. A small deviation would suggest that the
cases considered had a similar number of people. The similarity between predicted
and measured standard deviation suggests that the model is able to handle a broad
range of population sizes at the PTI.

These experiments demonstrate that the OCBM constraint-based framework is
able to predict observed flow time to an accuracy of > 90% for a PTI scenario varied
over a range of stations and platform conditions. For the cases tested, it was able to
accurately reflect the flow time for the PTI.

4.3 Summary

This chapter has examined the accuracy of OCBM, the constraint-based framework.
It has done this through comparing behaviours to literature for luggage-laden peo-
ple. It has also done so by collecting experimental data of PTI processes at various
stations and comparing results with the model. The chapter aimed to provide novel
contributions in demonstrating extensibility of OCBM, which is a shortcoming noted
of pedestrian models from the literature. This was achieved by simulating PTI be-
haviour. PTI behaviour involves multiple different behaviours to be accounted for
simultaneously, such as line-of-sight and luggage-laden people. The experimental
results found good agreement between OCBM simulations by simple observation
and observation from data collection. This ability of OCBM to closely match obser-
vations when simulating multiple concurrent behaviours of the PTI helps prove the
flexibility of OCBM.

The accuracy of OCBM was further tested by comparing the model to literature
observations, through luggage behaviour. The results have shown that the OCBM
can match the speed-density fundamental diagram of simulating people with bags
better than if simulating a singular larger person. It has shown this by comparing
to experimental data of a bi-flow corridor and a double-exit scenario to literature.
OCBM matches well against observation, but struggles at high density. This is a
known issue for numerous models [149], and special attention and behaviour needs
to be used for such high density crowds. Future work could explore how to con-
struct high density constraint-based behaviours for use in OCBM to more accurately
represent high density crowds. Experimental comparison to a double-exit room
found that OCBM was able to accurately match observations for numerous scenar-
ios. OCBM performed best when the scenario involved larger speeds of people.
OCBM has the lowest average error of 0.03𝑚/𝑠, which is around three times closer
to matching the observations on average than the alternative approaches tested.

The process of understanding the accuracy of the model and validating OCBM
was undertaken by comparing simulation outputs to experimental observations.
The emergent simulated crowd properties arise through interactions between vir-
tual people. Altering the parameters of individuals has a complex relationship to
the emergent properties of the crowd. Having the indirectly controlled properties
of the emergent crowd match to experimental findings helps reinforce that a model
uses fundamental rules which are suitable for the scenario compared. This process
was carried out for both luggage and PTI for particular scenarios.

A limiting factor of OCBM is the number of people that can be simulated in real-
time. As shown in the previous chapter in figure 3.19 the real-time limit is around
400 people. This limits the model from visualising large-scale venues like populated
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stations and stadiums. It also limits the number of repeated runs possible within a
reasonable time. Simulation results use many runs of the simulation per data point.
Obtaining results for a wide number of parameters can therefore take a long time to
obtain. Increased performance of OCBM will allow for more people to be simulated
in real time, and also help run more repeated simulation runs for obtaining results.
The performance of OCBM is a key concern of the following chapter.
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Chapter 5

Accelerated Constraint-Based
Framework on the GPU

The OCBM constraint-based framework introduced and evaluated in previous chap-
ters has been examined and tested. Its behaviour has been explored and compared
to real data to assess how well it can follow observable behaviour. This framework
is able to run in real-time for a sufficiently small number of people and constraints
(see "performance", section 3.5). The framework’s real time performance was mea-
sured in Chapter 3.5 and was shown to be limited to around 500 people with 30
constraints per person. The framework cannot simulate large-scale crowds that
number in the thousands of people in real-time. This scale of crowd simulation is
commonly required for scenarios such as simulating whole buildings, national pub-
lic events, sports stadiums, and busy city streets. The performance limitations of the
approaches previously described therefore limit the scenarios the OCBM framework
can be applied to.

Improving the performance of the OCBM framework will permit simulating
more people in real-time. As explored in a previous chapter, notably figure 3.21, the
2D linear program solver is where the code spends the longest time (in particular
see "performance", section 3.5 and figure 3.21). Improvements to the linear program
solver will have the largest impact with respect to performance improvements. This
chapter proposes an implementation approach for optimised linear program solver
using a data parallel approach targeted at GPU architectures. An important consid-
eration highlighted in the literature review (section 2.6) is ensuring that GPU com-
putation avoids frequent data transfer between host and device. As such this is a
key design goal of the linear solver implementation.

To maximise performance gains that can be achieved using a GPU based linear
program solver, the whole OCBM framework will be implemented on the GPU as
well. This ensures as much data as possible is kept on-device and minimises slow
data transfer.

The following novel contributions are proposed for improving the performance
of OCBM:

1. A data parallel approach for a novel 2D linear program solver on the GPU

2. Testing and evaluation of the performance of the novel linear program solver
against other state-of-the-art solvers
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3. Implementation of the data parallel constraint-based framework on GPU hard-
ware

Section 5.1 creates a novel linear program solver on the GPU, specialised in 2D
problems. It details the methodology of the approach as well as theory for im-
plementation choices. Section 5.2 tests the performance of the novel linear pro-
gram solver against other state-of-the-art software. It performs experiments targeted
specifically at low dimension problems. Both these section are implemented using
CUDA. Section 5.3 implements the whole of OCBM on the GPU, including incor-
porating the novel linear program solver, within FLAMEGPU. Finally, the chapter’s
concluding remarks are in section 5.4. The implementation and testing of the GPU
linear program solver has been published as [37].

5.1 Linear Program Solving on the GPU

This section will introduce a novel linear program solver on the GPU using CUDA.
This will be specialised to target the kind of problems generated by OCBM, which
are two dimensional. It solves linear programs in large quantities simultaneously to
ensure full GPU device utilisation, maximising performance.

Linear programs are a collection of geometric constraints coupled with a desired
value. A linear program solver takes the linear program and computes the opti-
mal solution: the value closest to the desired value that satisfies the constraints. In
OCBM a linear program is constructed per person each simulation iteration. Each
constraint of the linear program is generated by a behaviour or steering. Each be-
haviour can result in multiple constraints. The linear program used in the CPU im-
plementation of OCBM is Seidel’s random incremental linear program solver [180],
the same solver used within ORCA [16].

The proposed linear program solver is referred to as Randomized GPU Batch
(RGB). It is optimised in two-dimensions on the GPU, and it builds on the idea on
Seidel’s incremental linear programming algorithm for GPU architecture [180]. See
section 2.5.2 for more details on how Seidel’s algorithm functions. Alterations to
Seidel’s work were made to improve performance when implemented on a GPU
architecture, increasing compute and memory parallelism. This was achieved by
decomposing the calculation into small work units (WU), which are shared between
threads in a block to more evenly spread compute and memory load between threads
on the device, compared to solving a linear program per thread. The algorithm is
designed and tested for solving multiple two dimensional problems concurrently.

RGB solves linear programs in batches. Batches refers to the grouping together
of multiple linear programs into one more complex algorithm. Each linear program
is computed independently, but computing resources are shared across the GPU
device. This ensures more complex problems receive more computational resources
of the GPU. RGB computes how to distribute these resources for the given batch of
problems, as well as solve each problem.

While RGB, the proposed linear program solver in this chapter, is developed
and explained within the context of a pedestrian simulation, the problem of linear
program solving is separable from the pedestrian simulation itself. As such the RGB
is applicable to solving linear programs more generally, and as such can be evaluated
by testing the performance against other linear program solvers.

There are a variety of options for high-performance linear program solving. There
is an open-source CPU algorithm, the GNU Linear Programming Kit (GLPK) [138].
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It is an open-source software library that provides a powerful set of tools for solv-
ing linear programming problems. It offers a user-friendly modelling language and
efficient algorithms to optimise decision-making processes. GLPK supports various
LP problem formulations and provides features for sensitivity analysis. Another is
CLP, a high-performing [143] open-source CPU simplex solver [44] part of COIN-
OR. CLP (Coin-or Linear Programming) is a powerful open-source linear program-
ming solver that is part of the COIN-OR project. It provides an efficient and robust
solution for solving linear programming problems, which involve optimising linear
problems. CLP utilises algorithms such as the simplex method and the primal-dual
interior point method to find optimal solutions. CPLEX [102] is a widely used com-
mercial optimisation software developed by IBM that offers powerful capabilities
[143] for solving complex mathematical programming problems. Part of this suit are
features for linear programming. A GPU linear program solver is the batch-GPU
simplex algorithm of Gurung and Ray [77], used as an algorithm aimed at solving
batched linear programs on the GPU. It targets larger dimension linear programs
and larger sized individual problems, compared to RGB.

These software programs are optimised for solving general linear programs. For
any given problem size, and whether sparse or dense, they are suitable for providing
good performance and an optimised approach for solving the problem. Gurung and
Ray [77] is an outlier in that it is more focused on batch solving multiple problems
quickly. All these models suffer from the same apparent weakness, which is that they
use the simplex model to solve the linear program. Performance is impacted because
the computation required for calculations, such as matrix inverse, is an expensive
operation. This creates a motivation for constructing a linear program solver focused
on performance for low dimension linear programs, which RGB aims to provide.

5.1.1 Implementation of the GPU Linear Program Solver

GPUs use a programming model of a grid of thread blocks to oversubscribe an ar-
chitectural model consisting of multiple streaming multiprocessors, each containing
a set of CUDA cores. Each streaming multiprocessor in a GPU consists of several
CUDA cores that are responsible for executing individual threads. These CUDA
cores are organised into groups called warps, which consist of a fixed number of
threads (typically 32). The GPU architecture also includes a hierarchy of mem-
ory subsystems designed to optimise data access and minimise latency. The global
memory serves as the main storage space accessible by both the CPU and GPU,
although accessing global memory can incur high latency. To mitigate this latency,
GPUs employ various levels of on-chip memory, including shared memory and local
memory. The literature review details GPU memory in greater detail. Of particular
note, shared memory is a fast, low-latency memory that is shared among threads
within a thread block. It allows for efficient data sharing and communication be-
tween threads, promoting cooperation and synchronisation. Local memory, on the
other hand, is private to each thread and resides in global memory. It is used when
the data does not fit into the registers or shared memory and is accessed with higher
latency compared to shared memory. Modern GPUs include advanced features such
as warp schedulers to efficiently manage and execute threads. These features enable
the GPU to handle massive parallelism and exploit thread-level parallelism within a
warp. GPUs leverage the parallel processing capabilities of numerous CUDA cores
organised into streaming multiprocessors. This model allows GPUs to achieve high
computational throughput and performance for a wide range of applications
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GPU data parallelism refers to a programming paradigm and execution model
that allows for the simultaneous execution of the same operation on multiple data
elements using a single instruction. Data parallelism takes advantage of the parallel
processing capabilities of GPUs, which are specifically designed to handle massive
amounts of parallel computations. By applying the same operation to multiple data
elements simultaneously, GPUs can achieve significant speedup compared to tra-
ditional single-threaded or CPU-based approaches. GPUs have a large number of
processing cores that can execute operations concurrently. Data parallelism allows
for the distribution of computational tasks across these cores, maximising their util-
isation. This efficient utilisation of GPU resources enables higher throughput and
allows for the processing of large data in a timely manner.

To implement simple incremental batches of linear program solving on the GPU,
each linear program is assigned to a core/thread. Thus the number of active threads
is equal to the number of linear programs to be solved. A naive implementation
of Seidel’s algorithm would result in a large divergence in calculations between
threads, as illustrated in Figure 5.1. In this figure some threads require large amounts
of computation while others require very little. This imbalance can be attributed to
all threads within a warp considering the same index of constraint. In this context,
some problems (threads) will be satisfied with the considered constraint while oth-
ers need to recompute the intermediate optimal solution. This divergence causes an
imbalance of workload within a warp and hence results in poor performance.

To address the problem of imbalance, the idea of cooperative thread arrays can
be applied [105, 205]. In this approach, threads within a warp or block communi-
cate with each other to share the workload. In the RGB algorithm the most intensive
computational aspect is performing the set of 1D linear programs for all previous
constraints (see equations 2.3 and 2.4). This was experimentally observed through
timing, profiling and analysing of code performance, where around 80% of the time
was spent in this computation. Each constraint to perform a 1D linear program can
be thought of as the smallest quantity of work, referred to as a work unit (WU).
These WUs can be distributed across threads in a block so parallel computation is
more balanced. The requirement for this is that the writing of the results 𝑢left and
𝑢right must be done atomically into shared memory. These 𝑢 values keep track of
the left and right edges of the solution in one dimension. Running best values of
𝑢left and 𝑢right are tracked and updated with each constraint by comparing the in-
tersection of the constraint with the current best values of 𝑢. Atomic writing en-
sures no race conditions occur for the results. This ensures the correct result but
reduces performance compared to a standard write to memory. Other techniques
are available to use, such as reduction, but atomic operations work well for un-
known set sizes at runtime, and atomic operations have improved in performance
with recent hardware [154]. Examination into shared memory atomics shows that
on Maxwell hardware (and later) shared memory atomics outperform global atom-
ics [178] and device-wide segmented reduction. Shared memory atomics also has
stable performance across a range of workloads, an important aspect for the RGB
algorithm where many different amounts of contention are present.

Figure 5.2 highlights the use of cooperative thread arrays. The amount of work
required is computed and distributed across all available threads. The sharing of
data is done through shared memory. This creates more even workloads which in-
creases the parallelism of the problem and reduces the overall time for computation.

Communicating data between threads in a block is done through shared mem-
ory, a region of memory that any threads in the same block can access on chip.
Threads will read appropriate constraint data from global memory, stored on device
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FIGURE 5.1: Visual demonstration of how work is distributed across
GPU threads using a naive mapping of work units. This approach is
referred to as NaiveRGB. Imbalanced workloads reduce the compu-
tation parallelism. The colour shows which linear program the work
units original from. Threads 2, 3, 5, and 7 are not performing any

computation.
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Work Unit

FIGURE 5.2: Distribution of the workload across a warp after use of
co-operative thread arrays to balance work units. Work units are dis-
tributed evenly across all available threads. Each thread has a similar
amount of computation as every other. This optimised approach is
referred to as Optimised RGB. The colour of each work unit, corre-
sponding to which linear program it originated from, is distributed

across all available threads.
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DRAM, and write it to shared memory. It is preferable to store this data in shared
memory due to low latency access within a block. Since different threads make nu-
merous reads to the data, shared memory is far more efficient than the alternative
global memory, which takes around 100 times longer to access [153]. Shared mem-
ory is limited in size so only the most accessed pieces of data can be stored. Shared
memory ensures full control over the data stored on device and permits optimisa-
tions of the data that could not be achieved by the compiler. The alternative, caching,
uses the same physical bit of chip, but must rely on compiler optimisations which
cannot be as effective. The remaining data is loaded from global memory and ac-
cess to such memory is coalesced as much as possible to avoid excessive cache line
fetches. Vectorized loads are used to reduce the number of memory requests and
increase the utilisation of cache lines where any scattered reads are required. Since
information of half-planes is stored in multiple variables (2D position and direction)
combining the information into one extended set of data ensures that scattered reads
use as much of each cache line as possible. Memory transfer between CPU and GPU
is managed through the use of CUDA Managed Memory. This lets the underlying
runtime handle the paged transfer of data to and from the device intelligently. It
removes the requirement that all data be copied to the device at kernel launch, in-
stead paging in memory as demanded and asynchronously during kernel execution.
This reduces the time of copying memory to and from the device. It also allows for
allocating memory up to the size of system memory, rather than being restricted to a
maximum of the dedicated GPU DRAM. This is important in large problems when
the device DRAM is too small, but system DRAM is large enough.

An overview of the algorithm is provided in Listing 5.1. The algorithm runs as
many threads as there are problems in a batch to solve, p. The program incrementally
examines each constraint in a problem and loops over the maximum problem size.
The current line to consider is read into shared memory from global device memory.
This read uses coalesced memory access for optimal performance. It checks whether
the linear program solution, stored in S, is satisfied by this line in unsatisfied and
writes this logical check to a binary value B. A sync_block() call ensures all data
has been written to before it is accessed, avoiding race conditions. The binary value
B is reduced to calculate the total number of problems in need of recomputation in
the block. All threads are mapped to a work unit, a unique tuple of problem and
line, and this is repeated over all lines for each problem in need of recomputation.
The work unit calculation reads in the assigned line from device memory, line, and
calculates the intersection point between this line and the considered line in shared
memory, SML. The result is written to shared memory using atomics to avoid race
conditions. Another sync_block() call ensures all calculations are complete before
updating the solution.

LISTING 5.1: RGB GPU Algorithm Overview
1 //p i s batch problem s i z e
2 //lp_max i s maximum LP s i z e
3 //L i s a device vec tor of m × lp_max l i n e c o n s t r a i n t s conta in ing a l l

c o n s t r a i n t l i n e s
4 //SML i s an empty shared memory vec tor of length m, conta in ing current

c o n s t r a i n t l i n e
5 //S i s an empty device vec tor of length m, conta in ing the s o l u t i o n
6 //SMS i s an empty shared memory s c a l a r of length threads in block ,
7 //B i s an empty shared memory s c a l a r of length threads in block
8 //block_width i s the width of the CUDA Kernel block c o n f i g u r a t i o n
9 g p u _ p a r a l l e l _ f o r idx ← 1 to m

10
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11 bidx ← idx % block_width
12

13 for n ← 1 to lp_max
14 SML[ bidx ] ← L [ idx ] [ n ]
15 B [ bidx ] ← c a l l u n s a t i s f i e d (SML[ bidx ] , S [ idx ] )
16 c a l l sync_block ( )
17

18 a c t i v e _ t h r e a d s ← block_reduce_sum ( B )
19 wu_count = a c t i v e _ t h r e a d s * n
20

21 j ← bidx
22 while j < wu_count
23 map_idx , map_n ← map( j )
24 map_bidx ← map_idx % block_width
25 l i n e ← L [ map_idx ] [ map_n]
26 i_pos ← c a l l i n t e r s e c t (SML[ map_bidx ] , l i n e )
27 SMS[ map_bidx ] ← c a l l atomicMin (SMS[ map_bidx ] , i_pos )
28 j ← j + block_width
29

30 c a l l sync_block ( )
31

32 i f not B [ bidx ]
33 S [ idx ] ← SMS[ bidx ]

5.2 Experimental Performance of the GPU Linear Program
Algorithm

In this section, results obtained from running the RGB algorithm using the co-operative
threading approach are presented and compared against four other algorithms: (i)
an open-source CPU algorithm, the GNU Linear Programming Kit (GLPK) [138]; (ii)
CLP, a high-performing [143] open-source CPU simplex solver [44]; (iii) CPLEX, a
high-performing [143] multi-core CPU solver [102]; (iv) the batch-GPU simplex al-
gorithm of Gurung and Ray [77], used as an algorithm aimed at solving batched
linear programs on the GPU. The naive unbalanced implementation of the RGB al-
gorithm without co-operative threading (as described in section 5.1) is referred to as
‘NaiveRGB’ and is also tested for comparison.

The GLPK algorithm is parallelised over linear programs, allowing different
threads to solve separate problems, and is referred to in the results as ‘mGLPK’,
standing for ‘multicore-environment-GLPK’. CPLEX is able to use different meth-
ods to solve linear programs – in the tests, the automatic algorithm selector was
used, which allows the underlying solver to choose which algorithm it believes is
most suitable. CLP is a single-core solver and is set to solve using the dual simplex
method. Tests were also run for GLPK in a serial manner. However, the results of
this are not shown as performance for the multicore-environment version (mGLPK)
was better, with improvement in performance of up to 6 times, i.e. the number of
cores on the CPU tested, which shows linear scaling with the number of CPU cores.

All GPU experiments were run on an NVIDIA Titan V GPU card with 12GB
dedicated memory and a 6-core Intel i7-6850K with 64 GB RAM. The GPU was con-
nected by PCI-E 2.0. The GPU software was developed with NVIDIA CUDA 8.0 on
Ubuntu, and CPU code was compiled with gcc 7.3. The algorithms were timed after
the problem had finished initialising on the CPU, and ended when the result had
been written to CPU-usable memory. In the case of GPU timing, this included data
transfer to and from device as a result of CUDA managed memory paging.
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Problem sets are generated using random feasible constraints in two-dimensions:
constraint lines are generated randomly and tested to ensure a solution is possible.
Only one linear program is generated per run, and copied multiple times into mem-
ory to simulate batch numbers. Due to numerical deviations between CPU and GPU
floating point accumulation, a tolerance value of 5 significant figures is set on the re-
sults to ensure that consistent results are obtained for all algorithms. These problems
are repeated multiple times with new random feasible problems, with the error bars
representing one standard deviation of uncertainty.

An important computational aspect of the algorithm is the performance of the
atomic reduction. Figure 5.6 shows the performance comparison of shared memory
atomics, global memory atomics and device-wide segmented reduction (using the
CUB library [141]) over a range of contention. Contention is a measure of how many
elements must reduce into a final value. A contention of 2 means every 2 elements
must reduce their values together. This experiment was designed by implementing
shared memory atomics so as to have tight control over the contention value out-
side of the linear solver experimentation. The maximum measured contention is
512, chosen as the block size of the kernel. Results show shared memory atomics
to be consistent in timing and better performance in comparison for all contention
measured. Shared memory atomics also has stable performance across a range of
contention, an important aspect for the RGB algorithm where many different values
of contention occur.

5.2.1 Results

The results shown in Figures 5.3a - 5.3c use fixed batch sizes and measure the time
taken to solve all LPs when varying the sizes of problems. The RGB algorithm can
be seen to outperform the other algorithms above sizes of 2 × 102. The algorithm of
Gurung and Ray was limited to smaller sizes, and can be seen to improve compared
to CPU algorithms as the number of batches increases.

Figures 5.4a - 5.4b show results from the same experiment, but with varying
batch numbers and fixed problem sizes. In Figure 5.4a, the RGB algorithm can be
seen to outperform the other algorithms for all tested batch sizes with linear program
sizes of 128. In Figure 5.4b, the RGB algorithm outperforms the CPU implementa-
tions for all tested batch sizes. The Gurung and Ray algorithm was not able to be
tested at this large problem size due to GPU memory limitations.

For large batch sizes the majority of the execution time of the RGB algorithm is
due to memory initialisation and transfer. For these larger sizes the computation
kernel takes less than 30% of the total execution time, with the remainder being
used to manage memory. This is highlighted in the surface plot in Figure 5.5. The
bright yellow area represents size-batch problems which use more than 40% of the
time to initialise and transfer data. The dark blue region is where the majority of
time is spent performing computation. It shows that as batch amounts increase, the
proportional amount of time spent transferring memory also increases.

The performance difference between NaiveRGB and optimised RGB is examined
in Figure 5.7. To highlight the difference in performance, the relative computation
kernel execution time of NaiveRGB and optimised RGB are shown, which ignores
the time taken for data transfer. This relative time is the speedup the optimised
implementation has over the naive version. The y-axis shows the speedup of the
optimised RGB algorithm over the NaiveRGB implementation, with a value of 1
meaning both algorithms execute in the same time.
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5.2.2 Discussion of the GPU Linear Program Algorithm

The purpose of the experimentation was to understand if GPU acceleration could be
effective in accelerating batch linear solving. In all cases the GPU RGB implementa-
tion was shown to outperform the alternative state of the art approaches, regardless
of architecture. Examining the scaling of the approaches offers further insight into
the performance characteristics of each approach. The results show that there is
a trend for a greater speed-up to occur for RGB against CPU algorithms as batch
amounts increase and linear program sizes decrease. There is a similar trend for a
speed-up for RGB against the algorithm of Gurung and Ray, as batch amounts in-
crease and linear program sizes also increase. This means that the CPU models scale
better to larger linear program sizes but do not scale with batch amount. This is
expected due to the powerful serial performance of the CPU. This can be seen in
figure 5.4 where the time taken to complete execution increases at a greater rate for
mGPLK and CLP than RGB when batch sizes are increased. Figure 5.3 highlights the
difference in time scaling for varying batch amounts. The batch method of Gurung
and Ray can be seen to scale much worse than RGB in these figures. This difference
in scaling is due to the RGB model using methods suited to two-dimensional con-
straints, such as repeatedly running one dimensional LPs, which is computationally
light compared to the operations used in the batch simplex algorithm. mGLPK tends
to be the best performing out of the CPU models tested due to the multicore envi-
ronment in which it is run allowing it to be better suited for solving batch amounts.

Maximum speed-ups of the GPU RBG approach are reported as 66x against
mGLPK algorithm, and 22x against Gurung and Ray’s algorithm. The relative per-
formance of the naive and optimised RGB algorithms peaks in relative difference
around 102 for figures 5.3 and 5.4. This is due to launching block sizes in such a way
as to be optimised for this size. Various operations used, such as block compres-
sion, require a fixed block size at compile time. Further improvements to perfor-
mance of the optimised RGB algorithm can be made by tailoring block sizes to the
expected linear program size. A limit in improving the optimised RGB algorithm
performance is the memory bandwidth limit. Using GPUs with greater memory
bandwidth should show increased performance over the other tested methods.

The RGB algorithm is the best performing out of the algorithms tested when the
GPU device is being fully utilised. For problems that cannot fully utilise the device’s
cores, CPU algorithms mGLPK and CLP are able to solve the problems faster. Full
device utilisation occurs when there are more constraints to consider than cores in
the device, i.e. No.-of-batches × size-of-batches ≫ gpu-cores. This is observed to
occur at roughly twice the number of cores for the GPU tested. An example region
of this case is for small batch sizes, such as one or two problems only. For the tested
hardware, a Titan X Maxwell, this is 3072. Above this amount all cores are used in the
computation. Below full device utilisation it is hard to hide the large latency that is
inherent on the GPU, which can be hidden by exposing greater levels of parallelism.

This chapter has presented a novel implementation of a low-dimension batch
linear program solver suitable for GPUs. The implementation makes use of coop-
erative thread arrays to share workload across threads. The RGB algorithm outper-
forms Gurung and Ray’s work [77] for all problem sizes above 300 constraints in
two-dimensions. It also outperforms the CPU algorithms, GLPK [138] and CPLEX
[47], for problems that are known to fully utilise the device.

Timings were measured to include data transfer to and from device (i.e. between
CPU and GPU). It should be noted that if the batch-GPU linear program algorithm
is just one stage of computation that is taking place on the GPU then the time of
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copying data from CPU to GPU can be improved. This can vastly increase perfor-
mance at larger data sizes or for iterative problems such as pedestrian simulations
and collision avoidance. When utilising the whole device the problem is memory
bound. As such, further improvements to the implementation should optimise data
loading. For this implementation the use of CUDA Managed Memory provided
sufficient data performance, though this could be improved upon on a per-device
basis.

Since the experimental work conducted in this chapter there have been further
advances in solver implementations. One prominent linear program solver is the
cuSolver library [152] by NVidia. It "provides a collection of dense and sparse direct
linear solvers and Eigen solvers". Of particular interest is its ability to solve multiple
independent programs in batch methods. The code to the solver is closed source
so discussing how the implementation is undertaken is difficult. The user is able
to query the API to know how many programs can be solved within a batch, and
thus if the API needs to be repeatedly called to solve multiple batches. It does this
by calculating the memory of the device, and how much memory one item of the
batch will take, to compute this. cuSolver has numerous routines that can handle
sparse and linear problems, but does not appear to have routines for the specialised
case of low dimensions. This indicates that while cuSolver is powerful and flexible,
it lacks the specific performance features for low dimension solvers. It appears to
solve problems in batches, but only when all problems in a batch are of the same
size. It is able to utilise GPU hardware to solve problems, but the algorithm choices
it uses makes it more suitable, like with the approach by Gurung and Ray, to larger
problem sizes.

The domain of the presented model is best suited to solving large numbers of low
dimensional LPs, each of which has numerous constraints. Spatial problems in two
or three dimensions are those that this method could be performant in solving. An
advantage of the model is the allowance for different-sized individual LPs within the
batches. The distribution of work units ensures that workload is balanced regardless
of variance in batch problem sizes. Future directions could examine the applications
and performance of the model extended to higher dimensions. It is expected to scale
favourably for low dimensional problems, up to around 5 dimensions, due to the
efficiency of the core solving algorithm at such low dimensions.

One clear domain that the RGB model is suitable for is the ORCA steering model.
Each simulation step will have a linear program per agent/person, and the size of
each program will vary depending on the behaviours and the number of neigh-
bours. By having all the computation remain on the GPU it avoids slow host-device
memory copies and thus gains even more performance improvement than discussed
within this chapter. The problem of pedestrian steering is two-dimensional so it cre-
ates two-dimensional linear programs. This method should also be applicable to
three-dimension steering simulations such as modelling certain fish-like agents in
water, or swarms of drones in the air.

5.3 GPU OCBM with RGB

This section describes the implementation of the OCBM constraint-based framework
on the GPU using FLAMEGPU. It provides reasons for this, both theoretical, and
experimental. It explores why the whole framework should be on the GPU if the
linear program routine is. It also explains how the GPU framework is implemented.
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5.3.1 OCBM on the GPU

When the GPU needs memory not within the device itself, the transfer speed is much
slower than any other method. This detriment can be minimised by selecting special
memory, or optimising how the memory read/writes occur, but the best choice by
far is to not perform any CPU-GPU memory transfer. CPU memory is usually much
larger, as it is limited by RAM. This memory is, however, very slow to read on the
GPU. A key challenge for GPU implementation is to make use of the most relevant
memory location, to access it efficiently (see 2.6 for more information), and to read
only what is necessary. Copying data to and from CPU to GPU is one of the slowest
memory transfer speeds. Unfortunately it is unavoidable in order to communicate
information between the host and device. Care needs to be taken to both minimise
the amount of transfer data required, as well as coalesce the memory to make most
efficient use of cache line reading and writing.

The performance experiments earlier in this chapter have tested the RGB algo-
rithm. A large performance hit was due to the CPU-GPU memory transfer. This
transfer was required to fairly test between the different solvers, ensuring that the
problems could be initialised and the results obtained on the CPU.

To fully make use of the performance gains of the RGB algorithm within the
constraint-framework, the whole pedestrian simulation would benefit from being
on the GPU. This would minimise CPU-GPU memory transfer, and the performance
hit that comes with it.

5.3.2 Constraint-Based Framework Implementation on the GPU

Microscopic pedestrian simulations, like the framework within this thesis, can be
described as agent-based. Each person, or agent, has a state, and follows the same set
of rules as everyone else. There are many examples of agent-based models (ABM)s
on the GPU [222, 147, 26]. A framework for implementing ABMs is FLAMEGPU
[115]. All agents have a small and finite number of different states they can be in, and
all agents within the same state obey the same rules. This lends itself well to GPU
computation which excels at performing parallel computation on different data. A
key requirement for performant GPU ABM is large numbers of agents. This is to
ensure the device is fully utilised. For more information on GPU architecture, refer
back to section 2.6.

FLAMEGPU uses a number of optimisations to improve general agent based
models. One notable optimisation is spatial partitioning of agent communication.
Some information must be observed by people in the model. Examples are the ra-
dius, speed and position of others nearby. In order to communicate this information
between people we use the idea of messages from the FLAME GPU framework [172],
which is demonstrated in figure 5.8. Each agent creates a message which contains
information on observables about themselves. Each message is assigned a spatial
location equal to the position of the agent in the simulation. These messages are or-
ganised into spatial bins. Each agent will then read the messages from its associated
bin, and those neighbouring. This method is far faster than a brute-force read all
approach for large spaces and many people/messages. The associated overhead in
organising messages into bins outweighs the cost of reading all messages and dis-
carding those far away. A possible alternate implementation uses a KD-tree spatial
partitioning. It is expected, from the work of Li and Mukundan [131], that this grid
based spatial partitioning is faster than a KD-tree implementation on the GPU.
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FIGURE 5.8: FLAME message partitioning. The simulation is dis-
cretized into spatial bins and people save their message to the cor-
responding bin. For a given person (blue star), it does not read
messages of those in non-neighbouring bins (white pentagons). For
those within the same or neighbouring partitioning bins, it calculates
whether they are within the observation radius 𝑟𝑜𝑏𝑠 . If not, they are
ignored (grey pentagons). If they are within the observation radius
(green pentagon) the person is aware of them and will attempt to
avoid them accordingly, by generating corresponding ORCA half-

planes of valid velocities.

A simplified analogue to the functions on the CPU is GPU kernels. A kernel ini-
tialises grids of thread blocks to perform procedures that are executed in parallel on
the GPU. Functions on the CPU such as lp2, constraints, groups, from figure 3.21 are
created as GPU kernels. On the CPU, the lp2 and lp3 routines call the linear program
solver as part of their functionality. The lp2 function calls the linear program solver
and attempts to solve the initial linear program. If there is no feasible solution, lp3
is run, which repeatedly calls the linear program solver routine, each time shifting
constraints according to their hardness until a valid solution can be found by the
linear program solver. On the GPU the linear program solver called by lp2 and lp3
is the novel RGB solver. The concept of lp2 and lp3 between CPU and GPU is the
same, but changes are made so they run as GPU kernels.

When a linear program does not have a valid solution, the constraints are shifted
until one is found. In a given simulation step, some problems may be immedi-
ately solvable, while others may need numerous shifts. Each time the constraints
are shifted, the linear program routine runs again to check if there is a solution. If
there is no solution, the constraints are shifted more. This means that some linear
programs can be solved in the first attempt, while other linear programs take much
longer to solve. This can be a cause of computational imbalance. To address this, the
size of grids of thread blocks adjusts each iteration. The first iteration has enough for
every person in the simulation. Then the number of linear programs which failed
is collated, and a second iteration of RGB is performed with a smaller batch size,
whose linear problems are those which had no feasible solution the first time. This
process is repeated. Each iteration, fewer linear problems are performed. These iter-
ations all occur within one time step of the simulation. The process completes once
each linear program has a solution.
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5.4 Summary

This chapter has described GPU OCBM, an optimised GPU implementation of OCBM
using the novel linear program solver, RGB. The chapter has detailed how the linear
program solver routine, a routine previously noted as a suitable target for optimisa-
tion, has been optimised and implemented. By decomposing GPU computation of
the linear program into Work Units (WUs), and distributing these WUs across the de-
vice, RGB is able to solve batches of linear programs efficiently. This relies on group-
ing multiple different linear programs together to be solved together. Performance
experiments found that RGB is able to outperform other state-of-the-art software for
problems which fully utilise the device. Testing included CPU-GPU memory trans-
fer, which was the slowest part of the solver, especially at larger problem sizes which
require more memory transfer across devices. The testing was performed on fixed
problem sizes within each batch. This was done because of limitations of some of
the other software tested against. RGB is able to compute different linear program
sizes within each batch.

It shows that as batch amounts increase, the proportional amount of time spent
transferring memory also increases.

RGB, which efficiently solves multiple different sizes of linear programs, is useful
for use in OCBM for performance improvements. It solves batches of different sized
linear problems, which arises in OCBM with each person having different numbers
of constraints. OCBM is implemented entirely on the GPU to minimise CPU-GPU
memory transfer. This memory transfer becomes more impactful the larger the lin-
ear programs are. Linear programs in OCBM are larger when considering more
behaviours and when accounting for a larger number of neighbours. By reducing
the memory transfer, OCBM is able to scale with better performance to more com-
plex behaviours. The chapter explained how GPU OCBM was implemented, and
changes required to incorporate RGB. This includes how to handle cases of infeasi-
ble solutions, and the result combines RGB with constraint hardness to find the

With the performance improvements achieved within this chapter, the next chap-
ter demonstrates GPU OCBM in simulating large real time crowds. The next chap-
ter will also explore the performance of GPU OCBM to understand how it improves
against the CPU implementation, and potential avenues for further performance op-
timisations.
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Chapter 6

Demonstrating the Optimised
Framework

The thesis has explored the use of constraint based modelling and proposed OCBM,
a novel constraint-based pedestrian model. The previous chapter has improved the
performance of more general constraint-based linear solving by proposing a spe-
cialised batch linear program solver for the GPU. The chapter described how the
OCBM modelling approach has been implemented using the GPU solver. The chap-
ter highlighted how the whole pedestrian simulation process was implemented on
the GPU to minimise the amount of low performance CPU-GPU memory transfer.

The performance of the linear solver was examined within the context of an ar-
tificial benchmark in the previous chapter. However, the performance of OCBM on
the GPU is still to be evaluated. This chapter will demonstrate OCBM on the GPU
through a visual simulation of a large-scale crowd and through examination of the
computational performance. It will demonstrate the framework visually by display-
ing single frame renderings of the framework extracted from a simulation. Visual
analysis will be used to evaluate the flexibility and scale of the model. The perfor-
mance of the GPU accelerated OCBM framework will be examined using similar
experiments to the previous performance experiments of section 3.5. These simu-
lations are able to make use of the previously explored behaviours of groups and
luggage, which are described in section 3.3. Validation and accuracy experiments
have been previously performed on these behaviours in chapter 4. Autonomous
vehicles are not included due to a lack of available appropriate data. The experi-
ments in this chapter are for a performance study of the GPU implementation, and
contribute towards understanding the real time performance of OCBM on the GPU.

This chapter will demonstrate the OCBM on the GPU when applied to a large-
scale crowd in real-time. The work will contribute to the thesis research by:

1. Visually displaying large real-time crowd simulations of GPU OCBM.

2. Evaluating the performance of GPU OCBM.

A previous iteration of a performance study of OCBM on the GPU has been pub-
lished in [38], and parts are used within this chapter.

The chapter begins by displaying OCBM simulating large-scale crowds in real-
time in section 6.1. These crowds are limited to only steering behaviour. This is to
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avoid too much visual detail on a scene with many moving people. The next section
tests the performance of the GPU framework by considering how the implementa-
tion scales through model parameters in section 6.2, following a similar set of exper-
iments that were performed on the CPU version in section 3.5. Finally, a conclusion
of the findings of this chapter is provided which considers the benchmark observa-
tions and explores the suitability of the OCBM model and its GPU implementation
with respect to real time applications is section 6.3.

6.1 Visual Demonstration of the Simulation

To demonstrate the OCBM implementation on the GPU, two different scenarios are
provided. These will visually display the OCBM. The first is a two way crossing in
open space. The second is an eight-way crossing. The simulations are visualised us-
ing the Unreal Engine, which specialises in rendering 3D models in real time. In both
scenarios the experiment is designed to observe the interactions of the crowd as they
pass through the environment, causing an area of congestion. The first experiment
is expected to demonstrate head-on flows between crowds and the phenomenon of
lane formation. The second experiment is expected to demonstrate vortex behaviour.

Two way

This experiment simulates two crowds totalling a population of 2,500 people at op-
posite ends of an environment which must navigate past each other to reach their ob-
jectives. This experiment demonstrates the behaviour and correctness of the model.
The virtual people exist in an open space (without obstacles) attempting to steer
past each other. Previous chapters have already examined the accuracy and validity
of additional behaviours. The use of behaviours on performance has already been
examined. It showed that the addition of behaviour constraints does not affect per-
formance, only the total number of constraints (figure 3.20). For these reasons, no
additional behaviours are included in the simulation, only steering.

Two virtual rectangles are created on either side of the environment (see the large
red and blue boxes of figure 6.1. The "Red" people spawn somewhere within the
red box, and must navigate to a random location within the blue box. Because the
starting region of one group is the same area as the goal region of the other it forces
the two groups to navigate past each other. Once a person reaches the goal location
they are removed from the simulation. Once all people have reached their goal the
simulation ends.

People have different sizes and different maximum speeds. Figure 6.1 illustrates
this. In this example all people have an equal chance of being of radius 0.5m, 0.75m
or 1m (shown by person size in the figure, as well as S, M and L on their tops) and,
independently, an equal chance of a desired speed of 1m/s, 1.33m/s or 2m/s. The
maximum speed is adjusted to be 125% of the desired speed. In figure 6.1, people
moving in the 𝑥 direction (left to right) have red tops, and people moving in the
negative 𝑥 direction (right to left) have blue tops. Brighter shaded tops indicate the
largest desired speed, 2m/s, and the darkest tops indicate the slowest speed, 1m/s.

Eight way

The second test case was an eight-way crossing, visualised in figure 6.3. Each crowd
must navigate 135 deg across the environment, resulting in a vortex-like pattern
around the centre. Figure 6.2 shows a diagrammatic setup of the simulation. People
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FIGURE 6.1: Visualisation of 2,500 people in Unreal. Two crowds nav-
igate past each other, one heading from left to right (blue clothes) and
the other from right to left (red clothes). People are colour coded ac-
cording to their maximum speeds (using three shades of red or blue,
respectively) and have varying radii (indicated by their actual size
and also using S, M and L on their tops). Top: scene view from above;
One pedestrian is highlighted with a green circle; Inset: view from

the perspective of the pedestrian in the green circle

starting in the blue square (top) must navigate towards the red box. Simultaneously,
people starting in the red box move towards the green box (right). Like the previous
experiment, rectangles are created which serve as the bounds of spawning and goals.
This experiment’s purpose is to observe emergent properties, such as the expected
vortex behaviour. This experiment uses approximately 2 GB of device memory to
run.

6.2 Performance Experiments

In order to understand the performance of the GPU implementation various com-
putational timing experiments are performed. The experiments are similar to those
performed on the CPU version in section 3.5. The experiments test how altering var-
ious simulation parameters alters the performance of the model. These experiments
follow the same process as the performance experiments of the unoptimised CPU
implementation of section 3.5. The implementation of the GPU accelerated OCBM
approach is described in the previous chapter 5. The three experiments examine the
effect on performance when altering: (i) the population size, (ii) the density, and (iii)
the individual routines. Each experiment has been run multiple times to get aver-
age values. At least 20 runs per data point are performed and the uncertainty of the
average is less than 5%. As with the CPU equivalent of the experiments, each exper-
iment has its own configuration of the model. The details of each are provided in
the relevant experiment details. The experiments are performed on an NVidia GTX
970 using CUDA 9.1, with an I7-4790K Intel CPU with 24 GB of RAM.
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FIGURE 6.2: Set up of the eight-way experiment. The eight boxes rep-
resent different crowd starting and ending locations. Three particular
boxes are coloured differently to highlight where the crowds of those

boxes move.

FIGURE 6.3: Visualisation of 10,000 people in Unreal. Eight crowds
attempt to navigate through each other to reach their goal at the oppo-
site end of the environment to where they started. Different colours
are used for each crowd. Top: scene view from above; One pedestrian
is highlighted with a green circle; Inset: view from the perspective of

the pedestrian in the green circle
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FIGURE 6.4: Time for one simulation iteration for varying population
size for CPU and GPU implementation. This excludes rendering.

Scaling by Population Size

This first experiment tests the effect that population size has on the performance.
This experiment is set up exactly like the previous iteration of this experiment from
section 3.5.1. This involves increasing the scenario size proportionally to the number
of people, and setting up goal locations to keep the density between the scenarios as
consistent as possible, around 1 person/𝑚2. No additional behaviours are consid-
ered.

The results of the CPU experiment are shown for comparison. The results are
shown in figure 6.4. It shows the performance over population for both the GPU
version and the previous CPU implementation. Populations of 2𝑛 are chosen to fully
utilise GPU blocks. A linear fit of the CPU and GPU results are overlaid on the figure.
The linear fit of the CPU performance follows a linear trend of 30𝜇𝑠/person. The
GPU shows a trend of 0.01𝜇𝑠/person. Each data point is the mean of 1000 seeded
runs and the standard deviations are all within 4% of the corresponding mean time.

The GPU simulations runs at close to 30 frames a second (33ms per frame) for up
to 5 × 105 simulated people. The CPU version performs better for smaller number
of people, with a crossover occurring at approximately 300 people in the simulation.
This is due to the GPU device not being fully utilised for smaller simulations and
the reduced throughput being outperformed by the CPU. On the GPU used for ex-
perimentation, there was a limit on the amount of usable memory of 4 GB, which
corresponds to approximately 5 × 105 people. Beyond this point additional waves
of computation are serialised on the device. It is expected that relative performance
increases will continue to be obtained for larger numbers of people for the GPU
implementation for GPUs with larger memory capacity. For the values tested, the
greatest performance difference is for the largest population size of 55, where the
time to simulate one frame on the CPU is approximately 16 seconds compared to
240𝑚𝑠 on the GPU - a performance increase of 66 times. The CPU implementation



118 Chapter 6. Demonstrating the Optimised Framework

Neighbours

Ti
m

e 
(μ

s)

0

200

400

600

10 20 30 40 50

CPU Time (us) 3.85*x + 333 GPU Time (us) 0.279*x + -3.43

FIGURE 6.5: Performance vs The interaction range/number of con-
straints per person. Also shows the previous CPU implementation.
The linear best fit for both implementations is shown in the lighter

corresponding colour.

scales at around 30 microseconds per person, while the GPU scales at 0.01 microsec-
onds per person. This creates a theoretical performance benefit of 3000 times for the
GPU at large populations. However, these sizes are not achievable with currently
available hardware.

Examining Interaction Density

For the CPU OCBM implementation, the number of constraints per person was pre-
viously shown to have an effect on the performance. The findings showed that each
constraint added around 0.04ms per person to the computational time (section 3.5.1
and figure 3.20). This experiment examines how the performance of GPU OCBM is
affected by changing the number of constraints. This was done similarly to the CPU
equivalent. A population size of around 10,000 people is used to ensure the device is
fully utilised. For simplicity this experiment uses the results from the earlier exper-
iment, which showed that the calculation of constraints is equivalent regardless of
what caused them, i.e. the time taken to compute a constraint due to steering is the
same as the constraint due to luggage. This allows the experiment to be simplified
to consider only the computational comparison of constraint numbers in the CPU
implementation compared to the GPU implementation. Figure 6.5 shows the results
of this experiment, overlaid with the results of the previous finding for the CPU im-
plementation. Each data point is the mean of 1000 seeded runs, and the standard
deviation is less than 5% of the corresponding mean.

The figure shows the difference in scaling between the CPU and GPU implemen-
tations of OCBM. The GPU version is able to better scale with more constraints, at
approximately 0.28𝜇𝑠 compared to 3.9𝜇𝑠 on the CPU. It achieves this because of the
efficient linear program solver, which is able to handle larger amounts of work by
distributing it across the device. It has a nonlinear relationship between the time
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taken and the number of constraints. This is due to overhead in the linear program
solver. This overhead is approximately constant for any problem size, and is more
noticeable at smaller numbers of constraints, where the time taken to solve the con-
straints is on the same order of magnitude as the overhead.

Examining Model Complexity

This experiment concerns the time taken for the various subroutines of the simula-
tion. It is the equivalent experiment to section 3.5.1 for the GPU equivalent. The
experiment compares three different densities of low (0.2) medium (1) and high (2
people/𝑚2). A GPU performance profiler, NVProf, is used to obtain the performance
of routines of the simulation. NVProf provides a performance overview of the GPU
routines and memory copies in the application. A population size of 10,000 people
is used to ensure full device utilisation.

The results in figure 6.6 show different routine performances compared to the
CPU version, which is repeated in figure 6.7, and first presented in figure 3.21. The
most notable change to the performance between the two implementations is the
linear program routines, lp2 and lp3. While lp3 is still costly, the combined tim-
ings of the routines involved in constraint construction are larger when accounted
together. These routines are "constraint", "groups", "bag", and "autonomous" Which
at high density account for 10.6 microseconds compared to the lp3 routine which
takes 4 microseconds. The reason the constraint construction routines are the most
costly is due to the communication between people on the GPU. Communication
between people in FLAMEGPU functions by recording information into a partition
boundary matrix. This matrix holds important information which determines which
agents are located within the spatially partitioned areas making up the simulation
environment. However, even with the optimisations of this approach, it is the most
expensive in terms of relative simulation time. Further improvements to the GPU
implementation of OCBM would need to consider how to reduce the communica-
tion required between people.

6.3 Discussion

This chapter has explored the performance of the constraint-based framework on the
GPU. It has demonstrated this visually through two different scenarios, as well as
through examining the performance profile of the GPU implementation. The visual-
isation experiments have shown the framework simulating large crowds of people
with complex behaviours. Within the cross walk examples used for visual analy-
sis the OCBM GPU implementation was able to simulate around 40,000 people in
real-time.

Using a benchmark model designed to parametrically explore both scale and
density, the OCBM GPU implementation is shown to be more performant than the
previous CPU implementation, with results indicating that OCBM GPU is able to
simulate 66 times faster than the CPU implementation for large population sizes.
The GPU implementation is less performant than the CPU equivalent for small pop-
ulations of less than 300 people. This is due to not making full use of the GPU hard-
ware at these smaller scales. However, these small populations run much faster than
real time regardless of the implementation used. The performance impact when in-
creasing the number of constraints scales more favourably in the GPU OCBM. This
is due to using the optimised linear program solver, RGB, of the previous chapter.
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GPU hardware is a rapidly evolving field. Each generation of graphics cards
brings about increased performances and larger device memory. The increasing ca-
pability of GPUs means that the performance of OCBM GPU increases with newer
hardware. Newer GPUs can simulate larger population sizes and calculate more
OCBM constraints while running in real time. Further advances of GPU hardware
and memory should increase the performance differences between CPU and GPU
implementation.

Due to the optimised linear solving, the largest performance bottleneck is ob-
served to be the communication between people. This communication is required
so people can understand their surroundings. It is a foundational part of the model.
Work is being carried out to create better communication algorithms on GPU archi-
tecture [41]. Reducing the communication would require careful overhauling of the
basis of the model, and may drastically affect the numerical results. By reducing the
rate at which people communicate, this equates to reducing the rate at which peo-
ple "observe" the environment and note people and their neighbours. A reduction in
communication could potentially be achieved by using predictive logic. Each person
could track uncertainty of neighbours. This uncertainty increases as communication
is skipped, and represents the uncertainty in the possible position of their neigh-
bours. This sort of approach is under development within the field of autonomous
cars [132].
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Chapter 7

Conclusion

Pedestrian simulations are important tools in studying and predicting pedestrian
crowds and motion. Their usage has led to more efficient transport hubs, larger
events, and safer environments. A key limitation of existing real time approaches
is the difficulty in maintaining accurate functionality of models when incorporating
additional behaviours.

This thesis has presented a microscopic constraint-based pedestrian model, Op-
timal Constraint Behaviour Model (OCBM), as an approach to simulate a wide va-
riety of behaviours. These behaviours were found to better match experimental
data compared to other tested approaches under visual inspection. This has been
achieved by proposing the use of constraint hardness, which emphasises the im-
portance of behaviours on a per-individual basis. OCBM, with constraint hardness,
was applied to simulate various behaviours: luggage, groups, autonomous vehicles,
and a platform-train interface. How closely the model is able to simulate emergent
behaviours was validated against observations and found to perform accurately
against simple controlled environments, such as bi-flow corridors. The performance
of OCBM was improved by implementing it on the GPU. A performant novel linear
program solver on the GPU, RGB, was created. This solver helped improve the per-
formance of GPU OCBM to run up to 30 times faster than the CPU implementation.

OCBM is targeted to address the gap in the research literature of pedestrian simu-
lation models between offline high-accuracy models and real-time inaccurate mod-
els. By accelerating performance using GPU hardware, OCBM is able to simulate
over 40,000 people in real-time on modest consumer grade hardware. Within the
model, pedestrians possess the capability to perform intricate motions, accounting
for various behaviours simultaneously. This includes tasks like carrying luggage
while travelling in a social group.

Many types of pedestrian models have difficulty in being extended with addi-
tional behaviours, especially steering-related behaviours [59]. This limits the range
of applications for a model without developing special rules for each steering be-
haviour. Current models that mitigate this limitation are either specialised and de-
signed for multiple particular behaviour, or use a rules-based approach like cellular
automata. The first research question of the thesis (RQ 1) explored and compared
pedestrian models in the context of modelling large dense crowds to find the most
suitable approach. It explored different models, including microscopic and macro-
scopic and found limitations in available models for large dense crowds of people
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with short-term behaviours.
The next research question (RQ 2) addresses a potential solution to the limitations

of current pedestrian models. A constraint-based microscopic simulation model was
deemed to be the best candidate for providing a flexible modelling approach suitable
to capturing a wide range of steering-level behaviours accurately. This is justified as
the use of constraints permits pedestrian velocity to be calculated while simultane-
ously considering behaviours and steering. The RVO family of steering models [14,
10], especially ORCA [16], were noted as being a suitable balance between complex-
ity and performance to create a complex real time steering model. This resulted in
the development of OCBM, a modelling approach described in Chapter 3. which
allows specification of pedestrian behaviours.

OCBM functions by calculating behaviours and steering as a linear program. Be-
haviours and steering limit the range of possible velocities a person can use. The
resulting velocity is one which satisfies all the requirements of steering and be-
haviours. For the case where a feasible solution cannot be found to the linear pro-
gram, the novel concept of hardness of constraints was constructed. When a linear
program is infeasible, this means that there is no velocity a person can take that
does not violate some behaviour or functionality. The solution is to adjust the linear
program constraints until a velocity can be found. The amount the constraints shift
is determined by this new property, their hardness. A hard constraint means that
the steering/behaviour that created it should be adhered to. On the contrary, a soft
constraint is less important for the person to adhere as stringently to. The softer a
constraint, the more likely a person’s velocity is to violate the constraint. This con-
straint hardness method has the capacity for producing visually incorrect results.
This is already a weakness of approaches like ORCA, but incorrect motion can be
minimised by balancing the hardness of constraints correctly. The use of hardness
of constraints can be reasoned from psychology, as discussed in section 3.2.2 which
introduced this idea. Some people will be much more willing to separate from their
social group if that means they can avoid an autonomous vehicle. The hardness of
constraints can be set on a per-person scale, providing complex variations between
people in the simulation.

The breadth of behaviour complexity of OCBM, and hence the question of if the
approach is flexible, was demonstrated by implementing behaviours in the model:
luggage, social groups, autonomous vehicles, and the platform-train interface. Chap-
ter 3 explored how the model behaves when simulating the first three of these be-
haviours. It was shown that OCBM is able to demonstrate a transition of social
groups from a ’v’ shape at low density to a column formation at higher density.
Ren et al. [170] is a collision avoidance model for groups based on ORCA. Com-
pared to OCBM, it is focused on group behaviours. OCBM performs less complex
computation, but by considering groups in terms of constraints, OCBM is able to
demonstrate a wider variety of behaviours. It also showed a higher average flow
rate for people with luggage compared to simulating people and luggage as sin-
gular people. These results show OCBM demonstrating a wide variety of different
emergent behaviours. The model is able to simulate a greater variety of constraints
than those implemented in the thesis. The prerequisite for implementation in OCBM
is for the behaviour to be describable in terms of constraints to a person’s velocity.
Such example behaviours could be modelling the special effects that occur at in-
credibly high densities [158], or the way people move when crossing a road with
cars [108]. The process of modelling using constraints has been shown to be flexible
and logical through the demonstration of the range of behaviours implemented in
chapter 3. The OCBM approach makes a novel contribution to the state of the art
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by providing a modelling approach that goes beyond simple collision response [38].
Likewise the framework’s extensibility means that it is not constrained to represent
any one specific behaviour [39].

The accuracy of a model determines how well it can reproduce real, observable
behaviours. In the context of microscopic pedestrian simulations, the comparison
of emergent properties of crowds between observation and computer simulation is
one way to validate the accuracy. An important descriptor of an emergent crowd
property is the fundamental diagram - a relationship between average speed of a
person against their local density. Fundamental diagrams were used within chapter
4 to evaluate model accuracy.

To understand if the accuracy of interactions between individuals could be main-
tained when adding complex behaviours (RQ 3), OCBM was tested by applying the
model to specific behaviours, namely luggage and the platform-train interface (PTI).
The results of this experimentation showed that the OCBM approach of simulating
people and luggage as separate entities was better able to match observational data.
Compared to an alternative of simulating singular larger agents, OCBM demon-
strated the importance of accounting for the difference in cross section between the
front and side of people. This is because the front cross-section size of a person is
their shoulder width, whereas from the side the cross-section size is their body plus
the trailing luggage. This asymmetry is accounted for in OCBM, and permits more
accurate behaviour.

Pedestrian simulation models tend to have difficulty in simulating crowds at
high density [196]. Special types of models are developed to handle these cases
[195]. OCBM was shown to be typical of existing models in this regard. This can
be expected as this is also a shortcoming of the underlying ORCA approach [149].
Observation showed that people tend to a movement speed of 0.5m/s. OCBM, in
contrast, found that people tended towards a stationary movement of 0m/s. A fu-
ture research direction could be to explore a method of describing high density mo-
tion as constraints which can be incorporated within OCBM to improve its accuracy
at high density. Overall, OCBM is able to more accurately predict a wide variety of
scenarios which need to account for a variety of different behaviours, compared to
other test models, under visual inspection of the fundamental diagrams. In contrast
to other state of the art models, OCBM demonstrates flexibility and a wide range of
scenarios it is suitable for.

To improve the number of people simulated in real time, the performance of
OCBM was examined. It was found through quantitative experimentation that the
linear program solver was the most significant factor on performance. To improve
the performance of the linear program solver, RGB, a novel linear program solver
for the GPU, was developed. This approach aimed to answer research question RQ
4, whether this constraint based approach is suitable for GPU acceleration. Chapter
5 explored the suitability of GPUs in solving multiple linear programs. In particular,
it specialised in solving linear programs in two dimensions in batch amounts, where
the sizes of the programs within the batch can be of different sizes. RGB functions by
calculating the smallest quantity of work needed during the linear program solving
stage, referred to as a work unit (WU). WUs are distributed across GPU threads to
maximise compute parallelisation. This approach ensures that idle threads in a warp
are minimised.

The performance of RGB was tested against state-of-the-art linear program solvers
in section 5.2. It was found that RGB can perform 22 times faster than other solvers.
This included CPU-GPU memory transfer, a significant cost in offloading compute
to GPU devices. Within the context of constraint based pedestrian simulation, the
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RGB approach can maximise performance by avoiding host to device data trans-
fer by generating constraints on the device. For this reason, the whole OCBM ap-
proach was implemented on the GPU using a GPU agent based simulation frame-
work, leveraging RGB for the constraint solving aspect of the simulation.

By using RGB as well as implementing the whole OCBM framework on the GPU,
the code performance was improved. Chapter 6 was then able to explore if OCBM
could be accelerated to meet the target of real-time performance (RQ 5). Compared
to the CPU implementation, the GPU OCBM had performance increases of up to
66 times. The most noticeable performance gains are found for larger population
sizes. For very small populations the GPU device is unable to be fully utilised, and
it underperforms against the CPU implementation. Despite this, even underutilised
the GPU can outperform the CPU counterpart. The crossover point for the modest
computational configuration used within this thesis is at around 1000 people. Above
this amount, the GPU version is faster.

GPU OCBM was able to simulate 40,000 people in real-time. This included ac-
counting for complex behaviours, such as for luggage and groups. The performance
experiments were limited in population to 524288, or 219, because of memory con-
straints. Future hardware with larger memory will be able to simulate larger crowds.

The flexibility of the OCBM has been explored and tested through behaviours.
Beyond crowd individual behaviours, crowd phenomena, when described by con-
straints, could be a part of OCBM. There are numerous phenomena that occur in
specific scenarios which could be further explored. An example is in queues of peo-
ple. This includes stop-start motion, and the propagation of speed waves. Future
work could be performed to find a way of describing the functionality of queues
in terms of constraints, and combining them with the OCBM behaviours already
implemented.

While validation has been performed on OCBM in certain scenarios, there is a
wide range of further scenarios to explore and validate. Further validation of the
model extends its use, allowing OCBM to predict and model accurate crowd be-
haviour in a wider variety of environments and behaviours. Validating OCBM re-
quires further observational experiments of crowds. In addition, it requires observa-
tional experiments which incorporate multiple behaviours together. There are diffi-
culties in performing experiments that single out particular, fundamental behaviour,
because of how complex each individual’s motion is. Another target for validation
of OCBM is in the hardness of constraints. Further work to parameterise the con-
straint hardness could be done to see if OCBM is capable of reflecting behaviours
accurately, and how constraint hardness changes for different scenarios.

The field of GPU research is rapidly developing. New more powerful devices
are being released, and GPU research is very popular thanks to interest in AI and
deep learning. It can be difficult to create cutting-edge research that stays relevant
when the field is evolving so rapidly. However, this also means there are new and
optimised algorithms being developed. With improved algorithms that pertain to
agent based simulations, OCBM will be able to improve its performance by utilising
them. In addition, the performance of OCBM should only improve over time, when
compared to CPUs, as GPU devices scale to greater computational power.
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