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Abstract

Structural health monitoring (SHM) refers to a group of methods through
which engineers aim to infer the health state of a piece of engineering in-
frastructure given some measured data from that structure. These infer-
ences are then used to inform ongoing maintenance strategies to ensure
that the structure remains operating in its optimal condition, without
compromising performance or safety. Given the age of much of the ex-
isting infrastructure around the world, life-extending technology such as
SHM is clearly of significant potential benefit, and the use of SHM when
developing new infrastructure offers the potential for maximising the re-
turn on the investment in that infrastructure.

SHM strategies can generally be divided into two types. Data-driven SHM
uses data taken from the structure of interest to train a statistical model,
such that the trained model will be able to label new data from the struc-
ture as being indicative of a particular health state. Model-driven SHM
traditionally uses a physics-based model that can be adjusted to fit its
predictions to live data taken from the structure, such that the adjust-
ments to the model inputs give some indication of the structure’s health
state. Data-driven SHM methods are reliant on large sets of training
data on which to develop statistical models; this is often difficult to ac-
quire in practice, particularly when data are required from a structure in
its damaged states. This issue can be mitigated by using a physics-based
model to simulate the training data for the statistical model; however,
in order for the physics-based model predictions to be considered trust-
worthy, the model must be validated against experimental data. This
means that damage-state data are still required for the implementation
of physics-based models in SHM in order to ensure the accuracy of their
predictions. The acquisition of damage-state data from structures for this
purpose therefore presents a significant set of problems for SHM methods.



It is possible to reduce the difficulties associated with model validation for
SHM by carrying out validation on models of the subassemblies and com-
ponents that make up a larger assembly structure. The data required for
this hierarchical validation task should be easier to acquire cheaply com-
pared to validation data drawn from the full structure. If the submodels
representing these individual substructures can each be validated then it
should be possible to recover an assembly-level model which, given the
validation tasks carried out, could be used to make confident predictions
regarding the structure in a range of health states.

A framework is presented in this thesis which summarises the activities
required to carry out this hierarchical validation strategy, which would
then enable a model to be developed with demonstrable accuracy and
quantifiable uncertainty in its predictions. This framework is applied to
a target structure – a truss bridge – and the model is used to carry out a
series of SHM tasks on test data drawn from the structure. These tasks
are carried out using the validated model in a forward manner to generate
training data for statistical damage recognition models, which are then
compared – in terms of performance – to traditional data-driven methods.

Based on the research presented in this thesis, it is shown that model
uncertainty can be accurately quantified through the hierarchical vali-
dation process by comparing the model predictions to the experimental
test data before and after the validation process. After this it is shown
that it is possible to develop accurate damage classification algorithms
using validated model predictions, with the SHM methods developed via
the hierarchical validation framework performing favourably compared to
traditional data-driven methods when exposed to the test data. Further
research areas that would advance the methodologies presented in the
thesis are then outlined following discussions of the results.
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Chapter 1

Introduction

1.1 Project background and context
Structural health monitoring refers to the field of civil and mechanical engineering
that seeks to ensure that built infrastructure – both planned and historical – is eval-
uated in terms of its health state according to a specified strategy. The ‘health state’
of a structure refers to some condition that the structure is operating in based on
the presence or absence of damage. Health states can be classified by the presence of
damage alone (a binary classification space) or by damage location and extent. Dam-
age progression is unavoidable in structures that are subjected to repeated or cyclic
load cycles, and generally manifests in the form of crack propagation from some initial
fault that occurs in manufacture to eventual failure. Other types of damage include
abrasion and corrosion. Engineering structures can often operate in a range of health
states, but the presence of damage may impact on operational performance. Critical
damage refers to the set of health states within which the operational performance
or safety of the structure is significantly compromised, such that the structure must
be taken out of service for maintenance or end-of-life management. As such, it is
clear that the ability to differentiate between the health states of a structure offers
significant benefits to the life-cycle management of the structure by offering the abil-
ity to schedule maintenance in such a way as to minimise down-time and maximise
productivity.

The scope of an SHM strategy is dependent on the requirements for the structure
and the available investment. Rytter’s Hierarchy presents a full range of SHM tasks,
where each task is dependent on the completion of the previous tasks, and provides
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further information on the health state of the structure (but requires more refined
analysis) [1]:

1. Damage detection

2. Damage localisation

3. Damage classification

4. Damage assessment

5. Remaining life prognosis

Health monitoring strategies have been categorised into the following three options:
run-to-failure, time-based monitoring and condition-based monitoring [2]. Run-to-
failure refers to the use of a structure or system without monitoring until it even-
tually fails, while time-based monitoring uses regular maintenance checks that are
pre-specified for the structure. Condition-based monitoring is enabled by the use of
intelligent systems to infer the live health-state of the structure in order to provide
maintenance when it is required to prevent failure. This strategy aims to reduce the
level of risk in the use of the structure by preventing catastrophic failure, and also to
minimise the maintenance costs by reducing unnecessary callouts. However, imple-
mentation of condition-based monitoring tends to have a high up-front cost due to
the technology required.

Health monitoring methods can be either offline or online. Offline methods are car-
ried out at discrete points in time to assess the health state of a structure at that time.
Non-destructive testing (NDT) methods such as visual inspection and dye penetrant
testing form a large part of offline monitoring techniques, and they are employed in
many scenarios. Offline monitoring is a very mature field in both research and indus-
try, and is employed in time-based monitoring strategies as discussed above. Online
monitoring techniques make ongoing assessments of the health state of a structure in
real time based on live data that are drawn from the structure, and are therefore cru-
cial to condition-based monitoring. The majority of current SHM research concerns
online monitoring due to the significant opportunities it avails in increased safety and
reduced operation and maintenance costs. However, while offline methods have a
history of successful applications in industry, online methods have, as yet, struggled
to make this transition from academia in terms of widespread industry take-up [3].

Two streams of SHM have been theorised and investigated: data-driven SHM and
model-driven SHM. Data-driven methods use datasets drawn from the structure to
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train machine learning algorithms (known as ‘black boxes’) which can then monitor
future data for signs of damage. Model-driven methods use physical representations
(often known as ‘white boxes’) of structures to make inferences of the health of their
real-life cousins. More recently, academic research has looked into combining the
ideas of data- and model-driven SHM, resulting in ideas such as grey-box modelling
for SHM. This method uses physical knowledge of a structure to constrain the learning
process for a data-driven SHM strategy. Another bisection of ideas is forward model-
driven structural health monitoring (FMD-SHM), which uses data from a white-box
model to train a black-box machine learning-based system, which is then used to
monitor a structure for damage.

Data-driven SHM methods have the advantage of being a flexible way of learning
the trends behind structural data, such that confident predictions can be made on
the health state of the structures when new data are presented. Several successful
demonstrations of the method have been made with applications across Rytter’s Hi-
erarchy [1], and efforts to incorporate probability in the methods have also shown
promise. However, key issues remain that limit the applicability of the methods. The
first among these is the lack of labelled training data that is required for machine
learning algorithms; these data are generally very difficult or expensive to collect in
SHM applications, as data must be drawn from the structure in its damaged states in
order to provide informative training sets. In the context of machine learning theory,
labels refer to the outputs of a model such that the data associated with a certain
label are representative of data drawn from a system in the condition described by
that label. In SHM applications, labels are generally associated with certain health
states of the structure, although the label space may also describe a range of operating
conditions.

Model-updating SHM methods have also been successfully demonstrated in a number
of SHM applications. The use of the physics-based model often allows for a more
informative set of predictions to be made on the state of the structure, with the
law-based approach enabling remaining life prognosis where required. However, the
model-updating approach presents serious computational difficulties (often related to
the lack of solution uniqueness), as many model runs are often required in order to
arrive at a solution for new data. The model-based method is also dependent on
labelled damage-state data from the structure in order for the physics-based models
to be validated, and the effects of model bias are also an outstanding issue.

3



One method of circumventing the problems involved in developing a stable model-
updating SHM strategy is the use of model-based methods in a forward direction – as
in FMD-SHM [4]. In this technique, the models are used to simulate training data for
a statistical model which, when presented with test data, would then be tasked with
identifying damage in the structure. This could reduce the computational burden
associated with traditional model-based SHM methods (another way of looking at it
is that it removes the need for real-life training data from data-driven methods, as
these data are simulated instead), but does not necessarily alleviate the requirement
for informative validation datasets.

It is hypothesised in this thesis that it may be possible to avoid the dependency of
model-based methods on high-cost system-level validation data by approaching the
validation problem in a hierarchical sense. If the model of a complex assembly can be
broken down into a set of simpler submodels, these could then be validated separately,
using validation data drawn from the components or subassemblies they represent.
This could potentially be a much less expensive task than carrying out validation
at the system-level, as only the components where damage would be expected to
manifest would need to be tested in their damaged states. Once the submodels are
validated across the full range of operational and damage conditions expected in the
assembly structure, they could then be reassembled in order to recover the system-
level predictive model, but with quantifiable confidence now attached to any further
predictions.

Uncertainty is virtually unavoidable in engineering because lack of knowledge is
present in any prediction or measurement of a system or structure’s behaviour. Over-
all uncertainty can be divided into two contributing types of uncertainty: epistemic
and aleatoric uncertainty. Aleatoric uncertainty refers to the inherent randomness
in a system and causes a scattering of measurements or predictions around the true
value – this is generally estimable through verification and validation (V&V) [4].
Epistemic uncertainty refers to the reducible lack of knowledge of a system, and it
generally leads to a biased error in measurements or predictions [4]. Epistemic error
can generally be reduced by adding complexity to a model to more accurately repre-
sent the underlying physical processes, or by improving experimental practice in the
case of recording measurements. However, the biases it causes are often of unknown
magnitude and the problem of epistemic uncertainty in engineering modelling is an
outstanding research area.
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A key issue in modelling is the quantification and handling of model discrepancy,
which is an example of epistemic uncertainty in a problem. Model discrepancy is
defined as the difference between the predictions of a model and the observed data
when the true parameters of the model are known, due to estimations and discreti-
sations of physical processes represented in the model [5]. Numerical error can also
contribute significantly to overall model bias [6]. Error is caused by uncertainty, and
it is a measure of the difference between an estimation and the true solution. Model
discrepancy often results in systematic errors; a model discrepancy function can be
defined during the V&V process to account for this.

Verification is defined as ‘the process of determining that a computational model
accurately represents the underlying mathematical model and its solution’, and is
divided into code verification and calculation verification [7]. Complete verification
accounts for both mesh convergence and discretisation error (although the two are
closely linked) [8]. Validation is defined as ‘the process of determining the degree to
which a model is an accurate representation of the real world from the perspective
of the intended uses of the model’ [7]. Put more succinctly, verification asks ‘does
the model solve the equations right?’ while the validation process asks ‘is the model
solving the right equations’ [9].

V&V provides the means by which uncertainty and error can be accounted for in
the application of predictive models. It allows the modeller to determine a model
that is demonstrably accurate to a level that is pre-determined according to the tasks
at hand, and to quantify the uncertainty that remains in the model predictions.
Problems exist in the implementation of rigorous V&V strategies when applied to
SHM, which will be investigated in this thesis through techniques such as dynamic
substructuring and hierarchical modelling.

1.2 Project motivation
The necessity to validate models to ensure confidence in their use has long been a
stumbling block to their widespread uptake in an SHM context, due to the problem of
lacking sufficient data. This is because V&V to support model-based SHM strategies
would usually be carried out using assembly-level data from a potentially unique,
high-value, large-scale structure in both its undamaged and damaged states. Each
of these aspects of common structures suitable for SHM makes the acquisition of
validation data very difficult, and in many cases not viable. This therefore motivates
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further research into the field of V&V for SHM. The requirements of the V&V process
currently hold back industry implementation of model-based SHM, and therefore
development of the practice offers potentially very significant benefits by providing
solutions to the issues discussed here.

The lack of comprehensive assembly-level data also affects the implementation of
data-driven SHM strategies for similar reasons to those outlined above: in data-
driven methods, training data are required for the machine learning algorithms. In
the absence of assembly-level damage-state data, data-driven methods are generally
limited to novelty detection to infer damage (although some unsupervised methods
such as clustering are able to provide advancements on this). It is therefore pos-
sible that the development of methods to mitigate this could expand the potential
effectiveness of SHM strategies in a wide range of scenarios.

1.3 Aims and objectives
It is hypothesised that the issues associated with the acquisition of validation data
for physics-based models can be circumvented by approaching V&V in a hierarchical
manner. This would entail breaking a complex model of a fully assembled structure
down to a set of subassembly- or component-level structures. These smaller substruc-
ture models would then be validated separately, a process that could offer much better
feasibility than assembly-level validation. This is because the V&V strategy could
utilise symmetries and modular aspects of the assembly; the ease of testing could
be improved, allowing laboratory data acquisition at lower cost; and damage-state
testing would be at lower cost for simpler structures.

The central aim of the project is to develop and evaluate a novel framework for V&V
of models in an SHM context, focusing on the application of predictive models to
FMD-SHM. This framework will set out best practices for the hierarchical V&V of
models, and will seek to provide a step forward for the use of model-driven SHM
in industry. The tasks required to achieve this aim can therefore be categorised as
follows:

1. Develop the theoretical background required to execute the framework.

2. Demonstrate that the framework is appropriate for use in an SHM context.

The aims above required research to be carried out into the fields of dynamic substruc-
turing, traditional V&V, and uncertainty propagation. These will, respectively, pro-
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vide the capabilities to assemble validated models in a hierarchy, determine best prac-
tices for V&V of substructures and allow the uncertainty quantified at substructure-
level to be carried through to the assembly model. Based on the above, the following
objectives are defined for this project:

1. Create a hypothesis framework for hierarchical V&V.

2. Identify target structure(s) and acquire data with which to demonstrate ele-
ments of the framework.

3. Evaluate and demonstrate the use of suitable metrics and criteria for substruc-
ture model validation and uncertainty quantification (UQ) for SHM.

4. Develop a robust methodology for uncertainty propagation (UP) upwards through
model hierarchy using numerical case studies.

5. Identify the impact on the handling of features when employing hierarchical
models in an FMD-SHM context.

6. Demonstrate using experimental data how appropriate validation, UQ and UP
techniques can be applied in practice for hierarchical V&V.

7. Use the hierarchical V&V framework to demonstrate and evaluate the applica-
tion of FMD-SHM for the target structure.

8. Evaluate and refine the framework to identify how it would interface with ex-
isting practices in industrial health monitoring and to outline requirements for
future research.

The main contribution of this research will be the framework for, and demonstration
of, the application of hierarchical validation to model-based methods of SHM. If
successful, this will provide a benchmark from which further studies on model-based
SHM studies can proceed, with demonstrations that the data-acquisition problem can
be reduced in the development of predictive models. The framework will be presented
in basic form early in the thesis, and investigations into its application will inform an
evaluation of the original ideas, from which an updated framework can be formulated.

Further contributions in this thesis will be based on the evaluation of validation meth-
ods for FMD-SHM methods on a realistic, novel, dataset. The data used in this thesis
are drawn mostly from a laboratory-scale truss bridge, which is very representative
of structures seen in built infrastructure worldwide.

7



1.4 Thesis layout
The chapters of this thesis proceed as follows:

2. Literature review: the existing literature concerning methods and applications
of SHM and V&V is summarised, indicating the current state of the art and
potential for further research.

3. Hierarchical validation hypothesis: an initial framework for hierarchical valida-
tion in a model-based SHM context is presented. Motivations for the framework
and foreseen advantages and disadvantages are discussed.

4. Hierarchical validation theory and methods: the technical processes for carrying
out hierarchical validation are presented and tested using numerical examples.

5. Feature selection in a hierarchy: the selection and handling of damage-sensitive
features within an FMD-SHM context based on hierarchical validation are dis-
cussed. Potential benefits are highlighted alongside potential pitfalls, and ideas
are tested based on experimental data.

6. Quantification and propagation of uncertainty in hierarchical validation: the
quantification of uncertainty in an assembly via validation of submodels of that
assembly is investigated through an experimental case study.

7. SHM case studies: the validated models developed in the previous chapter are
tested on a range of SHM tasks and compared against traditional methods.

8. Conclusions: the performance of the previously presented framework is evalu-
ated based on the results of the tests carried out in previous chapters. A new
framework is presented based on the findings of the research. Future areas of
research which follow on from this thesis are identified.

8





Chapter 2

Literature review

This chapter provides a review of the current state of the art in SHM, with a particular
focus on FMD-SHM methods. FMD-SHM is the strategy by which a sufficiently
validated model is used to generate training data for data-driven damage identification
methods [4, 10]. The chapter will cover the existing literature in this field, and it aims
to contrast FMD-SHM techniques with other, more established SHM techniques; these
are broadly divided into inverse model-driven methods and data-driven methods [2, 4].
Other areas of interest covered in this chapter include V&V and uncertainty analysis
in physics-based and data-based models. The review will conclude by highlighting
the areas which are still open for further research. Detailed methodological literature
is not presented in this chapter; instead, techniques and methods will be referenced
where they are applied throughout the thesis. This is intended to allow this chapter to
deliver an overall review of research in SHM and to frame the more detailed discussions
that follow in the later chapters.

2.1 Structural health monitoring: An overview
Structural health monitoring has been a fast-growing area of research in the fields of
civil and mechanical engineering since its inception in the mid 20th century [3]. The
SHM field is often split into four categories [2, 3]:

1. Machine condition monitoring

2. Global monitoring

3. Large area monitoring

4. Local monitoring
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SHM tasks are generally aligned with a particular maintenance strategy, includ-
ing ‘run-to-break’ maintenance, time-based preventative maintenance and condition-
based maintenance [2]. These strategies represent progressively greater investment,
but offer greater long-term benefit in terms of reduced structural risk and reduced
maintenance or repair costs. Condition-based maintenance is reliant on continuous
analysis of the health state of a structure, and is therefore dependent on some form
of online SHM.

Cases favourable for implementation of SHM strategies include structures with low
safety factors, structures which have catastrophic consequences of failure (either be-
cause of cost or safety), structures for which damage progresses from incidence to a
critical state on a relatively short time scale, and structures for which NDT is difficult
or impractical [3]. The extent of a prospective SHM strategy is usually based on a
trade-off between the diagnostic capability of the strategy and its cost and complex-
ity. The scope of SHM systems is clarified neatly in Rytter’s Hierarchy [1], where
the SHM tasks are ordered from damage detection, through damage location, assess-
ment and remaining life prognosis. The hierarchy is organised such that the tasks
progressively increase in complexity, with each task requiring completion of those
before it [1]. Damage assessment is often split into classification of damage type and
estimation of the severity of the damage. Future SHM research areas highlighted in
[3] include the following:

1. Methods to increase area coverage per sensor

2. Techniques for performance validation

3. Development of technological capabilities and business applicability

4. Efficient data handling to give operators information for decision making as
opposed to raw data

5. Fusion of data from multiple sources to improve prognostic capabilities

This thesis concerns the field of model validation for SHM, and it is therefore sit-
uated in the research following point 2 of the above. Point 3, concerning general
technological development and business application of SHM research, is critical to
most engineering research. Issues relating to the development of the FMD-SHM
framework would also fall within the research described by point 4.

A further series of significant works reviewing the field of SHM are recognised in
this chapter. The first two were produced by the Los Alamos National Laboratory.
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Doebling et al. compiled an extensive review summarising an extensive range of
SHM research up until 1996 [11]. The summaries are presented chronologically and
are organised by method and application. Sohn et al. followed up on this work in
2001, providing an update on the state of SHM research in that period [12]. Finally,
key insight and detail into the state of research in a range of fields of SHM up to 2013
can be found in Farrar and Worden’s book [2].

2.2 Data-driven structural health monitoring
Data-driven methods of SHM refer to processes that make use of structural data
only to infer the health state of a structure, without any dependence on physical
knowledge. The methods usually rely on some statistical machine learning model,
the opaque nature of which means the models are often referred to as black boxes;
investigation of the internal mathematics of the models generally yields no physically
interpretable meaning. The capability of the method selected is dependent on the
training data available, and the requirements of the SHM strategy it serves.

It is possible for data-driven methods to serve the first three stages of Rytter’s Hier-
archy, provided adequate training data can be acquired, with labels where necessary
[1]. However, the final level of the hierarchy, damage prognosis, requires knowledge
of the physical laws governing damage propagation, and it is therefore unlikely to be
feasible to carry out using purely data-driven techniques.

Data-driven methods can be separated into supervised and unsupervised learning
methods. Supervised learning refers to the case in which the training dataset contains
target labels, describing certain damage states and operating conditions in the case
of SHM applications. These methods can be used for damage detection, damage
location and damage assessment. Unsupervised learning techniques are based on
datasets which have no labels or targets, which reduces the problem to a novelty
detection exercise; these techniques can only be used for damage detection in an
SHM context [2, 4].

Successful applications of data-driven SHM methods include, among others, damage
detection in a bridge and in pipes [13, 14]. A recent review of data-driven SHM
focused on deep learning techniques can be found in [15].

The dependence of data-driven methods on labelled training data is a significant
issue in SHM, as damage-state data from the target structure are often difficult to
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acquire. Efforts to alleviate this issue in a data-driven framework include ideas such
as grey-box modelling and population-based SHM. Grey-box modelling refers to a set
of techniques for data-driven SHM that incorporate physical laws into the machine
learning algorithms [16]. Population-based SHM techniques use data from structures
across a fleet that exhibit similarity to each other to enhance knowledge of the label
space for those structures, generally utilising some form of transfer learning [17].

2.3 Inverse model-driven structural health moni-
toring

Physics-based models are used for a range of tasks in SHM strategies. Model-driven
SHM, as opposed to data-driven SHM, is sometimes referred to as a white box method;
this is because the model is usually based on physics-based laws and parameters which
the modeller can tune, or at least understand.

The inverse model-driven, or model updating, approach to SHM – referred to in this
thesis as IMD-SHM – is a method for damage identification based on knowledge of the
physics of a structure. Using a set of physics-derived laws, a representative model is
constructed to represent the target structure, often utilising finite element model(ling)
(FEM) techniques. The model outputs will usually be dependent on a set of inputs
and system parameters (where the parameters define the physical properties of the
system and the inputs describe its operating condition), such that as new response
data are acquired from the monitored system, the input vector can be updated to
fit the model predictions to the data. From the updating of the inputs, which have
known physical meaning, the health state of the system can be inferred; this process
is known as parametric or sensitivity-based model updating [2, 4, 18].

An alternative updating method, direct model updating, applies the updating process
to the parameter matrices of the model [19]. These techniques are generally less
physically interpretable and can often suffer from issues of solution uniqueness. Direct
model updating methods appear to have been largely left behind in recent research,
with modellers preferring parametric methods.

Due to the large scale and complexity of many models used for SHM, the number
of inputs can be very large, which can lead to significant ill-conditioning and ill-
posedness in the updating problem [19]. Regularisation is introduced as a means to
ensure that a unique solution for the updating problem can be found [19]. Several
techniques of regularisation are presented in the literature [20, 21], many of which are
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based on an addition of constraints by using knowledge of the physics of the system to
eliminate certain parameters from the updating process. Methods for regularisation
include use of the Moore-Penrose Pseudo-Inverse and statistical parameter subset
selection; other methods are given in [19].

IMD-SHM has been shown to be successful in a number of applications, including a
wall structure [22], a bridge [23] and historical structures [24]. However, significant
issues remain with the computational cost of model updating problems [4].

2.4 Forward model-driven structural health moni-
toring

A novel method for model use in SHM is forward model-driven SHM [4, 10]. This is
a ‘hybrid’ approach in that it makes use of both data-driven and model-based SHM
techniques: a physics-based model is used to generate training data for a machine
learning-based statistical model [4]. This statistical model can range in capability,
from novelty detection in response data to full damage prognosis, depending on the
system requirements and the level of training data that the physics-based model can
provide [4, 10, 25, 26].

The method offers greater feasibility in an SHM context than IMD-SHM methods in
that it avoids the difficulties present in developing a stable model updating problem,
with predictions being used in the forward direction only. This also has the added
benefit of concentrating computational resource at the development stage: once the
machine learning algorithm is trained, no further computation is required beyond the
running of the statistical model. Compared to purely data-driven techniques, FMD-
SHM is less reliant on data availability, and the use of physics-based predictions allows
for more advanced SHM tasks, such as damage prognosis, to be carried out.

The research concerning FMD-SHM is still in its infancy; however, certain inves-
tigations have achieved success in a variety of applications. An early example by
Castellini and Revel aimed to prove the effectiveness of laser Doppler vibrometry to
detect, locate and characterise damage in composite structures [27]. The investigators
successfully used deterministic predictions generated using an FEM to train an artifi-
cial neural network (ANN) to be able to detect and to locate damage in two separate
specimens. Ko et al. used an FEM to train ANNs for damage detection, location
and assessment in a bridge [28]. The model used was validated in a separate paper
[29], but uncertainty quantification was not taken into account. However, the method
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proved effective when applied to simulated test data. In a separate investigation of
the FMD-SHM method, Zapico et al. used an FEM-generated dataset to train ANNs
for damage location [30], aiming to use ANNs to directly update the stiffness matrices
of a separate FEM for a set of damage scenarios. Zapico and Gonzalez followed up
on this investigation in 2008 with an investigation on a five-storey building structure
[31]. They used modal data to predict the characteristic matrices of the damaged
structure, using training data for ANNs generated by an FEM.

The first known application of the FMD-SHM technique to real-life civil structures
was by Lee et al. in 2005 [32]. They applied FEM-generated training data to ANNs for
damage detection in a beam and a bridge, using mode shapes as the network inputs.
The method was found to be successful for damage detection in bridge structures,
in both laboratory conditions and in operation (in the presence of traffic loading
conditions) [32]. In an extension to this work, in which probabilistic neural networks
were trained for damage localisation on bridge structures, probabilistic FMD-SHM
techniques were shown to be viable [33]. The general use of ANNs trained by FEMs
in a forward manner is finally classified by the same authors as ‘model-based’ in
[34]. An additional application of the FMD-SHM method to bridges used a support
vector machine (SVM) method for damage detection [35]. The results aligned, to a
degree, with the investigators’ previous findings using a model updating procedure
[35]. An FMD-SHM method was used for damage classification on an experimental
bridge structure [36]. The process was successful in classifying damage simulated
in the structure by alteration of its boundary conditions. These findings are highly
encouraging for the potential of FMD-SHM.

The comparative merits and drawbacks of the FMD-SHM compared to IMD-SHM and
data-driven SHM were discussed in [4] based on a series of case studies. A following
work focuses on developing a framework for executing FMD-SHM, and also presents
investigations into a range of methods for V&V and UQ in an FMD-SHM context [10].
The discussions cover the use of emulators and methods to address model discrepancy
such as Bayesian history matching and Bayesian calibration bias correction.

Pawar and Jung used the FMD-SHM method to develop an SVM for damage classi-
fication as part of a helicopter health usage and monitoring system [37]. Using load
levels as inputs, the SVM was able to successfully classify damage severity accord-
ing to a three-tier scale, including in the presence of random noise on the simulated
values. Separately to this, FMD-SHM was also shown to be effective where an FEM
was used to train SVMs for damage location in beams [38].
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ANNs were trained for crack detection, localisation and assessment in aerospace fuse-
lage using FMD-SHM methods by Sbarufatti et al. [39]. This study is notable because
it focused on damage propagation in an experimental structure, and because it took
account of uncertainty. This work was furthered in 2014, using Lamb waves with a
forward model-driven technique [40]. In this paper, numerical simulations were used
to inform ANNs, which were then applied to the assessment of damage extent in
cracked plates experimentally. FMD-SHM was used in order to detect damage in an
experimental 8-degree-of-freedom (DoF) system, where antiresonances were used as
the input features for the ANNs [41]. This was extended with further tests on the
8-DoF structure and a damaged beam using a novel learning technique [42].

Attempts to integrate uncertainty into FMD-SHM were made by Zhou et al., who used
probabilistic neural networks trained on noise-contaminated FEM predictions [43].
This showed some promise in a damage localisation context for a bridge structure.
An investigation of probabilistic damage prognosis was presented in 2016 by Leser et
al. [25]. This paper used a crack growth model with associated uncertainty to predict
the growth of a crack in a notched specimen with associated confidence intervals via
surrogate models.

Applications of FMD-SHM in practice can be found in damage detection for offshore
structures [44], image recognition [45, 46] and human biology [47]. This is a limited
selection, and further investigations using realistic datasets are required to lend the
method further credibility within the SHM canon. Looser applications of FMD-SHM
involve the use of physics-based models to augment data, rather than to simulate a
whole training dataset. This has been applied in the case of the Z-24 bridge, where
classifiers trained entirely with simulated data were compared to classifiers trained on
multi-source (generated and experimental) data; classification accuracy was improved
when data were fused from all possible sources [48].

It is clear that for further advancement of FMD-SHM, formal strategies to quantify
uncertainty (both random and systematic) must be developed [10, 26]. Barthorpe and
Gardner discussed the development of FMD-SHM in a paper presented in 2019 [26];
the authors highlighted V&V and UQ as key issues in particular. Future research re-
quired to advance the status of FMD-SHM should therefore follow two directions: the
demonstration that the method can be used within a robust uncertainty framework
(in order to establish quantifiable confidence in the method), and more exhaustive
demonstrations using real-life datasets that the method is applicable in an SHM con-
text.
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2.5 Verification and validation
When employed for SHM purposes, physics-based models can be used for a range
of tasks, from informing feature selection to generating training and testing data for
statistical inference [4]. The use of the model dictates the level of trust required,
with relatively coarse models considered suitable for feature selection [4]. However,
if a model is to be used to inform machine learning for some level of damage iden-
tification, a higher level of precision is required, which therefore demands a more
rigorous establishment of trust. This required level of trust or confidence is achieved
through V&V of the model [49], and is a basic requirement for the use of models in
FMD-SHM. It is widely accepted that no model is ever truly accurate [50]; therefore,
the V&V process is, in truth, a model falsification exercise [51]. Models are therefore
eliminated until they can be considered acceptably accurate and reliable based on
some quantitative or qualitative criteria. Two comprehensive guides for V&V and
UQ respectively are [7] and [52]. The former is a manual for the application of V&V
in an SHM context, while the latter provides an excellent summary of the techniques
developed for UQ in SHM up to 2015. A further guide for validation workflow is
presented in [53]. Resources which cover V&V problems specific to SHM include use
of masses as ‘pseudo-faults’ in data acquisition [54] and UQ of an FEM of a bridge
[8].

A V&V hierarchy for FMD-SHM is proposed in [10]. The approach suggested is as
follows:

1. Hypothesis testing

2. Quantification using validation metrics

3. Visual diagnostics

4. Diagnosis by deterministic validation metrics

Each layer of this hierarchy provides more information regarding the model’s perfor-
mance, and to its sources of uncertainty [10]. Hypothesis testing is essentially the
definition of a boundary between two or more distributions, such that null and al-
ternative hypotheses are defined. Frequentist methods for hypothesis testing include
the Kolmogorov-Smirnoff Test and Maximum Mean Discrepancy Test, while Bayesian
Hypothesis Testing is also possible [10]. The criteria for validation metrics have been
summarised as follows [55]:
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1. The metric should quantify the difference between model prediction and obser-
vational data.

2. The metric should be interpretable such that it can be used to aid model im-
provements.

3. The metric should be objective and consistent across all models and applica-
tions.

4. The metric should reflect the full distribution of the datasets, rather than certain
statistical moments.

5. The metric should be computationally efficient, and should converge reliably
for iterative procedures.

The verification and validation of predictive models is a very mature research field,
with a wide range of literature covering the area; the same can be said for uncertainty
quantification, a process that often goes hand in hand with V&V. However, the quan-
tification of epistemic (as opposed to aleatoric) uncertainty, is still an outstanding is-
sue. The observations of aleatoric and epistemic uncertainties are explained concisely
in [4]. Aleatoric uncertainty refers to the uncertainty arising from known randomness,
such as noise on input measurements. By contrast, epistemic uncertainty pertains to
actual lack of knowledge, exemplified by errors due to discretisation and model-form,
and systematic measurement errors [4].

In [9], Roache clearly articulates the differences between error and uncertainty. Error
is the value found by subtracting the true value of a variable from its measured value.
Uncertainty is the lack of knowledge that can be represented by the distribution of
a set of values that could be ‘reasonably’ attributed to the measured variable. The
solution error is the difference between a simulator output and the true values, while
the experimental error is the difference between the measured data and the true
values. Total validation error for a model is the difference between these two values
and is therefore independent of the true values.

The solution error can be defined as the cumulant of the model error (δmodel), numer-
ical error (δnum), and input error (δinput). The goal of validation is to reduce model
error, the goal of verification is to reduce numerical error and the goal of calibration
is to reduce input error. Each of these can be made the subject of Equation 2.1, the
expanded error equation for validation error (E) [9]. The final term in this equation,
δD, represents the measurement error.
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E = δmodel + δnum + δinput − δD (2.1)

A complete appraisal of the errors associated with modelling and simulation is given
in [56]. This resource defines thirteen errors sources based on a ‘generic’ system of
interest, which are intended to be applicable across applications [56].

Uncertainty in the modelling process causes model discrepancy for both forward and
inverse methods. This is often combined with measurement uncertainty in an overall
term in the model execution. [52] gives a thorough overview of methods of model
updating by Bayesian inference with examples and includes references to various
Markov chain Monte-Carlo sampling methods. The paper also covers the use of fuzzy
set theory for modelling of epistemic uncertainty. Model uncertainty is split into three
separate types in [52]:

• Parameter uncertainty

• Structure or model form uncertainty

• Code or numerical uncertainty

Approximate Bayesian computation (ABC) is a popular method for model calibration
due to its ability to incorporate prior beliefs into the process without requiring the def-
inition of a formal likelihood function (the probability distribution of the calibration
data) [57]. Two methods for model calibration, accounting for model discrepancy,
are introduced in [10]. Model discrepancy is defined as the difference between the
predictions of a model and the observed data when the true parameters of the model
are known due to estimations and discretisations of physical processes in the model
[5]; it is therefore usually the result of epistemic uncertainty.

Bayesian calibration and bias correction, developed by Kennedy and O’Hagan [58],
was found to be effective when applied in conjunction with an informative prior in
[10]. The method was used to remove model form errors in the calibration process
more effectively than Bayesian calibration without bias correction. However, when
significant noise was included on the training data, the method struggled to accurately
identify parameter distributions [10].

Bayesian history matching, a special case of ABC [10], was also applied successfully,
allowing for effective capture of uncertainties due to model discrepancy. In history
matching, parameters are rejected from the plausible input space [59]. The method
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avoided issues of non-identifiability which can hinder the Bayesian calibration and
bias correction method [10].

2.6 Review conclusions
It can be concluded from this review that, while SHM techniques have become very
advanced and can be widely applied, outstanding issues remain. Key among these
is the lack of labelled damage data on which to develop statistical or physics-based
models. This underlies key areas of interest in both data-driven and model-based SHM
techniques. Further integration of risk and probability into damage identification is
also required.

This thesis aims to address these issues by approaching FMD-SHM via a hierarchical
modelling strategy. This is designed to enable validation to take place at the com-
ponent level of structures, where labelled damage-state data may be more feasible to
acquire. The framework for this and its impact within current SHM literature are
described in the following chapter. The later chapters of the thesis will present tests
of this framework on realistic datasets, in an attempt to underline the applicability
of the techniques presented to real SHM problems in industry.
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Chapter 3

Hierarchical verification and
validation: Hypothesis

This chapter will introduce the main themes for the research in this thesis, focusing on
motivations for the research and initial ideas for frameworks to be investigated later
on; foreseen strengths and drawbacks of the proposals are also discussed. The broad
aim is to develop a framework for hierarchical validation of physics-based models for
SHM, which would allow for predictive damage models to be developed that do not
rely on validation data from high-value structures.

(a) An assembly-level model
of an onshore wind turbine

(b) A subassembly of the
wind turbine containing the
tower component and the
turbine substructure

(c) A subassembly of the tur-
bine substructure containing
the blade and hub compo-
nents

Figure 3.1: An example model hierarchy for an onshore wind turbine
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3.1 Motivation for hierarchical validation
The goal of SHM is to identify structural damage in some way, ranging from detec-
tion to classification and prognosis [1]. Physics-based models can be used for SHM
purposes in a variety of ways. IMD-SHM refers to model updating methods whereby
a model’s input parameters are updated in order to align its predictions with live
structural data; this allows for damage to be inferred from the state of the model in-
puts [4]. Models can also be used in a forward sense, where their predictions are used
to provide training data for statistical machine learning models for damage inference
[4]. In order to validate a model for each of these purposes, damage-state data must
be acquired for comparison with damage-state predictions. Many target structures
for SHM are unique or of extremely high value because this value itself motivates the
implementation of an SHM strategy. These requirements lead to a series of difficulties
when conducting V&V in an SHM context, summarised below:

1. Target structures may be of prohibitively high value to carry out invasive or
damaging data acquisition processes.

2. If the target structure is unique, usage requirements and other factors may
restrict the data acquisition process, limiting the types of testing that can be
performed.

3. The target structure may be difficult to scale or transport in a way that allows
for well-designed, controllable laboratory tests.

4. The design or operating environment of the target structure may make sensor
placement difficult, such as in the case of offshore wind turbines.

5. The operating condition of the structure may be difficult to replicate in order
to acquire representative validation data.

Notwithstanding some successes [60, 61, 62], due to the issues outlined above, model-
driven SHM has been significantly handicapped in its applicability in industry, despite
a large volume of research into the effectiveness of the various techniques. This
motivates research into the advancement of V&V techniques to mitigate the current
difficulties.

In order to ascertain the accuracy and reliability of representative models of reality,
their predictions must be ratified against actual observations from reality. This forms
a significant portion of the V&V process, and is critical in establishing model-driven
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systems that require any level of confidence in their predictions or outcomes. The
term verification refers to the efforts to ensure that the model is accurate in its
attempts to estimate a given solution, and verification therefore considers factors
such as discretisation errors and errors of numerical model design [9]. Validation
refers to the efforts to ensure that the model is an accurate estimation of reality and
that the solutions it attempts to derive are representative of real-life observations;
validation therefore considers model discrepancies, or biases, and random errors [9].

The concept of uncertainty can be separated into two contributors to overall lack of
knowledge: epistemic and aleatoric uncertainty. Aleatoric uncertainty, also known as
irreducible uncertainty, pertains to unavoidable uncertainties inherent to a problem
that cannot be reduced with additional knowledge. Aleatoric uncertainty is gener-
ally unbiased and random, and can therefore be captured and estimated in the V&V
process. Epistemic uncertainty, also known as systematic uncertainty, pertains to
uncertainties due to actual lack of knowledge, for example in the case of model sim-
plification or assumptions leading to certain physics being neglected from the problem.
These issues can lead to biased uncertainties, but they cannot be accounted for solely
by model discrepancy, as numerical error can also contribute significantly to overall
bias [6].

Error refers to the difference between an estimation and the true solution, and is
unavoidable when any level of uncertainty is present. Random errors are generally
considered the more benign of the two types, and manifest in a scattering of predic-
tions around a mean value that can be described by some statistical model. System-
atic errors, which are also referred to as model discrepancy or model bias, cause a
repeated offset between the prediction and the true value; these can be described by
a particular function based on a set of input parameters.

Hierarchical V&V offers the potential for a complex model to be validated without the
need for assembly-level data. This is achieved by using subassembly data to validate
a series of submodels separately and then constructing an assembly-level model from
the validated submodels. The uncertainty can be quantified at the assembly level
by propagating the uncertainty from the subassembly levels upwards via dynamic
substructuring, thereby establishing quantifiable confidence in the predictions of the
assembly-level model. This chapter presents the ideology for hierarchical V&V in an
SHM context, which aims to improve the feasibility of model-driven SHM in the long
term. This is potentially achievable for the following reasons:
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1. The method avoids the need to acquire damage-state data from assemblies that
represent high capital investment.

2. Testing can make use of repeated subassemblies or components, particularly in
the case of modularity or symmetry of components.

3. Ease of data acquisition can be improved as smaller-scale structures are required
for testing.

4. The testing of simpler structures could improve ease of sensor placement.

3.2 Examples of hierarchical validation strategies
Gardner [10] directly investigates the process of validating a system model through
validation of its subsystems. It is noted that it is through this capability that FMD-
SHM offers an advantage over data-based methods; if damage state data of the full-
scale system were required for model validation, the use of simulators would simply
comprise an additional step between real-life training data and the machine learning
process. The uncertainty propagation process was tested on a numerical study of
a 4-DoF system, and damage location was successfully predicted at the full-system
level.

Uncertainty propagation was used by Barthorpe [4] in order to pass uncertainty
through increasing model rank in the V&V process. This allowed for V&V to be
carried out on simpler submodels of the full system, which in turn allowed for mod-
elling of a system in various damage states. V&V was not necessary for the full-scale
model, as the confidence developed at the sub-system level was propagated upwards
to provide confidence at the higher level.

Nagel and Sudret [63] presented a complete framework for the quantification of un-
certainty in hierarchical models for the IMD-SHM task. Using Bayesian inference,
both epistemic and aleatory uncertainty were passed through the various levels of a
model using validation data from the lowest level upwards. The process was found to
be highly computationally expensive and prone to issues due to high dimensionality
and ill-posedness.

Li and Mahadevan investigated the use of two novel metrics for multi-level uncer-
tainty integration in their paper [64]: model reliability as a validation metric, and
data relevance. Data relevance was used to assess the relative importance of low-level
component model validation when integrated into the larger assemblies, and it was
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quantified using the Sobol’ index [65]. The model reliability metric used was effec-
tively a threshold on the prediction accuracy which, if exceeded, would result in the
rejection of the model.

3.3 Strengths and drawbacks of hierarchical veri-
fication and validation

The key aim of hierarchical V&V for SHM is to eliminate the requirement for assembly-
level damage-state data. This avoidance would significantly reduce the cost of vali-
dating models for SHM, and would in many cases make strategies feasible that would
otherwise be considered prohibitively expensive.

Many common engineering structures exhibit modularity in their design, from the
multiple blades of wind turbines to repeated deck sections in bridges. Validation at the
assembly level is therefore highly inefficient when a single subassembly could be tested
in isolation and then repeated throughout an assembly. Taking advantage of repeated
components and subassemblies in this manner has the potential to enormously reduce
the scale of the V&V task.

An extension of this logic could be applied to target structures that form part of
a population; for example, in the case of wind farms or airline fleets. Individual
structures in these populations may not be identical in specification, but they may
share nominally identical components or subassemblies [17]. The ability to validate
substructures of this type would offer strong value gains in the SHM of populations.

Many target structures for SHM are inherently difficult to acquire data from; this
can be because of accessibility issues or simply because of the scale of the structure.
Hierarchical V&V offers the potential to mitigate each of these issues. Validating
below the assembly level will generally simplify the structures of interest; this would
in many cases make sensor placement a less difficult task. It is also possible that
the subdivision of the assembly into its submodels could be designed to maximise
this benefit. In addition to this, working with smaller scale structures would allow
for greater ease, or feasibility, of laboratory testing to acquire validation data. This
would in turn allow for modellers to acquire better quality data, as laboratory testing
(as opposed to field testing) will usually allow for greater control of experimental
design.
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Outside the field of V&V, hierarchical model use has its own set of potential benefits.
A key advantage of submodelling is that it grants the ability to focus model resolution,
and therefore computational effort, in facets of the model assembly that are integral
to its behaviour [66]. This therefore allows for more parsimonious model design.
Another more practical benefit is that submodelling naturally allows for a division
of labour; this would allow modelling departments within companies to effectively
manage large projects and workloads collaboratively.

Hierarchical V&V (and hierarchical model design in general) does offer certain dif-
ficulties. The foremost issue with using hierarchical V&V in SHM is the question
of how to quantify the uncertainty in the submodels, and then propagate this un-
certainty through the assembly process [10]. Handling of uncertainties in a complex
model can often lead to extremely computationally intensive activities, for example
in the use of random sampling methods to propagate input uncertainties through
to model predictions. In addition, while aleatoric uncertainty is a relatively well-
understood discipline, the quantification and handling of epistemic uncertainty is an
open research question. Consideration into how this would affect the ability to assign
confidence to an assembly-level model based on a set of validated submodels must be
taken into account.

Another key difficulty in the use of submodelling is the question of how to model
the interfaces between the substructures [66]. Joint behaviour can greatly affect the
dynamic behaviour of a structure, and therefore presents a potential pitfall if not
properly accounted for during the assembly process. It could also be very difficult to
model joint behaviours from the assembly as boundary conditions of the submodels.
On the other hand, the use of submodels does offer the potential for joints to be
considered in specific detail, with bespoke interaction models able to be designed to
reflect complex physical behaviours.

Finally, a potential drawback of hierarchical V&V is the effect of local versus non-
local, or global, behaviours [64]. In designing and validating the submodels for SHM,
modellers must make sure to focus on model behaviours that would allow for global
damage detection in the assembly, and are not sensitive to local effects in the sub-
structure only.
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3.4 Proposed framework
In order to give structure to the successive discussions in this thesis, an initial pro-
posed framework for hierarchical V&V is presented in this section. This initial frame-
work is illustrated in Figure 3.2. This shows the steps required to fully develop a
model using hierarchical V&V, with the steps indicated in separate blocks, and other
inputs or endpoints to the process indicated in circles.

3.4.1 Operational evaluation

The statistical pattern recognition paradigm for SHM defined by Farrar and Worden
runs as follows [2]:

1. Operational evaluation

2. Data acquisition

3. Feature selection

4. Modelling for feature discrimination

While this thesis concerns model-driven SHM strategies (as opposed to data-driven
strategies), the paradigm is still useful as an overall guide. Operational evaluation
refers to the process of defining the justification and motivations for the SHM strategy,
the damage states of interest, the operating conditions of the target structure, and
the specific limitations concerned with data acquisition from the structure [2]. It
must therefore precede any further activities in the development of a model-driven
SHM strategy.

3.4.2 Model conceptualisation

Based on the recommendations of the operational evaluation, an assembly-level model
can be designed on a conceptual level to develop a representative version of the real-
life system. This will define the scope of the model and will provide a reference for the
following activities in the framework. Considerations should be made at this stage as
to the required level of complexity in the model, as well as to the confidence required
in its predictions and any further factors of safety that may be required. The use of
the model in an SHM capacity (for damage detection, localisation, etc.) should also
be decided, in order to inform its design for either updating or forward model-driven
methods. Initial specifications on selection of statistical models should also be defined
here in the case of FMD-SHM.
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Figure 3.2: Proposed framework for hierarchical V&V
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3.4.3 Definition of substructuring strategy

Once some idea of the form of the required assembly-level model is defined, the focus
can move on to the substructuring strategy that would enable hierarchical V&V. The
aim of hierarchical V&V is to validate an assembly-level model using substructure-
level data only. The aim of the assembly substructuring strategy is therefore to
define a series of submodels that will maximise the ease of data acquisition. Dynamic
substructuring has been identified in this thesis as suitable for the hierarchical V&V
process, and this is discussed in full in Chapter 4.

The main trade-off introduced in hierarchical V&V is the additional complexity of
joint modelling; this must be considered at this stage of the process. The interfaces
between substructures must be approximated closely, and any model-form errors in-
troduced should be anticipated to inform error quantification in the model re-assembly
process.

3.4.4 Substructure model design

This process entails the actual creation of a set of mathematical models to represent
the assembly substructures, and implementing the submodels in computational code.
This will usually involve the creation of finite element models. The models should
be suitably parameterised to enable effective model calibration (and to allow for
validation of the calibrated parameters), and a set of inputs to reflect the operating
condition and health state of the structure should be defined. These criteria will draw
on the specifications set out in the previous stages of the framework.

3.4.5 Substructure model verification

Verification refers to the efforts to ensure that the computational processes written
to implement a mathematical model are accurate [9]. Checks should be carried out
at this stage of the process to ensure that the submodels are free of coding errors.
In addition, where FEM codes are employed, convergence studies must be carried
out to ensure that the domain discretisations are suitably refined and that the code
predictions are converged to an acceptable level. The uncertainty associated with
computational models should also be quantified at this point as part of the verification
process.

30



3.4.6 Feature selection

Once the submodels have been verified, feature selection can be carried out to de-
termine the features in the model outputs that are most suitable for SHM. These
features should ideally be sensitive to damage but robust to other varying factors.

Carrying out feature selection at this stage of the process allows for streamlining of
the model validation process, as it will inform the data processing required for the
validation data and simplify the problem domains over which the submodels should
be validated. Further discussions of these ideas can be found in Chapter 5.

In the case of FMD-SHM, feature selection should reflect the requirements of the
statistical model as well as the physics-based model. Further criteria for the design
of the statistical model can be defined here.

3.4.7 Substructure model validation and uncertainty quan-
tification

Validation refers to the efforts to ensure that the predictions of a representative
model are accurate compared to reality [9]. This stage is therefore key to the overall
hierarchical V&V process, as it will ensure the accuracy and reliability of the submodel
predictions compared to structural data.

Validation should be carried out over the full operating range and at all damage states
of interest in the structure. The acquisition of validation data from the structures
should therefore reflect this, with a strategy being drawn up based on the operational
evaluation and overall substructuring strategy. Separate parameter calibration data
may be required for accurate estimation of the model parameters.

Full uncertainty quantification should also be carried out for each of the submodels
at this stage. This should take into account code uncertainties that were quantified
in the verification process, as well as the uncertainties associated with validation. Un-
certainty should be quantified in terms of distributions on the model parameters and
inputs, and in terms of any additional model discrepancy functions where required.
These uncertainties would then enable probabilistic predictions using the submodels,
which would quantify the confidence that can be attached to them.
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3.4.8 Model assembly and uncertainty propagation

Once the submodels have been fully verified and validated, and the uncertainty in
their predictions can be robustly quantified, they can be re-assembled to produce
the assembly model. This process must allow for propagation of the uncertainty
quantified at the substructure level to the assembly level. If this process is successful,
then no further validation activities will be required. However, some awareness should
be kept of the modelling of the interfaces between the substructures, as this could
introduce a significant further model discrepancy if not carried out adequately.

Preliminary discussions concerning this stage of the process, focusing on dynamic
substructuring and associated UP techniques, can be found in Chapter 4. A case
study on a realistic dataset is presented in Chapter 6.

3.4.9 Model use

Having developed a physics-based model for SHM using hierarchical V&V, the model
can be used for its given application. As has been hypothesised in this chapter, this
could potentially be achieved without the requirement for assembly-level validation
data, which could significantly reduce the data acquisition problem commonly associ-
ated with SHM. The application of models developed via this framework is presented
in Chapter 7.

3.5 Conclusions and further research in this thesis
The framework discussed in this chapter should be considered an initial guide for
hierarchical V&V in SHM only; aspects of it will be discussed and developed as
part of this thesis. Significant further work is required to cement the form of the
framework, but, in its current form, it should provide a jumping-off point from which
its benefits can be fully realised.

Conceptually, there is a clear scope for the reduction of the lack-of-data problem
currently present in model validation for SHM. These ideas are further refined in this
thesis through specification of various methodologies and testing of the techniques on
real-life datasets.

The hierarchical V&V framework was tested for an FMD-SHM strategy throughout
this project and the results are presented in the following chapters of this thesis.
The structure of interest was a laboratory-scale truss bridge, with experimental data
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drawn from the bridge struts for submodel validation (Chapter 6). Assembly-level
data was recorded for testing of the framework (the experiments are presented in
Chapter 5, the testing of the framework is carried out in Chapter 7), with assessment
of model accuracy following hierarchical validation carried out alongside typical SHM
techniques.

33





Chapter 4

Hierarchical verification and
validation: Methodology

This chapter presents the methodologies that can be employed to carry out hierarchi-
cal V&V in an SHM context, as was postulated in Chapter 3. Dynamic substructuring
methods are presented and evaluated as a viable method for model assembly of pre-
dictive damage models, and uncertainty propagation techniques are implemented in
tandem to investigate how uncertainty quantified at a subassembly level can be ro-
bustly translated to validated predictions at the assembly level. Through the demon-
stration of a numerical case study, it will be shown that dynamic substructuring
is applicable to the hierarchical V&V problem. This will then provide a basis for
rigorous evaluation of the methods against experimental test data in the following
chapters.

A nomenclature for this chapter (and the thesis as a whole) is provided below.

Structure An engineering system with a particular operating domain that can be
described by a set of physics-based laws.

Substructure A system that can be defined within a structure, often representing
a particular subassembly or component, that can be described with its own set
of physics-based laws.

Assembly A structure that comprises a set of subassemblies and/or components
connected by joints.

Subassembly An assembly of components that are connected by joints that itself
would be combined with other subassemblies to form an assembly.
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Component A basic structure containing no modelled joints that can be described
by its own bespoke set of physics-based laws.

Model A physics-based set of laws defined using engineering expertise to estimate
the behaviour of a structure.

Submodel A discretisation of a larger model over a particular domain that can be
combined using other submodels and known constraints to recover the ‘parent’
model.

4.1 Dynamic substructuring
Dynamic substructuring refers to a group of methods for the assembly and dis-
assembly of physics-based models used for dynamic analyses [66]. This allows for
a model of an assembly-level structure to be broken down into a set of submodels
representing substructures or components of the larger assembly. The techniques are
reversible, meaning that the assembly-level model is recoverable from its submodels.
Dynamic substructuring includes a diverse range of techniques, including methods for
reducing computational effort through model reduction and implementations of un-
certainty quantification and propagation. Based on these qualifying criteria, dynamic
substructuring was outlined as a means for applying hierarchical V&V to physics-
based models for SHM; a demonstrative application is used to justify the choice in
this chapter.

4.1.1 Motivation

Dynamic substructuring enables the solving of highly complex modelling challenges.
Physics-based models of dynamical systems, usually based on FEM, are often highly
onerous to execute due to the high number of degrees of freedom required to ade-
quately represent engineering structures; this problem is compounded in SHM, where
models may have to be executed many times in order to produce a probabilistic solu-
tion or solve an inverse problem. Therefore, techniques to reduce this computational
load are highly desirable.

It is a generally accepted paradigm that to solve a complex, multi-level engineering
problem, the problem domain can be broken down to define a set of more basic prob-
lems [66]. This process can allow the overall solution to be approached piecewise over a
series of more tractable solutions, provided that a complete solution can be recovered
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from these. This idea forms the basis of FEM as a technique, the widespread uptake
and success of which should clearly underline the usefulness of problem discretisation.

Dynamic substructuring allows modellers to tackle systems which would be highly
complex to describe adequately using a unified mathematical model. Instead, an
assembly can be constructed from a series of suitable substructure models; these
submodels can be developed to describe any particular set of subassemblies or com-
ponents. This enables modellers to approach assemblies in a more simplified manner,
allowing for more efficient allocation of computational resource, and more high-fidelity
simulation of significant components or processes where required (this can be com-
pensated for by saving computational effort on substructures that can be adequately
approximated with relatively coarse solutions). Further to this, dynamic substructur-
ing allows for the definition of key aspects of the physics of a system to be assigned in
a bespoke manner throughout an assembly; for example, a certain component or joint
could be modelled as a non-linear system, while the remaining components could be
accurately represented using linear models. It should be kept in mind that an assem-
bly model will always be (by definition) more complex than each of its submodels;
this is because it will usually contain all of the information encoded in the submodels,
as well as additional constraints that are defined in the assembly process.

4.1.2 Background

The foremost resource in the field of dynamic substructuring is the work by Allen et
al. [66]. This book comprehensively covers the techniques for dynamic substructur-
ing that are available and details the circumstances for their implementation. The
Craig–Bampton method for dynamic substructuring [67] (a widely used method for
the assembly of substructures and for model reduction in which the substructures are
separated into their boundary and internal degrees of freedom) is outlined in [66, 68].
Dynamic substructuring was presented as a technique for aiding the analysis of off-
shore wind turbines in [69]; this allowed the investigators to capture local dynamic
effects and their contribution to the global system with accuracy. Uncertainty quan-
tification and propagation techniques were applied to frequency-based substructuring
in [70]; this showed that the dynamic substructuring methodology was receptive to
integration of uncertainty and error, underlining its credentials in an SHM context.
Two theses applied the use of dynamic substructuring to problems in the automotive
industry [71, 72]. The former work focuses on the use of experimental frequency-based
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substructuring in the analysis of the gear train of BMW cars. The latter is more pri-
marily concerned with applying UP to experimental frequency-based substructuring
with a view to developing a strategy for system identification.

Linear substructures Non-linear substructures
Linear
joints • Well-understood in litera-

ture.
• No computational difficulty

due to non-linearity.
• Danger of model discrep-

ancy if non-linearity is
present in system of inter-
est.

• Reasonably well-explored
in literature, but lacking
benchmark methods.

• Some computational diffi-
culty added due to non-
linear substructures, the ex-
tent of which depends on the
type of non-linearity consid-
ered.

• Dynamic substructuring al-
lows for non-linear compo-
nents to be modelled in a
bespoke manner within the
assembly; however, discrep-
ancy may be present in the
assembly if interaction ef-
fects are not anticipated.

Non-
linear
joints

• Reasonably well-explored in
literature.

• Significant computation ef-
fort required due to time-
integrating solving methods
(some novel research chal-
lenges this).

• Allows for incorpora-
tion of non-linear friction
interactions between sub-
structures, which is a
common interface condition
in assemblies.

• Limited novel research in
literature, not directly ad-
dressing assembly of non-
linear substructures with
non-linear joint behaviours.

• Heavy computational load
required for fully non-linear
model.

• Would allow for devel-
opment of very low-
discrepancy model assem-
blies.

Table 4.1: A summary of the state of research on non-linear dynamic substructuring,
including key points of interest and considerations for each field
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The majority of physics-based modelling in engineering and SHM concerns linear
models, mainly because many engineering structures are often designed to operate
in the linear regime, or because observable non-linearity in the real system is rela-
tively weak and can therefore be ignored. Incorporating non-linearity into modelling
processes adds significant layers of complexity to the design and implementation of
the model, not to mention additional computational burden in running the model;
therefore, weak non-linearity or non-linearity outside the domain of interest is often
neglected. However, there are a range of engineering applications in which non-
linearity must be considered, including several examples within the field of SHM. As
such, the field of non-linear modelling has been explored in depth in the literature,
including non-linear FEM for dynamic models. On the other hand, the incorporation
of non-linearity into dynamic substructuring methods has been limited, and research
into how best to incorporate non-linearity into model hierarchies and assemblies is
an ongoing task.

When considering non-linearity with respect to dynamic substructuring, it is clear
that two aspects of non-linearity are key to consider: non-linearity in the substruc-
tures, and non-linearity in the joints between substructures (which may themselves
be linear or non-linear). A brief discussion of these two considerations is given in
Table 4.1.

An introduction to non-linearity in dynamic substructuring is provided in [66], which
considers methods for modelling geometric non-linearities in substructures. In ad-
dition to this, a review is provided of literature concerning the modelling of weakly
non-linear joints. Craig–Bampton has been extended for application to geometrically
non-linear substructures in [68], and is also included in [66].

Modelling of more complex non-linearities generally requires some sort of transient
analysis, and, as such, time-step integration is often used to derive a solution. This
was applied to dynamic substructures in [73] in conjunction with a Craig–Bampton
substructuring process. Time-integration methods were also used in order to reduce
model discrepancy in models with localised non-linearities in [74, 75, 76, 77]. Avoiding
the necessity for time-integrating methods in dynamic substructuring methods for
non-linear joints was investigating using a novel technique in [78].

Non-linear experimental substructuring was investigated in [74] and [75], where non-
linear boundary conditions and non-linear couplings between substructures were mod-
elled respectively. A comprehensive modelling strategy for a bridge has been carried
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out where the substructured model predictions were validated against experimental
data in [76]. Frictional effects were considered in [77], where a state-space formulation
was also implemented in the substructuring process.

4.1.3 Methodology

Dynamic substructuring can be approached in several distinct manners, depending on
the information available to the modeller and the intended application of the model.
There are two mathematical processes for the assembly of substructures: primal and
dual assembly. These are equivalent to each other mathematically, but each lends
itself to different techniques and situations [66].

In assembly of a set of substructures, conditions need to be defined which describe
the interface behaviour at the joints. The two key defining conditions are DoF com-
patibility, and interface force equilibrium. The simplest compatibility constraint is
to set the responses to be equal at the interface; however, this can be loosened to
improve accuracy in the modelling of joints.

The compatibility condition is enforced by defining a matrix, B (the compatibility
matrix). B is a signed Boolean matrix; in the case of rigid connections, it is defined
such that its product with x (the response vector of the substructures) is the zero
vector (Equation 4.1). The dimensions of B are the number of interface connections
in assembly by the number of unassembled DoFs.

In addition to DoF compatibility, the interface forces must satisfy the constraint of
equilibrium in assembly. This constraint is enforced by the matrix L (the localisation
matrix), which is defined such that the product of its transpose with g, the vector
of interface forces, is equal to zero (Equation 4.1) in the case of rigid connections
at the interfaces. It should be noted that internal forces are present in all masses
but do not generally contribute to global dynamic behaviour (or are neglected from
most models). However, the internal forces at the interface of an assembly must be
combined to describe a new set of internal forces within the new lumped mass.

The localisation matrix is an unsigned Boolean matrix whose dimensions are the
number of unassembled DoFs by the number of DoFs in the assembly. L will also
map the global vector of assembled degrees of freedom, xglobal, to x (Equation 4.2). It
can therefore be used to remove redundant information from the assembled equation
of motion, and it can also be shown that the product of B and L is the null space
(for non-zero solutions).
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
Mẍ+ Cẋ+Kx = f + g

Bx = 0

LTg = 0

(4.1)

For a substructuring problem under the assumption of rigid joint connections, the
assembly can be represented using the three-field formulation (see Equation 4.1). The
mass M , damping C and stiffness K matrices for the assembly are assembled from
the substructure matrices in a block-diagonal form, while the force f and response
x vectors are concatenated vertically. Other quantities shown in these equations are
the interface force vector g, the compatibility matrix B and the localisation matrix
L.

x = Lxglobal (4.2)

Starting with the three-field formulation, to apply primal assembly, Equation 4.2
is substituted into Equation 4.1 to eliminate redundant response entries from the
equation of motion. Following this, the equation is premultiplied by LT to eliminate
the vector g. This yields Equation 4.3.

M̃ẍglobal + C̃ẋglobal + K̃xglobal = LTf (4.3)

Direct physical assembly of substructures can be carried out simply using the primal
assembly method. To derive the assembled and updated parameter matrices (M̃ ,
C̃ and K̃) the parameter matrices from the full equation of motion (Equation 4.1)
are premultiplied by LT and post-multiplied by L. This process is similar to the
assembly of submodels in FEM. Following this transformation, solutions for the as-
sembled equation of motion can be derived as normal. This method has the benefit
of being very physically informative – the compatibility and constraint matrices can
be derived analytically, given knowledge of the joint coordinates – but can become
computationally difficult when combining substructures with many DoFs.

In dual assembly (also known as the Lagrange multiplier method [66, 71, 72]), a
new vector, λ, is defined. This is a vector of Lagrange multipliers containing the
magnitudes of g, according to Equation 4.4.

g = −BTλ (4.4)
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When Equation 4.4 is applied to the three-field formulation, it can be reduced to
Equation 4.5. In this case, the interface force equilibrium condition is satisfied by
definition.

[
M 0
0 0

](
ẍ
λ

)
+

[
C 0
0 0

](
ẋ
λ

)
+

[
K BT

B 0

](
x
λ

)
=

(
f
0

)
(4.5)

Frequency-based substructuring refers to the use of dynamic substructuring methods
in the frequency domain, and typically uses the dual assembly process. Frequency-
based substructuring is often used in experimental substructuring processes [70, 71,
72]. For conciseness, Equation 4.5 is simplified by substituting in Z, the structural
impedance of the assembly.

[
Z BT

B 0

](
x
λ

)
=

(
f
0

)
(4.6)

Using the admittance, Y (the inverse of impedance, Z), this system of equations can
be rearranged to derive Equation 4.7, which gives the response of the assembly. The
admittance of the subsystems, Y , is a block diagonal construction of the substructure
admittances. The assembled admittance, x, is therefore of the same number of di-
mensions as Y , with duplicate entries at either side of the interface; this means that
the matrix holds redundant information. The redundant entries can be removed to
derive the global admittance for the assembly.

x =
[
Y − Y BT

(
BY BT

)
BY

]
f (4.7)

The modal domain can also be used for dynamic substructuring methods. This allows
modellers to reduce the number of modes used in assembly based on the idea that the
higher order modes contribute less energy to the full solution. Therefore, an accurate
solution can be estimated with significant potential reductions in computational load,
at the expense of an error term due to the approximation [66].

x = Φη (4.8)

To apply dynamic substructuring in the modal domain, the response vector, x, is
replaced with η, the response in modal coordinates using Equation 4.8. The discard-
ing of higher-order modal contributions introduces a residual error term, r, to the
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equation of motion; this can be eliminated by premultiplying the equation by ΦT , the
matrix of mode shapes that are retained in the solution.


Mmη̈ + Cmη̇ +Kmη = fm + gm

Bmη = 0

LT
mgm = 0

(4.9)

The whole process yields an updated three-field formulation (Equation 4.9), from
which primal or dual assembly can be carried out. The reduced constraint matrices,
Bm and Lm, are defined according to Equation 4.10 and Equation 4.11.

Bm = BΦ (4.10)

ΦLm = L (4.11)

In any dynamic substructuring procedure, the assembly is carried out by applying
physical constraints to the substructures that define the joints in some way. There-
fore, it is critical that the modeller fully understands the specification and degrees
of freedom concerned with this definition (the Craig–Bampton method targets this
by identifying the interface DoFs prior to any substructuring, in order to maintain
relative ease of interface compatibility). In addition, assumptions that are made to
simplify the dynamic substructuring assembly process, such as the assumption of
rigid connections (which has been used in the above derivations), must be stated,
and attempts to quantify the discrepancy they introduce are highly recommended.

4.2 Uncertainty propagation
Three methods for UP through a dynamic substructuring process have been investi-
gated in this thesis and are summarised in this section: Monte-Carlo sampling, Latin
hypercube sampling [79] and linear perturbation. These methods were selected as
initial candidates for UP as they are relatively straightforward to understand and im-
plement; more advanced techniques may be required where necessary (various direct
implementations of UP within dynamic substructuring are available), for example in
the case where computational limitations may make sampling-based methods unfea-
sible.
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Monte-Carlo sampling is based on efforts to sample from a distribution on a purely
random basis, and is therefore the preferred method when sufficient computing re-
source is available to run enough samples to achieve a converged distribution. Latin
hypercube sampling is a stratified sampling method that aims to reach convergence
faster than Monte-Carlo; this is achieved by dividing the prior distribution into sub-
regions or strata of equal probability within each marginal distribution and randomly
sampling once from each those subregions; this space-filling method is analogous to
placing rooks on a chessboard such that no piece threatens another piece (in this
analogy the chessboard represents a Latin square – a two-dimensional distribution).
An illustrative example of Latin hypercube sampling from two uniform distributions
in the region [0, 1], x1 and x2, is given in Figure 4.1.

Figure 4.1: Example of Latin hypercube sampling from a two-dimensional joint dis-
tribution, also known as a Latin square, with 10 samples

Linear perturbation uses the mean and the perturbed mean only to evaluate the
distribution of the predictions, and is therefore the least computationally intensive
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of the three methods investigated in this thesis. Generally, the mean value for each
parameter value is perturbed by one standard deviation from its distribution [6]. The
values of the mean and perturbed parameters and predictions can be used to construct
the sensitivity matrix, S, where Si,j contains the entry ∂fi

∂Qj
(with f denoting the vector

of model predictions and Q the vector of parameters). The covariance matrix of the
model outputs can then be estimated according to Equation 4.12, in which V denotes
the covariance matrix of the model parameters.

var[f(Q)] = STV S (4.12)

This method of linear perturbation provides an estimate of the distributions of model
predictions based on parametric uncertainties. This estimate is based on a truncation
of the Taylor series that fits the model; therefore its accuracy is limited based on the
linearity of the model over the problem domain.

Direct evaluation of uncertainty was also considered for application to dynamic sub-
structuring. This has the virtue of giving the exact uncertainty on model outputs
based on the input uncertainty. However, this method quickly becomes highly com-
plex when a variety of inputs and outputs of interest are considered. It was therefore
not thought to be readily applicable to problems in SHM, as in this case, and was
not implemented in this investigation.

Various methods for UP bespoke to dynamic substructuring are also available. An
analytical approach to UP for frequency-based substructuring methods can be found
in [80]; this uses a truncated Taylor series approximation to propagate a normal distri-
bution through the assembly of frequency response functions and compares the results
to an equivalent Monte-Carlo simulation. A similar linear perturbation approach has
also been applied to the propagation of uncertainty through FRF assembly in the
aerospace sector [81]. Another, earlier, perturbational method for UP to estimate
uncertain FRFs, where Monte-Carlo sampling used to draw from uncertain FRF pre-
dictions can be found in [82]. The results in this paper compared favourably to a full
Monte-Carlo sampling scheme. UP for Craig–Bampton in has also been investigated
in an aerospace context [83]. A perturbation-based method was investigated, and the
results were compared against Monte-Carlo sampling. This paper used an extended
version of the Craig–Bampton Stochastic Method proposed in [84]. The impact of
perturbation magnitude was also investigated [83]. Sampling-based methods were ap-
plied to a Craig–Bampton substructuring scheme in [85]; this highlighted issues with
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sampling methods when large numbers of model parameters are used. An example of
UP in model reduction methods for aerospace applications can be found in [86]. Here,
meta-modelling was used to reduce burden of sampling from reduced-order models
for UP, in order to predict modal analysis results from the model through eigenvalue
computation. A review of uncertainty handling in dynamic substructuring can be
found in [87].

4.2.1 Case study: Uncertainty propagation in a plate assem-
bly

The methods of Monte-Carlo sampling, Latin hypercube sampling and linear per-
turbation are evaluated for UP in this case study. These methods were selected as
they were relatively straightforward to implement, which would allow for timely pro-
gression of the following investigations. Given the relatively small number of DoFs
in the models involved in this thesis, sampling methods were not expected to be
prohibitively expensive to execute.

The full assembly model represents a plate that is constrained at opposite ends, from
two substructures representing each half of the plate (themselves fixed at one end
and free at the other). The assembly is illustrated in Figure 4.2. The propagation
of parametric uncertainty of the substructures, as well as model discrepancy at the
assembly level are taken into account. Damage conditions could be simulated in the
models by reducing the stiffness of any of the springs. This reflects that damage in
structures can often cause a local reduction in stiffness; natural frequencies are often
useful as features to monitor for these effects. The case study compares and contrasts
the model predictions when using the three methods of UP, and also investigates the
propagation of uncertainty in the plate in the presence of increasing damage.
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(b) The assembled substructures A and B

Figure 4.2: Plate assembly estimated using dynamic substructuring and compared to
true model with damage location marked in red

The plate substructures were modelled as mass-spring-damper structures with nine
DoFs; the equation of motion is given in Equation 4.1. The model parameters were
sampled from normal distributions as summarised in Table 4.2; this was intended
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to reflect a scenario in which V&V had been carried out to construct appropriate
distributions for the key parameters of the submodels. The choice of the normal
distribution was made for convenience and illustrative purposes; the fitting of prob-
ability distributions to describe uncertainty is an important element of UQ, where
assumptions of a particular distribution can prove problematic [6] (the choice of a
flexible method for UQ – such as ABC – can mitigate this issue in practice [88]).
The normal distribution can cause problems in some cases because it is possible to
sample parameter values that are not physically possible (for example, stiffness or
mass cannot be less than zero); other distributions such as a uniform distribution can
be more effective in situations like these. Proportional damping was modelled for the
dampers. The ‘true’ assembly was modelled using the mean values for each parame-
ter; this was used to evaluate the performance of the assembled substructure model.
The models were used to predict the natural frequencies of the plate assembly using
the eigenvalue solution of the characteristic equations of the models; the uncertainty
associated with these predictions was then compared for the three UP methods.

Mean Standard deviation
m 1kg 0.1%
c 10Ns/m 10%
k 10000N/m 1%

Table 4.2: The parameters used for the plate assembly

The dynamic substructuring method of primal assembly in the physical domain was
used, where the parameter matrices of the substructures are assembled and updated
directly using the L matrix. The assembly process was carried out by using the as-
sumption of rigid joints, which made definition of the B matrix trivial – the L matrix
could then be derived numerically. The rigid-joint assumption introduced a discrep-
ancy to the benchmark model, which contained an additional set of springs. This
was intended to reflect that in a more realistic scenario some model bias introduced
in the assembly process would be unavoidable.
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Figure 4.3: The histograms/estimated distribution for the first mode of the assembly
(with true value marked as a vertical black line) in its undamaged state

Each of the UP methods were successfully applied to the dynamic substructuring
problem. The sampling methods were run based on 128 samples. This number of
samples was selected for numerical efficiency – verification activities would be required
to set this value in the implementation of these methods. Typically, samples are taken
in the order of at least 103 in order to assume convergence. The results are compared
in Figure 4.3, which gives the predicted distributions for the first natural frequency
of the substructured plate in its healthy state for the three UP methods, with the
true solution marked. The sampling-based results are presented as histograms, while
the propagated mean and variance from the linear perturbation were used to directly
compute the normal distribution for this method. The sampling-based methods pro-
duce output distributions that appear close to normal, but with skewness values of
0.1217 and -0.0209 for the Monte-Carlo and Latin hypercube methods respectively;
these results indicate some deviation from the normal distributions applied to the
model parameters. The kurtosis values of the results presented in Figure 4.3 were
2.9992 and 2.7484 respectively.

The perturbation method is comparable in accuracy to the sampling-based methods
but has a higher degree of uncertainty, with greater standard deviation observable
in the predictions. This overestimate of uncertainty indicates that the linear pertur-
bation approach is not suitable for this application, most likely because of invalid
assumptions of linearity through the model assembly and eigenvalue analysis; this
could potentially be improved by using more bespoke perturbation-based methods
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for dynamic substructuring, such as in [80, 81, 82]. Of the two sampling methods,
Latin hypercube has a lower offset in mean prediction from the true solution due to
its expected outperformance of Monte-Carlo sampling in solution convergence (the
errors for these were 7.7e-5% and 4.1e-2% respectively). It is clear, however, from
Figure 4.3 (and from the error values) that both of the sampling methods were fairly
accurate – using greater numbers of samples should further increase this accuracy.

The two sampling methods can also be compared on their performance in terms of
estimating a converged output distribution for the uncertainty on the model pre-
dictions. This is illustrated in Figure 4.4 for the first mode of the assembly in its
undamaged condition. This figure, plotting the Kullback–Leibler divergence metric
for the two sampling methods, shows that the Latin hypercube method converges to a
stable distribution much more quickly than the Monte-Carlo method. The sampling
processes were repeated five times to produce this figure. The Kullback–Leibler di-
vergence metric is a measure of the similarity between distributions, which will tend
to zero as the distributions converge [89]. The Kullback–Liebler divergence for two
distributions, f1 and f2, (DKL(f1∥f2)) can be evaluated for x samples according to
Equation 4.13 [89].

DKL(f1∥f2) =
∑
x

f1(x) log

(
f1(x)

f2(x)

)
(4.13)

Figure 4.4: The Kullback–Leibler divergence for the first mode of the plate assembly
in its undamaged condition based on Monte-Carlo and Latin hypercube sampling
methods
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This case study succinctly demonstrates the relative merits and drawbacks of the
three UP methods investigated: Monte-Carlo sampling, Latin hypercube sampling
and linear perturbation methods. Of the two sampling methods, Monte-Carlo is
preferable because it is based on true random sampling from the parameter distri-
butions. However, where computational resource is limited, the Latin hypercube
method could outperform Monte-Carlo, as the stratified nature of its sampling pro-
cess allows it to achieve convergence with far fewer samples. If computational resource
is extremely critical, the linear perturbation method can be used. This method re-
quires two model evaluations only, but provides a much more rudimentary estimate
of the output distribution – the assumption of linearity in the assembly process and
modal analysis was a likely cause of inaccuracies here (the measurable skewness and
kurtosis in the sampling results underline this issue). For this case study, it was
shown that the uncertainty ascribed to the model predictions was much greater for
the linear perturbation method compared to a converged sampling scheme. Based on
these results, Latin hypercube sampling was used in the following research work, as
it was judged to represent the best compromise between computational load and the
ability to estimate a set of uncertain model predictions. Implementing a sampling
scheme to propagate uncertainty was straightforward to implement, and this made it
an attractive option going forward.

The plate was then investigated in the presence of damage. Damage was simulated
in the model by reducing the stiffness value of the spring connecting masses one
and two in Substructure A; the damping at this position was also reduced by the
same proportion (the damage location is highlighted in Figure 4.2. The stiffness
was reduced proportionally in increments of 20% from the undamaged condition to
full damage. This would be comparable to an edge crack in the plate of increasing
severity; a damage extent of 100% represents a total loss of stiffness in the spring,
which would be equivalent to a full break in a structural member.
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Figure 4.5: The effect of damage extent on the first six modal frequencies; true
solution in green, dynamic substructuring solution in red (with ±3σ indicated for the
dynamic substructuring solution)

The results of the dynamic substructuring approach are compared with the true
solution (obtained from the full assembly model) across the damage range in Figure
4.5, which shows how the first four modal frequencies develop with increasing damage
in the structure. The results given in Figure 4.5 show good agreement between the
substructured solution and the true assembly, with the exception of mode 2. This
was caused by the discrepancy between the two models – the two substructures were
rigidly fixed together while the true assembly contained a set of springs and dampers
at this location (see Figure 4.2).

The successful propagation of uncertainty across damage states and the observable
sensitivity to damage suggest that the dynamic substructuring method will be highly
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applicable to the FMD-SHM problem, as statistical damage recognition models could
clearly be trained using these uncertain predictions. The problem of model discrep-
ancy in dynamic substucturing, as can be seen for mode 2 in Figure 4.5, is a concern.
It could be argued that, given the lack of damage sensitivity in this feature, this
mode would not be utilised in a model-driven SHM strategy; however, in the case
where significant discrepancy existed between damage sensitivity exists some miti-
gation of the discrepancy is necessary. This could be addressed by carrying out a
basic assembly-level validation exercise to identify significant discrepancies using the
undamaged model; alternatively, selecting features such as the proportional change
in natural frequencies to indicate damage (rather than their absolute values) could
reduce the impact of these discrepancies.

4.3 Conclusions
This chapter presented the basic theory required to carry out hierarchical V&V for
SHM. This can be divided into two sections: the first being the assembly methods
required to couple validated submodels and the second being UP methods that can
be used in conjunction with the coupling process.

Dynamic substructuring was identified as providing the means for the assembly of
validated submodels; a series of dynamic substructuring techniques were presented
and primal assembly was successfully demonstrated in a case study. Linear pertur-
bation and sampling-based methods were investigated for UP techniques to be used
alongside dynamic substructuring. Latin hypercube sampling was identified as the
most appropriate for this work. It should be noted that while sampling methods were
not expected to be computationally prohibitive for the models used in this thesis, this
will not always be the case. Where sampling is not a feasible approach, more advanced
techniques based on perturbations or model reduction should be investigated.

The case study presented showed that these methods should be adaptable to a realistic
SHM problem by investigating the propagation of uncertainty through a plate assem-
bly in the presence of damage in the plate. Probabilistic substructure models such as
these could be applied as part of an FMD-SHM framework by using their predictions
to generate a training dataset for machine-learning based damage identification al-
gorithms; this would be dependent on the selection of appropriate damage-sensitive
features to predict using the models. The following chapters will investigate key as-
pects of the hierarchical V&V framework and demonstrate the methods outlined here
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on a more realistic test case based on the initial success of the case study in this
chapter.

The integration of bespoke joint mechanics using dynamic substructuring was not
investigated in this chapter. The potential inaccuracies caused by this are illustrated
in the predictions for mode 2 of the plate assembly in Figure 4.5. Various methods
of modelling joints between substructures are available in dynamic substructuring,
which would be expected to reduce model discrepancy in creating assembly-level
models from a set of submodels. The impact of this would be a key area of future
research following this thesis.
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Chapter 5

Feature selection and sensitivity
analysis

This chapter investigates the feature selection stage of the hierarchical V&V frame-
work (see Figure 3.2). The hypotheses are tested on an experimental dataset drawn
from a laboratory-scale truss bridge and provide the basis for the following research
work carried out for this thesis. Feature selection is critical to the successful ap-
plication of a hierarchical V&V strategy for SHM since the features are used not
only for comparisons between model predictions and experimental data for validation
purposes, but also for the application of models to SHM tasks. Analyses of the im-
plications of these requirements are presented in this chapter as they have not been
directly addressed in the literature.

This chapter aims to present a conceptual methodology for the application of feature
selection in a hierarchical modelling strategy for FMD-SHM. This will be informed
by sensitivity analysis literature in order to determine which features show sensitivity
to damage, as is required for SHM strategies, but will be bespoke to the hierarchical
model form.

The feature sets identified in these tests will then be applied to model validation and
SHM tasks in Chapter 6 and Chapter 7 respectively; the suitability of the selected
features will be evaluated in these chapters when they are applied in practice. This
will demonstrate the potential of feature selection at this stage of the framework to
increase the efficiency of the validation process. It may also be shown that models
can be used for feature selection prior to validation as part of the FMD-SHM process.
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5.1 Background and definitions
Damage-sensitive features underpin the application of any online SHM strategy. They
can be defined as a given subset of a recorded dataset that shows non-negligible
variation when damage is present in a structure. Useful features generally have to be
acquired from raw recorded data through some extraction process, which will usually
reduce the dimensionality of the dataset in order to focus on aspects of it that are of
interest.

The discussion of features constitutes a large area of interest in the literature sur-
rounding SHM [2]. Feature extraction, as a discipline, refers to the efforts to determine
a series of subsets (features) from a given set of data. In effect, this motivates a se-
ries of strategies for data or signal processing based on the requirements from the
data. Dynamic data, such as those collected for SHM purposes, are usually recorded
by accelerometers measuring the response of a target structure in the time domain.
The time domain response is highly complex and difficult to analyse, so generally
a discrete set of lower-dimension features are extracted. The overall aim of feature
extraction in SHM is to acquire the features of the response data that most clearly,
robustly and parsimoniously indicate the presence of damage in a target structure.

Feature selection refers to the efforts to discriminate between the features that have
been extracted from a set of data, in order to identify those that are of most use to
the modeller. This is effectively carried out through some form of sensitivity analysis;
note that SA represents a broad set of methods and ideas – these will be discussed in
more detail later in this chapter. Modellers are usually required to make predictions in
a parsimonious manner, and, as such, they are incentivised to make the most efficient
use of the predictive features available. It should also be considered that for a full set
of features, more complex features may make certain other features obsolete, as they
contain all the information that is present in less complex features.

A large range of features have been previously utilised for SHM, and the various op-
tions are of differing usefulness depending on the situation. Features that are relevant
to SHM include (but are not limited to) response in the time domain; responses in the
frequency domain such as the FRF (complete spectra or sections of particular inter-
est); modal properties such as natural frequencies, mode shapes and antiresonances;
and features derived from other modal properties, such as mode shape curvatures and
modal strain energies. Global features, such as natural frequencies, are often suited
to tasks such as damage detection, while features with more local dependencies, such
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as mode shapes, are generally more applicable to tasks like damage localisation and
classification. Different features have different demands in terms of data acquisition;
natural frequencies and FRFs can be recorded with very few sensors, while detailed
mode shapes could potentially require a lot of sensors. Feature dimensionality is also
a consideration; features of high dimensionality can be more informative, but this can
also make them more difficult to utilise in computational models.

An example of a feature identification strategy in the field of wind energy can be
found in [90]. An attempt to benchmark a wide range of features for bridge damage
classification has been made in [91]. A review of feature selection metrics is given in
[92], which also introduces a new relevance metric. A further feature selection study,
in this case applied to acoustic emission features for condition monitoring, can be
found in [93].

5.1.1 Sensitivity analysis for feature selection

SA refers to a set of methods which aim to determine the links between variance in a
set of outputs to the variance in the inputs of a system [94]. It is therefore critical in
determining a set of features to extract and select from experimental data, as well as
analysing the predictive performance of physics-based models. In both of these cases,
the aim of SA in an SHM context is to determine, with confidence, a set of features
which have good sensitivity to damage but minimal sensitivity to other confounding
variables, such as environmental or operational variables (EOVs). SA can also be used
to determine suitable features on which to validate models, and to identify significant
inputs to carry out any UQ processes.

At the highest level, SA methods can be divided into qualitative and quantitative
methods [95]. Qualitative SA underpins the logic of many decision-making processes,
but, formally speaking, it refers to the application of engineering judgement when
presented with non-empirical evidence of output sensitivity. A simple example of this
would be to acquire scatter plots of model outputs over a range of input values and to
observe which plots show the greatest variance based on a particular input of interest.

Quantitative SA can be further divided into local and global methods [95]. Local
methods tend to rely on a perturbation analysis, in which a model is evaluated at
a nominal value and a perturbation of that value. A linear extrapolation is then
fitted to the results of these evaluations to estimate the output sensitivity in terms
of partial derivatives [94]. The method is useful in that it can be used to empirically
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estimate parameter sensitivity using a small number of datapoints only. However,
it is highly limited when model responses are not expected to be linearly correlated
with their inputs. Perturbation analyses can still be applied over a local range of the
problem domain, provided that modellers are aware of the potential inaccuracies of
the method and select an appropriate perturbation magnitude.

Global quantitative SA represents the most rigorous method for SA, with the aim of
giving empirical estimates for the sensitivity of model outputs over the full problem
domain [94]. These can be estimated by using sampling methods on the parameter
distributions and evaluating the model over the sample space [94]. The drawback of
these methods is that their execution can become very computationally expensive,
as multiple model evaluations are required to achieve a converged estimation of the
output sensitivity. Methods to reduce the computational effort involved in global SA
include the use of emulators [96, 97, 98], which reduce a complex model to a simple
function over a given domain, and Bayesian methods, which allow for faster conver-
gence by making use of prior knowledge and previous evaluations as the analyses
progress. A full mathematical outline of the Bayesian approach to global SA is given
in [96].

Probabilistic SA refers to attempts to determine the cause of variance in the case
where uncertainty is present as to the true set of model inputs [96]. In this case, the
input values are drawn from a probability distribution that describes the uncertainty
associated with the true values. In probabilistic SA, the model output variances can
be broken down into a set of main effects (due to single input) and interactions (due
to the joint effects of multiple inputs) [96]. Plots of the main effects and joint effects
can then be used to inform a qualitative SA process in a much reduced domain space.

Si =
var(E(Y |Xi))

var(Y )
(5.1)

ST i =
var(Y )− var(E(Y |X−i))

var(Y )
= 1− S−i. (5.2)

The variance-based approach to global SA can be applied using two metrics, known
as the main effect index (Si) – also known as the Sobol’ index [65] – and the total
effect index (ST i, which refer to input i of d) [96]. The main effect index is calculated
by dividing the posterior variance (given a particular input distribution) in the model
output by the overall variance in the model output (Equation 5.1 [96]). The total
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effect index applies the same operation to the total variance in the model output
given a particular input distribution (Equation 5.2 [96]). The total variance can be
calculated by subtracting the variance in model output given all input distributions
apart from the input of interest from the overall output variance. Reasoning on the
variance-based metrics can also make use of the joint effects of two or more inputs on
the output [96]. Through variance decomposition, it can be shown that the following
conditions will hold, in the case of independence between the input variables (for d

number of inputs) [96].

Si ⩽ ST i (5.3)

Σd
i=1Si ⩽ 1 ⩽ Σd

i=1ST i (5.4)

An exemplar SA based on the Sobol’ indices applied the method to the transport of
pesticides in soil [99]. Examples of Bayesian SA include applications to a model of
the aortic valve in biomechanics [100] and a non-linear airship model in FEM [101].
A good example of global SA applied in an SHM context can be found in [98], which
applied the process to tunnel models.

5.2 Handling of features in forward model-driven
structural health monitoring

FMD-SHM represents a hybrid of two separate techniques for carrying out SHM
[4]. The technique combines elements of law-based SHM with those of data-driven
techniques, and in doing so aims to circumvent some of the difficulties associated with
each.

In FMD-SHM, a physics-based model is created whose predictions are used in a
forward manner to generate training data for a statistical machine learning model [4].
Based on the requirements of the SHM strategy, the capability of the statistical model
could feasibly range from damage detection as a novelty detection exercise, through
damage location, to estimation of damage extent [1]. These capabilities could then
be extended to estimation of remaining life prognosis with the incorporation of an
additional predictive damage progression model [10].
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In the past, SHM techniques have focused on using either a data-driven or a physics-
based approach in relative isolation (notwithstanding research into the use of phys-
ical laws to constrain the training processes of data-driven methods [16, 102, 103])
[4]. Each of these methods has been affected by issues relating to the lack of data;
data-driven methods require large training sets, while physics-based methods are de-
pendent on data for model validation purposes. In addition, while the requirement for
model validation data can represent a one-off investment, traditional physics-based
strategies have used inverse techniques, in which damage is determined through a
parameter updating process that matches the model predictions with live data. This
process presents a serious computational challenge as well as raising issues of solution
uniqueness.

FMD-SHM obviously maintains a reliance on data to validate the physics-based
model. However, given that the model updating problem is avoided in the imple-
mentation of the strategy, many of the computational issues associated with purely
physics-based SHM are removed. The method also allows for careful management
of the lack-of-data problem through hierarchical model development. Validating the
model at a subassembly or component level allows for significant simplification of the
data acquisition process, and potential reductions in the quantity of data required
where components of subassemblies are modularised within the full assembly.

Due to the two-stage nature of FMD-SHM (first developing and running the physics-
based model, second training and applying the statistical model), the method de-
mands a certain duality when considering the use of features in the process. The first
consideration concerns the selection of features on which to validate the predictions
of the physics-based model. The second consideration – which should be viewed with
equal, if not greater, importance than the first – concerns the selection of features
based on which the statistical model can make suitable damage inferences. Given
that the statistical, or data-driven, model would utilise a set of measurable inputs
from the real-life structure (such as mode shapes or natural frequencies) to infer the
presence of damage, the physics-based model must be used to generate these inputs
based on a pre-determined domain of damage scenarios and EOVs. Therefore, the
input and output feature spaces of the data-driven and law-driven models will be
opposites of each other.

The validation of the physics-based model used in an FMD-SHM strategy must ensure
and assess its ability to accurately predict a range of damage-sensitive features based
on a set of input variables and model parameters. The input variables would cover
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the full range of health states of the structure to be detected or classified by the sta-
tistical model, as well as other EOVs related to the structure where required. Clearly,
as the complexity of the considered damage scenarios increases and as more EOVs
are included, the dimensionality of the validation space of the model increases. This
quickly increases the difficulties associated with the validation task; therefore, utilis-
ing features that cover the full variance caused by damage and EOVs with minimal
dimensions are ideal.

The selection of features on which to validate the physics-based model must be carried
out based on a trade-off between available computational resource and the difficulties
associated with the data acquisition process, and the desire for maximum data fidelity.
For example, a particular mode shape may be strongly indicative of a particular
health state of the structure, but may require a large number of sensors in unfeasible
locations on the structure. Data acquisition difficulties are well recognised and do
not require an exhaustive discussion here; the same can be said for computational
limitations (see introductory chapters for discussion of the challenges facing SHM and
the motivations for this research). On the other hand, increased data fidelity at this
stage would increase the ability of the model to train a sensitive damage detection
algorithm or develop an advanced classification model that can perform many levels
of Rytter’s Hierarchy [1].

To maximise the effectiveness of features to be used to train the statistical damage
identifier, a set of three criteria can be applied:

1. Feature selection should maximise the sensitivity to damage across the dam-
age states of interest. Ideally this sensitivity should highlight the presence of
damage as early as possible.

2. Feature selection should minimise the influence of EOVs.

3. Feature selection should minimise the dimensionality of the features or feature
space.

This stage of the selection process is much more closely aligned with feature selection
processes commonly found in literature [104, 105]. A review of feature selection
methods for machine learning processes can be found in [106]. Since the outputs of
the statistical model are damage labels of some kind, the aim of feature selection is
to identify the input features which maximise variance in the outputs. This is the
inverse of feature selection for model validation, in which case the inputs vector is set
and the aim is to identify the most sensitive output features.
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5.3 Relevance to hierarchical models and valida-
tion

A key method discussed in this thesis which could improve the feasibility of model-
driven SHM, in either a forward or inverse sense, is hierarchical V&V. This strategy
involves the division of an assembly-level model into a series of submodels representing
subassembly or component structures which are substructures of the full assembly.
The main benefit of this sub-division is a potential alleviation of the data acquisition
problems commonly associated with the model validation process (see Chapter 3 for
a full discussion of this).

While there are considerable advantages to constructing models for SHM in a hier-
archical manner, the process introduces a set of further considerations in terms of
feature selection. The most pertinent of these is the issue of feature locality. Many
features that are global to a submodel would behave in a local manner in the assem-
bly, which would raise issues in the ability of the SHM system to detect damage in
the global structure. Therefore, in the design of a hierarchical modelling strategy,
features should be selected that have sufficient local sensitivity to be used to validate
the submodels, but would also have sensitivity to global damage when the submodels
are executed at the assembly level.

A strategy for the handling of features in a hierarchically validated FMD-SHM context
would be to carry out a feature selection process using the full model hierarchy prior
to the substructuring and validation processes. The benefits of this are twofold:
firstly, the prior physical knowledge written into the nominal un-validated models
can be used to elicit sets of features which are appropriate for use at the assembly
level and the substructure levels (i.e. features which are sensitive to damage and fulfil
any other particular criteria depending on context); secondly, efforts can be made to
ensure that the feature sets employed at the assembly level for training the statistical
model and at the substructure level for validating the physics-based submodels are
relevant to each other (this would lend credibility to the substructure-level validation
process). This would allow for a set of features that are damage-sensitive in the
global assembly-level model to be determined, which would inform and streamline the
validation process at the substructure level. If the model is to be incorporated into
an FMD-SHM strategy, a further SA could be carried out following the hierarchical
validation process to finalise the features that would be used to train the statistical
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model. This feature selection strategy is investigated in this chapter through a case
study summarised in the following sections.

5.4 Case study: Feature selection for hierarchical
validation of a truss bridge

Figure 5.1: The laboratory-scale truss bridge used for this case study

This case study aims to demonstrate how feature selection would be carried out prior
to validation for a model assembly in an FMD-SHM strategy. The structure of in-
terest is a laboratory-scale truss bridge, shown in Figure 5.1, which was constructed
at the Laboratory for Verification and Validation in Sheffield. The aims of the study
are to indicate how an informed feature selection process can make use of a hierar-
chical model in its nominal form to optimise the validation process by utilising the
engineering knowledge that was used to build the model, leading to features sets that
can be used for submodel validation and for assembly-level SHM tasks.
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Figure 5.2: A schematic of the bridge structure with key dimensions marked

The bridge is a truss bridge of standard design, and it can be compared to many
real-life structures around the world. SHM studies have been carried out on similar
structures in the past, most notably on the KW51 railway bridge in Leuven [13, 107,
108]. The main load-bearing components of bridges of this type are the trusses, or
struts, which are therefore of key interest in SHM strategies. The advantage of this
laboratory structure is that the individual components are of low value; therefore, a
range of tests can be carried out on the bridge in its damaged states, where required
for this research.

The bridge is 700mm in height, 390mm in width and 2908mm in length; see Figure
5.2. The struts and deck are cut from aluminium plate of 4mm and 3mm depth
respectively. The longer, diagonal, struts are 1006.52mm in length and the shorter,
vertical, struts are 700mm in length; both are 20mm in height. The deck border and
upper frame are constructed from alumimium Rexroth, which is of 20mm in depth
and height; the upper frame is of 1500mm in length. The deck is of 390mm width
and 2908mm length, which are the same as the bridge as a whole.
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Figure 5.3: The boundary conditions of the bridge installed for testing

Figure 5.4: Example of the joint components of the bridge connecting the struts to
the deck and upper frame
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5.4.1 Experimental data

The experimental datasets used in this case study are drawn from a suite of tests
that followed up a dataset presented in 2021 [109], following similar methodology to
acquire healthy- and damaged-state data from the bridge structure shown in Figure
5.1. The bridge was fixed at each end, with all degrees of freedom constrained, to cast-
iron mounts, which were in turn attached to heavy concrete blocks (Figure 5.3). For
the purposes of these tests and the following investigations, these will be considered
rigid boundary conditions.

The previous tests were carried out in two phases. The first phase entailed a roving
hammer tap test in order to identify the mode shapes of the structure under excitation
in its nominal, undamaged state. This dataset was then used for matching the exper-
imental modes to those predicted by the numerical model. The second phase entailed
shaker-excited damage-state testing to identify the effect that increasing damage had
on the natural frequencies of the structure. Damage was introduced by saw cut to
the mid-point of each of the three vertical struts on one side of the bridge at 2.5mm
intervals up to maximum depth of 17.5mm, at which point the strut was replaced
before commencing the test on the next strut.

Similar tests were carried out for this case study, with the addition of a test to
identify the impact of boundary condition uncertainty on the results. The first main
objective of the new test set was to aid the accuracy of mode-matching by the modal
assurance criterion (MAC) to the model predictions; this was done by carrying out
a more high-fidelity roving hammer test with the bridge in its nominal condition.
The previous set of tests used 54 tap locations: 27 on the deck, one at the midpoint
of each strut and 13 on the upper frame [109]. This was insufficient for providing
mode shape data on which to discriminate between modes with similar mode shapes,
because the midpoint of the struts was a node for many mode shapes. In addition,
the struts showed the most deviation in mode shape between modes and were the key
components of interest, so additional tap locations along the struts were desirable.

The present tests used 76 tap locations, with three locations excited along each strut
at each quarter-length; the tap locations at the extreme ends of the deck were removed
for these tests as the bridge was fixed at these locations. The formula for the MAC,
which gives an indication of the similarity between mode shapes φ1 and φ2, ranging
from 0 to 1 (where 0 indicates no similarity and 1 indicates two identical mode shapes),
is given in Equation 5.5. This definition of the MAC is used throughout this thesis.

67



MAC =

∣∣∣{φ1}T {φ2}
∣∣∣2(

{φ1}T {φ1}
)(

{φ2}T {φ2}
) (5.5)

The secondary objective of the new tests was to acquire a more globally descriptive
set of damage-state data for the bridge; the damage tests were carried out on the
struts that were symmetrically ‘unique’ in the structure, i.e. the two diagonal and
vertical struts located in one ‘corner’ of the bridge – these were the four struts in the
far corner in Figure 5.1, closest to the laptop. These struts were labelled 1, 5, 2, 6 (see
Figure 5.5). The previous tests used in [109] investigated the progression of damage
in the three vertical struts on one side of the bridge using shaker excitation. The
present dataset should be more globally informative as, due to the lines of symmetry
of the structure in the xy- and yz-planes (see Figure 5.5), damage in any individual
strut would result in a similar effect on the response as one of the four conditions
considered here.

The final aim was to investigate the uncertainty implications of the joints on the
structure response. This was carried out by applying a known nominal torque to the
bolts fastening each strut to the assembly using a torque wrench, and carrying out
repeat tests in between removing and reattaching a particular strut.

5.4.1.1 Methodology: Healthy-state testing

Tap testing was used to identify the mode shapes for the lower modes of the bridge
structure using the roving hammer method (a PCB Piezotronics 086C03 impact ham-
mer was used in these tests). This allowed for a large number of test points to be used
without adding many accelerometers, which could impact the dynamic response of
the structure. Prior to testing, the ambient temperature was measured at 17◦C using
a local digital thermometer (visible in Figure 5.1 underneath the deck on the near
side of the bridge) in the vicinity of the bridge – this remained constant throughout
the test period. The bolts that fixed the struts to the bridge deck and Rexroth were
tightened using a torque wrench to 8Nm.

The dynamic response of the bridge was recorded in the range of 0–128Hz. Reducing
the scope of the tests to this frequency range had two benefits. Firstly, it allowed the
use of an impact hammer with a very soft tip. This meant that double-impacts could
be avoided, which were found to be an issue when exciting the struts due to their
extreme flexibility. In addition to this, a frequency resolution of 0.0625Hz could be
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achieved for the FRFs by limiting the recorded frequency spectrum to 128Hz and the
sampling frequency to 256Hz. This in turn allowed for greater precision in identifying
the natural frequencies within the spectra. This was desirable, as many of the bridge’s
natural frequencies were very close to each other in the frequency domain.

A triaxial accelerometer was used to record the response of the bridge to the impacts.
This was attached to the Rexroth on the upper frame of the bridge, as the mobility of
the structure was significant in that location, and many of the lower natural frequen-
cies had mode shapes which involved displacement of this part of the structure. The
accelerometer was fixed to the upper Rexroth on the near side of the bridge, between
the first two joints in the x-direction; it is visible in Figure 5.1. The accelerometer
used was a PCB Piezotronics 356B21.

Five repeat impacts were carried out at each damage location in order to reduce the
noise in the results through averaging. Additional pre-processing measures to increase
the cleanliness of the data were carried out by windowing (an exponential window
was used) the recorded excitation and response data.

Data acquisition was performed using the Siemens LMS system, with modal analysis
carried out using the PolyMAX algorithm which uses a curve-fitting method to isolate
modal characteristics from the recorded FRFs. The final chosen modes were extracted
concurrently with the modes used in the damage-state testing to ensure compatibility
between the two datasets.

5.4.1.2 Methodology: Damage-state testing

Tap tests were carried out on the bridge across a range of damage conditions using
the same impact hammer as was used in the roving hammer testing. A single tap
location was used with multiple accelerometers attached in the y- and z-directions at
each joint (see Figure 5.5). The accelerometers used were PCB Piezotronics 353B18s.
As with the roving hammer tests, repeats and windowing were used to reduce the
noise level in the recorded data.

Prior to testing, the ambient temperature was measured at 17.3◦C – this had increased
to 17.4◦C by the end of the damage tests and remained constant at this temperature
during the final tests. The bolts that fixed the struts to the bridge deck and Rexroth
were tightened using a torque wrench to 8Nm. The same measured spectrum was
used as for the roving hammer tests and the same feature extraction method was
used to acquire the modal data from the recorded FRFs.
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Figure 5.5: A schematic of the bridge structure, with damage locations marked in
red, tap location in green and accelerometer locations marked in blue; strut numbers
also marked

Damage was introduced to Struts 1, 2, 5 and 6 by saw cut at the midpoint at 2.5mm
intervals, up to a maximum ‘crack’ depth of 17.5mm. When each damage run was
completed the strut of interest was replaced with a new strut. The damage locations
and tap location are illustrated in Figure 5.5.

In order to assess the uncertainty caused by the boundary conditions and provide
a number of test points describing the bridge in its normal condition, Strut 1 was
removed and reattached three times, with tap tests carried out following each reat-
tachment. These final tests were carried out immediately after the damage-state
testing. The methodology was otherwise the same as for the damage state testing,
described above.

5.4.1.3 Results

The FRFs were stored for each of the above-described test sets, from which modal
data were extracted using the PolyMAX curvefitting algorithm. This method utilises
a numerical approach to isolate the natural frequencies, damping ratios and mode
shapes from manually selected resonance peaks on the FRFs. The key parameters
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guiding this process are the tolerances set for the natural frequencies, damping ratios
and mode shape vectors for each peak, the maximum number of DoFs allocated to
the curve fit and engineering judgement. These tolerances describe the stability of a
modal fit for a given resonance peak, where the solution would be considered stable if
it was within each tolerance criterion when compared to the solution with one fewer
DoF. The tolerances set for this analysis were 0.1% for the frequency, 5% for the
damping ratio and 0.5% for the mode shape, meaning that the exported solutions are
accurate to these boundaries. These values were set to tightly control the extracted
natural frequencies, since these were of interest as features in the following analyses.

Figure 5.6: The experimentally extracted modal features for damage in each strut of
the bridge across the full range of damage in each strut

Following feature extraction, the datasets were matched to each other using the nat-
ural frequency values, which resulted in an experimental dataset of 18 natural fre-
quencies for each test. These are plotted as features across the full range of damage
for each strut in Figure 5.6; this figure shows that, of the extracted features, some
are sensitive to damage but others are relatively insensitive – this indicates the re-
quirement for further feature selection activities. The plotted feature is proportional
deviation from the undamaged natural frequency for each mode to allow comparison
between different natural frequencies across the full range of damage.

5.4.2 Model specifications and verification activities

The bridge used for this case study is representative of common designs implemented
in the real world [108] and is composed of three main sets of substructures: the upper
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frame, the deck and the struts (where each strut is a component). The struts of a truss
bridge are the main load-bearing components of the structure, and were therefore
the key components of interest for damage detection. The struts were cut from
5083-‘O’/H111 grade aluminium plate. The deck was composed of two components:
a plate section (also 5083-‘O’/H111 grade aluminium) and an aluminium Rexroth
border. The upper frame was also constructed of aluminium Rexroth sections. Joint
components (a series of brackets and connecting bolts – see Figure 5.4) were also
part of the assembly, however they were neglected from the model in this research.
Submodels were constructed using ANSYS to represent each of these substructures
resulting in four submodels: the upper frame, the deck, the diagonal strut and the
vertical strut. The assembly could be constructed from these submodels using primal
physical dynamic substructuring.

The strut submodels were constructed using ANSYS BEAM188 elements. BEAM188
is a two-node element in the ANSYS library designed for analysis of beam structures.
Each of the nodes has six degrees of freedom as standard (plus an optional warping
degree of freedom) and the element can be evaluated by linear, quadratic or cubic
laws based on Timoshenko beam theory [110]. BEAM188 is a 1D line element with
cross-section data specified separately to make it 3D.

The upper frame was also constructed using BEAM188 elements. The geometrical
cross-section parameters of these elements are very flexible, which made modelling
of complex cross-section geometries such as the Rexroth (which the upper frame was
constructed out of) straightforward.

The deck comprised two components: a flat plate and a Rexroth boundary. The
Rexroth was modelled as above and conjoined in ANSYS to the plate, which was
modelled using SHELL181 elements. SHELL181 is designed for analysis of thin shell
structures. Each element has four nodes, each of which has six degrees of freedom as
standard. SHELL181 is a 2D area element, where the thickness is defined separately
(it is suitable for laminate and homogeneous shells). The number of integration points
within each element is optional, the default being three.

In order to evaluate the natural frequencies and modes shapes of these submodels,
an eigenvalue solution was obtained using the mass and stiffness matrices of the
structures. Due to the nature of the deck as a thin plate, the aspect ratio of the
elements used in this substructure were very high, which led to poor conditioning of
the mass matrix of the deck and assembly. This then meant that the inversion of
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the mass matrix could cause potential inaccuracies, a process which was required in
computing the eigenvalue solution. The Cholesky decomposition was used in order to
carry out the Krylov–Schur algorithm for computing a few eigenvalues as part of the
MATLAB ‘eigs’ function. In this method, a matrix is decomposed into the product
of a lower triangular matrix with its own transpose, as shown in Equation 5.6. This
decomposition was assessed by comparing the product of the right-hand side to the
original matrix, which was found to have very low error.

A = LLT (5.6)

To verify the accuracy of the beam elements used for the strut and Rexroth sections
of the model, a nominal case was set up to compare the solutions of a modal analysis
to a set of equivalent analytical solutions. For simple beam structures, such as the
bridge struts, the mode shapes and associated natural frequencies can be derived
analytically from first principles. The natural frequency (in Hertz) for a beam is
defined as follows [111]:

fi =
λ2
i

2πL2

√
EI

m
; i = 1, 2, 3, . . . (5.7)

where L is the beam length, E the Young’s modulus, I the second moment of area
and m the mass per unit length. The parameter λi is a dimensionless factor that
is a function of the mode number (i) and boundary conditions of the beam. The
assumptions made for this solution are as follows:

• The beam is of uniform cross-section with dimensions much less than the length
of beam.

• The material is linear, homogeneous and isotropic.

• The beams can only deflect normal to the undeformed axes.

• No axial loads are applied.

• The rotation and translational motions of the beam are not coupled.

The natural frequencies for the rotational modes were calculated separately, under the
same assumptions as the translational modes. The formula for these is given below
[111]. For this formula, C represents the torsional constant of the cross-section, G
the shear modulus, µ the density and IP the polar area moment of inertia.
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Figure 5.7: The error between the analytical solution and the model predictions of
the first ten modes for the BEAM188 elements

fi =
λi

2πL

√
CG

µIP
; i = 1, 2, 3, . . . (5.8)

The case modelled the longer diagonal strut as a cantilever beam. The Young’s
modulus was set to 72GPa, the Poisson’s ratio to 0.33 and the density to 2650kgm−3.
Figure 5.7 shows the error between the numerical solution and the analytical solution
for the first ten modes of the cantilever beam. It can be seen that the error remains
low overall and converges with element size to the order of 10−3, with the exception
of mode 10. The discrepancy in mode 10 is likely due to a mismatching between the
modes due to the difficulty in separating the torsional modes from the modes that
cause displacement in the y-dimension (this is due to the moment of inertia being
very similar in these two directions of motion).

As with the beam elements, a nominal case was set up to compare the shell element
formulations to a set of analytical solutions. The shell elements were used to construct
the plate in the deck substructure, which was bordered in the model by a Rexroth
beam structure. As for beams, the rectangular plate is a simple member and its
natural frequencies can be derived analytically. The formula for these is as follows
[111]:
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fi =
λ2
i

2πa2

√
Eh3

12γ (1− ν2)
; i = 1, 2, 3, . . . (5.9)

where a is the plate length, E the Young’s modulus, h the plate thickness, γ the
mass per unit area and ν the Poisson’s ratio. The parameter λi is a dimensionless
factor that is a function of the mode number, the boundary conditions and the plate
geometry (the relative width compared to length). The assumptions made for this
solution are as follows:

• The plate is flat and of constant thickness (which is much less than the length
or width of the plate).

• The material is linear, homogeneous and isotropic.

• The deflections are small and flexural with no rotary or shear contributions.

• There are no in-plane loads on the plate.

The case modelled a plate constrained at each end of length 2500mm, with width
100mm and thickness 3mm. The Young’s modulus was set to 71GPa, the Poisson’s
ratio to 0.33 and the density to 2700kgm−3. Figure 5.8 shows the error between the
numerical solution and the analytical solution for the first six modes of the plate. It
can be seen that the error remains low overall and converges with element size to the
order of 10−2.

A grid convergence analysis was carried out on the submodels using the grid con-
vergence index (GCI) [9]. The GCI uses the Richardson Extrapolation to provide an
indication of the level of numerical convergence of an FEM compared to the estimated
value of the exact solution.

The Richardson Extrapolation is a popular method for determining a theoretical
‘exact’ value for a numerical problem based on the observed convergence of a set of
results. It was developed in 1910 under the name ‘h2 extrapolation’ and is commonly
used in assessment of the level of convergence of numerical solutions. To derive the
Richardson Extrapolation, the exact solution to a numerical problem is modelled
using the following expansion [112]:

f = fexact + g1h+ g2h
2 + · · · (5.10)
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Figure 5.8: The error between the analytical solution and the model predictions of
the first six modes for the SHELL181 elements

This representation will give the numerical solution based on a particular element size
or grid spacing, h, where the coefficients gn are independent functions. For second
order methods, g1 is equal to zero. For small grid sizes, higher order terms can also
be neglected, meaning that for two solutions (f1 and f2) with grid sizes h1 and h2

(representing relatively fine and coarse grids respectively) the exact solution can be
estimated as follows [112]:

fexact ≈ f1 +
h2
2f1 − h2

1f2
h2
2 − h2

1

(5.11)

This equation can be further simplified by substituting in r, the ratio between h1 and
h2. A further extension can also be made to extend the extrapolation to pth order
methods [112].

fexact ≈ f1 +
f1 − f2
rp − 1

(5.12)

A mathematically gratifying example that demonstrates the effectiveness of the Richard-
son Extrapolation for estimating a true, or converged, solution is the numerical deriva-
tion of π, the ratio of the perimeter of a circle to its diameter. A circle of nominal
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Substructure Parameter Nominal value

Struts

Crack width 5mm
E 72GPa
η 0.33
ρ 2650kgm−3

Deck
E 71GPa
η 0.33
ρ 2700kgm−3

Rexroth
E 70GPa
η 0.34
ρ 2500kgm−3

Table 5.1: The nominal parameters of the bridge substructures

radius can be approximated numerically by defining a regular internal polygon, whose
vertices intersect with the perimeter of the circle. Certain iterations of this approx-
imation can be evaluated with extremely basic geometric knowledge: the triangle,
square and hexagon (where the grid density is 3, 4 and 6 respectively). Using the
square and hexagon iterations, the estimated perimeters are 5.657 and 6 respectively,
for a circle of unit radius; the estimated value of π is 2.828 and 3 respectively in these
cases. This is a second order method (p = 2), so the Richardson Extrapolation can be
evaluated from these two estimations (where r = 1.5), leading to an estimated value
of 3.137 for π. This is clearly very close to the commonly-accepted two-decimal place
approximation of π – 3.14. The equivalent number of iterations required to achieve
a solution of this accuracy is 35, representing a significant saving in computational
effort when employing the Richardson Extrapolation of 94%.

The GCI is effectively an evaluation of the error between the fi and the Richardson
Extrapolation, and can be evaluated as follows:

GCI ≈ FS
|ϵ|

rp − 1
(5.13)

where ϵ represents the difference between fi and fexact. FS represents an optional
factor of safety on the estimate of the GCI, which can be used to account for the fact
that the Richardson Extrapolation only provides an estimate of the exact solution;
this was evaluated using the first two grids for each submodel. Because this study
was not linked to any particular risk, the factor of safety was ignored (FS = 1). The
order of convergence, p, was estimated to have a value of 2.
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For the grid convergence analysis of the strut submodels, the diagonal (longer) strut
was used in a cantilever setup. The nominal material parameter values were used (see
Table 5.1), and no load or damage conditions were applied to the model. The results
of this analysis are shown in Figure 5.9, which plots the convergence of the first ten
natural frequencies of the strut with solution times recorded at each grid point. This
indicates good convergence of the modal analysis with increasing grid refinement for
the first ten modes; the optimum refinement being around 102 elements. The mode
shapes for the submodel in this configuration are plotted in Figure 5.10. The tenth
mode had a rotational mode shape, and hence shows no translational deflection in
Figure 5.10.

Figure 5.9: The GCI for the diagonal strut submodel, with solution times (in seconds)
marked in red
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Figure 5.10: The normalised mode shapes for the strut constrained at its origin in
red, with undeformed geometry in black
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The upper frame submodel consisted of five lengths of Rexroth beam joined to form
a figure-of-eight, with free-free boundary conditions. This meant that the modal
analysis produced six rigid-body modes, which were discounted from the analysis.
The grid convergence results are shown in Figure 5.11, with model evaluation times
in seconds added for each grid. The figure indicates good convergence of the modal
analysis with increasing grid refinement for the flexural modes of the substructure.
Based on the time taken to evaluate the model compared to its convergence, it is
clear that the optimum number of elements for this substructure is around 103 –
above this, the accuracy of the solutions does not increase due to round-off error.
The mode shapes for the submodel in this configuration are plotted in Figure 5.12).

Figure 5.11: The GCI for the bridge’s upper frame submodel, with solution times (in
seconds) marked in red
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Figure 5.12: The normalised, scaled mode shapes for the upper frame in red, with
undeformed geometry in black
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The deck submodel consisted of four lengths of Rexroth beam joined at the ends to
form a rectangle, which bounded a thin rectangular plate. The submodel was fixed at
each end, which replicated its boundary conditions as part of the bridge assembly. The
grid convergence results are shown in Figure 5.13. This indicates good convergence
of the modal analysis with increasing grid refinement for the first ten modes of the
model. As previously, the optimum grid refinement for the deck substructure seems
to be around 103 elements, above which most of the solutions do not converge any
further. The mode shapes for the submodel in this configuration are plotted in Figure
5.14).

Figure 5.13: The GCI for the bridge deck submodel, with solution times (in seconds)
marked in red
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Figure 5.14: The normalised mode shapes for the deck constrained at each end, with
undeformed geometry in black
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Following this grid convergence analysis, the element sizes were set to 11mm, 25mm
and 50mm for the struts, upper frame and deck respectively. These were chosen by
taking the element size at which the convergence for each substructure reached the
asymptotic range and then doubling it to save on computational effort. This step
back from satisfactory convergence would add some additional numerical uncertainty
to the solution, but was required for this study to aid the timely development of
the methods. Based on the verification activities summarised here in conjunction
with many checks and code iterations, the numerical model implementations were
considered accurate for following studies.

5.4.3 Feature selection

The aim of feature selection at this stage of an FMD-SHM strategy using hierarchical
validation is twofold: firstly, a set of damage-sensitive features that can be used to
train a statistical model for damage detection in real-life structural data is required;
secondly, a set of features on which it is appropriate to validate the submodels which
make up the assembly should be identified.

The features generated by the assembly-level model to train the statistical model for
damage detection should be selected based on their variance when the input damage
to the model is varied (where large observable variance is preferable).

The features selected on which to validate the individual strut models must exhibit
sensitivity to damage in order to allow for the damage model to be validated at this
level. Engineering judgement must be exercised to ensure that the validation features
at the substructure level are relevant to the selected features at the assembly level.

Natural frequencies were identified as suitable features for use in this study, due to
their low dimensionality. In addition to this, the natural frequencies can be shown to
be sensitive to damage in structures and substructures, and are therefore appropriate
to hierarchical model designs, as they can be expected to indicate damage at both
the assembly and substructure level. Finally, a key advantage of the use of natural
frequencies as damage-indicating features is that they require few sensors in order
to measure, provided that the sensors are not placed on any significant nodes of the
structure. A key drawback of using natural frequencies as features in vibration-based
SHM is that they do not give good information on damage location compared with
other features such as mode shapes. Any structure has an infinite range of natural
frequencies, a discrete number of which will exist in a particular part of the frequency
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spectrum which is measurable in the response. A further subset of these will be
sensitive to damage states of interest, as the natural frequency is directly related to
the stiffness of the structure.

The feature extraction process in this case study was carried out by finding the
eigenvalue solution to the model’s equation of motion and was verified as discussed
in the previous section. Extracting the natural frequencies from the experimental
data was carried out using the PolyMAX curvefitting algorithm to the FRFs of the
structure, and this is also summarised in this chapter.

Feature selection was carried out in this study by using the physics-based model
in its nominal, un-validated condition to identify which of the natural frequencies
at the lower end of the frequency spectrum were sensitive to the damage states of
interest. The damage was simulated by using an element stiffness reduction technique
implemented by reducing the cross-section of the damaged element in the model
generation – the input was the crack depth, which was the amount by which the
cross-section of the damaged element was reduced. The parameters of the model
were its material parameters and the crack width, which are summarised in Table
5.1.

The first stage of the feature selection process was to use the model to generate a
set of natural frequency predictions across the full range of damage. The damage
states were midpoint cracks in each of the struts, ranging from the healthy condition
to severe damage at a crack depth of 17.5mm at intervals of 2.5mm. The first 50
natural frequencies were predicted using the model, which ranged up around 100Hz.
Of each of these natural frequencies, the MAC was used to assess which modes re-
mained ‘stable’ across the full range of damage – i.e. which natural frequencies kept
a consistent mode shape throughout the described range of inputs and did not switch
with other modes as damage progressed. The threshold for the MAC, below which
the modes were considered to have changed significantly, was set to 0.9. The majority
of the predicted modes satisfied this criterion and were therefore retained for further
analysis. Assuring that the modes remained comparable to each other across the full
range of damage meant that they could be expected to retain a fit to the experimental
data after being matched to data from the structure in its undamaged state.

Following the selection of the above subset of ‘stable modes’ from the model predic-
tions, mode-matching between the model and the experimental data was required to
identify which of the predicted modes would be useable for inference of health state
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from the experimental data. This was carried out by using the MAC (Equation 5.5)
to assess the similarity between the experimental and predicted mode shapes and
by comparing the predicted natural frequencies with the experimental data. Given
that there were many more predicted modes than were extracted from the experimen-
tal data, the matches were then finalised by selecting matches that maximised the
MAC and minimised the error between the predicted and the experimental natural
frequencies. The MAC was set to a minimum of 0.5 and the error between natural
frequencies was set to a minimum of 10%. This yielded a further reduced subset of
matched modes. The tolerance on the MAC was set relatively low since the mode
shapes of the experimental data were only evaluated at a small number of locations.

Based on the criteria above, differing numbers of features were matched to the ex-
perimental data based on the number of available stable modes from the first stage.
The matched modes were then fed back into the model in order to determine which
showed the most sensitivity to damage in each strut. The sensitivity was assessed
by finding the percentage difference in natural frequency as damage progressed com-
pared to the undamaged natural frequency for a given mode. Two modes were then
selected for each strut. This selection was carried out by ordering the modes by their
sensitivity at the highest level of damage and discarding the half of the feature set
that was the least sensitive. Following this, the two modes with the highest MAC
were selected from each remaining subset; this process constitutes a basic quantitative
sensitivity analysis. Further selection criteria could be applied at this point, such as
tests for feature robustness to EOVs, as was investigated in [113] – this paper also ap-
plied Bayesian SA to investigate the impact of uncertainty in the feature predictions.
This feature selection process was effectively carried out for four damage classes: the
growth of a midpoint crack in each of Struts 1, 5, 2 and 6. This should be possible
to generalise to any given structure, provided that the damage progression can be
modelled for each class of damage to be detected in the structure.
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Strut no. Extracted mode Predicted mode MAC Sensitivity

1
2 2 0.88 0.25%
8 12 0.79 0.14%

5
10 14 0.80 0.06%
11 15 0.73 0.38%

2
2 2 0.88 0.18%
5 7 0.53 0.10%

6
10 15 0.80 0.36%
12 17 0.67 0.17%

Table 5.2: The selected modes from the assembly based on damage sensitivity and
mode-matching

The resulting subset of modes for this analysis are shown in Table 5.2. These are
plotted across the full range of damage in Figure 5.15, which shows their damage
sensitivity in both the model predictions and the experimental data. Given that
the predictions shown are plotted before any validation has taken place, their accu-
racy should not be expected; however, comparable levels of sensitivity are observable
between the model predictions and experimental data.

The selected feature set has the clear benefit of being damage sensitive, low dimen-
sional and matched with confidence; this makes computational tasks associated with
model validation and damage inference potentially very efficient. However, there are
some foreseeable drawbacks: the mode-matching is rudimentary due to the limited
number of sensors leading to low resolution experimental mode shapes; the natural
frequencies are not well-separated, apart from the very first few, and planes of sym-
metry in the structure mean that many modes are very similar to each other; and
damage localisation can be very difficult using natural frequencies because they are
global to the structure.
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Figure 5.15: The selected modes in the model predictions and experimental data over
the full range of damage prior to validation

Having determined a set of candidate features at the assembly level, a similar feature
set was required on which to validate the strut models. Given that the first few
natural frequencies of the struts in isolation covered the full range of frequencies
extracted from the bridge, these were considered a reasonable feature set for submodel
validation. To ensure that the modal behaviour was comparable between the struts
in isolation and the struts when built into the assembly, a mode matching was carried
out between the two cases using the MAC. A key difficulty in this was that the main
local mode shape for the struts in the assembly (at the lower modes) was an s-bend as

88



the upper Rexroth was displaced. This was not captured in the isolated strut model,
as the strut was constrained at both ends – difficulties in replicating the boundary
conditions when a substructure is built into a larger assembly would be expected to
persist when testing the substructure in isolation. The struts’ mode shapes within
the assembly are highlighted in Figure 5.16, which illustrates the displacement of the
upper frame that dominates the low modes of the bridge.

Figure 5.16: The second mode shape of the assembled bridge model, with individual
struts highlighted

Figure 5.17 shows the results of the matching process. It can be seen that the first few
modes of each strut in isolation can be matched to many modes of the struts as part of
the assembly. Modes 1, 2 and 4 seem to cover the majority of modal behaviour of the
diagonal struts in the assembly (Struts 1 and 2), while for the vertical struts (5 and 6)
the first two modes seem to most closely match the modal behaviour in the assembly.
It can also be seen that there are very low levels of agreement between the two sets
of mode shapes for certain modes of the assembly – this indicates that validating the
struts in isolation may not translate well to those modes in the assembly.

89



0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Figure 5.17: Heatmaps of the MAC between the predicted mode shapes of the assem-
bled and isolated struts of the bridge, with colour keys marked

On the whole, Figure 5.17 shows that the first few modes of the struts in isolation
fully cover the displacements that would be expected when the struts are built into
the full bridge. This gives some credibility to the suitability of these features for
validation of the submodels.
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Figure 5.18: The predicted features selected to validate the diagonal and vertical
strut submodels in isolation for damage prediction as part of the assembly model

The candidate validation feature sets (first five natural frequencies) for the two strut
submodels are plotted in Figure 5.18. The features plotted are the proportional
changes in the natural frequency as the damage progresses. Sensitivity to damage is
clear for certain modes, although some modes are clearly less sensitive. These features
should be suitable targets on which to validate the predictive damage models in the
strut submodels, where part of the validation process will involve ensuring that the
modes which are insensitive to damage match their equivalents in the experimental
data.

Based on the efforts to ensure relevance between the features in the assembly that
could be used in an SHM strategy, and the features selected for the submodels for
validation, it is hoped that an accurate set of assembly-level models can be developed
through hierarchical V&V. This is tested in the following chapters, where the features
selected for submodel validation are applied in Chapter 6 and the features selected
for the assembly are tested in Chapter 7. If the feature selection process has been
successful, each of these chapters will be able to demonstrate that the features selected
here are appropriate for use on the tasks carried out.
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5.5 Conclusions
Feature extraction and selection are integral to the implementation of SHM, where
raw recorded data are usually of high complexity and dimensionality, and are there-
fore difficult to interpret in unprocessed forms. Feature extraction refers to the signal
processing tasks carried out to acquire subsets of the data that can be interrogated
for SHM purposes. Damage sensitivity is usually the main requirement of a feature
for SHM; secondary requirements include robustness to other variables and low di-
mensionality. Feature selection refers to the discriminatory processes applied to the
feature set to determine the optimal features, and is carried out by SA.

This project concerns the use of models in a hierarchical, forward model-driven ca-
pacity. This introduces certain additional considerations for the handling of features.
In traditional data-driven SHM, the feature selection process seeks to determine the
input variables that cause the greatest variance in the output damage labels. In
IMD-SHM, feature selection seeks to determine the output features which show the
greatest dependency on the damage-indicating inputs.

Forward model-driven SHM combines these two interests and seeks to use the feature
set that is most sensitive to damage inputs to the physics-based model, and that
causes the greatest predictive variance in the statistical model. When integrated into
a hierarchical modelling strategy, further considerations must be made to ensure that
the features selected for the submodels will still be useful at the assembly level.

SA provides the means to carry out informed feature selection. Qualitative SA refers
to analyses based on engineering knowledge or intuition, or visual methods of inspect-
ing the relationships between input/output relationships. Quantitative SA attempts
to attach a numerical estimate to analyses. SA can be carried out locally or globally
over the problem domain; local SA is more straightforward to carry out, but is only
valid in certain circumstances, while global SA represents the more rigorous approach.

A demonstrative global SA was carried out on the model of a bridge and on the
submodels of its struts with the aim of determining a small feature set that would be
suitable for SHM purposes in a hierarchical, FMD-SHM framework – this could be
expanded in future work to take into account uncertain model predictions and using
more rigorous quantitative metrics. A candidate feature set of natural frequencies was
evaluated on its sensitivity to damage and matched to experimental data, and from
this it was possible to determine that suitable modes for implementation of the model
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in an SHM context could be identified – this feature set will be evaluated for an FMD-
SHM problem in Chapter 7. Further to this, use of the models in their assembled and
isolated forms allowed for a set of features to be identified that would be useful for
validation of the submodels (the first five natural frequencies) and could be shown
to be relevant to the global assembly – this feature set will be used in Chapter 6 for
validation of the strut submodels. Some issues were identified in the mismatching
of certain features between the assembly and the submodels due to difficulties in
replicating the boundary conditions of the submodels when built into the assembly.

The process of feature selection ahead of validation represents one of the key advan-
tages of this method, as it allows for an optimisation of the validation task. Model
updating and selection can be very onerous computational tasks, so the ability to
select meaningful features on which to carry out these tasks is invaluable. If the tasks
carried out using the features selected here in the following chapters of this thesis
are successful, this will underline the potential for carrying out feature selection for
hierarchical models in this manner. Further work on this process would entail the
selection of features that are insensitive to EOVs while retaining sensitivity to damage
– this was demonstrated for a model of the bridge in [113] and could be applied to
substructured models in a similar manner.
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Chapter 6

Quantification of uncertainty in a
hierarchical model structure

This chapter presents a case study in the validation and uncertainty quantification
of a hierarchical model of the truss bridge. In order to attain an assembly-level
predictive damage model for the bridge, the individual strut submodels were validated
against experimental data. This entailed calibration of the material parameters of
the submodels, and calibration, selection and validation of the crack models within
the strut submodels.

Following the substructure-level validation described above, the uncertainty quan-
tified in these processes was propagated to the assembly level using dynamic sub-
structuring to enable probabilistic prediction of the response of the full assembly to
damage, as was proposed and investigated in Chapters 3 and 4. The aim of this
case study was to demonstrate that the assembly-level model of the bridge could be
validated, across a pre-determined range of damage states, without using assembly-
level validation data from the structure in its damage states. This is achieved in this
case study by carrying out the damage-state validation tasks at the substructure level
(using the strut submodels) and is tested against assembly level experimental data
following the validation and UQ activities.

6.1 Submodel validation
The second phase of the case study in this thesis is validation. Validation follows
feature selection, the process by which certain features are identified which are most
suitable for further use. A full discussion of feature extraction and selection within a
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hierarchical validation, SHM context can be found in Chapter 5; the feature selection
process for this case study is written up in full in that chapter. Feature selection was
carried out using the un-validated assembly-level model of the bridge and assembly-
level data from the bridge in its healthy condition – these data would be relatively
low cost to acquire for similar SHM strategies in real-life applications.

Validation is generally carried out in conjunction with, or immediately following, ver-
ification. Verification aims to ensure the suitability of the numerical implementation
of a model, with common activities involving bug-fixing and grid convergence analy-
sis. Verification of the submodels that make up the bridge assembly has been carried
out and is also summarised in Chapter 5.

The aim of validation at this stage is to ensure sufficient accuracy of the predictions
of a set of submodels which will be used to construct an assembly model. These
predictions will be of the first few natural frequencies of the submodels, and the
proportional changes in the natural frequencies as damage progresses. They will be
local to the struts of the bridge and should exhibit variance as the damage states
are varied in order to allow for the damage model to be validated. In addition, the
features should be relevant to the predictive assembly model. Activities to ensure
that the described feature set fulfils these criteria were carried out in Chapter 5.

The validation process will allow quantifiable confidence to be attached to further
predictions in the implementation of the model, which can then be used to make
predictions at the assembly level with associated confidence via dynamic substruc-
turing. This should be demonstrable by comparing the assembly-level predictions for
the model against experimental data before and after the validation process, where
an increase in accuracy after validation would be expected.

6.1.1 Experimental data

A set of dynamic data was acquired from a single strut of each type (diagonal and
vertical) for use in validating the strut submodels. The dynamic response of the
struts to shaker excitation was recorded across a range of damage conditions and
static loads. Previous static analyses of the bridge showed that the load applied to
the struts when built into the full assembly was dependent on the location of the strut
on the bridge as well as any additional loads on the bridge itself (see Appendix A);
therefore it was important to ensure that the strut damage models would be accurate
across a large range of static load conditions.
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Figure 6.1: A close-up of the boundary condition on the struts for testing in isolation

The struts were clamped to a rigid base (which was itself set on damped steel feet)
in such a way that their top end was constrained in all degrees of freedom and the
bottom end was constrained in all degrees of freedom except for movement along the
length of the strut; this was to allow for the application of static load. The bolts
fixing the strut to its mountings were tightened to a torque of 10Nm. The boundary
conditions for the struts are pictured in detail in Figure 6.1. This shows that the
strut was clamped at each end up to 30mm from each extremity; this was used as the
boundary condition for the following calibration and validation work. The contact
that extends an additional 10mm along one side of the clamped boundary condition
was not modelled; any non-linearity ensuing from this additional detail was assumed
to be negligible but will cause some level of model discrepancy in the results.
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Figure 6.2: A close-up of the load cell and mechanism for applying static loads to the
strut

Loads were applied to the struts by means of a wheel and pinion, as shown in Figure
6.2. The loads were controlled using weights that applied a moment to the wheel,
which in turn applied vertical load to the pinion. Anticlockwise moment on the wheel
produced a tensile (positive) load, and clockwise moment produced a compressive
(negative) load. The load applied by this system was measured using the load cell
shown in Figure 6.2. The true load applied to the strut included the weight of this
load cell itself and the surrounding componentry; calibration to find the true load
for a given output on the load cell was carried out in the static tests, which are
summarised in Appendix A.
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Figure 6.3: The strut set up, with scanning laser vibrometer in the foreground

An electrodynamic shaker was used to excite the struts with a white noise signal via a
stinger. The stinger was attached to the strut away from the measurement locations
and away from any significant integer divisions along the strut length in order to
avoid any significant nodes. The strut response was captured using a scanning laser
vibrometer. The full experimental setup is shown in Figure 6.3. The vibrometer
measured the strut accelerations at a sample rate of 2560Hz in order to capture data
in the range 0–1000Hz. A total of 32768 samples were taken for each test point.
On the diagonal strut, 18 measurement points were recorded at 100mm intervals
(measured from the top end of the strut). At each location two points were recorded,
one on each side of the central axis of the strut. For the vertical strut, 22 points were
recorded in the same manner, but at 50mm intervals. The arrangement is illustrated
in Figure 6.4. The points were labelled in a clockwise manner, starting with point 1 at
the top left. Damage was introduced as a saw cut at 4mm intervals at the midpoint of
the diagonal strut and 150mm from the top end of the vertical strut; these locations
are indicated in Figure 6.4. Each test was repeated three times.
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100mm

50mm
100mm

Figure 6.4: The damage (red) and measurement locations (green) for each strut

The strut response was assumed to be linear since the displacement of the strut
by the shaker was small. This assumption could have been tested by investigating
the reciprocity condition in the FRFs or by varying the amplitude of the excitation;
however, these tests were not performed as they would have required an additional
set of experiments to be carried out. Similarly, the stiffening effect of the stinger
attachment could have been investigated by comparing the results to an equivalent
impact hammer test; this was not carried out for the same reasons as above, and
because difficulty had been encountered in preliminary tests in exciting the strut
with an impact hammer.

Modal testing and analysis is a mature field within structural dynamics; as such,
a range of resources outlining best practice are available which cover the methods
and techniques used in this thesis [114]. H1 and H2 FRF estimations were extracted
from the time domain data using the fast Fourier transform; Hann windows were
applied to the time-series data and 16 averages were taken to reduce noise. This
allowed for FRFs to be plotted with a frequency step of 0.4167Hz. Examples of these
FRFs are plotted in Figures 6.5 and 6.6, which show sensitivity in the data to both
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static load and damage. Despite the signal processing activities carried out, there is a
significant noise noticeable in these FRFs; it also seems that the noise level increases
with damage extent and with compressive load.

The noise could be caused by reflectance of the strut causing difficulties for the laser
vibrometer. Spray coating to reduce this effect is available but was not used as the
additional mass could affect the dynamic response of the strut. It is also possible
that the distance between the vibrometer and the measurement points was not set
optimally; the acquisition signal quality is dependent on this distance, which was
difficult to measure, and the additional parallax effect of measuring locations along
the length of the strut may have exacerbated this issue. The use of more averages
could have reduced the noise levels, but this would come at the cost of reduced FRF
resolution. FRF smoothing or filtering techniques could also have been employed and
may have aided the following modal analysis [115].

Figure 6.5 shows the summed FRFs of all load conditions at each damage location.
The H1 estimator contains less noise than the H2 estimator (this is indicative of lower
noise levels on the input measurement compared to the response measurement, which
is understandable given that the output was measured using the laser vibrometer
while the input was measured at the shaker); however, the H2 FRFs contain much
more clearly defined resonance peaks. This was also the case in Figure 6.6, which
shows the summed FRFs of all damage conditions at each load. The H2 estimations
were therefore selected for use in the following feature extraction activities to acquire
the natural frequencies and mode shapes from the experimental data. A full set of
FRFs for these tests can be found in Appendix B.
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Figure 6.5: The FRFs extracted from the diagonal strut data plotted across damage
conditions and summed across load conditions
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Figure 6.6: The FRFs extracted from the diagonal strut data plotted across load
conditions and summed across damage conditions
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6.1.2 Mode-matching

Mode-matching was required in this case study when carrying out validation tasks in
order to ensure that the features being validated from the numerical predictions were
being compared fairly to their equivalents found in the experimental data. The aim
of mode-matching at this stage was to determine which natural frequencies predicted
by the model could be confidently matched with natural frequencies found in the
experimental data for each strut in isolation. This would then allow for a feature set
to be determined on which the strut models could be calibrated and validated.

Figure 6.7: An example FRF from the diagonal strut with resonance peaks marked

Extracted natural frequencies (Hz)
Mode no. Diagonal strut Vertical strut

1 25.85 49.09
2 63.86 131.11
3 122.29 273.80
4 207.82 436.04
5 427.27 640.16
6 563.47

Table 6.1: The natural frequencies extracted from the experimental data for the two
struts in their undamaged state at compressive loads of 3.54N and 19.07N respectively

The natural frequencies extracted from the experimental data were identified in the
FRFs summed across all measurement points, as shown in Figure 6.4. A single-degree-
of-freedom curvefitting method was then used to extract accurate natural frequencies
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for each load case and damage scenario. The resonance peaks (as marked in Figure
6.7) were used to inform the curvefitting algorithm. Six natural frequencies were
extracted for the diagonal strut and five natural frequencies were extracted for the
vertical strut at each load and damage scenario. An example set of these at compres-
sive loads of 3.54N and 19.07N, for the diagonal and vertical struts respectively, with
no damage are summarised in Table 6.1. The full modal analysis results for these
tests are presented in Appendix B.

Predicted natural frequencies (Hz)
Mode no. Diagonal strut Vertical strut

1 22.99 49.08
2 63.59 136.36
3 115.22 247.03
4 124.88 268.47
5 206.73 445.26
6 309.26 667.22
7 316.60 676.32
8 432.63 909.14
9 576.96
10 617.97

Table 6.2: The natural frequencies predicted by the model for the two struts in their
undamaged state at compressive loads of 3.54N and 19.07N respectively

The natural frequencies in the range 0–1000Hz were generated by the model for each
strut; this resulted in 10 natural frequencies being estimated for the diagonal strut
and 8 for the vertical strut. These were generated under each load case for each strut
taken from the experimental conditions; equivalent examples are shown in Table 6.1
to those in Table 6.2.

Given that the vibrometer recorded the response in the z-direction only (Figure 6.3),
it was to be expected that fewer modes would be identifiable in the experimental data,
in the same frequency range, than would be predicted by the model. Due to the well-
separated nature of the natural frequencies in this range of the frequency spectrum,
it was possible to make the following matches using the predicted natural frequencies.
Analysis of the predicted mode shapes at these frequencies showed that these modes
did have mode shape displacements in the z-direction, and the MAC indicated that
the matches were legitimate based on these mode shapes (although certain estimates
of the MAC were very low due to measurement noise on the experimentally-derived
mode shapes). This led to the set of matched modes summarised in Table 6.3.
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Strut
type

Match
number

Extracted
mode

Predicted
mode

MAC Natural
frequency

error

Diagonal

1 1 1 0.22 10%
2 2 2 0.36 1%
3 3 4 0.49 2%
4 4 5 0.44 0%
5 5 8 0.31 1%
6 6 9 0.45 3%

Vertical

1 1 1 0.20 0%
2 2 2 0.75 4%
3 3 4 0.93 −2%
4 4 5 0.01 2%
5 5 6 0.45 4%

Table 6.3: Summary of the matched modes between the experimental data and model
predictions

6.1.3 Calibration and validation of material parameters

The calibration of the strut models in their undamaged condition was carried out in
order to determine the uncertainty in the material parameters of the models and to
ensure the accuracy of their predictions. The calibrated models could then be used
in the validation of the damage model applied to both struts, which would allow for
confidence to be established in the predictions of the models under damage conditions.
Parameter calibration is a common exercise in model-based engineering methods; for
discussions on the subject related to structural dynamics, the reader is referred to
[18].

The calibration of the material parameters was carried out by minimising the error
between the predicted and experimental values for the first four matched modes of
the vertical and diagonal struts. The material parameters of the strut models were
Young’s modulus, density and Poisson’s ratio. The nominal values of these for the
struts were 72GPa, 2650kg/m3 and 0.33 respectively. The material parameters of the
two struts were assumed to be the same, and were therefore drawn from the same
underlying distributions, given that the components were cut from larger sheets of the
same material. Previous analyses of the bridge under static loading (see Appendix
A) showed that the struts would experience a range of static loads in operation of
the bridge, both compressive and tensile (along the length of the struts). Therefore,
the calibration was carried out at a range of static loads. The distributions of the
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parameters were estimated by fitting a normal distribution to the values derived by
using the MATLAB ‘fminsearch’ function at each load point and each strut. The
optimisation function carries out an unconstrained multivariate optimisation process
using the Nelder–Mead Simplex algorithm [116].

Initial attempts were made to calibrate the Young’s modulus and density of the
struts concurrently, with the Poisson’s ratio assumed to be relatively accurate (and
also to have negligible impact on the results). However, this caused issues because
the relationships between the target feature – natural frequencies – and the two
calibration parameters were inverses of each other; this is a fairly well-known issue in
calibration of dynamic models [18]. Therefore, the final calibration was carried out
on the Young’s modulus of the struts only, and the Poisson’s ratio and density were
kept at their nominal values.

It should be noted here that for an ideal calibration process, a bespoke design of
experiments would be carried out prior to experimental data acquisition. This would
use multiple struts in tests designed purposely to measure the quantities of interest
in order to form a relatively large distribution. For example, a set of static load
tests on a large set of struts could have been used to measure the Young’s modulus,
and another set of struts could have been weighed in order to measure the material
density. In this set of tests, only two struts were used: one vertical and one diagonal.
The vibration data recorded were intended for validation of the dynamic models, and
was not particularly suitable for material parameter calibration. This limited the
capability of the calibration process; however, some improvements were made on the
estimation of the model parameters, and some uncertainty quantification could be
carried out on the parameters.

Ecalibration =
1

N

N∑
i=1

∣∣∣f predicted
i − f experimental

i

∣∣∣
f experimental
i

(6.1)

The error function for the optimisation algorithm was the mean of the error magni-
tude between the first four predicted and experimentally-derived natural frequencies
(Equation 6.1, where N = 4). The results of this optimisation are shown in Table 6.4,
which shows some divergence between the nominal and optimised parameter values
at each load point. The magnitude of this divergence is low, which would be expected
given the expectedly reliable nature of manufacturer-quoted material values, and – as
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such – the error for the optimised values is only slightly lower than for the nominal
values.

Strut type Tensile load
(N)

Ecalibration –
Nominal

Optimised
Young’s
modulus
(GPa)

Ecalibration –
Optimised

Diagonal

-3.54 3.53% 72.6 3.33%
-21.03 3.29% 72.5 3.11%
-37.04 3.58% 72.5 3.40%
-53.87 3.81% 73.1 3.50%
29.20 3.08% 72.6 2.88%
45.87 2.79% 72.8 2.56%
62.63 2.98% 72.5 2.82%
80.35 2.77% 72.7 2.57%

Vertical

-19.07 2.02% 69.1 1.99%
-51.91 2.30% 69.0 2.16%
44.48 2.12% 69.2 1.81%
78.01 2.06% 68.9 1.55%

Table 6.4: The results of the optimisation process for calibrating the Young’s modulus
of the struts

The underlying distribution for the Young’s modulus was estimated by fitting a nor-
mal distribution across all the test points. The mean and standard deviation fitted
to these results were 71.5GPa and 2.52% respectively. Given that the manufacturer-
quoted values for the material parameters would be expected to be relatively accurate,
this small difference from the nominal value of 72GPa is unsurprising. The uncer-
tainty on the parameters was quantified with the aim of taking into account the
overall uncertainty in the model predictions, such as the uncertainty in modelling the
boundary conditions in these tests as mentioned previously. When these values were
tested against the fifth natural frequency for each strut, this yielded the results given
in Table 6.5. These results show that the error for the fifth mode, which was left out
of the calibration process, is comparable in magnitude to the error for the previous
modes, which gives validity to the calibration process. Therefore, these results were
used as the basis for further work.

108



Strut
type

Tensile
load
(N)

Error –
Mode 1

Error –
Mode 2

Error –
Mode 3

Error –
Mode 4

Error –
Mode 5

Diagonal

-3.54 11.40% 0.80% 1.74% 0.89% 0.88%
-21.03 9.77% 1.83% 1.53% 0.74% 0.99%
-37.04 10.12% 1.90% 2.31% 0.74% 0.75%
-53.87 11.56% 1.25% 2.21% 0.97% 0.90%
29.20 9.50% 1.68% 0.98% 0.80% 0.75%
45.87 8.87% 1.28% 0.76% 0.87% 0.97%
62.63 9.72% 0.68% 1.24% 0.90% 0.97%
80.35 8.95% 1.01% 0.89% 0.82% 0.95%

Vertical

-19.07 0.39% 3.61% 2.31% 1.73% 3.84%
-51.91 0.16% 4.32% 2.41% 1.81% 4.36%
44.48 0.17% 3.69% 2.28% 1.60% 3.39%
78.01 0.54% 2.89% 2.27% 1.80% 3.86%

Table 6.5: The predictive error for the mean calibrated Young’s modulus tested
against the first five natural frequencies for each test point

6.1.4 Damage model calibration and validation

The overall aims of the damage model validation tasks were to acquire a calibrated
damage model with demonstrable accuracy in predicting the change in the natural
frequencies of the struts over the full range of damage states.

The primary source for crack modelling in beams is [117]; this paper reviews four
open crack modelling methods and compares them against experimental data – the
vast majority of damage models for beams can be categorised as one of these overall
techniques. The methods can be categorised as follows:

• Element stiffness reduction methods

– This method reduces the stiffness of the element where the crack is located
on the beam.

– The two key inputs are the location of the element and the magnitude of
the stiffness reduction.

– The stiffness reduction can be related to the crack depth by reducing the
depth of the element at the crack location by the crack depth – this has
the benefit of adding physical interpretability to the model inputs.
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– An additional parameter is crack width (the length of the element at the
crack location). This gives greater control of the model but means that
the beam requires remeshing for different parameters.

• Discrete spring methods

– This method replaces the continuum beam model with a spring of variable
stiffness at the crack location.

– The inputs to the model are the spring stiffness, which is based on the
depth of the true crack, and the crack location.

– The physical interpretability of this model is low, and the damage magni-
tude is only controllable through the spring stiffness, which does not allow
for independent control of crack depth and width.

• Element removal methods

– This method is based on beam models with 3D meshes.

– Elements can be removed entirely from these meshes to best match the
removal of material observed in the real crack.

– This method is the most physically representative and can be used to
very precisely model the geometry of a crack, but it has relative high
computational cost due to its dependence on fine meshes and remeshing.

• Stiffness distribution methods

– This method uses a law to describe the distribution of the stiffness across
the whole length of a cracked beam.

– Many distributions can be used; the Christides and Barr [118] and Sinha
[119] distributions were tested in [117]. A Gaussian distribution was used
in [120].

– The accuracy of the method is entirely dependent on the distribution law
selected; significant disparities were observed between the accuracy of the
Sinha distribution and the Christides and Barr distribution in [117].

Three candidate models were identified for this case study, described in the following
sections. Given that the strut submodel was constructed as a solid beam of 2D
line elements, element removal methods were not applicable in this case. Discrete
spring methods were also not investigated for this case study. Two element stiffness
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reduction models were tested, and one stiffness distribution model. These models
were developed incrementally until a satisfactory level of accuracy was achieved in
preliminary testing; this allowed for models of different types and differing levels of
effectiveness to be tested against each other throughout the overall framework.

6.1.4.1 Model 1

xcrack dcrack

wcrack

dstrut

Figure 6.8: Graphical representation of Model 1, with inputs and parameters marked
(x, d and w represent distance, depth and width respectively)

Model 1 was essentially an element stiffness reduction damage model. The inputs
to the model were crack depth and location on the strut. The element at the crack
location was then reduced in stiffness by reducing its cross-sectional depth by the
depth of the crack, with the centroid offset from the undamaged elements, as shown
in Figure 6.8. The key tuneable parameter of the model was crack width (wcrack),
which determined the size of the element for stiffness reduction. The input parameters
were crack location (xcrack) and crack depth (dcrack).

6.1.4.2 Model 2

Model 2 was developed based on an observed lack of sensitivity to damage at greater
crack lengths in Model 1 during initial testing. It was therefore designed as an exten-
sion of Model 1 with an additional tuneable parameter that controlled the Young’s
modulus of the element at the damage location, α (the model inputs were also crack
depth and location). This parameter was intended to increase the flexibility of the
model in calibration, and to allow it to take into account potential work hardening
or softening effects as the crack developed. The contribution of this parameter is
described in Equation 6.2.

Ecross−section = Estrut

(
dstrut − dcrack

dstrut

)α

(6.2)
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6.1.4.3 Model 3

Model 3 was a stiffness distribution damage model which used a Gaussian distribution
to describe the Young’s modulus at each node of the model, as was demonstrated in
[120]. The inputs were the crack location (the mean of the Gaussian distribution)
and depth (which determined the peak value of the probability density function) and
the tuneable parameter was crack width (which was set as the standard deviation of
the Gaussian distribution). The form of the function is given in Equation 6.3.

Enode = Estrut

(
1− dcrack

dstrut
e
− 1

2

(
xnode−xcrack

wcrack

)2
)

(6.3)

6.1.4.4 Damage model parameter calibration

The parameters of the above damage models were calibrated using ABC [57]. This
algorithm draws samples of the model parameters from a set of prior distributions,
and then tests the models based on the samples against experimental data. An error
metric is defined such that any sample points that produce an error greater than
the threshold on this metric are discarded, while those that produce a lower error
are retained and used to form an estimate of the posterior distribution. This makes
ABC a likelihood-free method for estimating the posterior distributions of model
parameters; this was the reason ABC was selected for this research, as it removed the
task of fitting a formal likelihood distribution to the experimental data while enabling
the incorporation of prior knowledge on the model parameters. A further advantage is
that the posterior estimate can be added to over time by continuing to draw samples
from the prior. ABC also gives an exact limit for model discrepancy based on the
threshold set on the error metric [121]. Initial indications of model performance can
be drawn from ABC, as ‘accurate’ models with well-chosen prior parameters will pass
the error threshold at a greater rate than ‘inaccurate’ models or models with poorly
chosen priors; however, these inferences must then be backed up by validating the
posterior models against independent test data.

ABC is a popular method for model selection and parameter estimation in structural
dynamics, with examples of its application being found in [88, 122]. It can also be
applied to non-linear system identification [122]. An early example of the use of ABC
applied the method to parameter estimation for population genetics [57].
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Model Parameter Distribution Mean Standard deviation
1 crw Normal 5mm 1mm

2 crw Normal 5mm 1mm
α Normal 0 0.1

3 crw Normal 5mm 1mm

Table 6.6: The prior parameter distributions for each model

The prior parameter distributions for each model were set according to Table 6.6.
The values for crack width were based on observations of the saw cuts during ex-
perimental work, with a standard deviation of 20% to allow for some adjustment in
the calibration process (an additional criterion that the crack widths could not be
less than 0 truncated the prior; however this was very unlikely and did not occur in
any of the samples). The prior value for α was set to zero since it was not known
whether the saw cuts would introduce a softening or stiffening effect to the remaining
cross-section.

The models were tested at a range of load points and damage conditions, with certain
damage cases left out in order to validate the results of the ABC process for each
model. The test points used for each set are summarised in Table 6.7.

Strut
type

Damage
extent
(mm)

Tensile load (N)

Diagonal

0 -3.54 -21.03 -37.04 -53.87 29.20 45.87 62.63 80.35
4 -2.46 -19.11 -35.95 -52.66 29.44 46.22 62.63 78.51
8 -2.68 -20.12 -37.10 -53.90 30.55 46.98 63.26 79.43
12 -2.86 -19.86 -36.63 -53.01 30.28 45.30 63.14 78.45
16 -3.04 -20.02 -36.40 -52.98 30.68 48.58 62.20 78.63

Vertical

0 -19.07 -51.91 44.48 78.01
4 -18.18 -51.00 44.85 77.54
8 -19.34 -52.07 44.94 77.41
12 -19.52 -52.18 45.48 75.70
16 -18.52 -51.06 44.92 77.11

Table 6.7: The test points at which the experimental data were recorded for each strut
(green shading indicates training datapoints; red shading indicates testing datapoints)

The training set utilised the proportional change in natural frequency from the un-
damaged condition at damage extents of 8mm and 16mm, while the validation set
used the same feature at 4mm and 12mm. This makes the validation test points
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interpolative rather than extrapolative from the test points, which is less challenging
for model validation. However, this choice was made because having greater damage
extents in the training data would allow for more effective calibration of the models
to the impacts of greater damage extents. Further work based on this research could
potentially investigate the impact of separating the training and validation data in
this way.

EABC =
1

Ndamage +Nloads

Ndamage+Nloads∑
j=1

[
1

Nmodes

Nmodes∑
i=1

| ∆f predicted
i,j −∆f experimental

i,j |

]
(6.4)

The error function upon which the threshold for the ABC posterior estimation was
set was the average of the difference between the predictions and experimental data at
the damage extents described above (Equation 6.4), averaged across all damage and
load cases, and across the first five matched modes. ∆f represented the proportional
change in natural frequency from its undamaged value.

Figure 6.9: ABC acceptance rates for Model 1 (green), Model 2 (blue) and Model 3
(cyan)

The acceptance rates for the three models based on this error metric for prior distri-
butions of 1000 samples are given in Figure 6.9. This indicates that Model 3 performs
the best of the three considered models, with Model 2 slightly out-performing Model
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Figure 6.10: Histograms of the prior samples (filled) and posterior samples (clear) of
crack width for Model 1

1. This was then to be confirmed using the validation set based on posterior estimates
for each model.

In order to allow for fair comparison between the posterior distributions estimated for
each model, a minimum acceptance ratio was set at 10%. This yielded the posterior
parameter distributions shown in Figures 6.10, 6.11 and 6.12. Models 1 and 3 yielded
highly skewed posterior distributions for the crack width parameter compared to
the prior distributions; as this was the only tuneable parameter for these models,
the nature of ABC means that one tail of the prior will be selected, which causes
skewness in the posterior. Model 2 has two parameters, which allows for a less skewed
estimation of each, as can be seen in Figure 6.11. This means that the skewness in
the model parameters is unlikely to be representative of physical laws, but further
analysis would be required to confirm this. In each case, the posterior distributions
contained crack widths from the higher end of the prior distribution, indicating that
the prior model parameters resulted in underpredictions in the sensitivity to damage
in the struts (the α posterior for Model 2 also indicates this trend as positive values
were selected for the posterior).
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Figure 6.11: Histograms of the prior samples (filled) and posterior samples (clear) of
crack width and α for Model 2

6.1.4.5 Posterior validation

As discussed in the methodology, the damage extents of 4mm and 12mm were left
out of the error function for estimating the parameter posteriors in order to provide
validation data for the ABC results. The prior and posterior parameters were eval-
uated at these test points in order to validate the ABC process carried out at the
other test points. Ten samples were taken from the prior and posterior datasets for
this process. These samples are plotted across the damage range in Figures 6.13, 6.14
and 6.15 for the vertical strut for each of the models.
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Figure 6.12: Histograms of the prior samples (filled) and posterior samples (clear) of
crack width for Model 3

It is clear from these that some improvement in accuracy has been made, as the poste-
rior samples sit closer to the data than the prior samples; however some inaccuracies
remain, which are particularly noticeable at higher damage extents. This indicates
that, despite the calibration processes carried out, the models do not fully capture the
true sensitivity to damage in the struts. Notably, the predictions are clearly highly
robust to the static load conditions that the struts were subjected to for all modes
and damage models.

Model 1 clearly does not capture the full sensitivity to damage for modes 3 and 4;
however, the posterior does offer a more accurate set of predictions than the prior
model in this case. The same can be said for Model 2, which seems to provide a
greater estimate of the uncertainty on its predictions. Both models predict the fifth
mode well, and capture the lack of damage sensitivity on modes 1 and 2 (although the
level of uncertainty on these modes does not seem to have been fully quantified given
the variation seen in the experimental data for these modes). Given the similarity in
form between models 1 and 2, they would be expected to perform relatively similarly;
this is clear from the results in Figures 6.13 and 6.14.

Model 3 performs better than Models 1 and 2 when predicting modes 3 and 4, but is
comparatively less accurate when predicting mode 5. Model 3 captures sensitivity to
minor damage much better than Models 1 and 2, which tend to underpredict damage
sensitivity at crack depths of 4mm. Like Models 1 and 2, Model 3 captures the lack
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Figure 6.13: The change in natural frequency at the validation test points for the
vertical strut, with experimental data in black, prior samples in red and posterior
samples in green for Model 1
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Figure 6.14: The change in natural frequency at the validation test points for the
vertical strut, with experimental data in black, prior samples in red and posterior
samples in blue for Model 2
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Figure 6.15: The change in natural frequency at the validation test points for the
vertical strut, with experimental data in black, prior samples in red and posterior
samples in cyan for Model 3
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Model
Strut Diagonal Vertical

Prior Posterior Prior Posterior
1 0.4682% 0.4614% 0.4857% 0.4475%
2 0.4664% 0.4520% 0.4798% 0.4318%
3 0.4219% 0.4096% 0.3710% 0.3722%

Table 6.8: The error between the predicted features and experimental features for the
three strut models before and after validation

of damage sensitivity in modes 1 and 2, but seems to do a better job of robustly
quantifying the level of uncertainty on mode 2.

Due to the skewed nature of the posterior parameter distributions for the models
(Figures 6.10, 6.11 and 6.12) it is difficult to meaningfully quantify the accuracy
in their predictions compared with the uncalibrated prior predictions. Nevertheless,
a crude estimate of the mean error between the predictions and the experimental
data can be made by taking the mean across each of the modes, load cases, damage
conditions and sample points, as was carried out for the ABC process. This yielded
error estimates (for the sample cases plotted in Figures 6.10, 6.11 and 6.12) which
are given in Table 6.8. These results indicate that Model 3 outperformed the other
two models, with Model 1 performing the worst, as was indicated in Figure 6.9. The
error was reduced in the ABC process at all test points, except for the vertical strut
with Model 3, where a slight increase was observed in the error; this increase was
low and was likely due to Model 3 being initially accurate under its prior parameters
– in addition to this, the error function did not reward the models for capturing
uncertainty and would return a high error in the case of highly uncertain predictions
(see Equation 6.4).

This seems to indicate validity in the ABC process, since the improved prediction
accuracy through calibration was replicable in the test data, and the models are clearly
accurate at the substructure level. As such, the calibrated models will be referred to
following these comparisons as having been ‘validated’; this does not reflect realistic
scenarios where quantitative validation criteria would be defined prior to testing,
but instead reflects that the models have been shown to have a reasonable level of
accuracy and that the calibrated predictions were effective when compared against
independent validation data.

Based on the calibration and validation tasks carried out at the substructure level in
this section, Model 3 would be selected for use at the assembly level. However, all
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three validated models were tested at the assembly level in order to investigate if the
conclusions drawn from testing at the substructure level would prove accurate at the
assembly level.

This validation can be considered an initial success, as it avoided the use of damage-
state data at the assembly level, drawing these data from the struts in isolation
instead (the benefits of this are discussed in Chapter 3). If this can be shown to be
impactful on the model predictions at the assembly level, this will demonstrate the
potential for hierarchical validation within an SHM context.

6.2 Uncertainty propagation and results
UP was carried out in conjunction with the model assembly process following the sub-
model validation activities in Section 6.1 in order to allow assembly-level predictions
to be made with the associated uncertainty that was quantified through validation.

The outcomes of the validation process were a set of posterior distributions for the
parameters of the three strut-level damage models. These were incorporated into the
assembly-level model of the bridge via dynamic substructuring directly. In addition to
this, the uncertainty quantified on the material parameters of the struts in calibration
was applied to the undamaged struts in the assembly by drawing samples from the
material parameter distributions.

The validated model predictions had been shown to be accurate at the substruc-
ture level; testing of the model assembly using these validated submodels against
assembly-level experimental data would give a strong indication of the legitimacy of
the hierarchical V&V framework. If a demonstrable improvement in performance can
be achieved at the assembly level, this will indicate that substructure-level validation
is an effective way to validate assembly-level models in an SHM context.

6.2.1 Assembly methodology

The full assembly model was generated from a set of submodels via primal dynamic
substructuring in the physical domain. This was carried out under the assumption
of rigid joints between the substructures at the nearest node location in the submod-
els. The rigid-joint assumption is not accurate for this structure: the joints actually
contained a set of non-rigid bracket components. These components were neglected
from the model; their mass and stiffness contributions would lead to some model
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discrepancy in the assembly model. However, this was assumed to be relatively in-
significant to the model predictions. Other inaccuracies in the assembly include the
geometric discrepancies caused by assuming that the struts were fixed directly at their
extremities to the deck and upper frame.

These simplifying assumptions were made on the basis that a relatively simple sub-
structuring regime could be implemented quickly and effectively for this thesis, al-
lowing for discussions to be made on the overall framework. Many other methods for
dynamic substructuring are available [66], meaning that assembly inaccuracies could
potentially be reduced in future work by using more advanced techniques. What
is key in this thesis is to demonstrate that the hierarchical V&V framework can be
effective for SHM.

The inputs to the model were the damage extents, the strut at which the damage was
located, and the location of the damage along the strut. For each set of inputs, a full
set of struts were generated of the same length as the posterior distribution of the
damage model parameters. The strut containing the damage was assigned the crack
model parameters and material parameters from the posterior distribution, while
the remaining struts were assigned material parameters sampled randomly from the
distributions estimated during calibration using Latin hypercube sampling. These
submodels were then coupled with the nominal submodels of the deck and upper
Rexroth (which had not been calibrated or validated – another unquantified source
of uncertainty) to create a set of assembly models of the same length as the damage
model posterior. This allowed for a stochastic set of model predictions to be made
for a given set of inputs,.

Two sets of assembly-level experimental data were used at this stage. The first was
used for mode-matching between the model and the data; this process is summarised
in Chapter 5. The second set of assembly data was taken across a range of damage
states of the bridge. This allowed for the validated models to be tested against real-life
data. The damage extents were introduced at intervals of 2.5mm from the undamaged
state to a maximum of 17.5mm at the midpoints of the struts. The struts tested for
damage were Struts 1, 5, 2 and 6, as shown in Figure 5.5. A full summary of the
experimental data can also be found in Chapter 5.

The stochastic and nominal model predictions were generated at each of these test
points for comparison against the experimental data. This would allow for any im-
provements in prediction accuracy through calibration to be observed, and would
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allow for the level of uncertainty assigned to the model predictions to be assessed.

6.2.2 Results

The predictions across the damage extents are plotted against experimental data for
the three validated models and their nominal equivalents in Figures 6.16, 6.17 and
6.18. The features of interest were identified in Chapter 5, with two features identified
as being sensitive to damage in each strut. There are two immediate findings that
can be taken from these plots. The first is that a significant leap in accuracy was
not achieved in calibration, although some improvement is clear for certain cases
(for example, the predictions for damage in Strut 5 using Model 2, or Strut 1 using
Model 3). The second is that ABC allowed for good quantification of uncertainty in
the assembly-level model predictions – this is informative when employing the model
without assembly-level test data.

Figure 6.16: Predicted features at the assembly level compared with experimental
data (black) for the nominal (red) and validated (green – full posterior) parameter
sets for Model 1
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Figure 6.17: Predicted features at the assembly level compared with experimental
data (black) for the nominal (red) and validated (blue – full posterior) parameter
sets for Model 2

Figure 6.18: Predicted features at the assembly level compared with experimental
data (black) for the nominal (red) and validated (cyan – full posterior) parameter
sets for Model 3
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As with the evaluation of the error in validation, the skewed nature of the posterior
parameter distributions made effective error estimation for the uncertainty propaga-
tion results difficult. However, as at the validation stage, averages were taken of the
errors between the model predictions and experimental data to attempt to discern
the accuracy levels of the three models at the assembly level; these error results are
summarised in Table 6.9. The first and last damage extents were excluded from this
error estimate; the first (no damage) because the error was zero by definition at this
point (the feature of interest being the change in natural frequency from its healthy
value) and the last because this damage extent (17.5mm) was outside the range of
the validation data.

Strut
Model Nominal Validated

1/2 3 1 2 3
1 0.0355% 0.0347% 0.0372% 0.0379% 0.0393%
5 0.0949% 0.0684% 0.0918% 0.0845% 0.0690%
2 0.0518% 0.0575% 0.0525% 0.0521% 0.0593%
6 0.1000% 0.0769% 0.0987% 0.0956% 0.0835%

Average 0 .0705% 0 .0594% 0 .0701% 0 .0675% 0 .0628%

Table 6.9: The error between the predicted features and experimental features for the
three assembly models before and after validation

Table 6.9 confirms, as was suggested at the strut validation stage, that Model 3 is
the most accurate of the crack models investigated, followed by Model 2. As with the
substructure-level validation process, the observed increases in prediction accuracy
here compared to the prior models are low. This confirms the predictions made at
the substructure level, and lends credibility to the hypothesis that validation and
model selection activities carried out on assembly submodels can be used to confer
validity of the assembly-level model.

However, it should be noted that while Model 3 does have the lowest mean error, it
is not significantly lower than Models 1 and 2, as it was at the submodel level. This
indicates that the model may not generalise as well as Models 1 and 2, which makes
sense, given that there is less physical basis for the design of the model; Models 1 and
2 use a reduction in element cross-section that is physically not dissimilar to a real
crack, while Model 3 used a distribution of the stiffness of the beam to describe the
damage scenario.

The average prediction error actually increased after validation for Model 3 at the
assembly level. Given that the increase in error was small, this does not necessarily
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invalidate the model (Figure 6.18 implies relatively good predictive performance), as
the scalar estimate of the error does not reward the model for capturing high levels of
uncertainty in its predictions. Given that the model performed well with its nominal
settings, it is not surprising that the validated stochastic predictions actually yield an
increased mean error value. The slight loss of prediction accuracy was also observed
in validation of the ABC calibration for the models at the substructure level – it is
to be expected that this effect would also be carried through to the assembly level.

6.3 Conclusions
This chapter presented an investigation into how an assembly-level model can be val-
idated at the substructure level and then used to make predictions with confidence
at the assembly level. The structure in question was a laboratory-scale bridge struc-
ture, where predictive damage submodels of the bridge struts were calibrated and
validated against experimental data in isolation, before being reassembled into the
structure using dynamic substructuring. This allowed for accurate predictions to be
made across a range of damage conditions for the assembly-level model, with the level
of uncertainty in the predictions also clear. Model selection carried out on the basis
of predictive accuracy at the substructure level also proved successful, as the selected
model (a stiffness distribution damage model) performed with the greatest accuracy
at both the substructure and the assembly level.

Given the discrepancies that were noted in both the submodels and the assembly,
the performance of the validated assembly level models is pleasing. A more detailed
model design (for example, a model that includes the joint components) would be
expected to improve further on these results. While any model discrepancy added by
neglecting the joint components (and other simplifying assumptions) from the assem-
bly did not appear to add significant inaccuracies to the assembly-level predictions,
a full evaluation of this in future work would be very informative. In addition, a
more rigorous calibration and validation process at the substructure level – with a
bespoke dataset for material parameter calibration and larger dataset for damage
model validation – would allow for more accurate model development.

It should be noted that quantitative evaluation of the error in the predicted posterior
distributions was difficult, as the posterior distributions were highly skewed. The
estimates of error in this chapter require further testing in order to truly validate the
conclusions drawn. Therefore, further examination of the three damage models will
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be carried out in Chapter 7, where the models will be compared on their accuracy
when applied to SHM tasks, such as damage detection. Since model 3 was determined
to be the most accurate of the three damage models in this chapter, this would be
expected to be the most successful when applied in an SHM context. Evaluation of
the model performance on SHM testing criteria will give further information on the
success of the hierarchical V&V process carried out in this chapter.
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Chapter 7

Demonstration of a hierarchical
model on a structural health
monitoring problem

This chapter presents an investigation into the application of FMD-SHM techniques
based on the bridge structure and models developed in the previous chapters. The
aims of the investigation are to demonstrate the viability of model-driven SHM tech-
niques based on hierarchical validation, and to identify key areas for improvement
and further investigation in future research.

Two SHM tasks are approached in the following research: damage detection and
damage assessment. Damage localisation is not covered in this chapter due to the
experimental data and the feature sets identified not being suitable to this task.
However, based on the validation of the models carried out in Chapter 6, the models
could feasibly be adapted to produce a new feature set (such as mode shapes) which
would be more suitable to damage localisation.

Machine learning techniques for classification and regression will be introduced in
order to be applied to the FMD-SHM tasks. SVMs are applied to a damage detection
problem and Gaussian processes are applied to damage assessment. These algorithms
are trained using FMD-SHM techniques, and also using more traditional data-driven
techniques for comparison. The specific choices of machine learning algorithms in
this chapter are less significant than the relative performance of the models trained
by each method; the key test is to determine whether SHM systems trained through
FMD-SHM and hierarchical V&V methods are competitive with more traditional
data-driven methods.
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7.1 Damage detection
Damage detection refers to the task of flagging data from a structure or system
when they meet certain criteria as being indicative of the presence of damage in the
structure. In SHM this is generally carried out through continuous monitoring of a
pre-selected set of damage-sensitive features, with the onset of damage being indicated
by the passing of a given threshold on those features. This is effectively a binary
classification problem and is well suited to treatment using statistical classification
models.

In FMD-SHM, a physics-based model is used to generate a set of training data for
a statistical classifier; this classifier would then be able to label incoming data from
the real structure as being from the structure in its healthy condition or in any of its
damaged states. A simple strategy for FMD-SHM would proceed as follows:

1. Use the model to make system-level predictions across health states of interest
with any associated uncertainty.

2. Define an acceptable global damage threshold.

3. Label the predicted data as belonging to either the undamaged class or damaged
class.

4. Train a classifier using predicted training data and apply it to predict the global
health state of the structure when presented with new test data. Options in-
clude:

• Building a non-probabilistic classifier: train a classifier using labelled train-
ing data; when test data are presented, report the predicted class label.

• Using a probabilistic approach: learn the distribution of the training data;
when test data are presented, report the probability of class membership.

While the above is conceptually simple, challenges nonetheless arise and a number of
decisions must be taken by the system designer. The setting of a damage threshold
(which operates as the decision boundary for the classifier) on acceptable damage
is key among these. The compromise here is between maximising the sensitivity
(true positive rate) to damage without compromising the specificity (true negative
rate). This must be based on rigorous risk analysis and safety evaluation in industrial
applications.
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In principle, the FMD-SHM damage detection paradigm described above could be
extended to both damage localisation and identification of damage extent by expand-
ing the set of health state labels that are considered. These tasks could be carried
out using discrete health state classification, or regression methods could be used to
arrive at a continuous valued prediction for both tasks – the choice between these
methods would depend on the application.

Classification refers to the task of assigning a label to a particular datapoint, which
signifies membership of a class (such as the undamaged or damaged classes in damage
detection); in the field of SHM this usually means to take a data feature, such as a
natural frequency, and to label it as being recorded from a structure in a particular
health state. The algorithms that carry out this task are called classifiers, and can
be trained using machine learning techniques.

Machine learning techniques can be separated into supervised and unsupervised learn-
ing processes. Classifiers that are trained by an unsupervised process learn the class
of a particular set of data; when exposed to fresh data, they should then be able
to distinguish whether or not it came from the original class of data. The training
data do not have to be labelled, or they can be labelled as being from one class only
– in SHM applications, this is usually the undamaged health state. Unsupervised
classification models are also known as novelty detectors.

Classifiers trained by a supervised process are exposed to labelled data from at least
one class; they should then be able to assign fresh data to each of the classes they
have learned. For damage detection, two classes are defined on either side of the
specified damage threshold; for damage localisation or assessment, the label space is
generally more complex and will usually contain more than two classes.

In SHM, classifiers can be used for damage detection [123, 124], damage localisation
[123, 124] and damage assessment [124]. Damage detectors can be trained using ei-
ther supervised or unsupervised learning processes, while classifiers for localisation or
assessment require a supervised learning process (where the labels would be attached
to potential damage locations or extents respectively). The output of labels based on
features within recorded data, in an SHM context, allows engineers to make informed
decisions on the management of a structure – for example, to continue operations,
to schedule an inspection or to take the structure out of service. These decisions
are often enhanced by developing processes to analyse the risk attached to various
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classifier outputs; this can be done by using various cost functions bespoke to the
application and often relies on a probabilistic classification scheme.

Two key types of classifier models are discriminative and generative classifiers. Dis-
criminative models aim to use the training data to learn the boundaries between sets
of labelled data, and are therefore often suited to supervised learning methods [125].
Generative classifiers, on the other hand, attempt to infer the probability distributions
that the datasets are drawn from; they are therefore often applied to unsupervised
learning problems [125].

A further important pair of classifier types are probabilistic and deterministic classi-
fiers [126]. Deterministic classifiers refer to methods that will always label a particular
datapoint with a particular class, while probabilistic classifiers will assign a particu-
lar datapoint a probability of membership to each available class. The deterministic
classifier is therefore often quicker and easier to use, but probabilistic classifiers can
be more informative, particularly in a risk-based context.

Several machine learning-based algorithms exist which are appropriate for classifica-
tion. These include the nearest neighbour algorithm, decision trees, support vector
machines and Bayesian classification (among many others). SVMs were selected for
use in this research due to their efficiency in learning quickly from large datasets. An
additional benefit of SVMs was that through their kernelised design they can be very
flexible to the application and are appropriate for both novelty detection and binary
classification tasks. SVMs were demonstrated in an FMD-SHM study in [109], and
have been applied to various SHM tasks throughout the literature.

SVMs are powerful tools for binary classification. They are based on a discriminative
method and are non-probabilistic by nature. They can be used to produce a prob-
abilistic output using the Platt method [127]; this proceeds by fitting a sigmoidal
probability function to the scores returned by the classifier rather than simply clas-
sifying them by some particular threshold. They can also be extended to multi-class
classification tasks by using multiple binary classifiers to separate different regions of
the feature space.

SVMs function by attempting to maximise the margin between two classes of data,
where the margin is the perpendicular distance from the decision boundary to the
nearest datapoints (support vectors) on each side – see Figure 7.1 for a visual rep-
resentation of this. The form that the decision boundary takes is governed by the
kernel; widely used options include linear, polynomial and radial basis function (RBF)
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wx+ b ≥ 1

wx+ b = 0

wx+ b ≤ −1

γ

Figure 7.1: Graphical representation of a generic linear support vector machine with
labels for the margin γ, data x, and kernel parameters w and b

kernels. The choice of kernel dictates the parameters that are adjusted to maximise
the margin; for example for a linear kernel, the decision function would take the
following form:

tnew = sign
(
wTxnew + b

)
(7.1)

In this example, the (binary) classes are denoted by −1 and 1, and the parameters
to be learned from the data are w and b. The decision boundary for SVMs is set
orthogonal to the margin, γ, which is designed to maximise the perpendicular distance
between data from each class. The learning process for an SVM is therefore based
on learning the parameters that maximise the margin. The support vectors are a
subset of datapoints nearest to the decision boundary that are used to compute and
maximise the margin. This makes training SVMs very effective for large datasets,
as only a relatively small amount of training data from the full set is required. The
margin between two support vectors from different classes, x1 and x2, can be derived
according to Equation 7.2.

2γ =
1

∥w∥
wT (x1 − x2) (7.2)

Given that Equation 7.1 yields a binary output, the argument is invariant to linear
scaling and can be fixed such that the output is ±1 for the two support vectors x1

and x2. This allows Equation 7.2 to be simplified to the following:
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γ =
1

∥w∥
(7.3)

Equation 7.3 gives us a simple set of parameters to learn in order to maximise the
margin for a linear SVM. Given that any new training datapoints must be classified
as greater than 1 or less than -1, the following constrained optimisation problem can
be found:

argmin
w

1

2
∥w∥2

subject to tn
(
wTxn + b

)
≥ 1

(7.4)

The clear issue with basic SVMs is the identification of a suitable set of support vectors
when the training data overlap, which can lead to violation of the constraint condition
in Equation 7.4. In addition, where a ‘hard’ margin is enforced (which means no
data are allowed to overlap the decision boundary), the SVM can be vulnerable to
overfitting to a few support vectors. This is avoided by applying a ‘soft’ margin,
which allows for an error term for each support vector. This term quantifies the
distance between the margin and the support vector for n support vectors, allowing
them to sit within the margin or on the wrong side of the decision boundary. This
error term is included in the constraint equation for maximising the margin, as shown
in Equation 7.5.

tn
(
wTxn + b

)
≥ 1− ξn (7.5)

The contribution of the error term for each support vector to the optimisation function
is controlled by the multiplier C, which forms a key hyperparameter when training
SVMs. The new constraint equation for linear SVMs with soft margins is given as
follows:

argmin
w

1

2
wTw + C

N∑
n=1

ξn

subject to ξn ≥ 0 and tn
(
wTxn + b

)
≥ 1− ξn

(7.6)

SVMs can be trained using model predictions for FMD-SHM. The ability to generate
labelled predictions of the features from anywhere in the damage space is a major ad-
vantage of FMD-SHM and can be used to tailor the learning process for the classifier
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(subject to the model predictions offering an adequate fit to real experimental data).
As an example of how classifiers can be tailored to data, for the damage detection case
it may be reasonable to assume that the normal condition data can be approximated
by a Gaussian distribution. This assumption can be tested using stochastic model
predictions of the undamaged case, with fit to a Gaussian distribution assessed using
an appropriate metric (such as Kullback–Liebler divergence). If the Gaussian as-
sumption on normal state data can thus be satisfied, it would be reasonable to adopt
an RBF (alternatively referred to as a ‘Gaussian’) kernel to distinguish damaged- and
undamaged-state data at the detection stage. In all cases cross-validation is required
to set the hyperparameters of the classifier. This allows for an optimised classifier to
be trained, and also gives an indication of the expected performance of the classifier
when exposed to new data.

A number of applications of SVMs to SHM problems can be found in the literature [4,
109]. A real-world example concerns the health monitoring of harbour infrastructure
using SVMs [128].

7.1.1 Damage detection methodology

The training data generated using the physics-based models in this study matched
the test points from the assembly-level damage testing described in Chapter 5. This
entailed predictions of the bridge in its healthy condition and with damage introduced
to Struts 1, 5, 2 and 6 (Figure 5.5), where damage was introduced to the midpoint
of each strut in increments of 2.5mm up to a maximum extent of 17.5mm. For each
damage case, the posterior predictions were evaluated for each damage model, as was
demonstrated in Chapter 6. As discussed previously in Chapter 5, the struts used in
this dataset – 1, 5, 2 and 6 – represent the four structurally ‘unique’ struts in the
assembly, as the bridge can be divided into four symmetrically identical quadrants
along the xy- and yz-planes (see Figure 5.5). This means that a damage detector
trained on this dataset should generalise to detecting damage in any of the struts of
the bridge.
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Figure 7.2: The stochastic model-generated training data for progressive damage in
each strut using pre-validation selected features for damage detection with experi-
mental data marked in black

The initial feature set was selected in Chapter 5 (the process followed in this chapter
was repeated for the nominal version of Model 3); these features are plotted in Figure
7.2, which shows the domains on which the SVM damage detectors could be trained.
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As damage progresses, the input data would be expected to move across the feature
space from [0, 0] towards the bottom left of the plots; this can be observed for both
the experimental data and model predictions. Using the training data shown in
Figure 7.2, a classification boundary would be learned for each strut based on an
acceptable damage threshold. As the data were shown to be relatively well described
by the model predictions in Chapter 6, these classifiers would be expected to perform
with reasonable accuracy when tested on the experimental data. However, based
on the observable accuracy of the model predictions in Figure 7.2, some classification
problems are to be expected: the fit to experimental data is relatively poor for Models
1 and 2 when predicting Struts 5 and 6. In addition to this, the trends of the
experimental data are not always smooth increases in the magnitude of the feature
values as damage progresses – this can be seen in the experimental data for Strut 1
and Strut 2.

The global damage detector for the bridge was constructed by training local SVM
damage detectors for each strut based on each set of generated training data. The four
SVMs were then individually exposed to the test data and the four sets of classification
scores were summed to derive a global set of classification scores. This global set of
scores was then compared to a decision boundary in order to label to the test data as
either healthy or damaged. The global damage detector is visualised in Figure 7.3.
The strategy was based on the technique employed in [109], which was successfully
applied to a similar dataset.

The SVMs were trained and optimised using the MATLAB function ‘fitcsvm’. The
hyperparameter optimisation process used cross-validation minimisation to select the
optimal kernel, kernel scale and C value for each SVM.

In order to evaluate the success of the FMD-SHM method on this dataset, two more
traditional data-driven methods were developed for comparison. The first of these
was a novelty detector, which used a one-class SVM for each strut. These SVMs used
an RBF kernel and C value of 1 by default. The training data for the novelty detector
were drawn from the assembly-level dataset, utilising the undamaged-state datapoints
drawn from the damage-state testing and boundary condition testing (see Chapter
5). The novelty detector was therefore not dependent on damage-state data from the
assembly, but would be limited to the damage detection task only, while the model-
based strategy could feasibly be extended to other SHM tasks. The detector relied
on the physics-based model for feature selection. Setting of the decision boundary
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Figure 7.3: Illustrative structure of the global classifier designed for this case study
constructed from four local strut classifiers
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would also be very difficult in industrial applications if models or assembly-level test
data were not available.

A supervised data-driven damage detector was also trained using the damage-state
test data. The SVMs were trained on the same dataset as the novelty detector, with
the addition of the damage-state data at the extents of 5mm, 10mm and 15mm.
These SVMs were optimised similarly to those used for the FMD-SHM method. This
detector was clearly dependent on assembly-level data across damage states – a major
drawback for many SHM strategies. For both the novelty detector and the supervised
damage detector, the individual strut SVMs were combined to create a global damage
detector in the same way as the FMD-SHM damage detector (Figure 7.3).

7.1.2 Results

The test dataset used in this chapter was the damage-state data recorded from the
full bridge assembly. This dataset covered the dynamic response of the bridge across
a range of damage scenarios, where single-site damage was introduced to Struts 1,
5, 2 and 6 as a saw cut to the midpoint of the strut. Damage was introduced at
increments of 2.5mm up to a maximum extent of 17.5mm. This dataset is described
in full in Chapter 5.

Classifiers are generally assessed on their performance in terms of accuracy metrics,
such as sensitivity – also known as the true positive rate (TPR) – and specificity.
Metrics such as these aim to capture the ability of the classifier to correctly label
datapoints as being from the class that they are drawn from in reality. The TPR
(Equation 7.7) and false positive rate (FPR) (Equation 7.8) for classification are de-
pendent on the classification threshold, where increasing the threshold will increase
the rate of true positive labels, but simultaneously increase the FPR. A ‘good’ clas-
sifier will maximise the ratio between the TPR and the FPR, and the setting of the
classification threshold is clearly key to this.

TPR =
True positive labels

True positive labels + False negative labels = 1− FNR (7.7)

FPR =
False positive labels

True negative labels + False positive labels = 1− TNR (7.8)

One way to rigorously evaluate the performance of a classifier, given a particular set of
test data, is through the receiver operating charactistic (ROC); this covers the TPR
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Figure 7.4: ROC curves for the novelty detector (black), supervised detector (red),
Model 1 detector (green), Model 2 detector (blue) and Model 3 detector (cyan), with
the boundary for informative classification marked with a dashed line

and the FPR over a range of classification thresholds. A ‘good’ classifier would have
a ROC curve as far above the unit gradient as possible (TPR = FPR), meaning that
a high TPR can be achieved over the full range of classification thresholds without
compromising the FPR. The ROC curves are plotted for the classifiers generated in
this paper in Figure 7.4. The damage thresholds indicated for each subfigure define
any crack of depth equal to or greater than the threshold as damaged. This figure
shows strong performance for the model-based methods compared to the data-based
methods, with performance for all methods increasing as the damage threshold is
increased; this would be expected because, as can be seen in Figure 7.2, the data
become increasingly separable as the severity of damage increases.

The area under the ROC curve gives a useful scalar metric for a classifier, where
the minimum value for an informative classifier would be 0.5 (this is the value for
a classifier where the TPR is equal to the FPR at all classification thresholds); the
maximum value for area under the ROC curve is 1, which would indicate perfect
classification performance. These values are plotted against damage threshold for
the classifiers in Figure 7.5. The figure gives a clearer indication of classification
performance overall than Figure 7.4; it can be observed that the model-based methods
perform strongly compared to the data-based methods, with all models outperforming
the data at the highest damage threshold. Model 3 is the best-performing of the
damage models, although Models 1 and 2 are just as effective at higher damage
thresholds.
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Figure 7.5: The area under the ROC curves at a range of damage thresholds for the
novelty detector (black), supervised detector (red), Model 1 detector (green), Model
2 detector (blue) and Model 3 detector (cyan), with the boundary for informative
classification marked with a dashed line

It is interesting to note that, based on the results presented, the novelty detector
consistently outperformed the binary classifier trained using the damage-state data.
This is an unexpected result, given that the supervised learning method was allowed
more training data than the novelty detector. However, it should be remembered that
the setting of an optimised damage threshold on the novelty detector would be very
difficult in the absence of damage-state data; this task would be more feasible for the
supervised learning method. In addition to this, only a small amount of experimental
training data were available, so these results would be expected to be sensitive to
erroneous datapoints that are affected by experimental uncertainty.

The initial conclusions that can be drawn from Figures 7.4 and 7.5 are promising.
The FMD-SHM detectors perform reasonably well compared with the data-driven
methods. However, it is possible that the FMD-SHM detectors could be further
improved by selecting an updated feature set using the validated models. The initial
feature set was selected using the un-validated, nominal condition models; given the
increased accuracy and knowledge of the uncertainty in the model predictions, a more
informative feature set may be found that would improve these results further.

Two new feature sets were selected using the validated models to investigate this hy-
pothesis. Feature set 1 was selected prior to validation, and is described in Chapter
5. The matched features were selected based on damage sensitivity and the MAC.
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Figure 7.6: The area under the ROC curves at a range of damage thresholds for the
Model 1 detector (green), Model 2 detector (blue) and Model 3 detector (cyan) using
three features sets

The features were ordered in terms of damage sensitivity (the proportional change
in natural frequency at the greatest damage extent) and the less sensitive half of the
set was discarded. The two features were selected that maximised the MAC between
the model predictions and the experimental data within the remaining features. This
process was repeated using the validated models for feature set 2. ‘Minimum sensitiv-
ity’ was used as a measure of damage sensitivity; this was the proportional change in
natural frequency at the greatest damage extent for the posterior sample that showed
the least sensitivity to damage. Using the minimum sensitivity was intended to value
robustness in the damage sensitivity of the features. For feature set 3, damage sensi-
tivity was prioritised over the MAC, where the two features selected from the matched
mode set were simply the ones that showed the greatest minimum sensitivity.

The classification results for the three feature sets are plotted across damage thresh-
olds in Figure 7.6, where set 1 represents the original features selected before valida-
tion, set 2 was selected using the validated models prioritising prediction robustness
and set 3 was selected using the validated models prioritising damage sensitivity. It
can be seen that the reselected feature sets 2 and 3 offer a slight improvement in classi-
fication performance for Models 1 and 2. This was not the case for Model 3, for which
the reselected feature sets proved less useful than the original features selected prior
to validation. This is not necessarily very surprising given the strong performance of
the original feature set. It is noticeable that the classification results are relatively
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robust to feature selection, which offers some credibility to the overall model perfor-
mance, as good accuracy can clearly be obtained for a large range of predictions. It is
possible that in future research, model predictions could be generated to test various
candidate feature sets, similarly to using model predictions to set an optimal decision
boundary. This could potentially enable users to maximise the effectiveness of a set
of validated models, again without the requirement for experimental damage state
data.

7.1.3 Concluding remarks on damage detection task

The results of the damage detection task for this case study are very encouraging. The
FMD-SHM method proved successful using the training data from the hierarchically-
validated models, and performed very favourably when compared to traditional data-
driven methods.

The data-driven methods were reliant on the model themselves, which was utilised
to select the features on which they were trained. Furthermore, while the novelty
detector performed particularly well, it should be noted that it would be very difficult
to set an optimal classification boundary without further utilising the models.

The good performance of the FMD-SHM method was particularly pleasing given that
it was achieved – through hierarchical validation – without the use of any damage-
state assembly data (these data were required for the supervised learning data-driven
model). Further credibility for hierarchical validation can be drawn from the fact that
the best-performing damage model for the classification task was Model 3; this was
identified at the strut level – see Chapter 6 – as the most accurate of the three models
(followed by Model 2 and finally Model 1 – this prediction also proved to correspond
to assembly-level classification performance).

The features selected prior to validation in Chapter 5 proved to be useful for damage
detection after validation, which backs up the hypothesis that models can be used
in a relatively coarse form for the feature selection task in SHM. As was suggested
in the hierarchical validation framework, fresh features could be selected using the
models after validation - these new feature sets improved the performance of classifiers
trained using Model 1 and Model 2.

A further application of the validated models in classifier design would be to set
an optimal classification threshold. Given the demonstrable accuracy of the models
based on the hierarchical validation process, this could again be carried out without
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the requirement for any assembly-level damage-state data. Instead, cross-validation
of the model predictions could be used to determine an ideal classification boundary
with confidence. This could be carried out based on a risk-based framework to design
a suitable cost function to classification metrics such as the true positive rate and the
false positive rate.

Additional extensions of the work presented here would be to use the stochastic
predictions to train a probabilistic damage detector; this would be more informative
in a risk-based context, as mentioned above.

7.2 Damage assessment
Damage assessment refers to the task of determining the severity of a type of damage.
Assessment can be carried out as a classification task, where damage is assigned
some discrete severity label, or by regression, where the severity is assigned a value
from a continuous distribution. SHM techniques generally proceed by monitoring a
data feature and assigning that feature to a class of damage extent (in the case of
classification), or to a particular value describing damage extent such as crack depth
(in the case of regression).

Rytter’s Hierarchy progresses from damage detection to localisation prior to assess-
ment [1]. Localisation and categorisation of damage is generally required before the
severity of damage can be determined for a particular type of damage. The work
presented in this chapter relied on the use of natural frequencies as features; due to
their global nature, this presents significant difficulties when carrying out damage
localisation. Localisation is particularly difficult for the truss bridge due to the lines
of symmetry in the structure and the number of natural frequencies very close to each
other in the frequency spectrum. Therefore, the study of damage assessment in this
chapter is carried out based on the assumption that the location and type of damage
is known.

A range of statistical techniques are available for regression tasks; these include linear
and polynomial regression, decision trees and SVM techniques [125]. The regression
model selected for this task was the Gaussian process. GPs are highly flexible, and
could therefore be readily fitted to the form of the training data. Other methods were
initially tested, such as linear regression and SVM regression; however, GP regression
appeared to perform the most strongly at this stage. A similar use of GPs on bridge
model predictions can be found in [113].
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GPs function on the assumption that the underlying form of the predictions of a
system based on its inputs can be represented by a collection of normal (Gaussian)
distributions. They are flexible in form and, given sufficient training data, can be
fitted to any given underlying function; this is dependent on the mean and covariance
functions (m and k; Equation 7.9) of the GP, which operate similarly to the kernel for
other machine learning algorithms. A key advantage of GPs is that they contain an
inherent uncertainty function alongside their mean prediction for a given input; this
allows for confidence to be attached to any models used for damage assessment. GPs
are Bayesian functions, where the prior form (usually with a zero mean function)
is updated according to training data in order to arrive at a posterior [129] – this
reduces the potential for overfitting [130]. The key assumption in the definition of
the covariance function is that it is smooth over the domain [129]; it should also
be noted that the length scale of the covariance function is a major hyperparameter
[129].

m(x) = E[f(x)]

k (x, x′) = E [(f(x)−m(x)) (f (x′)−m (x′))]
(7.9)

The prior form of the GP is governed by the initial mean and covariance, with any
associated hyperparameters, and is given in Equation 7.10 [10]. Optimisation and
selection processes are then required to fit the prior model hyperparameters to given
training data, and to choose appropriate mean and covariance functions. For a de-
tailed explanation of the mathematical basis and learning processes for GPs, the
reader is referred to [129].

f(x) ∼ GP (m(x), k (x, x′)) = N (m(x), k (x, x′)) (7.10)

An example of a GP regression learning process is shown in Figure 7.7. This figure
shows that, as more training data are added to the learning process, the regression
model is able to more accurately estimate the form of the data, and uncertainty is
reduced. It can also be seen that outside the range of training data (x > 10 in
Figure 7.7), the model is unable to make accurate predictions; however, the increased
uncertainty in this region gives a useful indication of this lack of accuracy.
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Figure 7.7: Examples of a Gaussian process regression model for sin(x) with more
(right) and less (left) training data

GPs are a popular choice for modelling in SHM and structural dynamics contexts.
They have been applied for use as emulators to save on computational effort in running
complex models [10], and for model sensitivity analysis [96, 100, 101]. An application
of GP models to damage location and assessment can be found in [131].

7.2.1 Damage assessment methodology

The validated models were tested on their ability to train a regression model to assign
a value to the depth of a crack at the midpoint of each strut of the bridge. This was
based on the assumption that the strut containing the crack and the location of the
crack was known, and that the damage – more generally – was known to be an open
edge crack, as explained in Chapter 5.

The GP regression models trained for this chapter were fitted using the MATLAB
function ‘fitrgp’. The optimisation algorithm for this function was quasi-Newton
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optimisation. Bayesian optimisation was used to select the covariance function and
the hyperparameters; this was carried out using the MATLAB function ‘bayesopt’ on
its default settings.

The training data used for the damage assessment task were the same as those used for
the detection task; feature set 1 is shown in Figure 7.2. The label set was expanded
in the training data for this task; instead of the labels being damaged or healthy,
as was the case for training damage detectors, the labels were the damage extents
at which the training data were generated. Each of the three feature sets used for
damage detection were applied to this task. This constitutes an expansion in the
dimensionality of the learning space, but with no additional training data provided
compared to the damage detection task. As such, a lower level of of accuracy should
be expected compared to the damage detection results (this is in addition to the fact
that damage assessment is inherently a more challenging task for statistical models).

7.2.2 Results

The results of the GP regression models are plotted in Figure 7.8. These show the
predicted crack depths based on the feature inputs derived from the experimental
data (the same test dataset that was used for the damage detection task). All three
damage models were tested on each strut, and the three feature sets described earlier
in this chapter were each tested.

It can be seen from Figure 7.8 that the success of the FMD-SHM method for damage
assessment is mixed. The rate of damage progression is well captured by the statistical
models in some cases, such as for Strut 1, but for others the accuracy of the regression
models is poor. In a number of cases, the predicted damage extents are not physically
possible (the predicted crack depth being either less than zero or greater than the
depth of the strut). Model 2 appears to be the most robustly accurate across the
test data, and it is also apparent that the models are able to more accurately predict
crack depth at greater damage extents.
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Figure 7.8: The predicted damage extent compared to the true value for Model 1
(green), Model 2 (blue) and Model 3 (cyan), with the ideal regression model marked
as a dashed line
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7.2.3 Concluding remarks on damage assessment task

The damage regression task was attempted using FMD-SHM techniques based on the
three validated damage models developed in Chapter 6. GP regression models were
trained using the model-generated datasets, and were successful in predicting the
depth of cracks in the struts in most cases – given knowledge of the damage location.
Poor predictive performance, such as the Model 3 regression model for damage in
Strut 2 based on feature set 1, can be linked to poor feature matching and selection;
Figure 7.2 shows that the damage sensitivity in this feature space was low and that
the model predictions do not correlate well with the experimental data for feature
2. This indicates that the poor performance of certain sets of predictions is due to
inadequate feature matching and selection, although model discrepancy could also
cause inaccuracies in these cases.

Models 1 and 2 generally perform better than Model 3 for this task; this is likely due
to the greater separability of their predictions making the task of learning a regression
model much easier. As can be seen in Figure 7.2, there is significant overlap in the
training data generated using Model 3.

Most of the results show that accurate prediction of damage extent is difficult when
the crack length is small, but accuracy is much better at greater damage extents. This
is to be expected, given that examination of the selected features has shown that lesser
damage extents have a relatively small impact on the natural frequencies, while much
greater sensitivity was observed at greater damage extents (see Figures 6.16, 6.17 and
6.18). This makes the data at low damage extents very sensitive to noise, and the
stochastic model predictions have significant overlap, making separability of the data
difficult, which in turn makes it difficult to confidently assign a particular estimate
of crack depth.

The GP models could potentially be significantly improved by developing a more
advanced probabilistic set of beliefs. It is known that the predicted outputs of the
models cannot physically be less than 0mm or greater than 20mm; this could therefore
be incorporated into the model prior to improve the hyperparameter learning process.
This would, however, present its own challenges. The use of probabilistic predictions,
rather than the simply using the mean function, would be informative in this case, as
the uncertainty on GP predictions will naturally increase at regions of the problem
domain away from any previously-seen training data (see Figure 7.7); this would give
a useful indication of potential inaccuracies in these regions.
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Further improvements to this investigation could also likely be made with more train-
ing data; if a test was focused on a single strut then the test data could be recorded
with more sensor locations to allow for more accurate feature matching. This would
allow for more confidence to be attributed to the model predictions, and it would be
easier to determine the true sources of error in the model predictions (these could
be due to model discrepancies or to mismatching of features). Similarly, generating
more training data at a larger range of damage inputs would be expected to improve
the performance of the trained statistical regression models.

7.3 Conclusions
This chapter was aimed to demonstrate the potential of FMD-SHM compared to
traditional SHM techniques, and to use this demonstration to evaluate the success of
the hierarchical validation process carried out in Chapter 6. This was carried out by
setting up two SHM tasks: detection of damage in a truss bridge, and assessment of
damage in the struts of the bridge given prior knowledge of the damage location.

The damage detectors were based on SVMs trained using the validated model predic-
tions; these were compared to an SVM novelty detector and an SVM trained using
labelled damage-state data drawn directly from the real structure. It should be noted
here that, while SVMs were selected for this demonstration as a suitable classification
algorithm, the key investigation was to compare the performance of the FMD-SHM
method to data-driven SHM methods, so the actual choice of classification algorithm
was not critical. The FMD-SHM method performed well compared to these bench-
mark methods, but did not rely on any experimental assembly-level damage-state
data. It was also found that the model selection carried out in Chapter 6 was le-
gitimate for the task, as the models performed as predicted – compared with each
other – at the substructure level. This indicates that hierarchical validation is very
appropriate for physics-based models in SHM, given the potential benefits outlined
in Chapter 3. Furthermore, the feature set selected in Chapter 5 proved to work well
for the assembly-level damage detection task. This indicates that feature selection at
the pre-validation stage of the framework is an appropriate strategy, although further
feature selection following validation can also be carried out where desired.

The task was then extended to damage assessment, where Gaussian process regression
models were trained to predict the depth of a midpoint crack in Struts 1, 5, 2 and 6.
This was a higher-level task than damage-detection, and the accuracy of the models
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was lower as a result. Despite this, where the model predictions were demonstrably
accurate, the regression models trained using these predictions were largely successful.
This indicates that the FMD-SHM framework can be legitimately applied to more
difficult SHM problems such as this, but that the model validation activities required
for successful prediction must be more rigorous than for lesser tasks like damage
detection.

Future work would include the application of the FMD-SHM framework to damage
localisation. This was not carried out in this research due to the difficulty in identi-
fying a suitable feature set. Mode shapes are generally recognised as a useful feature
for damage localisation, and the model can be used to predict the mode shapes of
the structure. If a set of experimental data containing detailed mode shapes of the
bridge was acquired across a range of damage states, this could be used to test the
FMD-SHM process for damage localisation.

A further extension to this study would be to carry out the classification and as-
sessment tasks from a more probabilistic perspective; the validated models would be
highly tractable to this challenge, as they provide a set of stochastic predictions for a
given input. A probabilistic SHM study could then be incorporated into a risk-based
framework, and further investigations into the setting of key modelling parameters
– such as the acceptable damage threshold for damage detection – could be carried
out.
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Chapter 8

Discussions and conclusions

8.1 Discussions
This thesis presented investigations into a novel framework for hierarchical validation
of physics-based models for SHM, with a focus on FMD-SHM. This was motivated by
the lack of data problem common to many existing SHM methods. Data-driven SHM
methods are reliant on training data to develop statistical damage models via machine
learning. These training sets are often very difficult to acquire, as they usually require
the collection of data from the structure of interest in its damaged states. FMD-SHM
provides the means for these data to be provided through model simulations, but
predictive damage models are themselves dependent on labelled damage-state data
from the structure in order to carry out model validation.

Hierarchical V&V aims to reduce the burden of the data acquisition process for model
validation by drawing the validation data from components or subassemblies of the
larger structure, rather than from the full assembly. This would be expected to be a
more feasible process, as it would not require the introduction of damage to high-value
assembly-level structures. Instead, the submodels representing these subassemblies
and components of the assembly could be validated separately over an appropriate
range of damage and operational conditions. These validated models could then be
reassembled to recover the assembly-level model, which would now be useable with
quantifiable confidence in its predictions.

Two aims were set out for this thesis: firstly to present an initial framework for
the implementation of hierarchical V&V in an SHM context, and secondly for this
framework to be tested through realistic case studies – this was also intended to
provide a further demonstration of the FMD-SHM method, which is still a relatively
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novel process within SHM literature. The initial framework was presented in Chapter
3 (Figure 3.2).

The experimental dataset used for the case studies in this thesis was drawn from
a laboratory-scale truss bridge (Figure 5.1). This was considered a realistic target
structure given its similarity to larger bridges found in worldwide civil infrastructure.
Validation data were acquired from the struts of the bridge (the load-bearing compo-
nents) across a range of damage and static load conditions – these experiments were
described in Chapter 6. Testing data for the SHM tasks (which were also used for
matching the model predictions to features in the experimental data) were gathered
from the full assembly in a range of damage states – this was described in Chapter 5.

One noteworthy comment to be made here is that one of the postulated benefits
of hierarchical V&V was that data acquisition from component structures would
be easier than from the full assembly. This is due to the increased simplicity of
components compared with the larger assembly, their smaller size and the increased
ease of sensor placement. While these proposals would still be expected to stand in
many cases, difficulties were encountered in gathering vibration data from the struts in
isolation which were not a problem when working with the larger assembly. This was
because of the lightweight and highly flexible nature of the struts. Their flexibility
made the use of an impact hammer to excite the struts very difficult, as avoiding
double-impacts was virtually impossible. This meant a shaker was required to excite
the struts via a stinger – again, since the struts were so flexible, this had a non-
negligible stiffening effect on the struts, the extent of which was difficult to estimate
(comparison to equivalent tests with impact hammer excitation may have helped
with this). Because the struts were so light, the use of accelerometers to measure
the vibration had an observable effect on the results due to the increased mass of the
system. This problem was avoided by using a scanning laser vibrometer to capture the
response. These issues were specific to the bridge system investigated, and therefore
they would not be expected to be encountered on other structures or substructures.
However, each structure would be expected to have its own idiosyncrasies, and many
of these may present data acquisition problems. Careful design of experiments when
capturing validation data from the substructures must take these potential issues into
account.

The theory and techniques for hierarchical V&V were presented in Chapter 4. Dy-
namic substructuring was identified as a suitable methodological basis for the as-
sembly and disassembly of models in an SHM context, and sampling methods were
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identified as suitable for the propagation of uncertainty through these assembly pro-
cesses where uncertainty can be quantified in the parameters of the submodels. Latin
hypercube sampling was found to outperform Monte-Carlo sampling in terms of distri-
bution convergence. These ideas were tested on a numerical study of a plate assembly.

Feature selection in a model hierarchy for FMD-SHM was carried out on the bridge
dataset in Chapter 5. Here, the assembly model was used to select a set of damage-
sensitive modes prior to validation having been matched to assembly-level data from
the bridge in its healthy condition. These were then used to select a set of appropriate
modes on which to carry out the strut-level validation task. The features selected
in this chapter proved to be effective for the SHM tasks investigated in Chapter 7,
despite being chosen using the un-validated model. Carrying out feature selection
at this stage allowed for significant streamlining of the validation process, as a low-
dimensional feature space appropriate for validation was able to be identified for the
strut submodels.

Chapter 6 presented a case study on the UQ and UP processes for hierarchical V&V
of the bridge. The material parameters were calibrated for the struts in their undam-
aged condition, and the damage model parameters were calibrated using ABC. Three
predictive damage models were investigated, with Model 3 proving to be the most
accurate of the three when validated against independent test data. In a real-life
application, the other two models would be discarded in the model selection process;
however, they were kept in this study in order to investigate the legitimacy of the
model validation selection activities when applied to the assembly-level model. The
validated strut models were then built back into the larger assembly models, which
allowed for probabilistic predictions to be made for the bridge in a range of damage
conditions. These were shown to be accurate when compared to assembly-level test
data for each model and compared to the nominal, un-validated models. Model 3
also performed the best at the assembly level, followed by Models 2 and 1; given that
this was predicted at the substructure level, this lends credibility to the hierarchical
V&V process.

The accuracy of the models varied based on which feature was being predicted. This
could be down to erroneous mode-matching, or the influence of model discrepancy. A
philosophical question arises here as to the impact of model inaccuracies on certain
predicted features, when other predicted features are accurate and could be selected
for use in an SHM strategy. In light of the paradigm that all models are wrong,
while some models are useful [50], it can be shown that even models that can be
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useful may not be useful for any given prediction. The presence of certain erroneous
predictions should highlight the risk inherent in using predictive models and highlights
the requirement for rigorous validation.

Applications of the FMD-SHM method to damage detection and damage assessment
were presented in Chapter 7. The validated models were used to train binary SVMs
for global damage detection in the bridge; the classification models were then com-
pared to data-driven methods in terms of performance on detecting damage in the
assembly-level test data. The model-trained detectors performed well in comparison
to the traditional data-driven methods, despite not making use of any assembly-level
damage-state data in the development of the classifiers. Additionally, the models
identified as performing best at the strut level (Model 3) proved to be the most accu-
rate in the damage detection task, which underlines the credibility of the hierarchical
V&V technique.

The damage assessment task proved more difficult when using the FMD-SHM method;
GP regression models were trained using the validated models for this task. However,
some success was observable in these results, and it is clear that a more refined study
of this task could be successful in an FMD-SHM context. Investigations were carried
out into the potential of selecting an updated feature set based on the calibrated
models (the original feature set being selected using the models in their nominal
settings). This had a mixed impact on the results: where some models were improved
by using the new features (Models 1 and 2), this was not observed for Model 3, which
performed similarly across feature sets for each SHM task.

Based on the investigations summarised above, it is clear that the FMD-SHM ap-
proach was broadly successful. This project was the first to present a large-scale study
of the method on a realistic dataset, and the results of this showed good performance
compared to a data-driven novelty detector and a supervised learning data-driven
classifier for damage detection. The hierarchical V&V method was also successful
when applied in an SHM context; improved performance was observable following
the substructure-level validation tasks, and model selection at this level was shown to
be a legitimate activity based on assembly-level testing. Feature selection was shown
to be a reasonable task to be carried out prior to rigorous validation; however, it is
clearly possible to ratify the outputs of this process once validation has been carried
out.

157



Some limitations of the methods explored were also identifiable. The quantification
of uncertainty added throughout the assembly process is an outstanding issue, and
the level of accuracy required to achieve sound assessment of damage extent was not
achieved to a level that would ensure trust in the method at this stage. In addition
to this, the matching of model outputs to experimental data is still clearly limited by
issues associated with data acquisition, particularly for structures such as the truss
bridge where many modes exist with similar mode shapes and natural frequencies.

In light of these discussions, an updated version of the initial framework proposed in
Chapter 3 has been developed. This is illustrated in Figure 8.1. The framework is
still intended as a high-level guide to hierarchical V&V; however, it summarises the
overall activities required in order to achieve the outcomes that were presented in this
thesis.

The updated framework includes an additional input of assembly-level data to the
feature selection task. This reflects the fact that selection of features must include
some matching of predicted features to those that can be extracted from experimental
data. These data do not need to be from the assembly in its damaged conditions, so
they would be expected to be relatively straightforward to acquire in most contexts.
The acquisition of substructure data for submodel calibration, validation and UQ
requires a bespoke design of experiments to maximise the effectiveness of these pro-
cesses (different datasets may be required for each stage of the overall process). This
is not considered to be a part of the central framework, as it feeds into the substruc-
ture data acquisition bubble; however, any future research focusing on this element of
the process may lead to arguments for its inclusion into the framework. High-quality
experiments for the acquisition of model validation data are certainly key to success-
ful validation activities. A more traditional process of parameter calibration through
direct testing of material parameters would highlight the remaining inaccuracies as
model discrepancy; this would then motivate further research into the propagation of
this discrepancy and how it impacts on the application of the assembly-level model.

A choice has been added to the framework following the submodel validation stage,
representing model selection based on some pre-defined accuracy or validation criteria.
If the candidate submodel fails these criteria, then new submodels will be developed
until the criteria are met and model assembly can be carried out. This process was
carried out informally in Chapter 6, as Models 2 and 3 were developed following
observed model discrepancy in the model predictions from Model 1. The setting of
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validation criteria for this selection process presents an area for future work following
this thesis.

An additional block has been added following model assembly and UP for evaluation
of the features selected after the submodels have been selected and validated. This is
to ensure that, having been calibrated, the features selected on which to operate the
model are still the most effective for the given SHM application.

8.2 Future work
Certain areas for future research are identifiable based on the findings and limitations
of the work presented in this thesis. The first among these concerns a potential ad-
ditional block in Figure 8.1; this would constitute the use of the physics-based model
to set decision criteria for the statistical models used in FMD-SHM. Based on the
confidence attached to the model predictions, it would be possible to use these to
evaluate the parameters for damage classifiers in a risk-based context. For exam-
ple, given a maximum threshold for acceptable crack length in a damage detection
problem (as was presented in Chapter 7), it could potentially be possible to identify
the optimal position on the ROC curve from the model predictions. Testing of this
idea on experimental data would be a natural continuation from the case study in
this thesis. An additional set of future research into the required activities for ‘op-
erational evaluation’ in the context of this framework would be useful – this would
include significant decisions on the requirements for the SHM strategy, such as the
setting of a maximum permissible crack length at which to define the structure as
being damaged, which would have major ramifications into further activities such as
feature selection in this framework.

Another clear continuation from the thesis would be to apply the FMD-SHM method
to the problem of damage localisation. This was not carried out in this research
because the models had been set up to generate natural frequency data, which has
limited effectiveness when try to make inferences on local damage in the structure,
as is required in damage localisation. However, it would require minimal adjustment
to generate a set of mode shape predictions (mode shapes being generally accepted
as useful features for damage localisation). Given an appropriately-designed set of
test data, the study of damage localisation based on the FMD-SHM method using
hierarchical V&V would be very informative. Similarly to the problem of localisation,
the identification of multi-site damage was not addressed in this thesis. However, once
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a validated assembly-level model for damage prediction has been developed through
the hierarchical V&V framework, this could potentially be addressed by generating
the required training data for a more complex FMD-SHM method. As with the
localisation problem, the key foreseeable challenge here is in the ability to generate
and detect features that robustly discriminate between damage in different locations,
including combinations of those locations. A case study investigating these issues
with a new experimental dataset would highlight any key issues with the process, but
would be expected to be reasonably successful based on the findings of this thesis.

The application of hierarchical V&V to population-based SHM is an intriguing prospect.
The basis for population-based SHM is that knowledge can be transferred across sim-
ilar structures in a population in order to develop damage inference machines for each
population member [17]. Given that structures in a population would be expected
to share many components, the individual validation of submodels of these compo-
nents across the range of damage and operational conditions could be very effective,
as the submodels could then be integrated into a large range of nominally similarly
assembly-level models representing structures across the population. Demonstrations
of this could be carried out using the bridge structure used in this study by apply-
ing the validated strut models to different configurations of the assembly (i.e. an
assembly without vertical struts, or with different boundary conditions).

The quantification of uncertainty in the assembly process is an outstanding issue in
the hierarchical V&V process. However, it should be possible to address the question
in future research without compromising the aims of the framework – to develop
predictive damage models without the use of assembly-level damage data. Given that
the damage models themselves (i.e. the stiffness distribution model or the element
reduction models outlined in this thesis) are validated at the substructure level, these
would be expected to be valid at the assembly level also. The uncertainty added
in the assembly process would be expected to be independent of the health state
of the assembly. This hypothesis could be tested by carrying out a validation of
the model assembly in its healthy condition only in order to quantify the model
discrepancy added in the assembly process – this could then be incorporated into the
assembly model as a discrepancy function. The model would then be tested across its
damage states to ensure that the discrepancy did not change as damage increased. A
study such as this would add further credibility to the hierarchical V&V method, and
would motivate a further update to the framework, which would then incorporate the
assessment of model discrepancy after model assembly.
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The modelling of joints is closely related to the ideas presented above. Joints were
neglected from this study, but are known to have contributed to dynamic effects in
assemblies. An investigation into the modelling of joints in assemblies, as well as
tests of more advanced dynamic substructuring techniques (such as the use of non-
rigid connections between substructures), in a hierarchical V&V context would yield
further information as to the level of accuracy and confidence that can be achieved
through hierarchical V&V.

Further to the points above, the issue of non-linearity in dynamic systems was not
addressed in this thesis. This merits further investigation, since many common joint
types exhibit non-negligible non-linearities, and incipient damage can also be expected
to introduce non-linearity to a system. Investigations into the effects of this on
execution of the hierarchical V&V framework may be required in future.

Finally, an additional problem in the implementation of SHM strategies in industry is
the influence of confounding variables which are difficult to separate in the data from
the effects of damage. A common variable here is temperature, which would have a
significant stiffening or softening effect on many structures. In theory, FMD-SHM is
a good method to use in tackling this issue, as physics-based models can be used to
generate a wide range of training data across EOVs relatively cheaply, through the
use of surrogate models if necessary. Alternatively, validated models would be very
useful in identifying features that are robust to the effects of EOVs [113]. However, in
either of these applications, it is clear that this would require model validation across
these EOVs. A study to investigate the application of a hierarchical V&V strategy in
the presence of additional varying factors such as temperature would be a significant
contribution to the field.

8.3 Conclusions
Hierarchical V&V offers the means for assembly-level models of structures to be devel-
oped with the ability to make probabilistic predictions across damage-states for SHM,
without the requirement for assembly-level damage data. This is a potentially very
significant step forward in the application of physics-based models to SHM problems,
where the acquisition of damage-state data for model validation has often proved to
be a significant barrier to their realistic implementation.

It has been shown in this thesis that it is possible to make confident inferences on
the health states of structures using models validated at subassembly levels, with
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a case study being carried out that compared this technique to more established
data-driven techniques. The FMD-SHM method was shown to be applicable to both
damage detection and damage assessment tasks in a truss bridge, and significant
extensions of these case studies have been highlighted for future research.

A framework for the application of hierarchical V&V was presented and investigated
in an FMD-SHM context, where it was shown that use of the models involved could
maximise the efficiency of processes such as feature selection and model validation.
As confidence is established in the models moving through the hierarchy, the greater
knowledge that is acquired concerning their accuracy and associated uncertainty can
then be leveraged to optimise the performance of the models when applied to SHM
tasks.
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Appendix A

Further experimental work

A.1 Static dataset: Experimental procedure
Experiments were carried out in order to acquire a complete dataset representing the
response of the struts of a bridge under a range of static load conditions. The bridge
in question was a laboratory-scale truss bridge and was housed at the Laboratory
for Verification and Validation, a specialist laboratory owned and operated by the
University of Sheffield for investigations of dynamic structures. The bridge, shown
in Figure A.1, was a truss bridge configured with diagonal and vertical struts. The
bridge material was aluminium and comprised three main types of component: the
deck, the struts, and a number of Rexroth sections (these spanned the outer perimeter
of the deck and connected the struts at the top).

The struts of the bridge were easily identifiable as critical components to its perfor-
mance; this is well-known in bridge design theory. In addition, the struts were easily
removable, and were simple components for modelling and test design. This made
them ideal candidates for demonstration of the hierarchical V&V process postulated
in this project.

A.1.1 Experimental taxonomy

In order to describe the experiments and results with clarity, the following taxonomy
is defined regarding the bridge in terms of its components, loading, and damage
condition.

As illustrated in Figure A.2, the struts of the bridge were labelled numerically. To
maintain clarity, the load points on the bridge deck were labelled alphabetically, as
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Figure A.1: The truss bridge at the LVV, loaded for static testing
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Figure A.2: The taxonomy of strut labels for the LVV bridge in this dataset

shown in Figure A.3. This was intended to avoid confusion between the two sets of
labels.

The damage level present in the bridge or strut is indicated by Dextent
location. This indicator

will vary slightly depending on whether the data are relevant to the whole bridge or
to a single strut. An example of a damage state in the full bridge would be D100%

3 ,
which would indicate complete damage (failure) in Strut 3 on the bridge. An example
of a damage state for a single strut would be D50%

200mm, which would indicate a state
between complete health and failure at a distance of 200mm from a reference point.
Static loads are defined similarly to damage, by Lmagnitude

location .

A.1.2 Distribution of load: Estimate

An estimate was made of the distribution of tensile loads in the struts of the bridge.
The load distribution was calculated under the rigid-body assumption, for the LF

K

condition and is shown in Figure A.4. This simple calculation showed the struts that
would be expected to experience compressive or tensile loads. It was also used to
inform the selection of strain gauges for the experimental tests carried out afterwards.
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Figure A.3: The taxonomy of load labels for the LVV bridge
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Figure A.4: The tensile load distribution estimates for a central static load under the
rigid body assumption
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Figure A.5: The rig used for strain gauge calibration
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Figure A.6: The results of the strain gauge calibration tests

A.1.3 Strain gauge calibration

For each of the four struts investigated in these tests, the strain gauges used were
calibrated to ensure accurate measurement. This process was carried out by applying
a series of known loads to the struts and recording the gauge response. The struts
were pinned at one end, while dead weights were attached at the other end. 10kg
weights were used, up to a maximum load of 40kg. The setup used is shown in Figure
A.5.

As can be seen in Figure A.6, the strain response to load was linear over the range
tested, making the following numerical calibration tasks trivial. It should be noted
that while the gradient of Strut 4 under loading was different to the others, this
was not an issue given that it was still constant. The least squares fit was then
calculated for each strut on the assumption of linear correlation. The error caused by
using this approximation is shown in Figure A.7. It should be noted that the error
remained very low (less than 1%) at all values, particularly when higher loads were
used. These errors were due to measurement noise on the strain gauges and random
errors associated with mass of the weights used in loading.

A.1.4 Single-strut tests

Tests were carried out to record the strain transmitted by the struts when loaded in
isolation. The strain response was recorded for a range of static loads, both tensile
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Figure A.7: The strain gauge calibration error associated with the linear fit

and compressive, with the struts in their healthy states. Both the diagonal (longer)
and vertical (shorter) strut types were tested.

A.1.4.1 Load cell calibration

A load cell was used to measure the forces applied to the strut in these tests. This
was calibrated beforehand, with four measurement points taken to ensure a linear
response. The results of the calibration tests are shown in Figure A.8. The figure
shows strong linearity, providing a reliable gradient for load cell calibration. The
intercept was ignored, as the load cell was zeroed before each test after calibration.

Figure A.9 shows the error due to the gradient fitting. It can be observed that the
uncertainty was very low, remaining within 0.1% for each measurement point. There
is no discernible discrepancy and the variation seems to be caused by random noise
in the measurement process.

A.1.4.2 Methodology and results

Figure A.10 shows the rig used for these tests. The strut was fixed to a (relatively)
rigid cast iron base structure, which was itself set on damped steel feet. The strut
was clamped at the top end with all DoFs fixed. At the bottom end, the strut was
clamped in such a way that all except the vertical DoFs were fixed. Static loads could
be applied to the strut by means of a pinion and wheel at the bottom of the strut.
The loads were controlled using weights that applied a moment to the wheel, which
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Figure A.8: The results of the load cell calibration tests

Figure A.9: The load cell calibration error associated with the linear fit
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Figure A.10: The rig used for testing the struts in isolation (the shaker was detached
for the static test phase)
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in turn applied vertical load to the pinion. This vertical load was tracked by the load
cell shown. An anticlockwise moment on the wheel produced a tensile (positive) load,
and a clockwise moment produced a compressive (negative) load.

A small dataset was recorded which showed a linear response to load, across the
range tested. A zero offset was recorded due to the weight of the load cell and runner
below the strain gauges on the strut. This was not considered problematic, as the
response gradient is all that is required for any model validation processes (for this
simple case). A linear fit to the results showed that the gradient of the relationship
was 0.9995 and the intercept was at 11.8973N; these could be used to find the actual
load applied to the strut from any recorded load in following tests using this rig.

A.1.5 Full bridge tests

For these tests, strain gauges were placed on Struts 1 to 4, which represent each
structurally unique section in the bridge. A variable deadweight mass of up to 50kg
was placed at each load point (for example see Figure A.11). The attachment shown
was designed to be as rigid as possible; this was in order to establish a purely vertical
load condition and to reduce any pinching effect applied to the deck.

The bridge was fixed at each end, with all degrees of freedom constrained, to cast-
iron mounts. These were in turn attached to heavy concrete blocks. For the purposes
of these tests and the following investigations, these were considered rigid boundary
conditions.

A.1.5.1 Results: Undamaged condition

The first run of tests designed were carried out with the bridge in its undamaged,
healthy condition. The loads at Struts 1 to 4 were recorded for a range of loads at
each load point. The results of this test were satisfactory, showing linear responses to
load at each load point (although at some high loads non-linear effects were observed).
Additionally, the results for load point K closely matched the predicted results from
the rigid-body analysis. An example response is shown in Figure A.12. This exhibits
the linear response to load, and in addition shows the development of some non-
linearity that was observed for some load points at high load (see Strut 2 in particular).
The cause of this non-linearity was buckling effects in the compressively-loaded struts.

When the bridge was loaded along its sides, it was found that the struts on the loaded
side carried the entirety of the load (with linear response similar to the centrally-
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Figure A.11: The attachment used for loading the bridge using deadweight masses
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Figure A.12: The bridge response to static load for condition LM in its healthy state
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Figure A.13: The bridge response to static load for condition L10kg
A,H,O in its healthy

state

loaded cases), while those on the unloaded side carried negligible strain. There was
a linear relationship between the position of the load along the width of the bridge,
and the load transmitted by the struts (see Figure A.13). The data in this figure were
adjusted to normalise the load values to 10kg as results were drawn from different
tests.

Figure A.14 shows the loads transmitted by the struts for the given (adjusted) load
at each point along the length of the bridge. It can be seen that Strut 4 transmits
negligible load at all locations. The load transmitted tends to decrease as the load
point moves away from the sensors.

A.1.5.2 Results: Damaged conditions

In order to investigate a worst-case damage scenario, tests were carried out as before
with single struts removed entirely. This situation effectively replicates the fully
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Figure A.14: The bridge response to static load for condition L10kg
H−N in its healthy

state
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Figure A.15: The bridge response to static load for condition L10kg
H−N , D0%

7 and D100%
7

damaged scenario. Attempts to investigate gradated damage states were carried out,
however the response showed no sensitivity to these until the struts were removed
entirely. Tests were carried out in which the diagonal struts were removed, as these
contributed far more to load-bearing than the vertical struts (see Figure A.14). For
the damage-state tests, the non-linearity became far more significant compared to
the healthy condition tests, therefore the loads were limited to 10kg for damage-state
testing.

Figure A.15 shows the difference in transmitted loads for the healthy and damaged
bridge conditions, in this case for damage induced by removing Strut 7. It can be
seen that there is a discernible difference in the measured response for all load points
(excluding point H). It is also noteworthy that in the damaged scenario the vertical
Struts 2 and 4 transmit more significant loads than previously.

The results of these tests confirm the predictions from the rigid body analysis of the
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bridge: the diagonal struts carry the bulk of applied bridge loads, while the vertical
struts contribute little or negligible structural support. The load distribution is al-
tered when the location of the weight changes; this has also been recorded. Another
important finding is that the struts behave linearly under load (excluding very high
loads at specific locations). This means that buckling analysis can be discounted in
the models for the operating range specified; this included loads of up to 50kg for the
bridge in its healthy condition and 10kg in its damaged conditions.
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Appendix B

Additional results from
experimental work

Further results from the strut-level experimental tests presented in Chapter 6 are
given in this appendix. These include a full set of FRFs and modal data for all tests.

B.1 Frequency response functions

Figure B.1: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of -15.45N
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Figure B.2: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of -32.94N

Figure B.3: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of -48.96N
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Figure B.4: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of -65.80N

Figure B.5: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of 17.31N

198



Figure B.6: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of 33.99N

Figure B.7: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of 50.76N
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Figure B.8: FRFs extracted for the diagonal strut at a crack depth of 0mm and a
static load of 68.49N

Figure B.9: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of -14.36N
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Figure B.10: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of -31.02N

Figure B.11: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of -47.87N
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Figure B.12: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of -64.59N

Figure B.13: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of 17.55N
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Figure B.14: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of 34.34N

Figure B.15: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of 50.76N
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Figure B.16: FRFs extracted for the diagonal strut at a crack depth of 4mm and a
static load of 66.65N

Figure B.17: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of -14.58N
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Figure B.18: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of -32.03N

Figure B.19: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of -49.02N
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Figure B.20: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of -65.83N

Figure B.21: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of 18.66N
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Figure B.22: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of 35.10N

Figure B.23: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of 51.39N
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Figure B.24: FRFs extracted for the diagonal strut at a crack depth of 8mm and a
static load of 67.57N

Figure B.25: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of -14.76N
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Figure B.26: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of -31.77N

Figure B.27: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of -48.55N
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Figure B.28: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of -64.94N

Figure B.29: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of 18.39N
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Figure B.30: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of 33.42N

Figure B.31: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of 51.27N
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Figure B.32: FRFs extracted for the diagonal strut at a crack depth of 12mm and a
static load of 66.59N

Figure B.33: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of -14.94N
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Figure B.34: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of -31.93N

Figure B.35: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of -48.32N
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Figure B.36: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of -64.91N

Figure B.37: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of 18.79N
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Figure B.38: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of 36.70N

Figure B.39: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of 50.33N
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Figure B.40: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of 66.77N

Figure B.41: FRFs extracted for the vertical strut at a crack depth of 0mm and a
static load of -30.98N
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Figure B.42: FRFs extracted for the vertical strut at a crack depth of 0mm and a
static load of -63.84N

Figure B.43: FRFs extracted for the vertical strut at a crack depth of 0mm and a
static load of 32.60N
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Figure B.44: FRFs extracted for the vertical strut at a crack depth of 0mm and a
static load of 65.15N

Figure B.45: FRFs extracted for the vertical strut at a crack depth of 4mm and a
static load of -30.09N
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Figure B.46: FRFs extracted for the vertical strut at a crack depth of 4mm and a
static load of -62.93N

Figure B.47: FRFs extracted for the vertical strut at a crack depth of 4mm and a
static load of 32.97N
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Figure B.48: FRFs extracted for the vertical strut at a crack depth of 4mm and a
static load of 65.68N

Figure B.49: FRFs extracted for the vertical strut at a crack depth of 8mm and a
static load of -31.25N

220



Figure B.50: FRFs extracted for the vertical strut at a crack depth of 8mm and a
static load of -64.00N

Figure B.51: FRFs extracted for the vertical strut at a crack depth of 8mm and a
static load of 33.06N
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Figure B.52: FRFs extracted for the vertical strut at a crack depth of 8mm and a
static load of 65.55N

Figure B.53: FRFs extracted for the vertical strut at a crack depth of 12mm and a
static load of -31.43N
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Figure B.54: FRFs extracted for the vertical strut at a crack depth of 12mm and a
static load of -64.11N

Figure B.55: FRFs extracted for the vertical strut at a crack depth of 12mm and a
static load of 33.60N
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Figure B.56: FRFs extracted for the vertical strut at a crack depth of 12mm and a
static load of 63.83N

Figure B.57: FRFs extracted for the diagonal strut at a crack depth of 16mm and a
static load of -30.43N
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Figure B.58: FRFs extracted for the vertical strut at a crack depth of 16mm and a
static load of -62.99N

Figure B.59: FRFs extracted for the vertical strut at a crack depth of 16mm and a
static load of 33.04N

225



Figure B.60: FRFs extracted for the vertical strut at a crack depth of 16mm and a
static load of 65.25N

B.2 Modal data
Tables of the modal analysis results are presented as follows. These were estimated
using a single-DoF curvefitting algorithm since the resonance peaks were observed to
be relatively well-separated. The algorithm used returned some damping ratio values
that were just below zero (which is not physically possible); because the damping
ratios were not to be used in this thesis these were ignored. The algorithm returned
these values because it used an unconstrained optimisation process to carry out the
curve fit; given that the strut was extremely lightly damped, damping ratios close to
zero could be wrongly estimated in this way.

The load values given in the following tables are averaged across the true values for
each damage extent. The individual load values at each test point can be found in
Table 6.7.
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Table B.1: Full modal analysis results for experimental data drawn from the diagonal
strut
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Table B.2: Full modal analysis results for experimental data drawn from the vertical
strut
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