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Abstract 

This thesis is a study of dopant mapping in two dimensions with scanning electron microscopy (SEM) 

and atomic force microscopy (AFM) methods. The measurements have been applied to both p- and n-

doped GaAs staircase structures and a GaAs-based light emission diode with p-i-n device structure. 

Although dopant contrast mechanisms have been studied for two decades, the explanation of the SEM 

image contrast is still difficult as secondary electron (SE) emission is dependent on so many factors. 

Aiming to get a better understanding of the dopant contrast mechanism, cleaved GaAs (110) surfaces 

of different samples have been investigated from different points of view: as a function of surface 

treatment by ion milling or simple mechanical cleavage, the primary electron beam energy from 1kV 

to 5kV, the electron irradiation dose, the working distance used in SE imaging and the beam induced 

carbon surface contamination. 

It was found that ion milling will reduce the dopant contrast as the ion range and damage from ion 

milling is larger than the typical SE escape depth. Ion milling is therefore not a good method for surface 

treatment of p-i-n junctions if quantification of the SE image contrast is to be achieved. 

The dopant contrast in SEM is changing as a function of beam energy. When the voltage increases, the 

contrast will be reduced. At 5kV, the contrast of doped layers almost disappears because of SE yield 

reduction and charging. 

For the SEM, Monte Carlo simulation results for different doping types, concentrations and 

acceleration voltages have been compared with the experimental SE images taken at different primary 

beam voltages.  

The effect of electron dose on contrast has been investigated by using fixed beam current and 

changing the condenser aperture size. With higher dose, the contrast will first be reduced and finally, 

for >4keV, be reversed due to the injection of electrons into the p-doped specimen changing the local 

electron density of states, hence the work function for SE emission is different at high electron doses. 

The effect of working distance has been explored by moving the specimen towards the pole-piece and 

reducing the working distance. The reverse of contrast of SE images of Si doped GaAs at different 

working distances suggests that the electrical field around pole piece suppresses the SE emission at 

larger working distances while for small working distances, more low energy electrons in the n-doped 

region would be emitted. 

The carbon contamination during scanning process has been investigated for initially clean GaAs 

surfaces. By measuring the carbon contamination layer thickness as function of time by atomic force 
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microscope, we find that even a few nm of carbon deposited on the surface will reduce the image 

contrast. 

Resistive AFM has been utilized to get current and resistance maps of cleaved GaAs specimens. The 

influence of effective contact area on the lateral resolution has been discussed and the relationship 

between resistance and doping concentration relation was obtained for a Be doped p-GaAs sample. 

The work function measurements by Kelvin probe force microscopy (KPFM) with the LED sample 

shows that KPFM is an effective way to map the doping related work function of semiconductor 

materials. 

All these studies have provided an understanding of the dopant contrast in SEM and AFM. With well-

established dopant mapping techniques, contributions can be made to the characterisation of 

electrical and optical devices relevant for the semiconductor industry.  
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1 GaAs: structure, properties, and devices 
Nowadays, semiconductor devices play an important role in our lives. Semiconductor devices are 

widely used in communication systems, automatic control systems, consumer electronics etc. The 

development of these devices has made our life more convenient and easier. For next generation 

semiconductor devices, we require faster, higher performance and more energy efficient devices. In 

order to improve the device perfomance, progress in crystal growth, device manufacturing, device 

packaging and charaterization techniques are needed. Techniques for 2-D dopant profiling are very 

essential for the semiconductor industry, and dopant profiling by scanning electron microscopy is 

promising, as it provides high spatial resolution and is non-destructive if used in top-down geometry. 

This section introduces some fundamental principles of semiconductor physics and introduces doping 

of semiconductors. Then, the p-n junction is discussed as it is the most basic structure and used in all 

semiconductor devices, in particular metal-oxide-semiconductor field-effect transistors (MOS-FETs). 

This is followed by a short review of semiconductor device characterization techniques. An outline of 

this thesis is presented at the end of Chapter1. 

 The importance of compound semiconductor devices in modern society 

In the past 50 years, the developments of semiconductor device technology have enhanced modern 

life a lot. Semiconductor devices have been commonly used in consumer electronics, manufacturing 

equipment, communication systems, automatic control systems, medical care instruments and so on. 

The next generation of semiconductor devices need to have higher speed and power efficiency. 

Compound semiconductors can meet those requirements as they generally have higher electron 

mobility, higher break-down voltages and direct band-gaps compared to Si based devices. Compound 

semiconductor based optical devices like photodiodes (PD) and laser diodes (LD) can be used in high-

speed information communication systems. Light emitting diodes (LEDs) are widely used in display 

techniques like monitor screens and illumination systems like solid-state lighting to save energy. High 

electron mobility devices also can be found in base stations, mobile phones and other 

telecommunication systems [1].  

The market size of semiconductor was $ 513 billion in 2019, and is predicted to reach $726 billion with 

a growth rate of about 5% by 2027 [2]. The growth of market size is mainly due to the growth of the 

market for smartphones. 

 Band structure 

The electrical conductivity of a material represents how easily electric charges will flow through the 

material. It is different from the ionic conductivity (in liquids) resulting from ionic movement. Thermal 

conductivity which indicates how good the material conducts heat. High electrical conductivity 

materials like most metals are called conductors. Materials like many ceramics that do not conduct 

current are called insulators. Semiconductors have a conductivity between conductors and insulators, 

which can be adjusted by doping. To understand how the semiconductors conduct electricity, we need 

to understand the concepts of electronic states and energy bands. 

 Atoms and their electronic states 

An atom is formed by the nucleus and electrons surrounding the nucleus. Those electrons occupy 

discrete energy states (also called energy levels) starting from the lowest available energy level up to 

the highest level.  Electrons must obey the Pauli Exclusion Principle as they are Fermions. The Pauli 
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exclusion principle states that two electrons in an atom or molecule cannot have the same sets of 

quantum numbers, thus no two electrons can have the same quantum state[3].  

To describe an electron in a free atom, we need four quantum numbers. First, the principal quantum 

number (𝑛 ) describes the energy state of each electron in an atomic main shell. The azimuthal 

quantum number (𝑙) is determined by the orbital angular momentum. The magnetic quantum number 

(𝑚𝑙) is used to distinguish the orbital in a subshell. The spin quantum number (𝑠) describes the spin 

momentum of the electron. 

Figure 1. 1: Energy states of a hydrogen atom. Three possible transitions to the lowest energy level (n 

= 1) are also shown [4] below shows the electron transitions and the resulting photon energies of one 

hydrogen atom. 

 

Figure 1. 1: Energy states of a hydrogen atom. Three possible transitions to the lowest energy level (n = 1) are also shown 

[4]. 

When crystals are formed with many atoms, the mixing atomic orbitals convert into new hybrid 

orbitals with certain properties (energies, shapes, etc.) [5]. The combining of the wave functions of 

atomic orbitals is called hybridization. The total angular momentum  𝐽  is the sum of total orbital 

angular momentum and total spin angular momentum vector. So, this gives a new quantum number 

J for crystals. 

𝐽 = 𝐿 + 𝑆 = ∑ 𝑙𝑖 + ∑ 𝑠𝑖𝑖𝑖                                                   (1.1) 

 Band structure in crystalline solids 

Solids can be identified by the way in which the atoms are placed in the material. Materials without a 

definite geometrical long range of order (such as glass, plastic, etc.) are amorphous. If atoms of a 

material are placed in a periodic structure, this kind of material is classified as a crystalline solid. Single 

crystalline materials are materials with perfect long-range translational order (periodicity). Materials 

with a high degree of short-range periodicity but no long-range periodicity are called poly-crystalline 

materials.  

The primary material of interest in this thesis is gallium arsenide (GaAs) which is a single crystalline 

semiconductor. Crystals are categorized by their crystal structure and the underlying lattice. For some 
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crystals, they have a single atom placed at each lattice point, but for most crystals, they have a 

combination of atoms called basis associated with every lattice point.  

The Bravais lattices, the space groups, face-centred cubic structure and the zinc-blende structure are 

discussed in the following sections. 

 Bravais lattices 

Crystal lattices are formed by the lattice translations or by other symmetry operations. Those smallest 

repeating blocks are called unit cells. A unit cell is described by the lengths of the three axes, a, b, and 

c, and the three interaxial angles, α, β, and γ. The unit of lengths is Angstroms (Å), and the unit of 

angles is degrees (°). 

The Bravais lattices are the distinct types or configurations in which atoms can be arranged in a crystal. 

In two-dimensions (2D), there are 5 Bravais lattices, and in three-dimensions (3D) there are 14 Bravais 

lattices. 

The 5 Bravais lattices of 2D crystals are: (1) square lattice, (2) rectangular lattice, (3) centred 

rectangular lattice, (4) hexagonal lattice and (5) parallelogram lattice. 

The 14 Bravais lattices in 3D are grouped into 7 crystal systems: (1) cubic, (2) tetragonal, (3) 

orthorhombic, (4) hexagonal, (5) monoclinic, (6) trigonal and (7) triclinic [6]. The Bravais lattices are 

formed by combining one of the seven listed crystal systems with the possible centering types: (1) 

primitive, (2) base-centred, (3) body-centred and (4) face-centred. As some of the combinations would 

be equivalent, for example, the monoclinic base-centred lattice is the same as a monoclinic body-

centred lattice when shifted by half the unit cell length along crystal axes, there are only 14 Bravais 

lattice types. 

 Space groups 

To form the crystal structure of a single-crystalline substance, we use unit cells to repeat the 

translation symmetry infinitely throughout the crystal. However, sometimes the unit cell contains 

additional symmetry elements like rotations or screw axes. Under these conditions, we need to 

describe only one part of it rather than the whole unit cell. In 3D, there are 230 space groups of Bravais 

lattices with rotation axis, screw axes, mirror planes, glide planes or point of inversions [7]. The 

diamond and zinc blende lattices belong to cubic group that has constant lattice parameters for all the 

cell lengths and the angles between the lattice parameters are 90°. 

1.6.1 Face-centred cubic lattice and zinc blende crystal structure  
There are three kinds of cubic Bravais lattices: simple cubic lattice, the body-centred cubic (bcc) lattice 

and the face-centered cubic (fcc) lattice, as shown in the Figure 1. 2 below. 

 

Figure 1. 2: The three types of cubic Bravais lattices. The simple cubic (SC) (a), bcc lattice (b) and the fcc 
lattice (c) [8]. 
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The diamond lattice is a common crystal structure of elemental semiconductors. Every carbon atom 

in the lattice has a covalent bond with four neighbouring atoms, forming a tetrahedron. The diamond 

lattice could be viewed as two fcc lattices, which are displaced from each other by one quarter of the 

body diagonal. The diamond lattice can be treated as an fcc lattice with a basis of two identical atoms. 

Silicon (Si) and germanium (Ge) are the typical examples of semiconductors with diamond structure. 

The cubic zinc-blende structure results from an fcc lattice with a basis made of two different types of 

atoms as shown in the Figure 1. 3 below. 

Many compound semiconductors are comprised of two different elements such as Ga (gallium) and 

As (arsenic) in gallium arsenide (GaAs). Many other binary compound semiconductors such as indium 

phosphide (InP) and ternary or even quaternary semiconductors, such as (In,Ga)(As,P), also have the 

zinc-blende crystal structure.    

 

Figure 1. 3: The zinc-blende crystal structure of GaAs. Red atoms are gallium atoms and blue atoms are 
arsenic atoms. Ga atoms at the corners and faces are shared with neighbouring unit cells, so that 
each unit cell contains only 4 Ga and 4 As atoms. 

1.6.2 Band formation 
In solids, when the atoms are brought together, the bonding of electrons between the atoms leads to 

orbital overlap. However, electrons still need to obey the Pauli Exclusion Principle, which results in the 

degeneracy of the energy states to be lifted. The discrete energy states in isolated atoms are 

broadened into bands of electronic states in crystals with many atoms, as shown in Figure 1. 4. 

 

Figure 1. 4: The formation of energy bands [9].  
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In crystalline materials, many closely spaced energy levels form continuous energy bands. The bands 

could be regarded as the combination of all the energy states of those electrons surrounding the atom. 

However, the wave functions of each bound electron overlaps with those from electrons of 

neighbouring atoms. Due to the Pauli Exclusion Principle, each individual electron state can only be 

occupied by a spin-up electron and a spin-down electron (forming one orbital), the energy levels of 

electrons from other orbitals are not the same, so that one obtains a set of closely spaced energy 

levels, forming an energy band. The energy band model is important in explaining the properties of 

semiconductor materials and devices. Within the energy band model, we then understand the concept 

of the energy band-gap and how a partially unfilled band, as shown in Figure 1. 4, becomes conducting. 

In this section, we first discuss the free electron model and the Kronig-Penney model. Then we discuss 

the energy bands of semiconductors and how to obtain a simplified band diagram. The concepts of 

holes and effective mass are discussed later. 

1.6.3 Band filling 
The number of electron states in the energy bands is related with the number of atoms in the crystal. 

Due to the Pauli Exclusion Principle, each energy state can only be occupied by one orbital. Thus, the 

number of valence electrons in the atoms determines the filling of the bands. How the bands are look 

like and how the bands are aligned determines the type of the material. This is shown in Figure 1. 5. 

 

Figure 1. 5: Band occupancies for different types of material. The blue areas represent states that are 
occupied by electrons and the grey areas are unoccupied levels. The metal will remain conductive 
down to 0K as electrons move freely in a partially filled band [10]. 

The almost fully filled band is called the valence band (VB) since it is occupied by valence electrons 

and similarly, the almost empty band is called the conduction band (CB) as electrons are free to move 

in this band and contribute to the conduction of the material. 
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Figure 3. 1 

Figure 1. 6: A simple energy band diagram for a semiconductor relative to vacuum level. 

The lower line of the conduction band in Figure 3. 1 indicates the bottom edge of the CB and is 

represented by the symbol 𝐸𝐶 . The top of the VB is indicated by the horizontal line with the symbol𝐸𝑉. 

The gap between 𝐸𝐶  and 𝐸𝑉  is called energy band-gap 𝐸𝑔. The distance between 𝐸𝐶  and the vacuum 

level 𝐸𝑉𝑎𝑐𝑢𝑢𝑚 is given by the electron affinity 𝜒 multiplied with the charge of an electron, 𝑞. 

1.6.4 Density of states and Fermi function 
The density of states (DOS) for a semiconductor 𝑁(𝐸)  describes the number of states that can be 

occupied by the electrons per unit energy and per unit volume, which is important for determining 

the carrier concentrations and their energy distribution. The probability that a state is actually 

occupied by an electron is described by the Fermi function 𝐹(𝐸).  

An increase of the electron energy makes more states available for occupation. There are no states 

available for electrons to occupy in the band-gap of a pure (intrinsic) semiconductor, meaning the DOS 

is discontinuous as there are no states available in band-gap. If electrons at the edge of CB want to 

occupy the states in VB, they must lose a minimum energy of band-gap. 

In semiconductors, the degree of freedom for electron movement can be 0, 1, 2 or 3. The dimensions 

for electron propagation have an influence on the DOS shown in Figure 1. 7. For a three-dimensional 

semiconductor, the DOS of electrons in the CB is [8]: 

𝑁(𝐸) =
8𝜋

ℎ3
𝑚∗3/2√𝐸 − 𝐸𝑐,                                                   (1.2) 

where h is Planck’s constant, 𝑚∗ is the effective electron mass and 𝐸𝑐 is the minimum value of CB. 

The number of electrons in CB can be expressed as:  

𝑛 = ∫ 𝑁(𝐸)𝐹(𝐸)𝑑𝐸
∞

𝐸𝑐
                                                       (1.3) 

The classical free electron model can give a good explanation of electrical and thermal conductivities 

for metals such as Ohm’s Law, however, it fails to distinguish between a metal, a semiconductor and 

insulators. The probability of an electron occupying an energy level obeys the Fermi-Dirac distribution: 

𝐹(𝐸) =
1

𝑒(𝐸−𝐸𝐹)/𝑘𝐵𝑇+1
 ,                                                       (1.4) 
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where 𝐸𝐹 is the Fermi level, 𝑘𝐵 is the Boltzmann constant and 𝑇 is the temperature. When the system 

is at Fermi level, the probability of energy level being occupied is 50%. 

The kinetic energy of an electron gas would increase when the temperature is increased, thus some 

energy states which were empty at absolute 0 K are occupied at finite temperature, leaving some 

states which were occupied at 0 K vacant. The occupation probability of a state is strongly influenced 

by the temperature. 

 

Figure 1. 7: The density of states for semiconductors with different degrees of freedom of electron 
propagation [11]. 

1.6.5 The Fermi level  
The dashed line in Figure 1. 5 is the Fermi level. At thermodynamic equilibrium, Fermi level could be 

considered as an energy level that has 50% probability of being occupied. At 0 K, the probability that 

an electron occupies levels above Fermi energy level 𝐸𝐹  is 0, while the probability of an electron 

occupying levels below 𝐸𝐹 is 1. For intrinsic semiconductors without any defects or impurities, 𝐸𝐹 is in 

the middle of valence band and conduction band. 

The Fermi energy, 𝐸𝐹 , is the maximum energy level associated with a particle that is in thermal 

equilibrium with the system of interest. This same quantity is called the electro-chemical 

potential, often denoted by μ, in many thermodynamics textbooks. 

1.6.6 Electrons and holes in the material 
When a valence electron is activated into the CB, it leaves an unoccupied electron state behind in the 

VB. This unoccupied electron level in the VB is considered as a quasi-particle of positive mass and 

positive charge and is called a ‘hole’. So, when an electron is promoted from VB to CB, an electron-

hole pair is created. This process is shown schematically in Figure 3. 2. 
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Figure 3. 2 

Figure 1. 8: The electron in VB (grey) obtained energy from a photon to move from VB to CB and leaves 
a hole behind [12]. 

The band-gap of the semiconductor determines the absorption of light with different wavelengths or 

photons with different energy. If a photon’s energy is smaller than the band-gap of a material, it will 

pass in the material without being absorbed; if the photon’s energy is the same as the band-gap, the 

photon can promote an electron from VB to CB with ideally no wasted energy so it is absorbed and 

creates an electron-hole pair; if the photon’s energy is larger than the band-gap, the excited electron 

can release this extra energy as heat before going back to the CB edge. 

 Lattice constants and band-gaps 

The length of the unit cell of the lattice along a certain direction is called lattice constant. If a 

compound semiconductor material contains atoms only from the boron group (group III) and the 

nitrogen group (group V) of the periodic table of chemical elements, it is called a III-V material, such 

as GaAs, gallium phosphide (GaP) and InAs. Many III-V compound semiconductors have zinc-blende 

structure, which is cubic and means there is only one lattice constant. Figure 1. 9 shows the band-gaps 

and corresponding lattice parameters of several III-V semiconductors with the zinc blende lattice (blue) 

compared to elemental semiconductors with the diamond lattice (orange). 

Each semiconductor has its own lattice constant, which is the length of one side of the unit cell of that 

lattice. For those III-V alloys that have zinc-blende structure (Figure 1. 3), the lattice is cubic and the 

lattice parameter of these semiconductors is independent of direction. The crystal structure of 

(Ga,Al,In)(P,As,Sb) alloys is zinc-blende, while the crystal structure of GaN and InN and related alloys 

is hexagonal [13]. 
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Figure 1. 9: Lattice constant and band-gap of some cubic III-V materials and elemental 
semiconductors[14]. 

1.7.1 Temperature dependence of band-gap 
When the temperature of a semiconductor is changed, its lattice parameter will be changed too due 

to thermal expansion. That means, for most semiconductors their band-gap tends to decrease when 

the temperature is increased. The temperature dependence of the band-gap can be described by using 

an empirical model [15]: 

𝐸𝑔(𝑇) = 𝐸0 −
𝛼𝑇2

𝛽+𝑇
                                    (1.5) 

where 𝐸0 is the band-gap at 0K, 𝛼 and 𝛽 are fitting parameters. As temperature can influence the 

band-gap, some semiconductor devices must be cooled during operation to keep the performance, 

e.g. power electronic devices [16]. Cooling devices are needed for those semiconductor devices in 

micro- electronics that use both majority and minority carriers (electron and holes) for example: 

bipolar transistor, carrier monitoring devices and so on. 

 

1.7.2 Direct band-gap and indirect band-gap 
Every electron has its own energy and momentum. In the lattice, the dispersion relation between the 

momentum and energy of an electron is plotted as in Figure 1. 10. The CB minimum and the VB 

maximum do not always have the same value of momentum. Therefore, semiconductor materials can 

be divided into two groups: direct band-gap materials and indirect band-gap materials [8]. If the 

momentums of VB maximum and the CB minimum are the same, it is called a direct band-gap 

semiconductor. An electron in the CB wants to lose energy and might emit a photon when coupling 

with the unoccupied state in the VB.  

On the contrary, for an indirect band-gap semiconductor, the VB maximum is not at the same position 

as the CB minimum. For indirect band-gap material, an electron would have to emit a photon as well 

as simultaneously generate a lattice vibration called phonon to relax the energy and conserve 
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momentum. The photon absorption principle is the inverse of photon emission. Figure 1. 10 shows 

the absorption of direct and indirect band-gap materials. Semiconductor materials with direct band-

gaps can efficiently absorb photons of energies above the band-gap and the lifetimes of excited states 

are shorter, due to the carriers have radiative recombination without phonon interaction. Absorption 

and emission of photons in indirect band-gap semiconductors are weaker, and carrier lifetimes are 

much longer. 

 

Figure 1. 10 diagram of direct band-gap (left) and indirect band-gap (right) after [17] 

If the incident photon energy is larger than the semiconductor band-gap, the photon could be 

absorbed. An electron in the VB could be promoted into the CB, leaving a hole in VB. In the CB, the 

electrons will move to the CB edge when the excess energy is thermalized. The electrons can 

recombine with holes from VB and emit photons with same energy as the band-gap. This is radiative 

recombination. If defects or impurities are present in the band-gap, the recombination will be 

influenced by these states. Carriers could recombine at such trap states and release energy by emitting 

photons or phonons. This mechanism is known as Shockley-Read-Hall recombination [18]. Another 

non-radiative recombination is Auger recombination; Auger recombination occurs when the energy is 

transferred to a third electron rather than to a photon. 

1.7.3 Alloying 
In order to produce semiconductors with different band-gaps, crystal growers will combine different 

binary materials to form ternary or quarterly III-V alloys. Figure 1. 11 shows the relationship between 

band-gap and lattice constant of some semiconductors. The discontinuities shown by broken lines are 

due to the band-gap changing from direct to indirect. 
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Figure 1. 11. Lattice parameters and band-gap relations for several ternary III-V semiconductor materials [8]. 

The lattice constant of a ternary alloy can be determined approximately by linear interpolation 

between the lattice constants of its binary compounds, which is called Vegard’s law [19]. 

The expression is: 

𝑎𝐴𝐵𝐶 = 𝑥𝑎𝐴𝐶 + (1 − 𝑥)𝑎𝐵𝐶,                                              (1.5) 

where 𝑎𝐴𝐵𝐶 , 𝑎𝐴𝐶  and 𝑎𝐵𝐶  are the lattice constant of ternary alloy ABC, the lattice constants of binary 

compounds AC and BC, respectively and x is the fraction of AC component. 

The band-gap of alloys can be modelled as [20]: 

𝐸𝑔𝐴𝐵𝐶 = 𝑥𝐸𝑔𝐴𝐶 + (1 − 𝑥)𝐸𝑔𝐵𝐶 + 𝑥(1 − 𝑥)𝑏,                              (1.6) 

where 𝐸𝑔𝐴𝐵𝐶 , 𝐸𝑔𝐴𝐶  and 𝐸𝑔𝐵𝐶  are the band-gaps of ternary and binary compounds; 𝑏  is a bowing 

parameter that depends on the material [21]. 

1.7.4 Growth 
In 1970s, the epitaxial growth of semiconductors has been developed. The first GaAs thin film grown 

on GaAs substrate was reported in 1971 [22]. There are several epitaxial growth techniques: liquid 

phase epitaxy (LPE), vapour phase epitaxy (VPE), metal organic vapour phase epitaxy (MOVPE) and 

molecular beam epitaxy (MBE). As our samples have been grown by MBE, so MBE will be described in 

the following. 

The concept of MBE is quite simple: a lattice substrate is under ultra-high vacuum (UHV ~10-10 mbar) 

condition, high purity elements are thermally evaporated from effusion cells and beams of molecules 

are adsorbed onto the heated crystalline surface of the substrate. The molecules can move around on 

the surface before incorporating into the growth front, otherwise they are desorbed from the surface. 

To grow epitaxial layers with high quality, UHV is necessary as impurities in the chamber can be 

incorporated easily during the slow growth. The physical deposition process can monitored by 

Reflection High Energy Electron Diffraction (RHEED) [23].  
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The substrate temperature must be controlled carefully to enhance the mobility of adsorbed atoms 

while minimising desorption. The MBE growth temperature is typically lower than in MOVPE as 

MOVPE needs sufficient temperature to initiate molecular splitting and chemical reactions on the 

surface, while MBE is a purely physical deposition method. MBE is the state-of-the-art technology for 

research of new materials as it can prevent the propagation of dislocations within the grown structure 

by temperature control [24]. 

 Intrinsic semiconductors 

Semiconductors which do not have impurities or only a negligible amount of impurities are called 

intrinsic. The intrinsic electron density is identical to the hole density as the electron-hole pairs are 

generated at the same time by thermal activation. The intrinsic carrier concentration is discussed in 

1.14.  

An intrinsic semiconductor material can also be called undoped semiconductor or i-type 

semiconductor. The number of carriers in the undoped material is determined by the material itself 

and not influenced by impurities. When biased, both electrons and hole can move in the material and 

form small currents. 

 Doping of semiconductors 

If a small concentration of impurity atoms of different chemical valence substitutes the atoms in a 

semiconductor crystal lattice, the electrical properties of the semiconductor can be changed. The 

number of valence electrons of impurity atoms must be different from the atoms being replaced from 

their lattice site. If the number of valence electrons of an impurity is the same as that of the replaced 

atom, all electrons will be bonded as before and no excess carriers are generated for conductivity.  

When the impurity atom has more valence electrons than the atom which it is going to replace, this 

kind of atom is called a donor. The donor atom can contribute a free electron to the semiconductor, 

hence doping with donors will result in n-type semiconductors. 

Similarly, if the impurity atom has fewer valence electrons than the atom which will be replaced, this 

atom is called an acceptor. Acceptors can contribute a free hole for electrical conductivity, hence 

doping with acceptors will form p-type semiconductors. 

Figure 1. 12 below shows the basic chemical bonding of Si. Each Si atom shares four valence electrons 

with four neighbour atoms in Figure 1. 12(a). (b) and (c) show n-type doping and p-type doping 

respectively. 

 

Figure 1. 12: The (a) intrinsic GaAs, Ga atom in blue and As in brown. (b) Be (red) doped p-type GaAs. 
(c) Si (green) doped n-type GaAs. The size of atom is not scaled with atomic number, it just represents 
different atoms. 
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Figure 1. 12 is just the simplest situation for elemental semiconductors. For III-V semiconductors, the 

doping type also depends on where the dopant atoms replace the atoms in the lattice. Alkaline earth 

(group II) atoms can be used to replace group III atoms to form a p-type semiconductor. Chromium 

(group VI) can used as acceptors to replace group V atoms from their site to get n-type semiconductors. 

Some atoms (like Si) from the carbon group (group IV) can be used as either donor or acceptor, 

depending on whether the atoms replace group III or group V atoms in the semiconductor crystal. 

During MBE growth, Si dopants typically produce n-type GaAs, though they can also form p-type GaAs 

[25]. To get good quality GaAs epi-layers, the As flux is larger than the Ga flux to achieve As-stabilized 

growth conditions on which a (2×4) or c(2×8) pattern can be obtained by RHEED. When Si is 

incorporated into GaAs, if the Si atoms replace Ga atoms, they act as donors, while if Si atoms replace 

As atoms, they act as acceptors. At low temperature (𝑇 ≤ 700℃), Si will prefer to sit on As sites, while 

at high temperature (𝑇 ≥ 900℃), Si atoms tends to sit at Ga sites and becomes donors. Besides, 

when As flux is high, Si atoms prefer to replace Ga atoms and act as donors[26]. For the sample used 

in this research, the GaAs substrate surface is (100), the Si atoms are preferentially incorporated in Ga 

sites as the surface has excess As atoms relative to Ga atoms, thus Si dopants behave like donors in 

GaAs (100). If the growth direction is (111) and surface structure (111)A, the Ga atoms have 3 bonds 

to the surface while As only has 1, then Si atoms will replace As easier and produce  p-type GaAs. 

In this thesis, beryllium (Be) atoms are used for p-type GaAs doping and silicon (Si) atoms are used for 

n-type doping. Adding a dopant into GaAs introduces extra energy levels within the band gap. The 

energy levels are close to the CB in n-type GaAs, and the energy levels are close to the VB in p-type 

GaAs. Figure 1. 13 shows the schematic diagram of donor and acceptor induced states in n-type and 

p-type material. 

By introducing donors with 5 outer electrons, n-type semiconductors have excess electrons which are 

not bonded, and these electrons can be moved into conduction band with relatively small energy. 

Similarly, when doping with trivalent acceptors, free holes are generated, their energy level can be 

occupied easily by electrons from the valence band. 

 

Figure 1. 13: band diagrams of n-type and p-type semiconductors. 



14 
 

 Conductivity 

The momentum of a free electron is: 

𝑝 = 𝑚𝑣 = ℏ𝑘                                                    (1.7) 

where k is the wave vector. In a constant electric field E and magnetic field B, the force on an electron 

is: 

𝐹 = 𝑚𝑎⃗ = 𝑚
𝑑𝑣⃗⃗

𝑑𝑡
= ℏ

𝑑𝑘

𝑑𝑡
= −𝑒𝐸 − 𝑒𝑣⃗𝐵                               (1.8) 

where e is the charge of an electron. If 𝐵 = 0, we get 

𝑘(𝑡) − 𝑘(0) =
−𝑒𝐸𝑡

ℏ
                                               (1.9) 

In condensed matter physics, the Fermi surface is the surface in reciprocal space (k space) which 

separates unfilled orbitals from filled orbitals at 0 K [27]. In some semiconductors, like GaAs, the 

surface is spherical, so the Fermi surface can also be called Fermi sphere. This equation shows that 

the displacement of an electron gas that fills the Fermi sphere centred at the origin of k space is moved 

to a new centre after time t when an electric field is applied. Due to collisions of electrons with 

impurities, lattice defects and phonons, the displaced sphere may be maintained in a steady state in 

an electric field [28]. If the collision time is τ, the incremental velocity is  

𝑣 = −𝑒𝐸𝜏/𝑚                                                     (1.10) 

According to Ohm’s Law, if n electrons move in a constant electrical field E, the current density is: 

𝑗 = 𝑛𝑞𝑣⃗ = 𝑛𝑒2𝜏𝑬/𝑚                                                (1.11) 

1.10.1 Electron conductivity 
The electrical conductivity σ is defined by 𝑗 = 𝜎E, so 

𝜎 =
𝑛𝑒2𝜏

𝑚
                                                          (1.12) 

The electrical resistivity ρ is defined as the reciprocal of the conductivity σ. 

Then for semiconductors, conduction by both electrons and holes needs to be taken into 

consideration, so the electrical conductivity becomes: 

𝜎𝑠𝑒𝑚𝑖 =
𝑛𝑒𝑒

2𝜏𝑒

𝑚𝑒
∗ +

𝑝ℎ𝑒
2𝜏ℎ

𝑚ℎ
∗ = 𝑒[𝜇𝑒(𝑇)𝑛𝑒(𝑇) + 𝜇ℎ(𝑇)𝑝ℎ(𝑇)]                              (1.13) 

where 𝜇𝑒(𝑇) and 𝜇ℎ(𝑇) are the mobility of electrons and holes, 𝑛𝑒 and 𝑝ℎ are the volume densities 

of electrons and holes, respectively, 𝑚𝑒
∗ and 𝑚ℎ

∗ are the effective masses of electrons and holes. For 

n-doping semiconductor, the conductivity contribution from minority holes is very small and 

sometimes can be ignored, thus 𝜎𝑛 ≈ 𝑛𝑒𝜇. Similarly, for p-doping material, its conductivity is 𝜎𝑝 ≈

𝑝𝑒𝜇. 

1.10.2 Mobility 
From equation 1.13, we notice that both carrier concentration and relaxation time are temperature 

dependent factors, and that means the resistivity is a temperature dependent parameter. 

First, we consider the effects of temperature on charge carrier mobility of a doped semiconductor. 
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For an ideal crystal lattice, we need to consider lattice scattering by phonons. The lattice vibrations 

cause the mobility to decrease with increasing temperature.  

However, even in the absence of crystal defects, ionized impurities will act as traps interacting with 

charge carriers. When the temperature is low, carriers move slower than at high temperature, which 

means they have more time to interact with charged impurities. So, in contrast to lattice scattering, 

impurity scattering makes mobility decrease when temperature decreases.  

Neutral impurity scattering and effects of hole-hole or electron-electron scattering are not as 

important as lattice scattering and ionized impurity scattering[8]. For neutral impurity scattering, it 

makes the mobility decrease when temperature decreases, while h-h or e-e scattering is not 

influenced by carrier concentration or temperature. [29] 

For n-doping, there is an empirical relationship between electron mobility and donor concentration 

ND [30]: 

𝜇𝑒 = 𝜇𝐿/[1 + √𝑁𝐷/10
17𝑐𝑚−3]                                     (1.14) 

where 𝜇𝐿 is the electron mobility due to phonon scattering, for GaAs at 300K, 𝜇𝐿 = 10000 cm2/V sec. 

 

In 2000, Rezazadeg published the following empirical low-field mobility model for III-V material [31]:  

𝜇𝐿𝐹(𝑁, 𝑇) = 𝜇𝑚𝑖𝑛 +
𝜇𝑚𝑎𝑥(300𝐾)(

300𝐾

𝑇
)
𝜃1
−𝜇𝑚𝑖𝑛

1+[
𝑁

𝑁𝑟𝑒𝑓(300𝐾)(𝑇/300𝐾)
𝜃2
]

𝜆                                      (1.15) 

where 𝜇𝑚𝑖𝑛, 𝜇𝑚𝑎𝑥, λ, 𝜃1,𝜃2, 𝑁𝑟𝑒𝑓 can be found in the Table 1 below [31]. 

 

Table 1. Fitting parameters for GaAs in the low-field mobility model [31] 

The total mobility is then approximated by combining all the different scattering events using 

Matthiessen’s Rule [32]. When lattice scattering dominates, the mobility decreases with temperature, 

while when impurity scattering dominates, the mobility increases with temperature. In practices, only 

lattice scattering dominates at room temperature, observing impurity scattering needs very low 
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temperature as carriers move slower and have more time to interact with impurities at low 

temperature. 

1

𝜇
=

1

𝜇𝑖𝑚𝑝𝑢𝑟𝑖𝑡𝑖𝑒𝑠
+

1

𝜇𝑙𝑎𝑡𝑡𝑖𝑐𝑒
+

1

𝜇𝑑𝑒𝑓𝑒𝑐𝑡𝑠
+⋯                            (1.16) 

 

 Doping concentration dependence of semiconductor conductivity 

At temperature 𝑇, if we denote the density of allowed states as 𝑔𝑐(𝐸) in the conduction band (CB) 

and 𝑔𝑣(𝐸) in the valence band (VB),  𝑛𝑐 as the number of electrons per unit volume in CB, and 𝑝𝑣 as 

the number of holes in VB, one gets [33] 

𝑛𝑐(𝑇) = ∫ 𝑔𝑐(𝐸)
1

𝑒(𝐸−𝜇)/𝑘𝐵𝑇+1
𝑑𝐸

∞

𝐸𝑐
,                                       (1.17) 

        𝑝𝑣(𝑇) = ∫ 𝑔𝑣(𝐸)[1 −
1

𝑒(𝐸−𝜇)/𝑘𝐵𝑇 + 1
]𝑑𝐸

𝐸𝑣

∞

 

= ∫ 𝑔𝑣(𝐸)[
1

𝑒(𝜇−𝐸)/𝑘𝐵𝑇+1
]𝑑𝐸

𝐸𝑣
−∞

.                               (1.18) 

where 𝐸𝑐  is the energy at the bottom of CB, 𝐸𝑣  is the energy at the top of VB, 𝑛𝑐  and 𝑝𝑣  are only 

affected by the chemical potential or Fermi level 𝜇 at given temperature.  

In Equations (1.16 and 1.17), for a semiconductor at room temperature: 

𝐸𝑐 − 𝜇 ≫ 𝑘𝐵𝑇,                                                     (1.19) 

𝜇 − 𝐸𝑣 ≫ 𝑘𝐵𝑇.                                                     (1.20) 

Thus, we can simplify the statistical factors to substitute the Fermi distribution by the Boltzmann 

distribution in Equations (1.17 and 1.18): 

1

𝑒(𝐸−𝜇)/𝑘𝐵𝑇+1
≈ 𝑒−(𝐸−𝜇)/𝑘𝐵𝑇 ,  𝐸 > 𝐸𝑐;                                    (1.21) 

1

𝑒(𝜇−𝐸)/𝑘𝐵𝑇+1
≈ 𝑒−(𝜇−𝐸)/𝑘𝐵𝑇 ,  𝐸 < 𝐸𝑣 .                                    (1.22) 

Thereby, Equations (1.17) and (1.18) reduce to 

 𝑛𝑐(𝑇) = 𝑁𝑐(𝑇)𝑒
−𝛽(𝐸𝑐−𝜇),                                              (1.23) 

𝑝𝑣(𝑇) = 𝑃𝑣(𝑇)𝑒
−𝛽(𝜇−𝐸𝑣),                                              (1.24) 

where 𝛽 = 1 𝑘𝐵𝑇⁄ , so 

𝑁𝑐(𝑇) = ∫ 𝑔𝑐(𝐸)
∞

𝐸𝑐
𝑒−𝛽(𝐸−𝐸𝑐)𝑑𝐸,                                         (1.25) 

𝑃𝑣(𝑇) = ∫ 𝑔𝑣(𝐸)𝑒
−𝛽(𝐸𝑣−𝐸)𝑑𝐸

𝐸𝑣
−∞

.                                          (1.26) 

 

The level densities can be taken to be [33]:  

𝑔𝑐,𝑣(𝐸) = √2|𝐸 − 𝐸𝑐,𝑣|
𝑚𝑐,𝑣
3 2⁄

ℏ3𝜋2
                                                 (1.27) 
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where the integrals in equations (1.25) and (1.26) then give 

𝑁𝑐(𝑇) =
1

4
(
2𝑚𝑐𝑘𝐵𝑇

𝜋ℏ2
)3 2⁄ ,                                                 (1.28) 

𝑃𝑣(𝑇) =
1

4
(
2𝑚𝑣𝑘𝐵𝑇

𝜋ℏ2
)3 2⁄ .                                                 (1.29) 

Here, 𝑚𝑐 is the effective mass of an electron in the CB and 𝑚𝑣 is the effective mass of a hole in the 

VB. To calculate the electron density 𝑛𝑐 and hole density 𝑝𝑣, we need to know the value of Fermi 

level 𝜇. However, multiplying these two densities, their product is independent of 𝜇: 

𝑛𝑐𝑝𝑣 = 𝑁𝑐𝑃𝑣𝑒
−𝐸𝑔/𝑘𝐵𝑇 = 𝑛𝑖

2                                              (1.30) 

where 𝐸𝑔 is the band-gap of the material. For intrinsic semiconductors, the electrons in CB only 

come from VB, leaving holes after they were excited, thus 𝑛𝑐 = 𝑝𝑣 ≡ 𝑛𝑖. The value of 𝑛𝑖 is the 

square root of Equation (1.30): 

𝑛𝑖(𝑇) = [𝑁𝑐(𝑇)𝑃𝑣(𝑇)]
1 2⁄ 𝑒

−
𝐸𝑔

2𝑘𝐵𝑇                                          (1.31) 

The chemical potential 𝜇 in Equations (1.23) and (1.24) for the intrinsic case can be provided [33]: 

𝜇𝑖 =
1

2
(𝐸𝑐 + 𝐸𝑣) +

3

4
𝑘𝐵𝑇ln(

𝑚𝑣

𝑚𝑐
).                                         (1.32) 

The temperature dependence of intrinsic carrier concentration is given by [28] 

𝑛𝑖(𝑇) = 2[
2𝜋𝑘𝑇

ℎ2
]
3

2 (𝑚𝑒
∗𝑚ℎ

∗)
3

4 exp [
−𝐸𝑔

2𝑘𝑇
]                                    (1.33) 

where h is Plank’s constant, 𝐸𝑔  is the band-gap of material. For GaAs, the intrinsic carrier 

concentration is 2.1×106 cm-3 at 300 K [8]. 

To determine the total carrier concentration of a doped semiconductor, we need to consider electric 

charge neutrality in the semiconductor 

𝑝ℎ − 𝑛𝑒 +𝑁𝐷
+ −𝑁𝐴

− = 0                                              (1.34) 

For fully ionized dopants, 𝑁𝐷
+ and 𝑁𝐴

−  are equal to doping densities. Then we can get the carrier 

concentration for doped material.  

Considering that only donor atoms but no acceptors are present, then the electron concentration in 

thermal equilibrium is [28] 

𝑛𝑒 =
𝑁𝐷
+

2
+√(

𝑁𝐷
+

2
)
2

+ 𝑛𝑖
2,                                               (1.35) 

with donor concentration  𝑁𝐷
+ . If the doping concentration is much larger than intrinsic carrier 

concentration, 𝑛𝑒 ≈ 𝑁𝐷
+, and the conductivity is mainly determined by majority electrons.  

The acceptor conductivity calculation is a bit more complex, due to the multiplicity of valence bands. 

For GaAs, we can obtain the effective mass values from [32]e, (0.043±0.005)m0 the influence of 

doping concentration on conductivity and resistivity are shown in Table 2. 
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𝑵𝑫
+(atoms/cm3) 𝒏𝒆 𝒏𝒉 𝝁𝒆(cm2 V-1 s-1) 𝝁𝒉(cm2 V-1 s-1) 𝝈(Ω−𝟏 𝐜𝐦−𝟏) 𝝆(Ω.m) 

9 × 1017 9 × 1017 4.9 × 10−6 2778 491.5 400 2.5 

1.2 × 1018 1.2 × 1018 3.68 × 10−6 2591 491.5 498 2.01 

2.14 × 1018 2.14 × 1018 2.06 × 10−6 2249 491.5 771 1.3 

3.8 × 1018 3.8 × 1018 1.16 × 10−6 1953 491.5 1189 0.84 

Table 2. The electrical properties of four different doping levels for n-type GaAs 

The intrinsic GaAs conductivity at room temperature (300K) is 0.46Ω-1cm-1 [8], the resistivity is 2173 

Ωm. Doping thus changes the electrical properties significantly. 

 Epitaxial Growth of Semiconductor  

To dope semiconductor materials, diffusion or ion implantation methods are widely used in industry. 

In the diffusion method, impurities are typically diffused into the material from the surface due to 

Fick’s first law of diffusion [35]. The dopant concentration is controlled by temperature and diffusion 

time. 

Ion implantation can achieve more precise control of impurities’ location by using a high energy ion 

beam bombarding a semiconductor substrate during growth. The ion energies used for ion 

implantation are typically in the range from keV to MeV; lower energy ions with 1keV-10keV can be 

used, but the penetration depth would be very small [36]. In section 3.3.3, simulations of doping GaAs 

with Be or with Si by SRIM2013 have been presented. After implantation, to get desired electronic 

contribution from dopants in the semiconductor, the material needs to be annealed in order to reduce 

lattice damage and to electrically activate the dopant. At high temperature, dopant species can move 

from intersititial to substitional lattice sites and the amorphous damage region from ion implatation 

can be recrystallized [37]. 

Diffusion and ion implantation are post-growth doping methods. When doping seminconductor 

devices during frabrication, diffusion and ion implantation allow the creation of non-uniform profiles 

either with depth or spatially controllled by photolithography. Ion implatation is better for mass 

production as it has better reproducibility and controllability. If dopants are added during crystal 

growth, it can result in a laterally uniform doping [38]. And to get the desired electronic properties, 

only a very thin layer needs to be doped during synthesis of semiconductor devices. 

For our sample, the doping staircases were achieved by growing doped epitaxial layers on top of the 

GaAs substrate by molecular beam epitaxy (MBE). The dopant concentration is influenced by the 

temperature of the dopant cells and the growth rate. For MBE , it is easy to epitaxially deposit a thin 

layer but it is neither cost nor time efficient to dope semiconductors for industrial mass production as 

deposition of layers is very slow. As an example, the growth rate of GaAs is 0.15 mololayers per second 

at 1175 K Ga effusion cell temperature and cannot be localised [39].  

 The p-n junction 

A p-n junction is consisting of an interface between a p-type semiconductor region and an n-type 

semiconductor region, see Figure 1. 14. The p-n junctions are widely used in diodes and transistors. 
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Figure 1. 14: A schematic of p-n junction with forward bias. The doping concentration is roughly the 
same for both sides. 

The p-type region has excess holes that can diffuse across the junction to the n-type region due to 

concentration gradient of carriers, leaving negatively charged ions behind. For Be-doped GaAs, Be 

dopants replace Ga atoms, and Be dopants with 2 outer electrons will catch an additional electron 

from As atoms, leaving holes in the VB of As atoms. Similarly, the n-type region has excess electrons 

that can diffuse to the p-type region by concentration gradient, leaving positively charged ions behind. 

For Si-doped GaAs, if a Si atom replaces a Ga atom, three electrons will combine with a As atom, the 

fourth electron is free to move in CB, leaving positive ionized Si behind. The diffusion of carriers forms 

the diffusion current. The space charge areas left behind are depleted of mobile carriers, forming a 

depletion region which extends a distance of 𝑥𝑛 and 𝑥𝑝 into n- and p-type regions. The total width of 

depletion region is 𝑥𝑑 . This space charge region then builds up an electrical field at the junction, 

making the carriers drift and forms a drift current in opposite direction to the diffusion current. When 

the magnitudes of diffusion current and drift current are equal and their direction is opposite, the 

voltage across the space charge region is called built-in potential, 𝑉𝑏𝑖. 

If the p-n junction is biased, the conduction properties of the junction will be changed. We call the 

junction forward biased when the positive terminal is connected to the p-type region, similarly, the 

junction is reverse biased if the positive terminal is connected to the n-type region. Increasing forward 

bias will decrease the potential barrier at the junction, hence increasing the current flowing across the 

p-n junction. Increasing the reverse bias will increase the potential barrier at the junction, which will 

reduce the current flow. 

The depletion width is also changed with bias. Forward bias reduces the depletion width as carriers 

are pulled towards the junction. Reverse bias expands the depletion region as carriers are pulled out 

from the junction, resulting in a reduction of current flow across the junction. 

The band diagram of a p-n junction is shown in Figure 1. 15 below. 
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Figure 1. 15: Energy band diagram of the p-n junction before (a, left), and after the diffusion and drift 
currents balancing each other at thermal equilibrium (b, right). 

 Doping in GaAs and doping induced Fermi level shift 

At temperature 𝑇, if we denote the density of states as 𝑔𝑐(𝐸) in the conduction band (CB) and 𝑔𝑣(𝐸) 

in the valence band (VB), 𝑛𝑐 as the number of electrons per unit volume in CB, and 𝑝𝑣 as the number 

of holes in VB, one gets [33] 

                                                        𝑛𝑐(𝑇) = ∫ 𝑔𝑐(𝐸)
1

𝑒(𝐸−𝐸𝐹)/𝑘𝐵𝑇+1
𝑑𝐸

∞

𝐸𝑐
,                 (1.36)               

𝑝𝑣(𝑇) = ∫ 𝑔𝑣(𝐸)(1 −
1

𝑒

𝐸−𝐸𝐹
𝑘𝐵𝑇 +1

)𝑑𝐸
𝐸𝑣
∞

= ∫ 𝑔𝑣(𝐸)(
1

𝑒(𝐸𝐹−𝐸)/𝑘𝐵𝑇+1
)𝑑𝐸

𝐸𝑣
−∞

                         (1.37) 

where 𝐸𝑐  is the energy at the bottom of CB, 𝐸𝑣  is the energy at the top of VB, 𝑛𝑐  and 𝑝𝑣  are only 

affected by the chemical potential or Fermi level 𝐸𝐹 at given temperature.  

If the binding energies of the donors and acceptors are small so they can all be ionized at room 

temperature, the ionic densities 𝑁𝐷
+ , 𝑁𝐴

− are equal to the corresponding doping densities. 

Assume only donor doping (𝑁𝐴
− = 0 ) and donors are fully ionized (𝑁𝐷

+ = 𝑁𝐷 ), then from 

Equations (1.30) and (1.34), we get: 

𝑛𝑐 − 𝑝𝑣 = 𝑁𝐷
+ = 𝑁𝐷      (1.38) 

                              (1.38)(𝑛𝑐 −
𝑛𝑖

𝑛𝑐
)2 = 𝑁𝐷

2                           (1.39) 

(𝑛𝑐 +
𝑛𝑖

𝑛𝑐
)2 = 𝑁𝐷

2 + 4𝑛𝑖                          (1.40) 

2𝑛𝑐 = √𝑁𝐷
2 +√𝑁𝐷

2 + 4𝑛𝑖                              (1.41) 

𝑛𝑐 = (𝑁𝐷 2⁄ ) + (𝑛𝑖
2 + (𝑁𝐷 2⁄ )2)1 2⁄   (1.42) 

Similarly, for p-doping,  

𝑝𝑣 = (𝑛𝑖
2 + (𝑁𝐴 2⁄ )2)1 2⁄ − (𝑁𝐴 2⁄ )                                             (1.43) 

 

We note that Equations (1.42) and (1.43) have the form [33] 

𝑛𝑐 = 𝑒
𝛽(𝜇−𝜇𝑖)𝑛𝑖,                                                  (1.44) 
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𝑝𝑣 = 𝑒
−𝛽(𝜇−𝜇𝑖)𝑛𝑖                                (1.45) 

Therefore 

±𝑁𝐷(𝐴)

𝑛𝑖
= 2 sinh𝛽(𝜇 − 𝜇𝑖).                                                 (1.46) 

∆𝜇 = 𝜇 − 𝜇𝑖 = 𝑘𝐵𝑇 arsinh
±𝑁𝐷(𝐴)

2𝑛𝑖
.                                            (1.47) 

Equation (1.47) shows how much the chemical potential is shifted from the intrinsic level by doping. 

We need to know the intrinsic carrier density 𝑛𝑖, to do the calculation. 

Due to different assumption of temperature and effective mass of the carriers,  the intrinsic Fermi 

level calculation for GaAs has different results[33] [8] [40] [28] [41]. 

As intrinsic density 𝑛𝑖 for GaAs used in this report is 2.1 × 106 𝑐𝑚−3 from Ioffe insitute[42]. The work 

function shifts for different doping levels are listed below: 

 

For a pure GaAs (110) surface, the work function values have been measured by Kelvin contact 

potential difference method [43] and scanning tunnelling microscopy [44]. Some calculation results 

match the experimental value of work function well [45]. The final work function shifts then can be 

calculated by equation (16) and the results are listed in Table 0.4 

 Charge carriers at thermal equilibrium in doping staircase samples and p-i-

n sample 

 

When undoped GaAs and n-type GaAs are brought together, if the conduction band (CB) and valence 

band (VB) were aligned, the corresponding flat-band diagram would be as shown in Figure 1. 16: 

 

Figure 1. 16 Schematic flat-band diagram of merging undoped GaAs region with n-doped GaAs region.  

In the flat-band diagram in Figure 1. 16, the Fermi energies are not aligned, and it is not an equilibrium 

diagram as electrons/holes could lower their energy by crossing the interface. As the name suggests, 

the band edges are horizontal and there is no net charge in the material. After the diffusion of 

electrons and holes, thermal equilibrium is obtained as shown in Figure 1. 17. 
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The depletion region ranges from −𝑥𝑝 to 𝑥𝑛 , the sum of the two depletion layer widths is the total 

depletion width 𝑥𝑑 . The charge of ionized donors and acceptors forms an electric field (𝐸̅), which 

makes the carriers drift in the opposite direction. When the diffusion and drift of carriers are balanced, 

the material reaches thermal equilibrium and the Fermi energy is constant across the interface region. 

 

Figure 1. 17. The band diagram of undoped GaAs with n-doped GaAs region in thermal equilibrium. 

We have the general equation (1) for the space charge ρ(x), and the Poisson equation (1.64): 

𝜌 = 𝑞(𝑝 − 𝑛 + 𝑁𝑑
+ − 𝑁𝑎

−) (1.63) 

𝑑2𝛷

𝑑𝑥2
= −

𝜌

𝜀0
(1.64) 

𝑥𝑑 = 𝑥𝑛 + 𝑥𝑝 (1.65) 

For our case, on an undoped GaAs layer with 𝑁𝐴 = 𝑝𝑖 , an n-doped GaAs layer with 𝑁𝑑 = 3.8 ×

1018 cm−3 is grown, so the nominal charge density is then given by: 

𝜌 =

{
 

 
0    for    𝑥 < −𝑥𝑝

𝑁𝐴    for    −𝑥𝑝 < 𝑥 < 0

𝑁𝐷    for   0 < 𝑥 < 𝑥𝑛 
0    for    𝑥 > 𝑥𝑛

(1.66) 

Then the Poisson equation becomes 

d2𝛷

d𝑥2
=

{
 
 

 
 
0    for   − ∞ < 𝑥 < −𝑥𝑝
𝑞

𝜀𝑠
𝑁𝐴    for    −𝑥𝑝 < 𝑥 < 0

−
𝑞

𝜀𝑠
𝑁𝐷    for   0 < 𝑥 < 𝑥𝑛 

0    for    𝑥𝑛 < 𝑥 < ∞       

(1.67) 

and the boundary conditions are: 

𝛷 = 0    for    𝑥 = −𝑥𝑝 
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d𝛷

d𝑥
= 0    for     𝑥 = −𝑥𝑝 

𝛷 = 𝛷𝑏𝑖     for 𝑥 = 𝑥𝑛 
d𝛷

d𝑥
= 0    for     𝑥 = 𝑥𝑛 

𝑥𝑝 × 𝑁𝑎 = 𝑥𝑛 × 𝑁𝑑    for charge neutrality (1.68) 

The solution of the Poisson equation should be: 

𝛷(𝑥) =

{
 
 
 

 
 
 

𝑞

2𝜀𝑠
𝑁𝐴 · (𝑥𝑝 + 𝑥)

2   for   −𝑥𝑝 < 𝑥 < 0

𝛷𝑏𝑖 −
𝑞

2𝜀𝑠
𝑁𝐷 · (𝑥𝑛 − 𝑥)

2    for    0 < 𝑥 < 𝑥𝑛

𝑞

2𝜀𝑠
𝑁𝐴 · 𝑥𝑝

2 = 𝛷𝑏𝑖 −
𝑞

2𝜀𝑠
𝑁𝐷𝑥𝑛

2    for  𝑥 = 0 

0   anywhere else 
;

(1.69) 

From equation (1.69), we get the built-in potential of the depletion region: 

𝛷𝑏𝑖 =
𝑞

2𝜀𝑠
𝑁𝐷𝑥𝑛

2 +
𝑞

2𝜀𝑠
𝑁𝐴 · 𝑥𝑝

2 (1.70) 

From Figure 1. 17, in thermal equilibrium, the Fermi energy is constant throughout the system, the 

built-in potential equals the difference between the Fermi energies, 𝐸𝐹
𝑛  and 𝐸𝐹

𝑖 , divided by the 

electronic charge: 

𝛷𝑏𝑖 =
𝐸𝐹
𝑛 − 𝐸𝐹

𝑖

𝑞
(1.71) 

Assuming 𝑥𝑑 is known, 𝑥𝑛 and 𝑥𝑝 can be calculated by combining equations (1.65) and (1.68): 

𝑥𝑛 =
𝑁𝐴

𝑁𝐴 +𝑁𝐷
𝑥𝑑 (1.72) 

𝑥𝑝 =
𝑁𝐷

𝑁𝐴 +𝑁𝐷
𝑥𝑑 (1.73) 

Substituting equations (1.72) and (1.73) into (1.70) yields: 

𝑥𝑑 = √
2𝜀𝑠
𝑞
(
1

𝑁𝐴
+
1

𝑁𝐷
)𝛷𝑏𝑖 (1.74) 

From equation (12), the solutions of 𝑥𝑛 and 𝑥𝑝 are: 

𝑥𝑛 = √
2𝜀𝑠
𝑞

𝑁𝐴
𝑁𝑑

1

𝑁𝐴 +𝑁𝐷
𝛷𝑏𝑖 (1.75) 

𝑥𝑝 = √
2𝜀𝑠
𝑞

𝑁𝐷
𝑁𝐴

1

𝑁𝐴 +𝑁𝐷
𝛷𝑏𝑖 (1.76) 

This result shows that we can treat an interface of n- or p-doped GaAs to undoped GaAs like a diode. 

We need to consider the diffusion of carriers before they recombine. The diffusion length 𝐿𝑑𝑖𝑓 is the 
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average distance that the excess carries can travel before recombination, and it depends on the 

lifetime τ and mobility μ of the carrier: 

𝐿𝑑𝑖𝑓 = √𝜏 ∙ 𝜇
𝑘𝐵𝑇

𝑒
, (1.77) 

where 𝑘𝐵 is the Boltzmann constant, T=300 K at room temperature and e is the charge of an electron. 

For GaAs, the minority carrier lifetime is about 10-8 s-1[46], and the mobility of the holes is about 400 

cm2 V-1 s-1 [8], so the calculated diffusion length of minority carriers in doped GaAs is about 3μm. 

However, the minority carrier lifetime of n-type GaAs changes with the doping concentration: when 

doping concentration 𝑁𝐷 < 10
18 cm-3, the lifetime 𝜏 is a constant; when the doping concentration 

𝑁𝐷 > 10
18 cm-3, the carrier lifetime reduces when the doping level increases [47]. This is because 

defects associated with donor complexes and precipitates are formed [48], and these defects will act 

as hole capture centres [49], [50]. Thus, the carrier diffusion length for 𝑁𝐷 = 3.8 × 10
18 atoms/𝑐𝑚3 

would be smaller than 3μm. 

Figure 1. 18 below shows the interface simulation for n-doped/i GaAs and the electronic field and 

potential calculated by a Poisson solver code called Padre [51].  

    

 

(a)  

(b) 
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Figure 1. 18：The electric field (b) ,the electric potential (c) and conduction band (d) across an n-doped 
/ undoped GaAs interface (a) of 3.8×1018 atoms/cm3 Si doped GaAs (on the left) to undoped GaAs (on 
the right).  

 GaAs based devices 

GaAs and other III-V compound semiconductors have advantages like direct band-gap and high 

electron mobility that are not found in Si or Ge. As GaAs has a 1.42 eV band-gap at room temperature, 

which is larger than that of 1.12 eV of Si, the wide band-gap gives GaAs superior high temperature 

performance. By taking these advantages, GaAs has commercial application in GaAs based power 

electronics, GaAs based integrated circuits, light emitting diodes and lasers. 

(c) 

(d) 
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 GaAs for power electronics 

The desired properties of power electronic devices include high switching speed, high temperature 

capability, wide bandwidth, simple biasing. Power field effect transistors (FET) based on III-V materials 

have better electrical characteristics when compared with their counterparts made of Si. GaAs FET 

devices are frequently used today in mobile phones, mobile base stations and other custom-made 

electrical devices [52], [53]. GaAs metal-oxide-semiconductor field effect transistor (MOSFET) has an 

oxide layer between the metal and the semiconductor resulting in a higher drain current, lower 

leakage current than metal-semiconductor field effect transistor (MESFET) [54]. The MESFET has 

similar structure to a MOSFET. MESFET has a metal contact onto the GaAs, forming a Schottky barrier. 

GaAs MESFET devices are widely used in radio frequency (RF) amplifiers [55]. Heterojunction bipolar 

transistors (HBJT) based on GaAs for high performance systems are in demand for commercial and 

military applications too [56].  

 GaAs for high frequency integrated circuits 

Integrated circuits (IC) based on GaAs have been developed for a long time [57] and the large scale 

production of GaAs ICs has been achieved in the 1990’s [58]–[60]. For ICs, optical fibre components 

fabricated monolithically on the same substrate are important to avoid lattice mismatch; GaAs deep 

level LEDs (introducing energy levels in the band-gap so that the light emission wavelength is increased) 

for fibre optics have also been developed [61].  

Both digital and analogue ICs based on GaAs have been produced. Digital ICs are used for logic gates, 

frequency dividers, microprocessors and so on [62]–[64]. Analogue ICs are used in amplifiers, switches, 

modulators and frequency converters in communication systems [65]–[67].Analogue bandwidth is the 

sinusoidal frequency range of the circuit works on, in digital ICs, the digital signals are square wave 

signals which made of 0 and 1, digital bandwidth is refer to the bit rate through the channel.  

 GaAs for light emitting diodes, laser diodes and solar cells 

Since 1962, GaAs has been used in near-infrared laser diodes (LD) as it has a band-gap of 1.42 eV and 

so emits infrared light around 870nm wavelength. Usually, GaAs is used in alloys to tune the emission 

wavelength [68]. GaAs is also used as material for high performance solar cells as it has better 

performance in high temperature environments [69], [70], and its band-gap is close to the Shockley-

Queisser limit that describes the theoretically calculated maximum efficiency of a single p-n junction 

photovoltaic solar cell [71]. The maximum photovoltaic conversion efficiency is around 33.7 % for a 

band-gap of 1.5eV [71].  

 Semiconductor device analysis technology 

The major semiconductor device characterization methods in research are: failure location analyses 

(such as by focused ion beam etching, electron beam induced current in SEM and so on) [72]–[74] , 

electron microscopy analysis (such as SEM and STEM) [75], local composition analysis (such as by 

energy dispersive X-ray (EDX) spectroscopy) [76], dopant profiling (SIMS), dopant contrast (SEM, 

holography) [77], [78] as detailed in Chapter 2, stress mapping (X-ray diffraction) [79], chemical state 

analysis at high spatial resolution by electron energy loss spectroscopy (EELS) [80], [81]. 

With high spatial resolution and rapid imaging speed, SEM is potentially good for 2D dopant profiling. 

However, SEM dopant profiling is not widely used in industry. This is due to the poor reproducibility 

as the contrast will decrease or even disappear as the electron beam irradiation is enhanced, and a 

quantitative interpretation of SEM images is difficult. In order to get more understanding of the SEM 
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image contrast, experiments using GaAs staircase samples with different doping layers have been 

imaged at different beam voltages and electron doses. 

 Aims and objectives 

With the development of electron guns and improvements of detectors, Perovic et al. reported in 

1995 that doping contrast of SE intensity depends on the type of doping and is sensitive to the doping 

concentration [82]. However, there are still some problems in the 2D dopant profiling of 

semiconductor devices.  

The first problem is due to the sample preparation because ion milling will reduce the contrast needed 

for detection. For silicon samples, it has been reported that the contrast from ion milled samples is 

only half of the contrast from a cleaved surface [83]. It has been demonstrated that focused ion milling 

(FIB) by 30kV Ga ions generated 99±7 nm amorphized layer for GaAs; though the amorphous layer 

thickness is smaller than that of 237±23 nm amorphous layer reported for Si under same condition, it 

is still thick [84]. Furthermore, FIB may also generate surface roughness in compound semiconductors. 

That means ion milling will lead to a decrease in contrast and an increase of surface roughness, which 

will result in low sensitivity for dopant profiling [85]. Hence, it is difficult to achieve sensitive 2D dopant 

profiles across semiconductor devices that are difficult to cleave well. To reduce the influence of 

amorphous layer thickness, reducing the dose and accelerating voltage would be helpful. By reducing 

the voltage and beam current, 2nm amorphous layer thickness on GaAs sample has been achieved by 

Ga ion milling at 2kV and 0.02nA for 30 seconds of milling time [86].   

The second problem is that the dopant contrast will decrease or can even disappear as a result of 

electron beam irradiation [87]. This is common in semiconductor devices and would lead to poor 

reproducibility [88]. So, it is worth to investigate the mechanism. 

The last problem is how to interpret the SEM images. As most compound semiconductor devices 

consist of more than two kinds of materials [89], the potential variation at heterojunction interfaces 

will also influence the dopant contrast. This makes the interpretation of SE images difficult, as the 

contrast will not only come from the doping. To get more accurate dopant profiles for such 

compound semiconductor devices, it is necessary to take the influences of heterojunctions into 

account [90]. 

Overall, it is very important to explore the dopant profiling mechanism and SE contrast as a practical 

method of 2D dopant mapping, which can benefit the research, development and industry production 

of semiconductor devices.  

In this chapter, the basics of semiconductor device physics and importance of GaAs based compound 

semiconductors have been discussed.  

The purpose of this thesis is to discuss the contrast mechanism using secondary electrons in SEM 

obtained at different voltages and for different detectors.  

The materials used in the experiments are GaAs based doping staircase samples and LED device 

structures. As the GaAs has similar crystal structure and electrical properties as many other III-V 

materials, investigation of dopant profiling in GaAs by SEM and AFM can be applied to other 

compound semiconductors like InAs and other GaAs based ternary alloys. Though InP is much softer 

than GaAs, it can still be manually cleaved and if the sample size is cut to 50×50 µm2, it can still be 

handled.  However, if the layers are strained, macroscopic curvature will occur due to lattice mismatch 

and epitaxial layers roll up. But it is a different research area, in our work we have not looked into 

strained layers. 
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Previous dopant profiling work has been discussed in Chapter 3 and 4, with much attention paid to 

SEM and AFM work on dopant profiling.  

In Chapter5 the characterization of GaAs staircase samples and GaAs based LED sample will be 

discussed in detail. Also, the dopant profiles of the samples have been compared with Monte Carlo 

simulations. 

A summary of the results and promising future work is presented in Chapter 6.  
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2 Literature Review on semiconductor characterization methods  

 Introduction of techniques most used in semiconductor device 

characterization 

The electrical conductivity of semiconductor materials ranges from 10-8 to 103 Ω-1cm-1 [91]. This 

conductivity is sensitive to temperature and impurities as discussed in Chapter1. This makes 

semiconductors very essential for electronic devices [8].  

By impurity doping, the number of active electrons in the material can be modified. The electrical and 

optical properties can be controlled by doping. By fabricated into electronic devices, semiconductor 

applications can be found in industry and modern life easily. As electronic device dimensions are 

scaling down, the demand for nanoscale semiconductor device characterization is increasing. None 

destructive high spatial dopant concentration mapping at nanometre or sub-nanometre level is 

important for the semiconductor device industry [92]. 

In this review chapter, we discuss the most commonly used methods for dopant detection. The dopant 

contrast in SEM and dopant mapping in KPFM are discussed in detail. 

 Dopant characterization technology 

After doping a semiconductor, it is important to evaluate the doping profiles as dopants are 

intentionally introduced impurities that dramatically change the electrical properties of 

semiconductors [93]. Thus precise dopant measurement is important for semiconductor device 

development and production. The common tools for dopant investigation are:  

0D (with no spatial information): photoluminescence (PL), Hall effect measurements 

1D (line scan): SIMS, Capacitance-Voltage measurenents (C-V), Spreading Resistance Profiing (SRP) 

2D (mapping): cathodoluminesence (CL), AFM, KPFM, TEM, SE imaging in SEM 

3D (volume distribution): atom probe tomography [78]. 

 Standard electrical measurements  

There are many types of electrical measurements to measure electrical quantities of a material or 

system, such as the voltage measurements for electrical potential difference between two points with 

voltmeter; the electron current measured by ammeter; the resistance measurement with ohmmeter; 

Hall effect used for measuring the carrier concentration [94], [95]; capacitance measurement with 

digital voltmeters; and so on. The electrical contacts for these measurements are usually made by 

clamps or probes with a dimension larger than modern semiconductor devices.  

 Secondary Ion Mass Spectroscopy (SIMS) 

Secondary Ion Mass Spectrometry (SIMS) can obtain the dopant concentration directly with excellent 

elemental sensitivity (<ppm) [96]. In SIMS, the sample of interest is bombarded with heavy ions such 

as Ar+ or O- with high energy, the sputtered atoms from the specimen surface are then analysed by a 

mass spectrometer as the local surface recedes. 
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Figure 2. 1.SIMS profiles of a laser diode with vertical cavity. The ion beam was a 260pA, 20keV Ga+ beam [97]. 

 

The major advantage of SIMS is that it is sensitive to dopant concentrations even in concentrations as 

low as 1013 cm -3 but it can also detect dopant concentration as high as 1021 cm -3 [98]. The accuracy of 

the SIMS measurements is highly dependent on the quality of standards [99], [100]. Surface 

contamination such as by carbon and / or oxides will not influence SIMS results as different atoms 

have different masses but there are matrix effects and surface effects due to the need to build up a 

stable sputter yield. The matrix effect is that the elemental ion yield depends on the surrounding 

chemical species [101]. Surface effect refers to the surface structure or morphology, surface 

orientation will also influence secondary ions yields [102], [103]. Although it has these advantages, 

SIMS is a destructive technique and it is time consuming [104]. And it detects impurity concentrations 

no matter whether the dopants are electrically active or not [98].Scientists today also use SIMS to 

obtain 2D dopant distribution images: high resolution and high sensitivity elemental imaging has been 

achieved [105]. For SIMS imaging, there are the microprobe mode and the microscope mode [106].  

In the microprobe mode, the focused ion beam probe scans over the area to be analysed in a raster 

manner like in an SEM. The sputtered ions are collected with a mass spectrometer and counted to 

reconstruct the image pixel by pixel. Hence the lateral resolution of microprobe mode depends on 

how good the ion beam can be focused. By using liquid metal ion source, such as Ga+ or In+, the probe 

size can be reduced to 20-40nm [105], [107], [108].It is an extremely time-consuming technique 
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considering its field of view, though it is good as a calibration experiment for other dopant profiling 

tools.  

In the microscope mode an unfocused ion beam is used to irradiate the sample. The mass 

spectrometer itself acts as a microscope as the distribution of ions is magnified and recorded when 

passing the spectrometer and then, ions are transferred onto a 2D position sensitive detector [105]. 

The optics of the mass spectrometer, image magnification and the pixel density on the detector will 

limit the resolution of microscope mode SIMS to 𝜇𝑚 range [105]. It is faster than microprobe mode 

but has poorer resolution. Also, the unfocused beam will reduce the beam intensity which influences 

the secondary ion generation rate; thus, a better ion source with higher current density is needed for 

this mode. 

 Transmission Electron Microscopy (TEM) 

Physicists discovered in the 20th century that particles like electrons possess a wavelike character. 

Louis de Broglie proposed the following relationship between wavelength λ, and the momentum 

amplitude 𝑝 of a particle [109]: 

𝜆 =
ℎ

𝑝
=

ℎ

𝑚𝑣
  ,                                                                      (2.1) 

where h is Planck’s constant, 𝑣 stands for the speed of the particle and 𝑚 stands for the mass.  From 

equation (2.1), electrons that have high speed will have a short wavelength. As electrons are charged 

particles that can be focused by magnetic lenses, an electron beam allows a specimen to be imaged 

at better spatial resolution than conventional light microscopy due to the Rayleigh criterion describing 

the resolution ∆𝑥, of an optical diffraction-limited system with collection angle 𝛼 [110]: 

∆𝑥 ≈
0.61𝜆

sin𝛼
                                                                      (2.2) 

The numerical aperture (NA) of an optical system is defined by 𝑁𝐴 = 𝑛 sin𝛼, where n is the refraction 

index for the medium in which the lens is working. For light in vacuum, the refraction index is one. To 

improve resolution, one can reduce wavelength or increase the collection angle. The invention of 

transmission electron microscopy (TEM) has given researchers the opportunity to view objects at the 

atomic level. TEM characterization methods are widely used to reveal the structure and chemical 

properties of materials.     
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2.5.1 Electron-specimen interaction 
When an electron beam is incident on an electron transparent specimen, the interactions between 

atoms and incident electrons can be many, as illustrated in Figure 2. 2. 

 

Figure 2. 2.Signals generated by the interaction of the primary electron and material. 

Electrons can be viewed as a kind of radiation which can ionize material and produce secondary 

electrons during the interaction [111]. Most secondary electrons (SE) are brought to rest within the 

interaction volume, however, only those SE generated close to the specimen surface have a large 

possibility to escape from the specimen and can be collected by a positively biased detector [112]. SE 

imaging reveals properties of surface structures (topography) and is exploited in the scanning electron 

microscope (SEM). 

Electrons that get through the specimen in a straight direction without undergoing any angular 

deviation constitute the direct beam and are exploited in the transmission electron microscope (TEM). 

As atomic nuclei are positively charged, an electron will deviate from the incident direction due to the 

Coulomb force. This interaction between the fast electron and nucleus is called elastic scattering. The 

angle of deflection is in the range of 0-180°. This kind of scattering has high momentum transfer, but 

hardly any energy transfer. The direct beam and all backscattered electrons are dominated by elastic 

scattering. 

Interactions between fast electrons and bound electrons are inelastic due to their similar weights. By 

inelastic scattering, the transmitted electrons will lose some energy. The energy lost can be released 

in form of X-rays, cathode luminescence (CL), or secondary Auger electrons [113]. 

By detecting those signals, one can perform different types of analysis, such as: collecting 

backscattered electrons [114] and inelastic electron scattering for EELS [115]. 

Conventional TEM images have hardly any information about the doping concentration. In order to 

detect a p-n junction, one can make use of selective etching to convert doping concentration into 

thickness differences [116]. The contrast due to thickness can be used to identify the p-n junction. 

Holography by using an electron biprism in the TEM has demonstrated 2D dopant mapping wherein 

the phase shift in a hologram is proportional to the electronstatic potential distribution at the p-n 

junction [117]. The spatial resolution of holography can be better than 10nm and 0.1V sensitivity of 
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potential difference[118], while SEM also has sub 10nm resolution but detection rang from 1016-1020 

cm-3[119]. 

 Scanning Probe Microscopy (SPM) 

For all the SPM methods described in sections 2.2.5-2.2.8, each technique has its own advantages and 

disadvantages. Most of the SPM methods require good surface preparation and are difficult to apply 

to Si based semiconductors where it is difficult to get well-defined cross-sections by cleaving. 

Furthermore, the field of view of SPM is usually small. 

 Scanning Tunnelling Microscopy (STM) 

STM has been used for p-n junction delineation by detecting differences in tunneling current [120]. 

The conductive tip induces band bending at the surface; hence the tunneling current depends on 

dopant type and concentration. By incorporating current-voltage spectroscopy it is possible to identify 

differently doped regions and depleted regions [121].  

The STM can achieve atomic level spatial resolution for GaAs and other III-V materials [122]. The STM 

needs to work in UHV condition at low temperature to avoid contamination during the measurement. 

The tunneling current is measured and the conductance related to the doping concentration can be 

calculated for known bias and tip-sample separation [121]–[123]. However, the surface states and the 

tip induced surface band bending limit the accuracy of dopant profling, and the dopant concentration 

needs to be larger than typically 1018 cm-3 to be detectable [123]. 

 Scanning Spreading Resistance (SSR) profiling 

SSRP is a simple method to measure eletrically active dopant concentrations. SSRP determines the 

carrier concentration based on the sequential measurement of the resistance between two metal 

probes placed on the sample surface (metal or semiconductor). Figure 2. 3below is a sketch of a 

sample beveled at a shallow angle being measured by SSRP. A depth profile of resistivity 𝜌 can be 

geranerated at different position 𝑥𝑖. 

 

 

Figure 2. 3.Dual probe measurement of surface resistance [124]. 

The current flowing (I) through the probes spreads out into the sample and is measured and as the 

applied voltage is already known, one can get the measured resistance 𝑅𝑚𝑒𝑎𝑠. For the two probes of 

different geometry shown in the right part of Figure 2. 3, when the tip is pointed, the current can 
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spread over at the contact point, and effective contact radius needs to be considered. The measured 

resistance is dominated by current spreading effect if the contact radius a is small and the distance S 

between two probes is short. That means the spreading resistance occurs between the electrical 

contact and is representative of the local surface resistance. 

The measured resistance 𝑅𝑚𝑒𝑎𝑠  consists of the spreading resistance 𝑅𝑠𝑝  generated by current 

spreading, the resistance of the circuit including probes 𝑅𝑠𝑒𝑡  and the barrier resistance 𝑅𝑐𝑜𝑛𝑡 from 

contact between probe and sample surface [124]: 

𝑅𝑚𝑒𝑎𝑠 = 𝑅𝑠𝑝 + 𝑅𝑠𝑒𝑡 + 𝑅𝑐𝑜𝑛𝑡                                         (2.3) 

The contact barrier resistance can be evaluated by calibration [125], while the resistance of the system 

can be measured by simply connecting the two probes together. 

The spreading resistance (𝑅𝑠𝑝 ) is calculated by using Ohm’s law. Then the resistivity of the 

semiconductor (ρ) at different points is obtained using the equation: 

𝑅𝑠𝑝  =
𝜌

2𝜋𝑟
                                                            (2.4) 

where r is the radius of area the probe current spreads over.  

Using an n-type semiconductor as an example, the conductivity 𝜎𝑛  is related to its carrier 

concentration 𝑛 and electron mobility 𝜇𝑛 by 

𝜎𝑛 = 𝑞𝜇𝑛𝑛 =
1

𝜌
                                                     (2.5) 

𝑛 =
1

𝜌𝑞𝜇𝑛
                                                              (2.6) 

From the resistivity we can get the carrier concentration at room temperature [95], [126], [127]. When 

using SSRP, the carrier type cannot be determined as SSRP only measures the resistivity to obtain 

majority carrier concentration. 

The resolution of SSRP depends on the finite geometrical size of the tip; 10nm resolution can be 

achieved [128]. SSRP measurements are very sensitive to dopant concentrations from 1015-1020 cm-3. 

Like most SPM techniques, the sample preparation and surface conditions are important for SSRP. 

With development of diamond coated Si tips, the resolution is inproved as SSRM works at relatively 

high tip pressure to make good electreical contact, otherwise the resistance between tip and sample 

surface is measured [129]. 

 Capacitance-voltage profiling (CV) 

C-V profiling is a well-developed technique that can provide qualitative doping data. It measures the 

capacitance between a reverse biased semiconductor sample and a metallic probe tip. A depleted 

region is formed between the sample and the tip due to the reverse DC bias. The capacitance-voltage 

relation is obtained by measuring the capacitance between tip and sample at various voltages. The 

doping concentration is inversely proportional to capacitance so the carrier density can be directly 

extracted from the C-V curve, then converted into a depth profile by calculating the depletion region 

width from the measured capacitance [130]: 

𝑛 =
2

𝑞𝜀0𝜀𝑟𝐴
2 [

𝑑

𝑑𝑉
(
1

𝐶2
)]−1                                                     (2.7) 

where 𝐴 is the area of interaction, which can be modeled and d is the depletion depth given by 
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𝑑 =
𝐴𝜀0𝜀𝑟

𝐶
                                                             (2.8) 

C-V measurements are fast and non-destructive, and sensitive to dopant levels as low as 1014 cm-3 

[130]. The doping concentration measured by C-V method is the combination of effective doping 

concentration and electrically active defects. However, the spatial resolution is limited by the 

calculated depletion region width. C-V is widely used as a 1D profiling technique as the capacitance is 

measured as a function of the applied voltages. For a p-n junction or MOSFET sample, the width of 

depletion region will be changed when varying the applied voltage. The relationship between 

depletion width and bias can be used for dopant profiling of the semiconductor material [131], [132]. 

The main disadvantage of 1D C-V profiling is that the resolution is limited by the Debye length in low 

doped regions and that this method is insensitive to highly doped regions [133].The Debye length is 

the distance in a semiconductor over which the electirc field affects carrier distrubution. It could be 

regarded as a screening effect as charges are increasinggly electrically screened.  

 Scanning Capacitance Microscopy (SCM) 

Scaning capacitance microscope (SCM) is a method that combines C-V and AFM, where a conductive 

probe contacts the sample surface and scans across to map the electrostatic capacitance, extending 

C-V profiling to 2D imaging with the increase of computing speed.  

In SCM measurement, the metal tip is sometimes coated with an insulating oxide layer, so when the 

tip is in contact with the speciemen surface, it forms a metal-insulator-semiconductor capacitor. When 

scanning the tip over the sample, the capacitance variations can be recorded, hence the 2D carrier 

concentration map is obtained. By reducing the oxide layer thickness, the sensitivity of SCM 

measurements can be improved as the thickness of dielectric is reduced to increase capacitance. 

The SCM has a high spatial resolution due to the use of conductive AFM probe [134]. With a high 

frequency capacitance sensor, the capacitance between conductive tip and specimen can be 

measured. Like most scanning probe techniques, SCM also requires high quality probes and clean 

specimen surface conditions to obtain good 2D dopant maps [135]. 

The spatial resolution of SCM can be improved by reducing the tip size of cantilever, however, the 

capacitance measurement sensitivity will reduce too as the area of interaction is reduced.  

 Dopant Profiling with the SEM 

As mentioned before, a TEM specimen needs to be electron transparent. That means if the specimen 

is not made very thin, electrons will only be scattered or even absorbed within the specimen. Since 

TEM cannot provide the capability of examining bulk specimens, scientists developed the scanning 

electron microscope (SEM) which makes use of backscattered electrons (BSE) and secondary electrons 

(SE). The image formation in SEM is using the scanning principle as its name suggests: primary 

electrons are focused into a small electron probe and the probe position is controlled by 

electromagnetic fields. Deflection coils scan in two perpendicular directions over a rectangular area 

of the specimen [113]. By collecting signals from each scan point, the SEM image finally will be formed 

and can be displayed on a screen. A schematic diagram of SEM is shown Figure 2. 4. The BSE detector 

and SE detector are located at different positions of the optic column. The electrons collected by the 

detectors are converted into digital electric signals and amplified for display on screen. 

In previous studies [23]-[36][136], SEM has been demonstrated as a powerful tool for locating p-n 

junctions or structures consisting of alternating strips of doped and un-doped layers.  
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Figure 2. 4.Schematic diagram of SEM[137]  

Backscattered-electron images can provide indirect compositional information of the specimen, 

because the cross-section for backscattering of a single atom is proportional to the square of its atomic 

number [113]. Low-loss electron imaging can be obtained by energy filtering of the BSE signal. Though 

a reduction of signal intensity is accompanied with energy filtering, simulations have shown that the 

interaction volume is further reduced by increasing the retarding energy of filtering system, the energy 

filter SEM can provide more accurate dopant mapping for GaAs/AlAs multilayers [139]. This is because 

energy filtering can decrease the mean intensity of two regions, thus the image contrast is enhanced 

[140]. 

SE imaging is not only a rapid technique for analysis of integrated circuits [141] but also a promising 

tool for characterising electrically active dopant concentrations at high resolution and sensitivity [139]. 

Perovic et al. demonstrated it to be a sensitive tool for 2D dopant distribution mapping at nanometre 

scale spatial resolution and ppm concentration levels [142]. In fact, SEM dopant profiling can be widely 

used in failure analysis of MOSFETS [143], lasers [144], ICs [145] and solar cells [145]. Researchers have 

made a lot of effort to improve the doping contrast, especially for n-type material [146]. By adjusting 

the bias of the ET-detector, one can reduce the total number of electrons collected as SEs with higher 
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energies cannot reach the detector any longer. In such an energy filtered SE image, n-type material 

can even be brighter than p-type material [140]. 

 

 Energy spectrum of electron signals in SEM 

From beam-specimen interaction, signals near the surface can leave surface and be detected. The 

signals could be BSEs, SEs, Auger electrons, X-rays and photons. If we plot the collected electron 

energies versus the counts of electrons, we will get an energy spectrum of electrons that escaped from 

the surface, as shown in Figure 2. 5. 

 

Figure 2. 5.The energy spectrum of electrons emitted from specimen surface with incident primary electron energy Ep [75]. 

 Electron range and excitation volume 

When primary electrons are incident on the specimen surface, they will travel a distance before they 

leave or rest in the specimen. This finite distance will be influenced by the primary electron energy 

and the material property of the specimen.  

The interaction volume is formed as the electron can diffuse in the specimen after being scattered. As 

the electron trajectories are in random directions, the interaction volume is formed. All the SEM 

signals are generated within this interaction volume. The shape of the interaction volume is like a pear 

and its dimensions are of several micrometres depending on the primary beam energy and what signal 

is considered.    

Figure 2. 6 shows how the interaction volume size reducing with beam energy reduction. The 

interaction volume is simulated by the program “Monte Carlo Simulation of Electron Trajectory in 

Solids” (CASINO3.3.04) [147]–[150]. 
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Figure 2. 6. Screen shot of interaction volumes in GaAs as function of electron energy from Monte Carlo simulations. 

The electron range is the average distance travelled by the electrons before they rest in material, and 

can be expressed as [151] : 

𝑅𝐾𝑂 =
0.0276𝐴𝑚𝐸𝑝

1.67

𝜌𝑍0.889
,                                                      (2.9) 

where 𝐴𝑚  is the atomic weight in g/mol for the target material, 𝐸p  (keV) is the primary electron 

energy; Z is atomic number of the material and ρ is the material’s density in g/cm3. 

 Escape depth of SEM signals 

Escape depth 𝜆𝑒𝑠𝑝means the depth from which BSEs, SEs, Auger electrons and X-rays generated by 

the primary beam can escape from the surface of the specimen as illustrated in Figure 2. 7. The escape 

probability 𝐵𝑒𝑠𝑝 of the SEM signals at depth 𝑥 decreases with the escape depth 𝜆𝑒𝑠𝑝:   𝐵𝑒𝑠𝑝 ∝ 𝑒
−𝑥/𝜆𝑒𝑠𝑝 

[152]. 

 

Figure 2. 7. Schematic sketch of signal emission within the interaction volume [153]. 

The energies of most SEs are very small, that means SEs generated at deep regions of the interaction 

volume will lose their energy and come to rest in the specimen after a few times of scattering. The 

escape depth for most metals are 0.5 to 1.5 nm [75], for most insulators the escape depths are 10-20 

nm [66]. The escape depth for semiconductors are 0.5 to 5 nm [154]. For GaAs, the calculated mean 

escape depth is about 1.3nm for 1 kV to 5 kV primary beam energy [155]. 
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Backscattered electrons are emitted without energy loss. The escape depth of BSEs is about half of 

the penetration depth and at least 5 times the SE escape depth [75]. Auger electron escape depth is 

only a few surface monolayers due to their low energy [156]. Escape depth for X-rays is about 1μm as 

it is an electromagnetic wave which has high transmission power [157]. 

 SE signal in the SEM 

Conventional scanning electron microscopy (SEM) has been used as a functional tool for 50 years after 

the secondary electron detector (SED) was invented by Everhart and Thornley in 1960 [158]. The 

electrons with energies below 50 eV are generally denoted as SEs and those SEs have four main origins 

[151]. 

Figure 2. 8 below illustrates the different types of SEs collected by Everhart-Thornley (E-T) SED. 

 

Figure 2. 8. SE signals collected by E-T SED (after Goldstein et al., 2003) [151]. 

From Figure 2. 8 it is clear that “SE1” come from primary beam-sample interaction, “SE2” are 

generated by delocalised BSE leaving the sample surface, “SE3” are collected when BSEs collide with 

the SEM pole piece or other components of the SEM, and “SE4” come from interaction between 

primary electrons with SEM column components [151]. Both “SE1” and “SE2” are useful for dopant 

contrast as they are generated within the sample surface and they are indistinguishable from each 

other as from their energy (<50meV) and distribution. However, “SE2” will add noise to the signal. 

Furthermore, “SE2” is related to the BSE surface distribution, thus “SE2” will show some sensitivity 

to the atomic number [151]. The contribution of each SE signal for gold crystal specimen at 30kV,20-

40 pA beam current have been measured as 9% SE1, 28% SE2, 61% SE3 and 2% SE4 [151] with a cold 

emission SEM (JEOL JFSM 30)[159]. An E-T detector can attract some of the SE3 and SE4 which 

results in image noise increase.  

Another kind of detector is the in-lens detector which is also called through-the-lens detector (TLD). 

This kind of detector is located in the objective lens and collects SEs directly over the scanned area, 

which means the field of view is quite small [151]. The in-lens detector is efficient in collecting SE1 

and SE2, meanwhile SE3 and SE4 are suppressed, hence the dopant contrast sensitivity is improved 

[160]. To ensure the better contrast, the TLD detector is used for SEM imaging in this study. 
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 SE yield as a function of angle of incident beam 

The secondary electron yield 𝛿 is defined as the number of emitted secondary electrons per primary 

electron. The SE yield is found to be increasing with incident angle 𝜃, where the normal incident angle 

is 𝜃 = 0°: 

𝛿(𝜃) = 𝛿0 sec(𝜃),                                                 (2.10) 

where 𝛿0 is the SE yield at normal incidence of primary beam. With a beam tilt angle 𝜃, the maximum 

penetration depth is reduced by cos(𝜃), hence the escape probability will be increased. It can be 

concluded that increasing the beam tilt angle 𝜃 will give small escape depth of secondary electrons. 

 SE yield as a function of incident beam energy 

The SE yield 𝛿 measurement of incident electron energy in the 1-100keV range has shown the SE yield 

decreases when primary electron energy is increased above a  certain threshold 𝑉𝑚𝑎𝑥  [75]: 

𝛿 ∝ 𝐸𝑝
0.8𝜆 sec(𝜃),                                                   (2.11) 

where λ is the inelastic mean free path that is an average distance over which an electron is 

inelastically scattered, for GaAs,  λ is 5nm [161].  

The SE yield as a function of primary beam energy is shown in Figure 2. 9below. The plot indicates the 

SE yield first increases with rising primary energy, reaching a peak of 𝛿𝑚𝑎𝑥 at 𝑉𝑚𝑎𝑥, and decreases with 

further increase of beam energy. This can be explained by the penetration depth and escape depth of 

SEs. When 𝑅 ≪ 𝜆𝑒𝑠𝑝, the SEs can be emitted from surface easily, but the small number of primary 

energy electrons only create few SEs. While for 𝑅 ≫ 𝜆𝑒𝑠𝑝 , although more inelastic scattering of 

electrons happens, the exponential reduction of escape probability at deeper depth will reduce the 

SE yield. As discussed in section 2.3.4, secondary electron can be generated from different inelastic 

scattering events, which means the number of secondary electrons sometimes can be (much) larger 

than the number of primary electrons. When 𝛿 = 1, the number of incident primary electrons is equal 

to the secondary electrons generated. 
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Figure 2. 9. SE yield as a function of beam energy [162]. 

 Secondary Electron Detection 

As the E-T SED is a wide bandwidth detector, it will collect all these electrons, SE1-SE4. As described 

above, SE2 and SE3 are not generated by the primary electron beam, which will limit the SE image 

resolution and reduce contrast by smearing out image details, while SE4 contrast is not even related 

to any sample characteristics. 

Low-voltage SEM (LV-SEM) with primary beam energies from 100 eV to 5 keV has been developed as 

a low energy primary beam has a lower penetration depth and smaller interaction volume with the 

specimen, which means LV-SEM is more sensitive to specimen surface details. The LV-SEM image can 

provide information different from conventional SEM images. This is due to the LV-SEM imaging 

mechanism. 

Figure 2. 10is a sketch of the electron optical so-called Gemini column from Zeiss [163].   
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Figure 2. 10. The electron optical column of SEM with in-lens detector [163]. 

In Figure 2. 10, the Gemini lens system has a beam booster or accelerator inside the column. The 

electrons from field emission gun (FEG) will first be accelerated to several kilovolts and then 

decelerated to the primary beam energy at the pole-piece at the end of the electron column. This 

retarding field acts as an electrostatic lens and will also accelerate SEs into the column and focus them 

onto the annular detector which is called in-lens (i-L) detector [163]. 

Microscopy studies have noted that the i-L SED image is dominated by SE1 while the E-T SED image is 

dominated by SE3 and SE4 signals [164]–[166]. For doped sample imaging, it is better to use an in-lens 

detector as the image is mainly formed by the SE1s from the primary interaction between beam and 

specimen. It is important to realise that the energies of SE1 are generally lower than SE2 [165], [167]. 

Based on a spectroscopy study, it has been reported that if the retarding field is 8 kV, the field will 

preferentially collect the low energy SE1 signal [167]. Thus, the beam booster will also act as an energy 

filter to attract SE1 to the i-L SED while filtered SEs dominated by SE2 are collected by E-T SED to form 

a material contrast more similar to a Z-contrast type image. This column is not an immersion lens while 

the FEI UHR mode is an immersion lens. 

Figure 2. 11 below shows the geometry of an E-T detector.  
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Figure 2. 11. Diagram of E-T SED [158]. 

In Figure 2. 11, the secondary electrons are collected and focused onto a scintillator inside a Faraday 

cage. During this process, the low energy SE signal will also be filtered out by trapping low energy 

electrons on the wires of the cage. That means that a conventional E-T SED is a SE2 detector in practice. 

To collect low energy electrons with E-T SED, one needs to increase the working distance (e.g. >50mm) 

to let electrons accelerate over longer path lengths.  

In summary, the low voltage image formed by i-L SED contains a smaller energy range of electrons, 

dominated by SE1, the conventional SEM image by E-T SED is a material contrast without much 

surface-related information. 

 Dopant contrast mechanism 

The intensity of secondary electrons emitted from a semiconductor surface is very sensitive to the 

doping: p-type regions appear usually bright while n-type regions are dark under standard imaging 

conditions (so-called doping contrast) [168]. To explain this phenomenon, Perovic et al. proposed it is 

due to surface band bending [82]. Howie et al. suggested that external electrical fields called patch 

fields should be considered for profiling electrical junctions [169]. The detection range of SE dopant 

contrast is from 1016-1020 atoms/cm3 for a p-type Si sample [170]. A spatial resolution of 19nm was 

achieved  by Venables et al. [87] for B-doped Si. N-type Si dopant contrast with spatial resolution of 

1nm has been demonstrated by Frank et al. with slow electrons in 2019 [171]. Though the uncertain 

of experimental condition and noise during the SEM observation impede the quantifications of doping 

contrast, the two-dimensional mapping can be empirical quantified relies on calibration of one-

dimensional SIMS profile for Si p-n junction or p-doping patterns on n-doped substrate[172]. The 

spatial resolution is limited by the probe size. It has been suggested that to get near atomic spatial 

resolution, the microscope would need to have 0.1nm probe size[173], which is impossible to achieve 

in low-kV SEM. In this work, the aim is to better understand the doping contrast mechanism in the 

view, investigate the contrast from staircase sample with small variation of doping levels rather than 

a p-n junction and try to combine SPM methods with SE image to quantify the SE contrast. 
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In case of profiling thin doped films, doping contrast is relative to surface band bending by the charge 

induced electrical field. 

The SEs are generated by core-electron excitation; before these electrons reach the detector, they will 

have to overcome the energy barrier of the material called work function [8]. If we assume the energy 

of an excited electron is 𝐸’ and the work function of material is 𝛷, Fermi energy is EF, then only the 

electrons with energy 𝐸’ > 𝐸𝐹 +𝛷 can escape from the material. The escape probability 𝑃(𝐸) of SE 

electrons can be defined as the ratio of SEs escaping from the semiconductor surface to the total 

number of SEs generated.  

 

2.19.1 Band-bending effect 
In practice, semiconductor specimen surfaces are often not clean due to contamination or oxidation 

following cleavage in air. This will give rise to surface states and results in surface band bending as 

shown in figure 2.12 below [82]. This band-bending effect is significant, for example, 0.05 monolayers 

of oxygen could produce 0.15eV band-bending [82].  

Figure 2. 12(a) shows the case in which no band bending occurs in the semiconductor (which consists 

of equally wide alternating strips of n- and p-regions) near the surface while the vacuum level bends 

towards opposite directions for different doping types. For smaller work function material (n-type 

dopants), its surface barrier is reduced while for p-type dopants (larger work function), the surface 

barrier is increased [174]. This is called graded barrier effect. In practice, the presence of surface states 

means that the Fermi level is pinned near the middle of the gap, as illustrated in Figure 2. 12(b). In the 

presence of internal fields, the potential outside the surface would be curved along perpendicular 

direction of the surface [82]. The band bending effect will attract carriers to the surface thereby 

changing the vacuum level shape from Figure 2. 11(a) to (b), which is the reason why 𝐸𝑐  bends 

stronger than the local vacuum level. 
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Figure 2. 12.The schematics of surface band bending for different doping types, (a) no band bending at the semiconductor 
surface versus (b) the Fermi level of differently doped semiconductors is pinned by surface states  [82]. 

When the depletion length is smaller than the penetration depth of primary electrons, the electron 

affinity (from CB edge to vacuum level) of p-type material is less than that of n-type region. From 

Figure 2. 12(b), it is clear to see a smaller energy E’ is needed for p-doped material than for n-doped 

material to excite an electron from the valence band into vacuum. 

When the depletion length is larger than the penetration depth of primary electrons, n- and p-regions 

have same affinities, but the internal electric field will accelerate electron toward surface in p-type 

region, while the internal field will push back the electrons in n-type region. The lower energy barrier 

of p-doping surface compared to that of n-doping means the SE emission threshold is decreased for 

p-type material and increased for n-type material. Thus, the larger yield of SEs in p-type semiconductor 

results in brighter images compared to n-type material under the same condition.  

Additionally, the shape of the surface barrier in vacuum would be different for n- and p-doped regions. 

The potential outside the surface would curve along the perpendicular direction of the surface, but 

the direction of the potential curve is opposite for different doping type. The barrier of the p-type 

region surface is less than n-type, and the grade shape of the barrier gives rise to low energy SE 

production. Therefore, SE emission would be greater still for p-type material than n-type [82]. 

2.19.2 Patch field effect 
The patch field effect was first reported in 1968 by Plows [175] where an external field would result 

in deflection of the electron trajectories in SEM. Using a negatively charged particle on a specimen 

surface, the particle will have some ‘shadow’ around it due to the SE emission is reduced in the 

distorted electrical field around the particle [75]. 

For a p-n junction, one needs to consider a further step. Due to the existence of patch fields, SEs above 

p-region experience acceleration away from specimen which results in a larger probability to be 
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collected, whereas those SEs above n-region are accelerated towards specimen. That is another 

reason why p-doped regions appear brighter than n-regions in SE images.  

  

Figure 2. 13.The band structure of a p-n junction. (a) For p-doped region, SEs need Ep for emission (from VB to local vacuum 
level) while for n-region, SEs need En+1⁄2 EBi. EBi is the built-in potential due to space charge distribution. The vacuum level 

far away from surface is in the middle of local vacuum levels (b) Band diagram of SE emission [176]. 

However, in this patch field mode, the SEs are ionised only from VB, the SEs from CB are neglected. 

Besides, the ionisation of electrons in VB to vacuum level is assumed to be independent of the doping. 

Experiments on patch field effects on Si p-n junctions have been performed by Elliott [177]. 

2.19.3 Metal -semiconductor contact effect 
Besides the surface band bending and patch field effect, now we consider the effect of the surface 

thin film which is consisting with contamination or unknown composition. A metal-semiconductor 

contact (M-S) should be considered as it can form Ohmic or Schottky barriers on the surface to 

influence the SE emission. 

During SEM imaging, the beam is scanned over the area and hydrocarbons would crack and form a 

contamination layer. This layer is reported to be graphitic by using Auger electron spectroscopy [178].  

If the work function 𝛷𝑚 of the metallic layer is larger than the work function of specimen 𝛷𝑠, it will 

form a Schottky barrier and SE emission becomes lower. If 𝛷𝑚 < 𝛷𝑠, an Ohmic contact is formed and 

the electrons pass the layer with low resistance.  
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Figure 2. 14.The energy band diagram of (a) Ohmic contact on p-region, (b) a Schottky contact on the n-region [179]. 

Furthermore, the M-S contact model also indicates the contrast can be inversed due to specimen 

coating with metals of different work function. It was reported that by coating chromium and nickel 

on same doped Si, the contrast was inverted [179]. 

2.19.4 SE Contrast in the SEM 
The displacement of Fermi level relative to the band edges in bulk is the basis of doping contrast. 

However, in addition to reasons above, refraction at semiconductor-vacuum interface influences the 

doping contrast due to a change in the collection angle of the detector [180]. These effects make it 

difficult to find a quantitative model for SEM dopant profiling. 

The doping contrast mechanism is related to the electrical field inside and outside the specimen. The 

SE image contrast can be defined by the formula below [180] : 
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𝐶 =
𝐼1 − 𝐼2
𝐼2

                                                                              (2.12) 

Here 𝐼1  and 𝐼2 represent the intensity of two adjacent areas where  𝐼1 > 𝐼2 . As the background 

intensity is usually very small, the contrast can be expressed as a function of SE field-dependent escape 

depth, 𝜆𝑒𝑠𝑐 , and SE escape probability, 𝐵, which depends on the effective electron affinities [181].  In 

solid state physics, electron affinity is defined as the energy needed for an electron in the bottom of 

conduction band to move into the vacuum level just outside the semiconductor. Then 

𝐶 =
𝜆𝑒𝑠𝑐
1 𝐵1

𝜆𝑒𝑠𝑐
2 𝐵2

− 1,where 𝐵 = ∫ 𝑃(𝐸)𝑁𝑆𝐸(𝐸)𝑔𝑐(𝐸)𝑑𝐸
∞

0
,                            (2.13) 

where 𝑃(𝐸) is the quantum mechanical escape probability sensitive to doping, 𝑔𝑐(𝐸) is the density of 

states in the conduction band and 𝑁𝑆𝐸(𝐸) is the SE energy distribution. 

In this research, SEM is used to investigate cleaved GaAs specimens. SE images have been taken of 

doped regions, and the contrast and doping relation have been explored. The results of SEM imaging 

will be discussed later in chapter 3. 

2.19.5 Backscattered Electrons 
Those electrons that interact with the specimen elastically or inelastically and leave the specimen 

surface for detection with energies larger than 50 eV are called backscattered electrons (BSEs). There 

are three type of BSEs: first, the BSEs only elastically scattered without energy loss; second, the 

diffused electrons inelastically scattered more than once with loss of energy; third, the Auger 

electrons.  

BSE signals are important in SEM as the contrast is dependent on the specimen atomic number Z, 

which gives so-called Z-contrast. The target with higher atomic number will appear brighter than lower 

atomic number material due to higher degree of elastic scattering. Figure 2. 15 shows the Monte Carlo 

simulation results of BSE yield for different pure targets showing how the BSE yield varies as a function 

of Z for 5 kV and 15 kV beam energies. 
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Figure 2. 15.The BSE yield increases with increasing atomic number Z for high beam energy. For electron energy less than 
10keV, BSE coefficient increases when energy decreases at small Z, the curves will be identical at large Z [182]. 

There are two types of BSE detectors: solid state detectors (SSD) and scintillator detectors. The SSD is 

made of a p-n junction. When BSEs are collected by the Si, electron-hole pairs are generated, and the 

reverse biased SSD separates the electron-hole pairs to get a current. But the response of SSD is slow. 

A scintillator detector has faster response but is more expensive than SSD [183]. 

2.19.6 X-rays 
By using an energy-dispersive X-ray (EDX or EDS) detector, the characteristic X-ray signals can be 

collected to analyse chemical information. Figure 2. 16 shows the generation process of X-rays by a 

primary electron beam. When the core electron is displaced by inelastic scattering of primary electron, 

the electron from an outer shell will fill this vacancy, and the energy difference between the levels can 

be released as an X-ray (or alternatively, an Auger electron). There are 𝐾𝛼, 𝐾𝛽 and 𝐿𝛼 X-ray emission 

peaks for the fluorine atom shown in Figure 2. 16 corresponding the LK, MK and ML shell transitions 

of electrons. 
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Figure 2. 16.The characteristic X-ray generation process in a fluorine atom [184]. 

The emitted X-rays can be collected with a silicon drift detector or a thicker Si:Li. The X-ray spectrum 

or elemental mapping can be used for element identification. EDX can also do quantitative analysis of 

the element’s concentration with good calibration standards [151]. 

2.19.7 Auger electrons 
Auger electrons can also be generated by incident electrons if the energy transferred to sample atoms 

knocks out core electrons in the sample, e.g. from the K-shell. An electron of higher energy level (L) of 

target atom will fill the hole. If this energy loss is transferred to another electron in the M shell, this 

electron in M shell is released as Auger electron as shown in Figure 2. 17. The peaks in the Auger 

electron spectrum are labelled according to the shells involved in the Auger electron generation. 

Figure 2. 17 shows the KLM transition. 

 

Figure 2. 17 Diagram of the Auger electron generation [185]. 

 Contamination of the sample during SEM imaging  

When the specimen is handled in air, natural-occurring compounds of hydrogen and carbon atoms 

will be formed on the exposed surface. To avoid hydrocarbon deposition, one can cleave the specimen 

in UHV and image it directly after cleaving. However, even in UHV the presence of hydrocarbon is 
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unavoidable. Hydrocarbon molecules can be formed from the diffusion pump and grease of vacuum 

seal.  

 Once the electron beam breaks hydrocarbon bonds and H2O and CO2 are evaporated, some carbon 

atoms are left behind in the scan area. Then, thin carbon films of a few nm would be deposited on the 

specimen surface. As discussed, the SEs have short escape depth, so the SE emission is strongly 

reduced by carbon contamination and surface oxides. In STEM, the quantification of carbon 

contamination during observation and its suppression by plasma cleaning has been reported in 

2010[186]. 

The SEMs used in this work have mechanical and turbo pumps. So, in order to have better vacuum 

condition and minimize carbon contamination, the pumping time applied is longer than the default 

time. With turbo pump, the vacuum level of 10-6 Pa can be achieved. Besides, to reduce charge build 

up, small beam current is used by selecting the smallest aperture size. The image acquisition time 

(frame time) is also carefully selected in order to avoid contamination layer build-up while getting 

good signal-noise ratio. Unfortunately, no liquid nitrogen cold finger or metallic copper seal or ion 

pump is available for any of the SEMs used in this work.   

 Oxidation influence on SEM imaging 

The reactivity of oxygen with GaAs under ambient conditions is low, and the multi-layer oxide on the 

surface will prevent the GaAs be further oxidized [187]. By measure the GaAs [100] surface with X-

ray photoelectron spectroscopy(XPS) at 30 and 60o tile angel, a multi-layer model  which contains 

Ga(OH)3 at outer surface, Ga2O3 and As2O3 form a glass phase but change to a separate phase in 

another layer and oxide layer with elemental arsenic atom diffusion is proposed.  Under certain 

conditions, the oxidation of GaAs has been studied as the thin gallium oxide film in metal-oxide-

semiconductor (MOS) devices influences the device properties significantly [188]. Hence, the oxide 

growth under electrochemical environments was studied in [189],[190],[191], [192],[193], and 

thermal, photo or plasma enhanced oxidation was studied in [194],[195] and [193]. The 

measurement by X-ray photoelectron spectroscopy of oxide thicknesses grown in air shows that 

native oxide forms as islands and then builds up to a 2nm thin film [196], and this film shows a 

multilayer structure of oxides of different phases [187]. For fresh cleaved GaAs, the 1.5nm wide 

amorphous oxide can be detected under 45o projection in a high resolution JEOL TEM [197] [198]. 

The surface oxide will have some influence on the dopant contrast. Experiment of in-situ cleaved Si 

and Si cleaved in ambient with 3 minutes exposure to air shows that the contrast of a Si p-n junction 

is 10% for in-situ cleaving while reduced to 5% for ex-situ cleaving [199]. The oxidation speed for Si 

(111) plane is reported to be 5-7 Å in 5-10 minutes [200]. The secondary electron yield is mainly 

from the top part of interaction volume, and if we use low accelerating voltage (such as 1kV) the SEs 

are generated from the top 20 Å of the specimen, which means at least 25% of sample depth is 

affected by the silicon dioxide.  

For GaAs, it is reported that GaAs (100) oxidation process takes ten of hours in dry ambient [201]. 

Though the oxidation of GaAs is much slower than Si and the 1-2nm surface oxide cannot be 

prevented, it is still worth to store the sample in vacuum container to avoid further wet oxidation in 

moist air for reuse of the samples.  
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 Dopant profiling based on scanning probe microscopy 

2.22.1 Scanning tunnelling microscopy and atomic force microscopy 
The tunnelling effect was found in the 1930s, however the first successful experiment of tunnelling 

through a vacuum gap was achieved in 1981 when scientists at IBM Rüschlikon lab solved the vibration 

problems related to scanning probe microscopy [202]. In their report, the building vibration was 

avoided by installing the vacuum chamber on a heavy bench floating on rubber tubes. The internal 

vibrations of the system were minimised by static magnetic levitation of the tunnelling unit. They first 

performed vacuum tunnelling with controllable tunnel distance for a Pt plate and W tip at room 

temperature and non-ultrahigh vacuum. 

Since then, scanning tunnelling microscopy (STM) has become an effective technique for two-

dimensional real space surface studies. For most applications, the fine metal tip is brought near and 

scanned over the specimen surface, the distance between tip and surface is adjusted to keep the finite 

and measurable tunnelling current constant. 

The tunnel current 𝐽𝑇  is sensitive to gap width s, i.e., 𝐽𝑇 ∝ 𝑉𝑇exp(−𝐴𝛷
1/2𝑠), where 𝛷 is the work 

function and 𝐴 ≈ 1 if distance 𝑠 is on the scale of Å [203]. For constant tunnel current, the work 

function changes must be compensated by changes of gap width, 𝑠. As in Figure 2. 18, the tunnel 

distance can be controlled with piezo Pz by changing voltage Vz. That is why STM can be used for 

measuring the work function. 

 

Figure 2. 18. The sketch of STM scanning over a stepped surface. Part CU is a control unit and C is contamination [203]. 

As Figure 2. 18 shows, the work function shift can be detected by modulating 𝑠 by ∆𝑠 with constant 

tunnelling current. When the tunnelling gap distance is changed by ∆𝑠, the response of tunnelling 

current is ∆𝐼, so the work function can be obtained [204]： 

𝜓 = 0.95 (
∆ln 𝐼

∆𝑠
[Å])

2
                                               (2.14) 

Another important factor is the curvature radius of the metal tip. It influences the lateral resolution. 

Some reports model the tip as a locally spherical potential well as shown in Figure 2. 19. 
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Figure 2. 19.Schematic of the tunnelling metal tip and surface. The tip has arbitrary shape but its end is assumed as 
spherical [205]. 

The transition probability 𝑃 for transfer of an electron from one side to another is [206]: 

𝑃 =
2𝜋

ℏ
|𝑀|2𝜌𝑓                                                       (2.15) 

where M is the transition matrix element and 𝜌𝑓 is the energy density of final states. 

The tunnelling current is [205]: 

𝐼 =
2𝜋

ℏ
∑ 𝑓(𝐸𝜇)[1 − 𝑓(𝐸𝑣 + 𝑒𝑉)]|𝑀|

2𝛿(𝐸𝜇 − 𝐸𝑣),𝜇,𝑣                             (2.16) 

If we replace the tip with a point probe, and consider low voltage and room temperature, the current 

I is influenced by the local density of states at 𝐸𝐹. 

𝐼 ∝ ∑ |𝜑𝑣(𝑟0⃗⃗⃗⃗ )|
2𝛿(𝐸𝑣 − 𝐸𝐹)𝑣                                             (2.17) 

For tunnelling current calculation, we also need to know the factor |M|; Bardeen showed that [206] 

𝑀𝜇𝑣 =
ℏ

2𝑚
∫𝑑𝑆(𝜑𝜇

∗ ∇⃗⃗⃗𝜑𝑣 − 𝜑𝑣 ∇⃗⃗⃗𝜑𝜇
∗)                                        (2.18) 

For comparison, Kelvin Probe force microscope (KPFM) was invented in 1991 [207]. This technique is 

based on an atomic force microscope (AFM) platform and can measure the surface potential 

difference between two different materials at the nanoscale [208]. KPFM applies a bias between metal 

tip and sample and detects electrostatic forces bending the cantilever together with the tip-surface 

interaction. The image is a superposition of the topography and potential distribution of the surface 

[209]. 

The electrostatic force between tip and surface at distance z and voltage V for AFM is:  

𝐹 =
1

2

d𝐶

d𝑧
𝑉2,                                                       (2.19) 

where C is the capacitance between sample and tip, z is the distance between them. 

The applied voltage V can be assumed as the sum of [209] 
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𝑉 = (𝑉𝑐𝑝 + 𝑉𝑑𝑐 + 𝑉induced) + 𝑉𝑎𝑐 sinΩ𝑡,                                  (2.20) 

where 𝑉𝑐𝑝 is contact potential, 𝑉𝑑𝑐 is applied dc voltage between tip and sample, 𝑉induced is the extra 

voltage applied to the system and 𝑉𝑎𝑐 a sinusoidal voltage and Ω is the frequency. 

The capacitors between sensor plane and sample surface can be considered as three capacitors in 

parallel. Then the force can be written as: 

𝐹 =
1

2
(
d𝐶𝑐𝑎𝑛𝑡𝑖𝑙𝑒𝑣𝑒𝑟

d𝑧
+
d𝐶𝑐𝑜𝑛𝑒

d𝑧
+
d𝐶𝑎𝑝𝑒𝑥

d𝑧
)𝑉2                                             (2.21) 

The best condition requires having just tip to apex interaction involved, in such case the force can be 

rewritten as  

𝐹 = 𝜋𝜀0 (
𝑟

𝑧
) 𝑉2                                                    (2.22) 

where r is the apex sphere radius (30-50 nm). 

Figure 2. 20 shows the STM tip scanning over a sample surface. The tip-surface distance is kept the 

same to keep the tunnelling current and force constant, the adatom A varies its position along with 

the AC bias and will modulate the tunnelling current and probe force. 

 

Figure 2. 20. STM tip scanning along the contour B to keep the tunnelling current constant [210]. 

If the work function of tip and sample surface overlap and the distance z is small enough, the electrons 

can tunnel through the vacuum barrier. When voltage is applied between tip and specimen surface, 

the tunnelling current can be measured. 

STM is an invaluable tool for surface science, however, the limitation is that STM samples must be 

conductive to make sure current flows between the biased tip and surface. Binnig and his colleagues 

found that during STM measurements, there are significant forces between atoms and by measuring 

these forces on the tip, one can obtain an atomic force microscope (AFM) image [210].  

Figure 2. 21 shows the basic sketch of an AFM configuration. The tip is mounted on a cantilever, and 

the atomic force between tip and sample will bend the cantilever. The deflection of cantilever is then 

detected by a deflection sensor. The most common method of cantilever deflection measurements is 

the beam-deflection method [210]. Laser light is used to reflect at the back of cantilever and then 

collected by a position sensitive detector. There are also other methods like: piezoelectric detection 

[211], Laser Doppler vibrometer [212], capacitive detection [213] and piezo resistive detection [214]. 

The beam deflection method is most popular due to its simple operation, without any special 

requirement for cantilever as it does not require electrical contact, and the sensitivity is high [215]. 
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The fine approach to and scanning of the sample are controlled by the piezo scanner. Compared to 

STM, the tunnelling tip is replaced by the force sensing cantilever with a tip. 

 

Figure 2. 21. Scheme of an AFM [216]. 

2.22.2 From conductive AFM to KPFM 
As we discussed, the STM provides topography information in relation with the change of tunnelling 

resistance, thus STM is restricted by the specimen conductivity. When researchers used the atomic 

force signal to replace the tunnelling current signal, the AFM was developed at IBM [210]. 

The AFM technique can be expanded to magnetic force microscopy (MFM) [217], electrostatic force 

microscopy (EFM) [218] and Kelvin probe force microscopy (KPFM) [207] by choosing appropriate AFM 

tips. STM/AFM based microscopy is often called scanning probe microscopy (SPM). 

The quantitative study of surface potential is difficult with EFM as the electrostatic force detected in 

not only influenced by surface potential but also the capacitance between tip and sample surface. By 

cooperating Kelvin measurement method into EFM, the surface potential can be obtained by KPFM. 

The first KPFM measurement reported detection of potential differences of 0.1 mV and spatial 

resolution of 50nm [207]. 

2.22.3 Contact potential difference (CPD) 
During the KPFM measurement, the contact potential difference (CPD) between the conductive probe 

and semiconductor surface is recorded. The CPD is a result of the work function difference of the two 

materials. As we know, the work function is the energy required for removing an electron from 

material to the vacuum level, with an expression: 

𝑞𝜓 = (𝐸𝐶 − 𝐸𝐹) + 𝜒,                                                (2.23) 

where χ is the electron affinity which represents the energy needed to remove an electron in the 

bottom of the CB to vacuum [219]. The typical electron affinity of GaAs is 4.07 eV and Si 1.39 eV [108]. 

For n-doping and p-doping material, the work function can be estimated by equations below, 

respectively: 

𝑞𝜓𝑛 = (
𝐸𝑔

2
− 𝑘𝐵𝑇 ln

𝑁𝑑

𝑛𝑖
) + 𝜒.                                           (2.24) 

𝑞𝜓𝑞 = (
𝐸𝑔

2
+ 𝑘𝐵𝑇 ln

𝑛𝑖

𝑁𝑎
) + 𝜒.                                          (2.25) 
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When the electrical contact of two material is made, the free charges will move to align the Fermi 

energy till equilibrium. A sketch of CPD measurement is shown in Figure 2. 22. 

2.22.4 KPFM measurement principle 
Kelvin probe force microscopy (KPFM) is widely used in studies of alloys [221], surface analysis [222] 

and photovoltaic effects in solar cells [223]. As the basic idea of KPFM is to measure the potential 

difference between the conductive probe and the specimen surface, it is also called surface potential 

microscopy. KPFM is only possible in a conductive atomic force microscope (AFM) and KPFM is 

commonly used for nanoscale electrical characterization [224].    

KPFM is sensitive to the carrier concentration from 1015 to 1020 atoms/cm3 with 100nm lateral 

resolution for n-doped Si [225]. The resolution of KPFM can be improved to 40nm by using a Si tip 

coated with gold(Au) for AlGaAs/GaAs multilayer structure [226]. KPFM experiments for GaAs dopant 

profiling performed in ultra-high vacuum illustrated 20nm resolution [227]. The spatial resolution of 

KPFM has achieved atomic level [163] and the energy resolution can be 5-20meV [228]. However, the 

charges at sample surface and the calibration accuracy will influence the quantification of doping 

concentration [229]. Compared with a standard SEM, KPFM has a spatial resolution of 10nm [163] and 

the work function shift is measured by detecting the contact potential difference (CPD).  

Figure 2. 22 shows how to measure the work function by Kelvin probe. 

 

Figure 2. 22. Energy diagrams for measuring contact potential difference. (a) metal tip (left) and semiconductor specimen 
(right) without connection. (b) electrical contact between tip and specimen. Electrons flow from low work function to high 
work function to equalize the Fermi levels, EF0. (c) external bias applied to the capacitor to neutralize any charges at the 

interface. 

As shown in Figure 2. 22(a), a metal tip with work function Ф𝑇  has been brought near to a 

semiconductor with work function 𝛷𝑆. In Figure 2. 22(b), the metal tip and semiconductor have been 

connected and electrons flow from the semiconductor to the metal to make Fermi energies the same 

on either side. This leaves holes behind in the semiconductor, indicated as positive charges. The 

potential between two materials is established like a capacitor and this potential is equal to the work 

function difference between both materials. This potential Vc is called contact potential difference 

(CPD) or surface potential. In Figure 2. 22(c), a bias is applied to the capacitor to make the surface 

charges disappear. Now we get: 

𝑒𝑉𝑏𝑖𝑎𝑠 = −𝑒𝑉𝑐 = 𝛷𝑠 −𝛷𝑇                                           (2.26) 
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When applying a superposition of a DC and an AC voltage to the AFM tip, the AC voltage generates 

oscillations of the tip and changes the capacitance and electrostatic force as the tip-surface distance 

𝑧 changes, the DC voltage nullifies the forces from CPD. If ∆𝑉 is the potential difference between tip 

and surface, we get: 

∆𝑉 = 𝑉𝑎𝑝𝑝 − 𝑉𝐶 = 𝑉𝐷𝐶 − 𝑉𝐶 + 𝑉𝐴𝐶 sin(𝜔𝑡),                            (2.27) 

where 𝑉𝑎𝑝𝑝 is the applied voltage that is the sum of DC voltage 𝑉𝐷𝐶 and AC voltage 𝑉𝐴𝐶 sin(𝜔𝑡). 

The electrostatic force 𝐹𝑒𝑙 is related to ∆𝑉  and the capacitance gradient ∂𝐶 ∂𝑧⁄  between tip and 

surface: 

𝐹𝑒𝑙 = −
1

2
∆𝑉2

∂𝐶

∂𝑧
                                                   (2.28) 

This equation consists of three parts when inserting the above expression for ∆𝑉: 

𝐹𝑒𝑙 = 𝐹𝐷𝐶 + 𝐹𝜔 + 𝐹2𝜔,                                              (2.29) 

𝐹𝐷𝐶 = −
𝜕𝐶

𝜕𝑧
[
1

2
(𝑉𝐷𝐶 − 𝑉𝐶)

2]                                        (2.30) 

𝐹𝜔 = −
𝜕𝐶

𝜕𝑧
(𝑉𝐷𝐶 − 𝑉𝐶)𝑉𝐴𝐶 sin(𝜔𝑡)                                (2.31) 

𝐹2𝜔 = −
1

4

𝜕𝐶

𝜕𝑧
𝑉𝐴𝐶
2 [1 − cos(2𝜔𝑡)]                                  (2.32) 

The electrostatic force will influence the oscillation of the AFM cantilever with applied voltage 𝑉𝑎𝑝𝑝. 

KPFM uses a lock-in amplifier to extract the term 𝐹𝜔 . The output signal of the lock-in amplifier is 

proportional to the difference between 𝑉𝐷𝐶  and 𝑉𝐶 . When the output signal is nullified and 𝐹𝜔  is 

adjusted to zero, 𝑉𝐶 equals the applied voltage 𝑉𝐷𝐶. To form a surface potential map, the value of 𝑉𝐷𝐶 

is acquired for every point of the surface. 

KPFM can be divided into amplitude modulation KPFM and frequency modulation KPFM [230], [231]. 

It is based on whether KPMF modulates the amplitude of the cantilever oscillation or the resonant 

frequency of the cantilever.  

However, KPFM has its disadvantages. First, for measuring the surface potential using KPFM one needs 

to know the work function of the probe. This means the KPFM probe must be calibrated very well to 

guarantee accuracy [232]. KPFM also requires a flat surface, e.g. in the form of a well cleaved facet of 

the specimen, as an abrupt change in topography will influence the capacitance gradient and disturb 

the measurement [233]. Besides, KPFM measures the averaged surface potential over a finite area, so 

any surface topography information or height difference on the sample surface may reduce the 

accuracy of measurement and the work function of the probe needs to be calibrated carefully  [232], 

[234].  
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3 Experimental methods on dopant profiling in FEGSEM 

 Description of samples grown by molecular beam epitaxy 

Undoped GaAs substrates of 2 inches diameter and 350μm thickness have been used for 

growing the samples by Dr. Shiyong Zhang in the Semiconductor Materials and Devices group 

in the Department of Electronic & Electrical Engineering, University of Sheffield. First, the 

substrate was baked at 600°C to remove the surface oxide layer, then 4 doped layers were 

grown at 580°C by supplying Ga, As and dopant (Be or Si) at the same time for the doped 

layers. The growth rate was estimated as 0.5 monolayers/second (1/4 of the lattice constant). 

The doping concentration of each layer was controlled by the temperature of the effusion cells. 

For the staircase samples, no cap layer was grown.  The LED sample VN790 has been supplied 

by Dr Kristian Groom, also from the University of Sheffield. 

 Sample description 

Figure 3.  1 reports the structure of the two differently doped GaAs samples studied. The layers 

we are interested in are 200-300nm thin, and the substrate is much thicker than the layers. Prior 

to cleaving small pieces from these specimens, the substrates need to be thinned from their 

back sides by mechanical grinding to a remaining thickness in the range around 0.1mm. 

 

Figure 3.  1: The nominal doping concentration versus depth for differently doped GaAs staircase samples, the growth 
direction is left to right. 

 Sample preparation for SEM and AFM imaging 

3.3.1 Specimen thinning by mechanical grinding and polishing  

The first thickness reduction by grinding was done by fixing the samples to a standard metal 

or glass cylinder. First, one needs to heat the cylinder, put a little mounting wax on the glass 

slide and mount the GaAs block for grinding and polishing the substrate back side to make the 

wafer piece thin enough for cleaving. Grinding started with 400 grit silicon carbide paper. No 

force should be applied to the cylinder during the process. When grinding, one should hold the 

cylinder horizontally and move it in a trajectory of “∞”. The thickness changes can be 

measured by a micrometre screw. The grinding paper and rotation speed for polishing should 

be changed as the specimen becomes gradually thinner. 
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polishing paper grit specimen thickness (µm) rotation speed (rpm) 

400 500-1000 90 

800 300-500 80 

1600 200-300 70 

2400 100-200 60 

4000 <100 60 

Table 3.1: overview of the polishing paper and rotation speed selection relative to specimen thickness. 

After grinding by 4000 grit paper, the specimen should be removed from the cylinder and be 

washed with solvents very carefully. N-butyl acetate is first used as it has high solvency power, 

then acetone is used for removing the remaining organic substances, following by isopropanol 

and, finally, the sample was cleaned with ethanol which has highest purity level (>99.9%) to 

minimise any contamination. 

 

3.3.2 Manual cleavage 

As the diameter of both bulk GaAs substrates is 2 inches, wafer pieces must be cut into smaller 

sizes in the first step. 

The specimen cleaving process is depicted in Figure 3.  2. All cleaving is performed on a rubber 

pad in the fume cupboard. The reason for using a rubber pad is that rubber is soft, easy to clean, 

and it will not move during cleaving. The scratch direction should follow the lattice orientation 

as the fracture will preferentially be along <100> directions with {110} type facets for zinc-

blende or sphalerite structure. One may need several iterations to get the desired cleavage size 

with clean and cleaved GaAs (110) surfaces. In this work, the cleaved pieces are about 2 mm 

wide and 4mm long, so it is best to use a ruler for marking the cleavage positions.  

As GaAs single crystal has zinc-blende structure, the scribe can break GaAs wafer pieces easily 

if the scribe lines are aligned with the preferential {110} cleaving planes. The (110) plane is 

orthogonal to (001). That means when scribing the (001) growth plane of GaAs wafer along 

[110] direction as shown in Figure 3.  2 below, the crack of scribe line propagates along (110) 

and (11̅0) cleavage planes. 

The cleavage of a Si wafer is more difficult due to the diamond structure that needs higher 

cleavage energy compared to GaAs. For GaAs it takes 1 J/m2 to cleave a (110) plane [235]. For 

GaAs wafer, {110} planes are the preferential cleavage planes, as <110> orientation is the 

intersection of (001) plane and {111} planes, where the {111} slip planes are easier to generate 

dislocation and plastic deformation[236]. A Si wafer can be cleaved along <110> or <111> 

directions [237]. For Si wafer, cleavages in <111> type directions are preferred as crack 

propagation in {111} planes need less surface (cleavage) energy (1.36 J/m2) than cleaving 

energy of 1.69 J/m2 in {110} planes and 1.71 J/m2 in {100} planes[238]. 
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Figure 3.  2. The scribe lines of GaAs and Si (001) wafers [239]. 

The <110> directions are identified by the perpendicular direction of the primary orientation 

flat (OF) of the wafer. By the cleaving process, dust is generated. One must clean the rubber 

pad for the next steps. All GaAs waste generated during the cleaving should go into the red 

rubbish bin for toxic waste. When breaking small pieces of wafer, like 5mm*5mm, toothpicks 

are used to press at the back side of the pieces. The tips of fine tweeters are quite shape and the 

force at the contact point of the tip and sample would be too large. 

  

Figure 3.  3. Specimen cleaving process. 

3.3.3 Ion milling 

The ion milling systems use ionized argon ions to sputter the sample surface, the material on 

sample surface will be removed, making the surface flatter. Compared to cutting and polishing, 

ion milling can make extremely flat surfaces without artefacts like scratches, smearing or other 

damages. Ion milling is a popular method for specimen preparation for electron microscopy as 

it is fast and convenient [240] but it is not suggested as preparation method for our samples. 

Generate a scratch by 

using diamond stylus 

on backside 

After pressing at the back side 

of the sample, the fracture of 

sample follows the scratch 

direction 
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Due to ionized ions bombarding the material surface, after ion milling, the immediate surface 

crystal structure is destroyed and becomes amorphous. This amorphous layer can be 20nm 

thick for 1kV ion beam and would be 500nm for 10kV as shown in Figure 3.  7, while the 

interaction volume of secondary electrons for low-kV SEM is even smaller than this depth, 

which means SE contrast will disappear.  Figure 3.  4 is an SE image of the Si doped staircase 

sample after argon ion milling, showing no contrast from the 200nm doped layers. 

 

Figure 3.  4. Si doped GaAs staircase sample after ion milling (argon ions,10kV) with shallow angle (5° to surface,85°incident 
angle) for 5mins. Image from Dan Yukari, Hitachi. Arrow points to sample edge. 

As discussed in Chapter 2, the SEs are emitted from the top of the interaction volume, 

especially for low voltage SEM, and the SE escape depth is only several nm from the surface. 

When the surface is treated with ion milling, the ion range is much larger than the SE escape 

depth. Here, we used the Stopping and Range of Ions in Matter (SRIM) software [241] to 

explore the ion milling effect. The incident angle is 0° when beam is normal incident to the 

surface. 
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Figure 3.  5. The sputtering yield of Ga atoms from GaAs target for Ar+ ion bombardment from vertical incidence (0°) to 

specular incidence (90°). The sputtering yield is decreased at large incident angle due to the reduction of momentum 
transfer. 

Figure 3.  5 shows that the sputter yield of 30 keV ions is always higher than that for 10 keV 

ions. This is due to higher energy ions producing more inelastic scattering events before they 

have lost so much of their energy that they cannot knock off any more target atoms and are 

stopped in the material. As atoms always have a higher sputtering yield than Ga atoms due to 

the surface binding energy of As atoms being less than that of Ga atoms [241], [242], meaning 

it is easier for As atoms to leave the surface. 

The As atom sputtering yield is increasing from 0-80° and decreasing from 80-89.9°. The 

sputter yield is related to two mechanisms; the first mechanism is that the primary ion knocks 

off a surface atom directly, the second mechanism is that the ions are reflected inside the target 

and create recoils of target atoms at the surface.  

 

Figure 3.  6. Atom sputtering mechanism for light ions [243]. 

If the ion beam is incident normally, the second mechanism is more efficient than the first 

because the first mechanism reflects ions back with small energy transfer. If the projection of 

the incident angle on the surface is larger, more momentum is transferred onto the surface and 
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the first mechanism dominates sputtering, hence the probability of a surface atom to get enough 

energy for being sputtered by direct knock out is relatively increased. 

The decrease of As atom sputtering yield at angles from 80-89.9° can be explained by the 

increasing reflection of incident ions at the specimen surface. Light incident ions are mostly 

reflected at the first layer of target atoms, as has been proved by simulation [244]. Besides, at 

glancing angles, the momentum transfer of incident ions to target atoms is small, so target ions 

cannot get enough energy to be sputtered. The explanation for the Ga atom sputtering yield 

decreasing from 70° is similar. 

 

Figure 3.  7. The ion range of Ar+ ion milling GaAs target at shallow angle. The white arrow indicates the direction of 

incidence. 

The ion range is 20 nm for 10kV Ar+ ion milling of GaAs target at shallow angle, which is 

much higher than the SE escape depth. The damage depth due to ion milling is much larger 

than the SE yield depth which is the reason why the contrast of layers disappears in Figure 3.  4. 

3.3.1 Mounting specimen on pin stubs for SEM observation 

For observation, the cleaved specimen pieces are mounted onto standard JEOL SEM stubs by 

adhesive carbon pads, so that the {110} cleavage surfaces can be observed without much tilt. 

The mounting strategy is to mount the longest VN790 samples (5 mm length and 75 μm 

thickness) as a reference in the centre. The three samples (2 mm length and 200 μm thickness) 

on the left, perpendicular to the VN790 samples, are the Be doped samples with region of 

interest (ROI) towards the bottom edge. Another four samples (3 mm length and 100 μm 

thickness) on the right are Si doped samples with ROI towards the top edges. 
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Figure 3.  8. Schematic of top view of the mounted specimen on a stub with carbon conductive adhesion pad. The arrows 

are pointed to the doped layers of interest, where black region is p-doped layers, blue region is the p-i-n structure and red 
region represents n-doped layers. 

 SEM specifics 

The field emission SEM used in this work is a Raith FEG-SEM EO 1530 operating with 

SmartSEM software provided by Zeiss. Its schematic is plotted in Figure 3.  9. The pixel 

averaging method (image build-up by scanning every pixel for one time at controlled scan 

speed) is used for scanning a single frame. The time of scanning a frame is controlled by a scan 

speed parameter, n. If the number n describing the scan speed gets higher, the scan speed 

actually becomes lower. The dwell time per pixel in ns is given by 100 × 2𝑛−1. The product 

of beam current with exposure time gives the accumulated electron dose. For example, if we 

used scan speed 6 and the beam current is 100pA, the dwell time per pixel would be 3.2μs, 

scanning a single frame of 1024×768 pixels (7148nm×5360nm area) will take 2.6s and the 

accumulated electron does is [245]: 

𝑁𝑑𝑜𝑒𝑠 =
𝐼𝐵𝑡

𝑞𝐴
= 4.24 × 1019 electrons/nm−2 

The carbon contamination experiment was performed with  Hitachi Desktop SEM TM3030 

plus [246]. Also, some experiments with bias electrode in the pole-piece were demonstrated by 

Yukari Dan with the address Hitachi High-Tech Europe, Sci-Tech Daresbury, Cheshire, WA4 5LY. 
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Figure 3.  9. The schematic of Raith SEM[247]. 

The relationship between the aperture size and electron dose for scan speed 6 single frame scan 

with area of 7148nm×5360nm is listed in Table 5. 

Condenser aperture 

diameter (μm) 

Beam current (pA) Electron dose 

7.5 6.25 2.65 × 1018 

10 11.11 4.71 × 1018 

15 25.0 1.06 × 1019 

20 44.44 1.88 × 1019 

Table 3. 1. The relationship of condenser aperture size and beam current. 

 Sample transfer and storage 

After the sample is mounted on to standard SEM stub, it is put into a storage tube for pin stubs. The 

storage tube can shield the specimen on the stubs, so that they will not be touched by someone’s 

finger accidently and thereby preventing contaminating the sample. And it will also protect the 

sample from collision with the vacuum container during sample transfer between the sample 

preparation laboratory and SEM laboratories. The GaAs sample is very fragile with less than 100µm 

thickness used in this work, and as the cleaved specimen is smaller than 2mmx2mm, attention 

should be paid to prevent touching the surface and specimen edges and corners when using 

tweezers. 
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The container used for fast sample transfer between labs has a hand pump. The vacuum level is not 

as good as in a sealed container for sample storage with an electrical pump. However, the oxidation 

of GaAs in air is slow as discussed in section 2.21, it is sufficient to do fast transfer so that samples 

can be reused if necessary.  The sample exposure time to ambient is typically less than 3min. The 

sample may not suffer from much oxidation during transfer process as it takes ten of hours for oxide 

layer build up on GaAs, but 1.1-1.5nm surface oxide cannot be avoid by all means if the cleaving 

surface be exposure to the air shown in Thomas’ previous work[197]. 

 Deposition of Carbon contamination 

When the electron beam scans an area for long time, a thin layer of hydrocarbon will be deposited 

on the sample surface. This experiment is designed for explore the relationship between carbon 

layer thicknesses and scanning time. In this experiment with Hitachi TM3030 plus, the scanning 

window is successively increased from 60kX, 30kX, 15kX, 7kX to 4kX (as the scanned area is 

increased when decreasing the mag), and each window is scanned for 30 minutes using 15kV 

voltage. 

The thickness of carbon contamination during electron beam irritation has been measured by AFM. 

 AFM based measurement 

3.7.1 The resistive AFM principle 
The resistive AFM experiments were performed on both doping staircase samples and one p-i-n 

structure LED sample at CSI instrument, France. The aim is to measure the doping concentration and 

to compare AFM results with SEM results. The resistivity of intrinsic GaAs is quite high at room 

temperature. First, the intrinsic carrier concentration of GaAs is 2.1 × 106 cm-3 [248]. The low intrinsic 

concentration of carriers makes GaAs crystals ‘semi-insulating’ with a specific resistivity of 107-109 

Ω.cm. This resistivity is larger than that of Si, but still smaller than that of insulators like silicon dioxide 

and glass [249]. 

The resistive AFM is a kind of probe station for local conduction measurement: a voltage is applied 

between cantilever tip and specimen while the probe is in contact mode; then the tip is stationary at 

any point before being moved to the next point to get the current map of the selected region. The 

changes of current and resistance are recorded by an external amplifier, and a digital signal processor 

will choose the gain to optimize the measurement. The resistance detection range for resistive AFM 

with a high performance amplifier (HPA) can be 102 -1012 Ω [250]. 

The first resistive AFM experiment was achieved in 1993 in studies of the local tunnelling current 

through a thick silicon dioxide layer [251]. Since the first resistive AFM on metal surfaces in 1996 [252], 

resistive AFM has become more and more popular in semiconductor research, for characterising Si 

solar cells [253], heterojunctions [254], GaAs nanowires [255] and so on. Generally, resistive AFM 

measurements can investigate the effect of local changes of the electrical properties, such as doping 

[256] or dielectric properties [257], [258]. 

The GaAs samples were again prepared by manual cleavage, and then the samples were mounted 

onto a metal disc with a conductive carbon pad. It is necessary for the bottom of sample to make good 

electrical contact with the metal disc. The current flow from tip to sample (or sample to tip, depending 

on the bias) is the product of current density and the effective area (which is limited by the tip size 

and local resistivity) through which electrons can flow. The resistance measured by resistive AFM is 

the current passing from top of the sample contacted with the probe to the bottom of the sample 

contacted by an electrode [259]. As a constant voltage is applied between the tip and the metal disc 
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carrying the sample, the local current through the cantilever tip is measured as well as the surface 

topography information if the tip is moved.  

As most of SPM techniques, the lateral resolution of resistive AFM is high. At the beginning of the 

development of instrumentation, 8 nm spatial resolution of native oxide film grown on p-type Si (100) 

substrate has been demonstrated [260]. A recent study of the local conductivity of titanium dioxide 

crystal surface in UHV has demonstrated atomic resolution [261]. 

As resistive AFM requires conductive probes and can work in contact mode or in tapping mode, probes 

for resistive AFM are not only more expensive but also wear out faster than traditional AFM tips. The 

degradation of conductive AFM tips increases the cost of experiments and reduces the reliability of 

data. There are many types tips for resistive AFM, such as the standard Si cantilever coated with 

approximately 100nm of metal thin film [251], Si probe coated with doped diamond [262] or Si probe 

coated with graphene [263].  

The CAFM experiment was performed by Emmanuel Lepleux, from CSI instrument in Paris. The 

instrument is Nano-Observer AFM microscope. A diamond coated conductive Si tip is used. The tip 

bias is alternating current (AC) of 1.71nA with 5.14x104 Hz, the sample is biased with 4.9x10-7 V with 

one side grounded to earth.  

3.7.2 Surface potential mapping by KPFM 
Frequency modulated Kelvin probe force microscopy (FM-KPFM) is used in this study to investigate 

the surface potential of the doped GaAs cleaved {110} type facets. FM-KPFM is a kind of tapping 

mode AFM where the cantilever is oscillating at its resonance frequency. If there is no interaction 

between tip and surface, the cantilever’s resonance frequency will be constant. When the tip is 

brought near to a specimen surface, the cantilever oscillation will be changed and can be detected 

by a photodetector with lock-in amplifier, and the signal will be fed back into the servo motor to 

control the height of tip above the specimen surface. 

Amplitude-modulated KPFM is a two-pass procedure where the surface topography is obtained by 

tapping mode AFM in a first loop and the potential is detected in a second loop. The sketch below in 

Figure 3.  10 shows the schemes of FM-KPFM and AM-KPFM. 
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Figure 3.  10. FM-KPFM and AM-KPFM loop. 

 

The specimen is mounted vertically onto a conductive metal plate with carbon conductive pad as 

shown in Figure 3.  11. Not all of the samples were investigated in first instance and the Si (n-type) 

and Be doped (p-type) samples did not show good contrast due to oxidation of the surface in humid 

air. The scan rate used was 0.5Hz, the cantilever height was 350nm above the sample.   
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Figure 3.  11. Overview micrograph, taken through the eyepiece of an optical microscope . The samples were mounted on 
to a piece of Al metal cleaned by 99.9% acetone in the following sequence from left to right: VN790, Si doped GaAs and Be 

doped GaAs. 

The KPFM images are acquired using a Park NX20 AFM in sideband KPFM mode by Dr Vladimir 

Korolkov from Park System UK Ltd, Nottingham. The cantilever used was a Multi75G Si tip without 

coating.  
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4 SE dopant contrast mechanism 

 Monte Carlo simulation of SE yield of doped GaAs at different voltages 

The simulation results by CASINO version 3 [147] of backscattered electron (BSE) coefficient and 

secondary electron (SE) yield for different doping levels from percent level down to part per trillion 

(ppt) level have been shown in Figure 4.  1 and Figure 4.  2. 

 

Figure 4. 1. Backscattering coefficient, η, simulated as a function of accelerating voltage for normal incidence for differently 
doped GaAs by CASINO_3.3. For the simulation parameters of intrinsic GaAs, its density is 5.32 g/cm3, work function is 

4.77eV, 10nm beam diameter with Gaussian distribution, 2000000 simulated electrons , Monsel model for cross section and 
ionisation potential. 

From Figure 4.  1, it is clear that the BSE coefficient η is decreasing with increasing electron energy. 

Besides, we notice that different doping types and levels have negligible influence on the BSE yield 

within statistics as the average scattering power and density remain basically unchanged. 

Figure 4.  2 is a double-logarithmic plot of the SE yield versus primary electron energy for 

homogeneously doped GaAs. It demonstrates the SE emission is strongly depending on the 

acceleration voltage. When the number of n-type dopants in GaAs increases, the SE yield is predicted 

to become larger because the work function is reduced by n-doping. For p-doping, the work function 

gets larger and SE yield decreases when concentrations go higher. This only holds, however, if the 

complete specimen is uniformly doped and there are no surface charges.  

The relationship between SE yield, , and primary electron energy, E, can be expressed as 𝛿 ∝ 𝐸𝛼 , 

where 𝛼  is the slope of the double-logarithmic plot. In this simulation, the slope 𝛼 ≈ −0.960 ±

0.0017 (with R2=0.9999) obtained here for GaAs is larger than the value in Reimer’s book that reports 
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the slope 𝛼 is –0.8 for Al and Cu [75]. This is because the SE yield is increases monotonically with 

atomic number Z and saturates when Z is several tens (Z>50)[264]. 

 

Figure 4. 2. Decrease of the SE yield with increasing electron acceleration voltage for different doping types and 
concentrations. Simulation parameters are the same with those in Figure 4.1. 

 SE imaging of doped GaAs at various voltages 

4.2.1 Be doped GaAs sample 
The Be doped GaAs staircase sample has been imaged by pixel average method using 9 frames. 

Without much drift, 9 frames could be averaged to get one noise reduced image. Thus, a total of 10 

images would be recorded for each scan area. The nominal aperture size used was 7.5μm, which 

provides the smallest electron radiation dose as semi-insulating GaAs is quite sensitive to the beam.  

A side sketch of the sample is shown in Figure 4. 3 for better understanding of the geometry of the 

staircase sample. 
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Figure 4. 3. A side oriental sketch of the sample corresponding to the SEM image and intensity 
profile. 

 

 

Figure 4. 4. SE single frame at 1.0kV. Arrow points to a bright patch near the edge of Be doped GaAs 
staircase sample 

We can see bright patches in the top 200nm layer in Figure 4. 4, which might be a result of Be 

dopant segregation [265]. If no segregation was present, the top layer should be laterally uniform. 

The nominal doping concentration of the top layer is 1.6 × 1019     cm-3, which corresponds to 350 

ppm. 

 

Vacuum
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v
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Figure 4.  1. The grey level profile of Be doped GaAs single frame at 1.0 kV. 

The contrast in substrate region is not constant due to charging. So, a second order polynomial 

background fit was fitted where the left side showed charging, and the red line is the background 

subtracted data in Figure 4. 4. 

We can get the fractional intensity increase if we divide the intensity increase by the extrapolated 

background grey level (blue baseline).  

 

Figure 4.  2. Line profile of the fractional intensity increase in p-doped GaAs at 1 kV. 
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We can clearly see the doped buffer and vaguely the three thinner doped layers in Figure 4.  3, though 

the noise level is quite high. This is due to the scan speed of 2.6s per frame being relatively fast; the 

way we can reduce the noise is to average 9 frames of SE images for the same scan area. Drift must 

be avoided, otherwise the averaged image would become blurred. When charged carriers are 

accumulated at the surface, some drift will happen. So, we can reduce the drift by reducing surface 

charges. When the specimen was mounted, conductive silver paint has been used to join the specimen 

and carbon pad to ensure better specimen conductivity. When taking the images, by selecting the 

smallest aperture size (7.5µm), the charging of specimen can be reduced as it decreases the beam 

current. Besides, by carefully selecting the scan speed, images with good signal-noise ratio can be 

obtained while avoiding charging effects during long inquisition times.  

Figure 4.  3 is the average image of Be doped GaAs staircase and the signal to noise ratio (SNR) is 

improved by a factor of 3. The bright patches are still visible in Figure 4.  3, indicating drift correction 

has worked.  

 

 

Figure 4.  3. The averaged image of 9 consecutively acquired frames. 

A single line profile is obtained by vertical averaging of the entire image using the Gatan Digital 

Micrograph software to generate the averaged line profile. If the sample surface is not oriented 

perfectly vertical, the direction of line scan can be adjusted to make sure it is vertical to sample surface. 

In the subtracted intensity profile shown as the red line in Figure 4.  4, we can identify the buffer layer 

and the three doped layers, however, the contrast of the top layer is lower than expected, which might 

due to the segregation of Be so that not all dopants are electrically activate.  
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Figure 4.  4. Profile of averaged SE image intensity at 1.0kV and background subtraction profile, for 
Be-doped p-GaAs staircase sample 
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Figure 4.  5. SE intensity increase relative to GaAs for 9 averaged frames of 1.0kV images of Be doped 
GaAs staircase sample. 

After taking 1.0 kV in-lens SE images, the scan window was moved to a fresh area and 1.5 kV images 

were taken at same magnification and aperture settings. 

The SE intensity profile of 1.5 kV Be doped GaAs staircase sample is plotted in Figure 4.  6. 

 

Figure 4.  6. SE profile of Be doped GaAs averaged image at 1.5kV. 
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Figure 4.  7. SE intensity increase for averaged 9 frames of 1.5kV images of Be doped GaAs staircase 
sample. 

After fitting the intensity increase fraction curve, we can better distinguish the three doped layers and 

the buffer layer in the 1.5 kV image intensity increase profile.  

The grey scale profile and background subtraction for 2 kV acceleration voltage are displayed in Figure 

4.  8. 

 

Figure 4.  8. Profile of Be doped GaAs averaged image at 2.0 kV. 
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Figure 4.  9. The relative SE intensity increase for 9 averaged frames of 2.0 kV SE images of Be doped 
GaAs staircase sample. 

 

Figure 4.  10. Profile of Be doped GaAs image (9 averaged frames) at 2.5 kV beam voltage. 

The profile of Be doped GaAs image with 2.5 kV beam voltage is a bit blurred, the fractional intensity 

increase illustrated in Figure 4.  11, which is noisy and and the fit quality is not very good. The first 

layer still shows some bright dots which might be segregated dopant atoms.  
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Figure 4.  11. The fractional intensity increase for 9 averaged frames for 2.5 kV SE images of Be 
doped GaAs staircase sample. 

 

Figure 4.  12. Grey value profile of Be doped GaAs averaged image at 3.0 kV beam voltage. 

 

Figure 4.  13. The fractional SE intensity increase for 9 averaged frames at 3.0 kV of Be doped GaAs 
staircase sample. 
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Figure 4.  14. Grey value profile of Be doped GaAs averaged SE image at 3.5 kV beam voltage. 

 

Figure 4.  15. The relative SE intensity increase for averaged 9 frames of 3.5 kV SE images of Be doped 
GaAs staircase. 
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Figure 4.  16.Grey value profile of Be doped GaAs averaged image at 4.0 kV beam voltage. 

 

Figure 4.  17. Relative SE intensity increase for averaged 9 frames of 4.0 kV SE images of Be doped 
GaAs staircase. 
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Figure 4.  18. Grey value profile of Be doped GaAs averaged image at 5.0 kV beam voltage. 

 

Figure 4.  19. Relative SE intensity increase for averaged 9 frames of 5.0 kV SE images of Be doped 
GaAs staircase. 

4.2.2 Si doped GaAs sample 

The Si doped GaAs sample has also been investigated by FE-SEM Raith EO at voltages from 1.0 kV to 

5.0 kV but only images and profiles for 1-2 kV are shown in the following because the difference of 

the raw SE intensity data from the doped layers is too small to give interpretable contrast at higher 

voltages. The aperture size was again 7.5μm diameter and the scan speed 6, which means the pixel 
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dwell time is 3.2μs, and the time for a single frame was 2.6 s. For each scan area and different beam 

voltages, a total of 9 frames were captured. 

 

Figure 4.  20. Grey value profile of Si doped n-GaAs averaged SE image at 1.0 kV beam voltage. 

 

Figure 4.  21. Relative SE intensity decrease for averaged 9 frames of 1.0 kV SE images of Si doped GaAs staircase. 
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Figure 4.  22. Grey value profile of Si doped GaAs averaged SE image at 1.5 kV beam voltage. 

 

 

Figure 4.  23. Relative SE intensity decrease for averaged 9 frames of 1.5 kV SE images of Si doped GaAs staircase. 
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Figure 4.  24. Grey value profile of Si doped GaAs averaged SE image at 2.0kV beam voltage. 

 

Figure 4.  25. relative SE intensity decrease for averaged 9 frames of 2.0 kV SE images of Si doped GaAs staircase. 
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4.2.3 Discussion 

The contrast ratio, R, of the doped layers relative to the undoped region can be obtained by: 

𝑅 =
𝐼doped layer−𝐼extrapolated from undoped

𝐼extrapolated from undoped−𝐼black level
,                                       (3.1) 

Then, the SE image contrast can be plotted as a function of doping concentration. In this 

research, all images are recorded as unsigned 8-bit data, which means the intensity ranges from 

0-255. The intensity of doped region is estimated by second order polynomial extrapolation, 

and the region of the carbon pad is used as an approximation of the black level.  

 

Figure 4.  26. The doping contrast of Be doped GaAs (p-type). 

As we can see, the contrast of Be doped GaAs shows a general increase with increasing doping 

concentration. When in equilibrium, the Fermi level of higher doped p-region is aligned with 

lower doped p-region, so electrons from highly doped regions need to overcome lower energy 

barrier for SE yield, this is why highly p-doped region appears brighter than lower doped region. 

This explains why the SE yield of Be doped p-GaAs increases with doping concentration in 

Figure 4.  26.  

Although an increase of p-doping concentration will increase the work function so electrons 

need more energy to escape from the surface, this only applies to bulk and is not the dominating 

effect in low voltage SEM (1-5 kV) of areas with different doping levels where the Fermi levels 

between all layers need to be adjusted to account for thermal equilibrium. 

The smallest work function of Be-doped buffer layer is 5.43 eV (calculated value based on 

doping concentration) and the carbon film work function is 5.1 eV [178]. Contamination during 

scanning can reduce the image intensity but the carbon on the surface will only form an Ohmic 

contact of small resistance that will have a small electronic influence on the SE yield. However 

when contamination build-up is strong. The atomic number effect will be significant as the SE 

signals are generated from contamination rather than the sample itself. 
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The dopant contrast sensitivity starts to go down at 4 kV, and it is very hard to distinguish the 

three doped layers. This is due to the SE yield decreasing when the beam voltage increases. 

The electron beam is better focused at higher accelerating voltages, however, the SEs are 

generated within 50-100nm under the surface and the interaction volume increases dramatically 

with beam voltage, so we get best SE images for 1.5kV-2kV. 

The top p-layer of nominal 1.6× 1019 Be atoms/cm3 did not show a contrast as high as expected; 

this might be due to some Be dopant atoms segregating, as several of the SE images have 

shown small bright patches in that top layer only. 

 

Figure 4.  27. The doping contrast of Si doped n-GaAs 

 The influence of electron dose on secondary electron image contrast 

To explore the relationship between doping contrast and beam induced electron dose, different 

apertures are used. The standard aperture size is 30μm diameter, which provides a beam current 

of around 100pA. When the aperture diameter is reduced by a factor N, then the beam current 

is reduced by a factor of N2; for example, for 7.5μm diameter, the beam current is reduced to 

1/16 of 100pA, i.e. ≈6pA. Scan speed for 1 frame is 2.3s.  

At least 9 frames of SE images were taken for different illumination apertures of diameters 

7.5μm, 10μm, 15μm and 20μm. For apertures of 15 and 20μ diameter, we could see charge 

build-up at the surface of GaAs in the form of stripes parallel to the surface that varied in 

position in consecutive frames. The images below show the 1st frame and the 9th frame for the 

20μm aperture, demonstrating how rapidly charging occurs on the sample surface within 20 

seconds of scanning. The corresponding difference in dose is 20s x 44pA / e = 5.5 billion 

electrons over an area of 165 electrons/nm2. 
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Figure 4.  28. The first frame for 2.0kV SE imaging of p-GaAs staircase sample with 20μm condenser aperture. 
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Figure 4.  29. The ninth frame for 2.0kV SE imaging with 20μm condenser aperture. Charging manifests itself in the form of 

two white vertical stripes being formed, one on the left of the image and one near the interface between the intrinsic GaAs 
and the doped buffer. The region marked by the box also shows the build-up of a carbon contamination layer.  

By comparing Figure 4.  28 and Figure 4.  29, we also notice carbon deposition due to hydrocarbon 

on the surface accumulating before being cracked by the electron beam. That means even with 

a scan speed of 3.2μs per pixel and 2.3s for a single frame, the increase of electron dose will 

reduce the image contrast significantly. This sensitivity of GaAs to the beam can also explain 

why we chose the smaller aperture for investigating the influence of beam voltage on dopant 

contrast. 

As we want to reduce the noise while avoiding charging, I used only frame 1 to frame 4 to form 

an averaged image for each aperture. As the SNR improves by the square root of averaged 

frames, this will improve the SNR by a factor of 2. 

The image shown in Figure 4.  30 is an example of 4 averaged single frames of Be doped GaAs 

staircase sample at 2.0kV with in-lens SE detector using 7.5μm aperture size. 
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Frame number Aperture size (μm) Beam current (pA) Total electron dose 

(electrons/m2) 

1 7.5 6.25 2.6×1018 

2 10 11.1 9.4×1018 

3 15 25.0 3.2×1019 

4 20 44.4 7.5×1019 

Table 4.  1. The total electron dose increases when taking successive frames. 

 

Figure 4.  30. The averaged SE image at 2.0kV with 7.5μm aperture of Be doped GaAs specimen. 

The greyscale profiles of the averaged images taken at 2.0kV by using different apertures are 

plotted and aligned in Figure 4.  31. 
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Figure 4.  31. The SE image profiles of 2.0kV images acquired with different condenser apertures. (a) extrapolation of non-

linear background. (b) fraction of intensity increase shows influence by the beam current. 

To analyse the image contrast, we first need to get the black level of the image. Ideally, one 

should always have one image with gun valve closed, but the region of carbon pad can be a 

sufficiently good approximation as the carbon region is 1-2mm below the focusing point and 

is grounded. By subtracting this black level, intensity profiles are set to zero in the carbon 

region. A non-linear background is then fitted to the undoped GaAs substrate region by a 

parabola function to model the intensity variation in the undoped region over a sufficiently 

long distance. This background is then extrapolated into the doped regions. 

It is interesting that the curvatures of the intensity line-traces in the undoped GaAs region are 

different for very low beam currents (strong curvature) and high beam current (more linear) in 

Figure 4.  31(a). For low beam current and very high beam current, the curvatures in the resulting 

net line-traces of doped GaAs seem to be opposite while the one for medium beam current 

which is using the 15μm aperture shown in green line. 
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Figure 4.  32. The fraction of intensity increase vs doping level for p-doped GaAs sample for different condenser apertures. 

  Influence of working distance on image contrast 

The Raith EO FEG-SEM used in this study has a Gemini lens system built by Zeiss. Gemini 

lens (which is a compound lens consists of the magnetic lens with an electrostatic lens placed 

behind the specimen) was first applied to improve the optical performance of the pure magnetic 

design from Carl Zeiss[266]. For conventional SEM with immersion lens, the energy of 1keV 

is available and Gemini lens extend the energy down to 100eV. The resolution for DSM 982 

SEM with Gemini column can achieve 4nm resolution at 1keV and 1.2nm at 20keV[267], the 

10.17nm spot size at 100eV can be achieved by using program to control the lenses in Gemini 

column [268].   

The immersion objective lens was first described by German scientists in 1930 [269]. The 

sample was used as cathode to emit electrons and the electrons leaving sample surface passed 

through the electrical field between sample and an anode above the sample. With other 

electrodes between the sample and anode, electrons can be focused to form an image. The 

immersion objective lens can be also called cathode lens [270]. The scheme of the cathode lens 

is shown in Figure 4.  33 below.  

This means the electrical field lines emerge from the opening within the objective lens. In SEM 

image, the electrical field between tip and sample is illustrated in Figure 4.  33. When the sample 

is far from the pole piece, the electrical field will suppress the emission of secondary electrons 

and when the sample has a very small working distance, typically less than 3mm, the electrical 

field will accelerate those secondary electrons, thus low energy SEs will get energy to pass the 

energy barrier and the SE yield increases with the help of external field. 
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Figure 4.  33.The external electrical field has an impact on SE emission; the red lines are equipotential lines, the field lines 
would be perpendicular to them [271]. 

For a Gemini SEM, though the lens will provide superb resolution at low electron beam 

energies, the field between sample and column is more complicated as the magnetic and 

electrostatic fields overlapping. So, it would be help to check the influence of working distance 

on image contrast too. As shown in Figure 3.  9, the beam booster is used in Gemini column will 

create the electrostatic field. For beam boosters used in latest Gemini 500 Carl Zeiss 

Microscope, the beam booster is report to be fixed at 8kV for accelerating voltages larger than 

0.1keV[272]. Thus we must consider the electrostatic field in Raith SEM used in this work 

with similar Gemini column. 

As changing the working distance allows the user to change the intensity of the field which 

affect the specimen surface, Sarka et. al reports that at short WD (1mm), the in-lens detector 

will collect electron with higher kinetic energies and more SE2s as the electrostatic field is very 

strong; at middle WD (3mm), the collection efficiency will go down with weaker field 

influencing the sample surface, the in-lens detector can still detect some SE2 but its 

contribution to total SE intensity is reduced; and at long working distance (>5mm), the 

influence of electrical field on sample surface is weakest, and low energy SEs are attracted and 

collected by the detector[272].  

Comparing to an immersion lens SEM, SEM with a Gemini column using long WD still can 

attracts the SEs to the detector rather than suppress the SE emission. This is the reason why we 

did not get any useful SE images in the FEI 50 SEM with 9mm working distance at 1-5kV. 

To investigate how the working distance (WD) influences the dopant contrast, the n-doped 

GaAs staircase sample was used to take in-lens SE images with 7.5μm condenser aperture at 

2.0kV. The working distance has been changed from 2mm to 7mm. 

The image profiles are plotted in Figure 4.  34. It shows that when the working distance is larger 

than 4mm, the contrast of layers is opposite to that image contrast measured at working distance 
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smaller than 4mm. the image intensity of doped layers at 4mm working distance is almost 

constant, i.e. there is little contrast. For working distances less than 4 mm, the low n-doped 

regions appear brighter than highly n-doped regions. For working distance larger than 4mm, 

the low n-doped regions appear darker than the highly n-doped regions. 

 

Figure 4.  34. The intensity profiles of Si doped GaAs images taken at scan speed 6, 40kX, 2.0kV and 7.5μm aperture with 

different working distances. Remember the highest doped layers are those near the buffer as the n-doping staircase is 
reversed in direction compared to the p-doping staircase. 

In Figure 4.  34, the contrast inversion has been shown for working distance 2 and 3mm. This 

could be due to strong electrical field attracts more SE2 at small WD. As shown in the 

appendix, the outer most layer has highest Si dopant concentration and doping decreases 

towards buffer layer, so we expect more BSEs from outer layer and less from inner layers. In 

previous discussion in section 2.15, we know SE2 is a result of BSEs interacts with the 

specimen, the inversion of contrast suggests the higher BSE yield for layers of higher doping 

levels, and this matches our expectation. For middle WD of 4mm, we start to see the reduction 

of SE2 which means the electrical field on sample starts to be reduced. And for long working 

distance (>5mm), SE2 are suppressed to get optimized SE image for dopant contrast. Our result 

shows similar results of how working distance of a SEM with Gemini column influences the 

in-lens SE image contrast with others’ work[272]. 

 Influence of carbon contamination 

Figure 4.  35 is an SE image of an undoped GaAs substrate at 15kV before carbon deposition.  
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Figure 4.  35. The GaAs specimen before carbon deposition at 15kV, 50X mag, 8.7mm working distance fast scan, BSE 
mode. 

In Figure 4.  35, we noticed that no leaving residuals appear at the GaAs surface and the specimen is 

very clean before carbon deposition. Then, we started intentional carbon deposition by scanning an 

electron beam very slowly repeatedly near the edge of specimen, first at high magnification, then at 

successively smaller magnifications, thereby increasing the field of view and reducing the 

contamination build-up each time. The region studied is at the mid-top of the specimen, this makes 

it easier to locate the region in following experiments.  

After the carbon deposition of successively decreased scan windows (high mag first), the SE and BSE 

overview images shown in Figure 4.  36 and Figure 4.  37 were recorded. 

 

Figure 4.  36.  SE images of 5kV (left) and 15kV (right) of GaAs surface after repeated scans over different field of views. 
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Figure 4.  37. BSE images of 5kV (left) and 15kV (right) of GaAs surface after repeated scans over different field of views. 

Figure 4.  37 and Figure 4.  37 shows overlays of 5 carbon layers corresponding to 5 scanning 

windows. The smaller the scan window is, the thicker and darker the region becomes.  

For SE images in Figure 4.  36, the contrast mechanism is complex. The plasmon energies are 24 eV 

for carbon and 15.8 eV for GaAs [273], and excited plasmon can decay and transfer their energy to 

conduction electrons near the Fermi level, creating more SEs. After SEs diffuse to the surface, only 

SEs with energies higher than work function can escape from surface barrier. The work function of 

carbon is 4.9 eV which is larger than GaAs 4.73eV.  Besides, the SE2 also need to be considered, thus 

𝛿 = 𝛿𝑃𝐸 + 𝛽𝜂, where 𝛿 is the SE yield, 𝛿𝑃𝐸  is the SE1 yield from primary electron (PE), 𝜂 is the BSE 

yield and 𝛽 = 2 − 3 is the factor that tells us how many SE2s one gets from BSEs. All these factors 

discussed result in the intensity decrees with carbon thickness in Figure 4.  36. 

 

For Figure 4.  37, this can be explained by the atomic number density of carbon being less than that 

of GaAs: carbon generates fewer BSEs than GaAs. The scanning window of 60kX magnification is 

inclined compared to other windows. When checked with optical microscope, the structure has no 

difference with or without a tilt angle relative to perpendicular direction. As 60kX is the highest 

mag, it may require higher focusing power for the lenses, this could be the reason why 60kX mag 

window inclined with other windows. Or it is due to the sample drift during the observation. 

For both BSE and SE images in Figure 4.  36 and Figure 4.  37, the left edge of the rectangular 

windows is darker than other parts of the corresponding window. This is because the SEM scans in a 

raster manner, before it starts to scan the next line, the beam is briefly parked at the starting point 

for a while (typically a few µs). This is called fly-back and is to reduce scan distortions. 

After SEM imaging, the carbon deposited specimen is scanned by atomic force microscope to obtain 

the thickness of the windows. The line scan result is shown in Figure 4.  38. 
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Figure 4.  38. The line profile of carbon deposited region by Bruker Dimension Icon AFM in tapping mod. 

The peaks at left side of steps are due to the probe staying at the begin of a scan line at start of 

scanning each line. The total height for different carbon layers in the plateau regions are shown in 

Table 4.  2. 

magnification 4kX 7kX 15kX 30kX 

Carbon thickness (nm) 12±2 21. ±2 37. ±1 46. ±1 

Window size (µm2) 1440 481 87.5 9.45 
Table 4.  2. The carbon thickness for successively decreased scan windows  

Figure 4.  39 below plots the relation between carbon thickness and magnification. 

 

Figure 4.  39. The influence of carbon thickness on SE contrast at 5kV. 
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It is clear that the carbon thickness is increased when imaging at higher magnification. With same 

scan speed and duration, the scanning times is increased for smaller regions as the scanning during 

is 30mins for all the windows and scan window changes by factor of 2 which means pixels size 

changed by the square root of 2. 

After the sample is scanned by AFM, EDX images have been taken for the same area for an hour to 

avoid noise and accumulate sufficient X-ray signal for carbon layers, but unfortunately, the EDX map 

in Figure 4.  40 have not shown the carbon structure. 

 

Figure 4.  40. Carbon K  map of the contamination structure. 

The counts of X-rays from carbon are fewer than from GaAs.  

 Effect of etching of the Si doped GaAs sample 

 

For a cleaved GaAs specimen surface, an oxide layer will be formed in ambient environment. This 

oxide layer is considered to add an extra barrier to electron emission [274]. To avoid the oxide layer 

influencing the doping contrast, we designed a wet chemical etching experiment using bromine in 

methanol solution to remove surface oxide. The etch rate for GaAs depends on the bromine 

concentration in the solution, for high etch rates 5-20% of bromine concentration is used, while for 

light etches or polishing  0.1-1% is used [275]. We selected low bromine concentration to perform 

light etch, as the typical oxide layer thickness of GaAs substrates is about 1-3nm [276].  

The bromine-methanol etchant must be used very carefully as both liquids are toxic and bromine is 

highly corrosive. A risk assessment form and information about control of substances hazardous to 

health (COSHH) form must be provided. The etching process is performed in a fume cupboard under 

supervision. The concentration we used was 17μL bromine (>99.9%) in 10mL methanol (>99.99%), 

yielding 0.17% bromine concentration by volume. Figure 4.  41 is a photo of the bromine-methanol 

solution in a petri dish. The n -GaAs samples have been dipped into the solution for 5, 20 or 60 seconds. 
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Figure 4.  41. The 0.17% bromine-methanol solution in petri dish shows a light yellow colour. A total volume of about 10mL 
is used. 

Figure 4.  42 is a 1.5kV SE image of the 5s etched n-type GaAs staircase sample. 
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Figure 4.  42. 1.5kV SE image by Raith SEM of n-GaAs etched in 0.17% bromine-methanol etch for 5s etch time. 

From Figure 4.  42, the etch pits are the dominant etching effect. The maximum etch depth is about 

400nm after 5 seconds of reaction time, corresponding to an etch rate of 80nm/s. This etch rate is too 

high for our purpose as we only need to remove oxide layer less than 5nm. From the shape of the etch 

pits, we find the preferential etching of GaAs occurs on (111) and (1̅11) planes. As shown in the 

annotation of Figure 4.  42, angle 1 is 55.2°, which is very close to the intersection angle of 54.7° 

between (100) and (11̅1) planes. The angle 2 below is measured as 71.5°, which is close to the 

intersection angle of 70.5° between (111) and (1̅11) planes.  

For better understanding, the crystallographic planes are drawn in Figure 4.  43, the different planes 

in cubic system are represented by their different Miller indices. 
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Figure 4.  43. Crystallographic planes in the cubic system and their Miller indices[277]. 

The intersection angle between (h1k1l1) and (h2k2l2) in cubic materials is calculated by: 

cos𝜃 =
ℎ1𝑘1 + ℎ2𝑘2 + ℎ3𝑘3

√(ℎ1
2 + 𝑘1

2 + 𝑙1
2)(ℎ2

2 + 𝑘2
2 + 𝑙2

2)
 

Figure 4.  44 is the SE image of n-GaAs staircase sample etched by 0.17% bromine-methanol for 20s. 

 

Figure 4.  44. 1.5kV SE image of n-GaAs etched in 0.17% Bromine-methanol for 20 s by Raith SEM. 
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From Figure 4.  44, we notice that the etching effect is even stronger, the etch depth here is 2-3μm. 

When etching GaAs for 20 seconds, the most important staircase structure of the n-GaAs sample has 

been completely etched away.  

The notches in Figure 4.  44 are tetrahedral in structure and look different from Figure 4.  42. In Figure 

4.  42, the direction of etching is mainly [01̅0], [111] and [1̅11], while in Figure 4.  44, the preferential 

etch planes are (211), (21̅1) and (11̅1). Preferential etching at higher Miller indices has been reported 

for GaAs wet etching using bromine-methanol and H2SO4-H2O2 in 1971 [278]. This preferential etching 

can be used to form GaAs (211) substrates for MBE and liquid phase epitaxial growth [279], [280].  

Figure 4.  45 also shows the 20s etching effect but at higher magnification. From the image, we notice 

that the surface after etching is not smooth as after a fresh cleavage. These shallow etch pits will make 

additional topography contrast, and it is difficult to measure doping contrast when there is significant 

surface roughness present. It has been reported that the polishing action is poor when bromine 

concentration is above 0.05% [281]. 

For the longest etching time, dip GaAs staircase samples into bromine-methanol for 60 seconds, the 

image is shown in Figure 4.  46. 

 

 

Figure 4.  45.1.5kV SE image at 40kX of n-GaAs etched in 0.17% bromine-methanol for 20s 
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Figure 4.  46. 1.5kV SE image at 40kX of n-GaAs etched in 0.17% bromine-methanol for 60s 

        

Figure 4.  47. The SE intensity profile of 1.5kV SE image at 40kX of n-GaAs etched in 0.17% bromine-methanol after 60s 

As we can see, the 60s etched n-GaAs specimen shows a 750-800nm deep feature labelled ‘channel1’ 

in Fig. 4.51 with many spots in it. I guess this is due to the etching speed of GaAs being different in 

various directions. The white etch pits look like tetrahedral located in the channel, they may be 

dislocation etch pits [282]. Such a phenomenon has been discussed in the preferential etching of GaAs 

and its etched profiles with thick patterned aluminium oxide layer [278]. In our case, we do not have 

a designed window, but selective etching may occur due to intrinsic dislocations. Defect induced 

selective etching for GaAs using bromine-methanol has been discussed in [283], [284]. Figure 4.  46 

suggests why it is essential to have buffer layers when designing semiconductor devices. 
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Noticeably, the width of etch channel1 is about 800nm. This might suggest a p-n junction is formed at 

the interface of undoped GaAs and buffer. Report on p-n junction detection by etching can be found 

in [285], [286], and when an electrical field is present, the etch speed will be enhanced further. If we 

assume the junction is abrupt, the depletion width is 800nm, 0.75V basis and the doping level of n-

type buffer layer is 1.0×1018cm-3, the calculated p-type concentration is about 3×1015cm-3.  

Why then should a nominally undoped GaAs substrate show p-type properties? The answer could lie 

in the crystal growth of GaAs ingots. GaAs can be grown under As-rich condition or Ga-rich condition. 

If As melts is larger than a critical composition (As-rich), the wafer material will show n-type and high 

resistivity electrical properties [287],  while under Ga-rich condition, GaAs wafer would be p-type and 

low resistivity [288]. Besides, As diffusion which can form inclusions in the wafer can also make bulk 

GaAs p-type [289]. As point defect concentration has been reported to be at least 1016-1017 cm-3  by 

examination in TEM [289]. This magnitude is an order of magnitude higher to the value 3×1015cm-3 

we obtained from SEM experiment of etched n-GaAs staircase sample.  

The topography contrast in channel2 (c2) is perhaps due to the etch speed increasing with doping 

concentration. In addition, the variation of GaAs substrate region on the left of channel1 may be due 

to the dislocation density showing an ‘S’ shape as a function of depth in GaAs wafers [288]. 

From our etching experiment, the etch rate of 0.17% bromine-methanol is approximately 80nm/s for 

[010] direction and 45nm in [111] direction. Compared with literature, the 0.25% bromine-methanol 

was reported to have 15nm/s for GaAs[100] and 2nm/s for GaAs[111] direction [278]. The increased 

etch rate in our experiment may be due to doping [290]. 
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5 Resistive AFM measurements of GaAs based doping staircase 

samples and p-i-n LED sample 

 Result and discussion of CAFM measurement 

5.1.1 Be-doped GaAs staircase sample 
Figure 5.  1 below shows the topography (a) and CAFM measurement (b) of the Be doped GaAs 

staircase sample. 

 

Figure 5.  1. The topography of Be doped GaAs obtained by Nano-observer AFM microscope from CSI instrument, data 
recorded by Emmanuel Lepleux. The scanned area is 4.5 × 4.5 µ𝑚2. 

As Figure 5.  1 shows, there is an apparent topography slope on the right-hand side of the image and 

the depth is about 700nm over a lateral width of only 450nm. That means there is a slope of 

tan(𝜃𝑡) =
450

700
= 0.64, i.e. the tilt angle 𝜃𝑡 = 57°. This angle is close to the angle between [111] and 

[100] plane which is 54.7° and the facet is likely to be {111} type. As GaAs is a binary material, the 

atoms of {111} type planes can be either Ga or As atoms. Such polar surfaces have different work 

functions (which range from 4.306-4.831eV due to the electron removal from metal-like surface) to 

the (001) growth plane with 5.013eV calculated work function and normally {111} planes are no 

cleavage planes in the sphalerite lattice [291]. For Ga rich (111)A surface, the work function is 4.01eV, 

while for As rich (111)B surface, the work function is 4.71eV, as measured by Auger electron 

spectroscopy [292]. The GaAs (110) surface has a work function of 4.74eV which is similar to (111)B 

surface. 
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Figure 5.  2. The work function map of the Be doped GaAs 

 

Figure 5.  3. The work function profile of the potential map in Figure 5.  2. 

In the CAFM potential profile, we can only see one doped layer which appears about 600nm wide. 

Considering the tilt angle of 57°, the facet starts thereafter the 1600nm wide layer on the flat is around 

400nm in projection; the actual length should be 400 × cosec(57°) ≈ 750nm, which probably only 

contains the 3 heavily doped 200nm layers.  

The detection sensitivity is low for the three doped layers, this might be due to the difference between 

the work functions for these doped layers being small or that the sample cleaved so unfortunate that 
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the cantilever, in trying to follow the sloping surface, could not establish proper measurement 

conditions for resistive AFM. Using the highest nominal doping concentration of 1.6 × 1019 

atoms/cm3 in the topmost layer compared with the buffer layer of 1018 atoms/cm3, the work function 

difference is only expected to be about 0.07eV from Equation 1.62. In Figure 5.  3, there is a little 

variation of potential signal in middle of doped GaAs region, however it is hard to identify where it 

comes from as the doping concentration induced work function differences are too small. 

The work function measured in the doped GaAs region is 0.44eV larger than in the undoped region, 

however, the expected work function shifts induced by doping the buffer and the three top layers 

would be 0.76, 0.74, 0.72 and 0.69eV, respectively, calculated with Equation 1.62. The measured work 

function difference between doped and undoped region is only 58% of what we expected. I would 

suggest this might be due to the rapid oxidation of GaAs surface in air especially for the polar facet 

imaged. CAFM is a surface work function measurement method, which means that oxidation or 

contamination of the specimen surface would have significant influence on the accuracy of results. 

Besides, the CAFM detects the electrostatic force gradient and the work function obtained is the 

averaged work function of the area under the probe thus may not work well on a steep slope.  

If we assume the oxidized surface consists half of gallium oxide (4.1eV work function), and half of 

doped or undoped GaAs, a roughly estimate of the average work function for the doped area (≈5.5eV 

work function) would be 5.5 × 0.5 + 4.1 × 0.5 = 4.8eV ; for undoped region, the average work 

function would be 4.7 × 0.5 + 4.1 × 0.5 = 4.4eV . The work function difference of doped and 

undoped region when half of the surface is oxidized would then be ≈0.4eV. 

Although some of the specimens had been freshly cleaved before being put into the AFM, a large 

fraction of the surface seems to have been oxidized.  

The potential map from Park system of the Be doped GaAs samples number 4 and 5 showed even less 

contrast of 100meV of doped layers and undoped layer due to the presence of humidity on the sample 

surface. 

Figure 5.  4 below shows the surface topography of the Be doped GaAs staircase sample from resistive 

AFM measurement without steep slope. The sample is a little bit inclined, with a 0.25μm depth over 

a lateral width of 4μm. The overall tilt angle is about 0.0625 rad, or 3.5°.  

 

Figure 5.  4. The surface topography information of Be doped GaAs specimen in resistive AFM. 

Figure 5.  5 and Figure 5.  6 are the current and resistance maps of the same region of the Be doped 

GaAs staircase sample. The noise level in the undoped region on the left is low, indicating the good 

quality of the resistance measurement. 



108 
 

 

Figure 5.  5. The current map of the Be doped GaAs which reveals all the doped layers. 

 

Figure 5.  6. The resistance map of the Be doped GaAs which reveals all the doped layers. 

Figure 5.  7 and Figure 5.  8 plot the current flow and resistance between the conductive AFM tip and 

sample stage. In Figure 5.  7, we can clearly identify the buffer layer and three doped layers; the layer 

thicknesses from the edge are: 220, 209, 232 and 450 nm (from topmost layer to the buffer layer). The 

measured doping layer thickness appears to be a bit larger than the nominal thickness of 200 nm, and 

the buffer layer is 10% thinner than the nominal width of 500nm. The SEM image in Appendix of 

Hitachi SEM reported the layer thicknesses as 198, 198, 213 and 516 nm, respectively. The apparent 

broadening of three doped layers and apparent shrinking of the doped buffer layer in the resistive 

AFM image, and the line profiles of current and resistance maps are plotted in Figure 5.  7 and Figure 

5.  8.  

The resistance of three doped layers is low due to their high doping concentration: the higher the 

doping concentration, the lower the resistance. The nominal doping of buffer layer is 1018 atoms/cm3, 

while the neighbouring doping layer is 2.8×1018 atoms/cm3, ideally the resistance of buffer layer is 2.8 

times larger than the neighbouring doping layer. From the resistances map, we find the resistance of 

buffer layer is 0.039GΩ, while the neighbouring doping layer has resistance of 0.0085GΩ.The 

resistance of the buffer layer is much higher than expected due to the functional abilities of buffer 

layer in MBE growth to reduce defects and diffusion of impurity atoms. As the buffer layer is used to 

create a smooth surface and avoid the impurities in and on the surface migrate towards the epitaxial 

layer, there are might be some defects present in the buffer layer. These defects act as carrier traps, 

and will reduce the electrical conductivity of buffer layer. 
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Figure 5.  7. The profile of current map for Be doped GaAs staircase. The sample is grounded and the tip bias is 1.7129V. 

  

Figure 5.  8. The resistance of the buffer layer and three doped layers of Be doped GaAs staircase sample. 

For MBE growth, no matter how good the substrate preparation is, it is still very difficult to get an 

atomically smooth surface as step-flow growth condition requires super saturation (which is the ratio 

between incident vapour flux and the equilibrium desorption flux from the surface)  of atom flux on a 

surface will not exceed a critical value, which means nucleation on terraces does not occur and the 

steps are perfect sinks for incoming chemical species [293]. For a GaAs substrate, which is easily 
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oxidized, the annealing of GaAs at high temperature to remove the oxide makes the surface even 

rougher. Thus, the oxide desorption process at high temperature leads to surface roughening and re-

construction. A subsequent buffer layer grown at lower temperature is needed to facilitate growth of 

smooth layers and sharp interfaces. The growth of the buffer layer contains initially a lot of defects 

and dislocations which can trap carriers and reduce conductivity [294]. 

That is probably why the resistance of the buffer layer is high in Figure 5.  8. As discussed in the 

beginning of this chapter, there are reports of atomic resolution resistive AFM achieved on insulators 

in UHV [13], but there are no reports of atomic resolution resistive AFM for metals. This is because 

the lateral resolution of resistive AFM is determined by the effective contact area, 𝐴eff, between the 

cantilever tip and the sample. For metals, there are many free electrons in the crystal that conduct 

current easily. This de-localised electron gas results in a larger value of 𝐴eff for metals. For isolators, 

on the other hand, the current transport is confined to the atoms around the tip, thus 𝐴eff
metal >

𝐴eff
insulator. 

For the three highly doped layers, the effective contact area is increased compared to the intrinsic 

case, though probably not as large 𝐴eff
metal; for the buffer layer with higher resistance, the effective 

contact area is smaller than for the higher doped layers. If the actual tip contact area were assumed 

to be constant during the resistive AFM imaging process, then the region with higher resistance would 

appear shrunken and the region of lower resistance would appear broadened. 

  

Figure 5.  9. The resistivity (on log scale) of Be doped GaAs from resistive AFM as a function of doping concentration. 
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5.1.2 VN790 sample 

 

Figure 5.  10. The topography of VN790 sample surface. 

The p-i-n structure GaAs-based LED sample has also been measured with resistive AFM. However, 

there are also some height differences across the imaged area. Figure 5.  11 and Figure 5.  12 show 

that the current and resistance measured of the same area are directly influenced by the surface 

topography information. The contrast from topography is too high near the right hand side, making 

the electrical contrast of the doped layers on the right-hand side near the surface disappear. 

 

Figure 5.  11. The current map of sample VN790, the edge is at the right side of scan area. 

 

Figure 5.  12. The profile of current map and the regions that can be identified. 
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Figure 5.  13. The resistance map is also influenced by the surface defects, but it shows some contrast of the p-i-n structure. 

In Figure 5.  11, the lowest current is measured at the interface of n-doped GaAs substrate and n-

doped AlGaAs region. This is due to the discontinuity of AlGaAs/GaAs interface. The electrons are hard 

to come over the gap between valence band edges. The n-doped GaAs has better conductivity than 

AlGaAs (for intrinsic GaAs, the resistivity is 3.3 × 108 Ωcm while for Al0.4Ga0.6As it is ≈ 1013Ωcm), 

hence the current is higher than n-doped AlGaAs region. The p-doped AlGaAs region is saturated, this 

might be due to the sample being reversed biased. To avoid this, it is better to use smaller voltage, or 

use positive bias. 

From Figure 5.  13, we notice that there are positive and negative mark for the resistance, this is not 

due to the current direction. It is because the 0 resistance is set at the n-doped GaAs substrate, then 

the n-AlGaAs region must have negative value as its resistivity is worse than n-GaAs region.  

The total layer thickness of the p-i-n structure is 2600nm from left of the black region in the middle 

up to the surface, which is close to the nominal thickness of 2550nm. The substrate used for the LED 

structure is n-doped GaAs, thus the variation of conductivity is minimised, and effective contact area 

of tip and sample did not change dramatically. The dark vertical stripes in the brightest region are the 

layers with InAs QDs (about 10nm in size). This suggests that the resistive AFM can do good quality 

measurements of nanostructures. The problem of the experiment on VN790 sample is there are too 

many surface defects on the scanned area. 
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Figure 5.  14. The resistance increases relative to n-region in different regions of VN790 sample. 

5.1.3 Conclusion 
Resistive AFM measurements of the Be doped GaAs staircase sample and the GaAs-based LED sample 

VN790 have been performed. We can conclude from Park data that KPFM for doping measurement 

should be better performed under vacuum or protective atmosphere as the GaAs is easily oxidized in 

air due to high humidity in winter. KPFM can be used for p-n junction detection or doped region- 

intrinsic region interface alignment by measuring the contact potential difference (CPD), however, in 

order to measure the work function shift due to slightly changed doping concentrations, the energy 

resolution of KPFM needs to be improved. 

The spatial resolution change related to the effective contact area of the tip has been discussed by 

combining resistive AFM and SEM measurements. As the scanning speed in resistive AFM is limited by 

the response of cantilever and feedback circuits [295] it is slower than SEM, and a slow scan rate could 

cause local charging by the current passing through the resistors, resulting in additional drift which 

may influence the accuracy of measurements [296].  

The relationship between specific resistivity and resistance is 

𝜌 = 𝑅
𝐴eff

𝑙
 ,                                             (5.1) 

where 𝑙 is the length of vertical current flow path (equals the specimen thickness without tilt). To get 

a quantitative analysis of the specific resistivity, an effective model for 𝐴eff is needed as well as a 

measurement of 𝑙.  
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In this work, the measured resistance of Be doped layers is plotted as a function of doping 

concentration. The SE images showed that 1019 atoms/cm3 or 200 ppm is a high doping concentration 

at which dopants start to segregate. 

The measurement of VN790 sample is not in optimised condition, but we can still point out that the 

spatial resolution of resistive AFM is better than 12 nm as we can see the ~10nm quantum dots. As 

the conductive AFM is working in contact mode, one must avoid damaged surfaces when choosing 

the scan area, otherwise, the signal detected will be disturbed by surface steps or cleavage facets and 

make data interpretation difficult. 

 Results of KPFM 

5.2.1 Be-doped GaAs sample 
Due to surface contamination, the Si doped GaAs staircase sample did not provide useful data for 

analysis. The KPFM result for the Be doped GaAs has shown some features difficult to explain.  

 

Figure 5.  15. The topography of the Be doped GaAs sample surface. The blue arrow points at specimen edge. 

The mechanism of KPFM measurement is to keep the electrostatic force gradient constant, the 

resonance shift being corrected by moving the tip up and down. The relationship is described by 

[297]: 
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where k is the spring constant of the cantilever. However, due to the presence of electrical fields on 

the semiconductor surface, the electrostatic force would be modified; in order to re-adjust the 

resonance frequency of cantilever, the tip sample distance must be changed. So, the measured 

topography is not “height relative to a point on the surface” but “shift of the tip relative to its 

original height”. Thus, the contrast of regions 1-4 is possibly due to due to free carriers accumulating 

at the surface under the DC bias. Regions 5 and 6 are possibly revealing the depletion region at the 

buffer-substrate interface. Region 7 might be the GaAs substrate region without any effect of carrier 

depletion.  
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The simulation of internal electrical field across a p-i interface in GaAs by Padre is reproduced in 

Figure 5.  16. It suggested the depletion width of the i-region is about 400nm, which is quite similar 

to the 380nm total width of region5 and 6. 

 

 

Figure 5.  16. The potential and electrical field between the p-i interface  

I did not find any KPFM work to explain this kind of topography as a result of electrostatic force 

variation due to surface external field through literature survey. The mechanism is still unclear.  The 

scan direction is left to right, so that it could be some cleaving steps at the sample surface. 
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Figure 5.  17. The surface potential and its line profile for Be doped GaAs. 

The potential map looks very noisy, but there is some similarity in the potential profile and the 

topography profile. I assume it is a product of the surface potential and the variation of the tip 

position. We need to build a method that can deconvolution the potential profile with the 

topography steps.   

The KPFM measurements on sample VN790 shows less noise and it did not show the topography 

steps as the Be doped GaAs sample. The scanning direction of Be doped GaAs sample is from left to 

right, the steps are unfortunately indicating the cleaving of the surface. The other reason might be 

the potential difference of Be doped GaAs sample is 50mev while for VN790 is 500mev. When 

measuring small potential differences, the topography information obtain by probe-distance 

controller becomes dominating. 

Figure 5.  18 shows the structure of the LED sample clearly. From the edge, there is a cap layer about 

300nm thin, then a bright layer 750nm in thickness that is the p-doped AlGaAs region, then a thin 

very bright layer (what could this be), then several ultrathin layers of InAs QDs within undoped GaAs, 

then a dark region of 750nm n-AlGaAs region is sandwiched by p-AlGaAs region and the. The highest 

peak in the intensity profile is an evidence of an internal electrical field at the p-i interface. The top 

region of the potential map is for the n-doped GaAs substrate. The noise level is very low compared 

to the potential difference we obtained. With the change of scan direction up and down, the 

resolution of surface potential map looks better.  
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Figure 5.  18. The surface potential map for GaAs based LED structure VN 790. 

5.2.2 KPFM measurement of VN790 sample 
For the Be doped staircase sample, the calculation of doping level from the work function is difficult 

due to the external electric field effect and high noise level. 

For the sample VN790, we lack the nominal doping concentrations for the doped layers. Though the 

sample has an undoped GaAs region, we cannot use it as a reference due to the undoped GaAs being 

embedded in doped cladding layers, and the measured work function will be influenced by the 

electrical field around the sample.  

 

Figure 5.  19. The work function map of GaAs based LED structure VN790. 
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The work function of AlAs is 4.74eV, which is close to 4.72eV for GaAs, so we may assume the work 

function of AlGaAs will not change by much when the group III sub-lattice composition is changed by 

alloying [298]. However, it is interesting to note that the highly doped cap layer shows a smaller 

work function than the p-doped AlGaAs region. I would suggest that this is due to the Be dopant 

segregation in the cap layer modifying the effective work function as metallic Be would have a lower 

work function. The reduced work function of cap layer can improve the light emission efficiency. 

5.2.3 Conclusion 
KPFM can be sued to examine p-n junctions and p-i-n junctions, however, dopant distribution 

mapping for staircase samples with small variation in doping is difficult due to the lack of knowledge 

about the external field induced effect. More theoretical and experimental work needs to be done 

to improve the sensitivity of FM-KPFM.  

Though KPFM can achieve direct measurement of the work function of material, there are still some 

issues remaining in investigating semiconductor devices 

1. It needs to be investigated by simulations how the localised electrical field influences the 

work function measurement by KPFM; this is especially important for semiconductor devices 

as the device structure can be complex and the dimensions down to the nm level. 

2. How can noise in KPFM measurements be reduced and what is the sensitivity for mapping? 

 Summary 

The resistance changes in MΩ can be detected by CAFM. The several meV work function shift can be 

measured in KPFM. Comparing to SEM, the spatial resolution of CAFM and KPFM is better than 

10nm, while SEM has about 20nm resolution.  
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6 Summary and future work 

 Summary 

In the last decades, the high development speed of semiconductor industry has influenced the 

development of computing and telecommunications. As compound semiconductor devices, 

especially GaAs based devices, have some advantages over classical silicon-based devices, like higher 

power density, higher speed and higher optical efficiency, GaAs doping staircases and p-i-n 

structures with different doping levels are important systems to study systematically by SEM and 

AFM. 

The most important factor that influences imaging contrast is the surface treatment method; it has 

been demonstrated by simulation and experiment that 10keV Ar+ ion broad beam milling at shallow 

angle will destroy dopant contrast[299]. Further work should be using lower energy ions that have 

smaller ion ranges and damage the samples less, such as reduce the ion beam voltage to less than 

1.5keV. As the SE1 signal is from primary beam and specimen interaction, it should not show much 

topography information for an on-axis (in-lens) SE detector. The SE image by using in-lens detector 

for SE1 should have the sensitivity for low energy ion milled surface.  

The SE yield as a function of primary electron beam energy can be used to explain why low voltage is 

best used for dopant distribution mapping in an SEM. The effect of electron dose on dopant contrast 

is the following: when the dose is high, the local density of states can be changed dramatically by 

charges accumulating, pinning the Fermi level and hence increasing the work function. Then, 

formerly bright areas can show inversed SE contrast with increasing electron dose. 

The change of working distance (WD) is like have external field applied to the sample. When the WD 

is small, the field lines extend from the specimen stage to the pole piece, helping those electrons 

without enough energy to overcome the barrier for emission from surface. When the WD is large, 

the field is from the pole piece to the specimen stage, suppressing the electron emission from the 

surface. 

Surface carbon contamination and oxide layer formation will have influence on the SE contrast too. 

One must consider all the factors when interpreting the SEM results. 

By combining SEM and resistive AFM together, we discussed the influence of effective contact area 

as a function of doping and the resistance as a function of doping. 

From KPFM measurements we can get direct and quantitative maps of the work function shift in 

different areas of device structures.  

The summary of this thesis is that the SEM image contrast is strongly dependent on the factors of 

surface treatment method, the electron beam energy, the electron dose, the image working 

distance and beam induced carbon deposition on the surface. By correlating SEM and AFM mapping, 

we can compare electrically active dopant distributions. 

 

You should add your work on quantification as far as you have come, e.g. minimum doping visibility, 

how work function changes with doping, what spatial resolution was etc. (add some NUMBERS!) 
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 Future work 

Understand the doping contrast in SEM and cross-correlating it with other techniques like resistive 

AFM will release the full potential of these 2D dopant mapping methods and may improve further 

the sensitivity and data interpretation.  

As discussed in chapters 3-5, dopant distribution mapping of GaAs based semiconductor structures 

and devices (doping staircase samples and p-i-n structure LEDs) by (a) using secondary electron 

imaging in SEM, (b) resistance mapping in resistive AFM and (c) surface potential mapping in KPFM 

mode can be combined. However, there are still many issues remaining. 

For SEM, the complex dopant contrast mechanism makes SE image quantification difficult. Only 

parts of the contrast formation mechanism were investigated, like the influence on the SE contrast 

of surface treatment method, primary beam voltage, electron dose, working distance, and beam 

induced carbon contamination. Future experiments like chemical etching, or classical argon ion 

milled or focus ion beam sections and plasma cleaning can be used in specimen preparation to 

explore how surface structure influence dopant contrast. 

In this work, etching of the surface has been applied, however, the etching rate is too fast for our 

sample with 0.17% Bromine-Methanol solvent, thus the future work should be continuing to reduce 

bromine concentration by adding more methanol into solvent and find a solution which etches the 

GaAs slower than 100Å/min. With smooth and clean etching surface, we expect the contrast can be 

enhanced. 

The effect of plasma clean on the image contrast has not been performed due to laboratory closure 

during Covid. When the specimen is put into a plasma asher, the surface oxide thickness can be 

influenced by the plasma cleaning time[186]. By TEM or Auger electron microscopy measurements, 

the thickness of oxide layer can be obtained[300]. The relationship between surface oxide thickness 

and image contrast will be useful to quantify the SE images and comparing with simulation results. 

How the surface treatment influences the GaAs dopant contrast would be interesting to study in future 

work. Paying more attention to ion milling strategies can be useful to get smooth surfaces, as the 

amorphous layer thickness might be reduced to nm level by low energy ions. Future work of ion 

milling the specimen surface should be conducted after the Ar ion source in implanted into the ion 

miller in our lab. If the amorphous dead layer can be reduced to nm level that means the dopant 

contrast can be detected by optimize the beam voltage and its interaction volume with specimen. And 

this will benefits other semiconductors which are difficult to get a good cleaved surface like silicon. 

Coating the cleaved sample surface with metals to form metal- semiconductor interfaces can enhance 

the SE emission, and improve the surface conductivity to reduce charging effect. Etching of the 

specimen surface at room temperature without stirring or agitation of solution can reduce the 

undesirable etch pits for compound semiconductors [301]and specimens might be stored for longer as 

the etching process will give a passivated specimen surface more inert to ambient. 

By well-established understanding of how ion milling time/energy/angle influence the ion milled 

surfaces, how metal coating species/thickness and how etchant/etch rate/with or with pressure/stir or 

not during etching, one can gain some pre-experimental calibration to set up a standard operation 

procedure. Besides, further understanding of dopant contrast mechanism, and how the SEM set-up 

influences contrast will improve the reproducibility of the SEM dopant contrast.  

The further theoretical study of surface charge effect is also important. The surface charging includes 

the electrical field distribution, the Fermi level pinning and what will happen to the surface charge 

when an electron beam irradiates it. There are still many contributions to be made in this area. 
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As the staircase samples investigated in this study were MBE calibration samples, they were not 

optimised for the dopant contrast study as their doping only covers small doping ranges.  As the field 

of view of SEM at 40kX is about 5µm, a much more extensive staircase with larger ranges of doping 

levels can be investigated if I had a chance to design the sample. And the nominal doping 

concentration provided by the grower is not accurate to better than 20% error from the information 

provided by grower. Though SIMs is a destructive method which is sensitive to all dopant atoms, not 

only the electrically active ones, but it is also still a quantitative method foe one dimensional dopant 

profile. If any future work can incorporate SIMS, a more accurate doping concentration and depth 

profile can be obtained, so that the dopant contrast in SEM can be compared with other techniques 

and explained better. 

For conductive AFM measurements, we can make some improvements by designing a sample with 

higher concentration gradients of dopants to fully explore the detection rang of AFM. Besides, we 

can also add a 1000nm cap layer to the top of staircase samples, which can stop the tip of AFM fall 

off a cliff at the edge of the of specimen in cross section, and then the stability of measurement can 

be improved.  

Here in Figure 6. 1 shows a sketch of ideal p-doped GaAs sample for both SEM and SPM 

measurements which has multiple layers covers 6 doping levels ranging from 1015-1020 atoms/cm3 

being 500nm thickness. Large doping concentration difference will show better intensity contrast 

than the samples used in this work. 

 

Figure 6. 1. The ideal Be Doped GaAs staircase sample which covers larger rang of doping 

The presence of AlGaAs and doped GaAs in the sample is not a problem, although it is possible that 

the work function value of AlGaAs is like that of doped GaAs layers resulting same SE intensity, the 

region can still be identified as most SEM can acquire both BSE (which contains Z contrast relative to 

atomic number) and SE images at the same time. We did not get the BSE image due to BSE detector 

broken but we can still try to use EDS at low kV (5kV, for example, which is enough to active the Al K, 

Ga L and As L lines in the spectrum) for longer mapping time to collect enough X-rays. Having n and p 

type layer in the same sample could also be a good idea, as they are in same sample, the influence of 

instrumental parameter is the same, thus the n and p dopant contrast can be quantitative analysed 

at same time. Considering the limited field of view at high magnification in a SEM, we can design 

another sample which concentrate on heavily doped p and n layers as heavily doped n layer contrast 

shows little or no dependence on doping level due to hot electron generation. By combine SPM 

method, 2D quantitative dopant contrast could be even achieve for heavily doped n-GaAs layers. 
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For resistive AFM, in order to get quantitative data on carrier concentration, a model for the 

correction of effective contact area and thermal drift correction must be developed both 

theoretically and experimentally.  We can avoid the thermal drift by increasing the scan speed by 

tapping mode and do the resistance measurement within cooling system. We can also try to 

collaborate the AFM and SEM together to calibrate the spatial resolution of CAFM. 

 

For KPFM measurement in AFM, the calibration of the tip work function with samples like pure 

metal with known work function is very important as the effective work function of a material equals 

the sum of contact potential difference CPD and tip work function. To improve sensitivity, it is better 

to perform experiments in ultra-high vacuum or under protecting gas atmosphere. This is because 

FM-KPFM is very sensitive to the electrostatic force gradient. 

The KPFM sample used in this study was not transferred in vacuum or freshly cleaved. During 

posting to Park Ltd and before putting it into KPFM, the sample surface has had sufficient time to 

become damaged/ contaminated. Humidity has proven to be a problem too. So in-situ cleaving of 

the sample under vacuum or other sample transfer method should be considered in the future. The 

scanning direction could be changed to 90o of the specimen growth direction or 45o to clarify 

whether visible topography steps are due to cleavage or not. 

For all the SEM or SPM methods used in this thesis, the spatial resolution is very high, the Hitachi 

SEM showed the QDs at about 10nm resolution at 1.5kV. In the foreseeable future, better spatial 

resolution and higher sensitivity methods for doping characterisation will be required due to the 

continued down-scaling of MOSFET devices. Other methods like electron holography or atom probe 

tomography could be used both in research and industrial areas by people who know how to 

conduct reproducible experiments.  
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Appendix 

Sample description 

As intrinsic density 𝑛𝑖 for GaAs used in this report is 2.1 × 106 𝑐𝑚−3 from Ioffe insitute[42]. The work 

function shifts for different doping levels are listed below: 

200nm Si doped GaAs layer at doping level 9 × 1018 atoms/cm3 

200nm Si doped GaAs layer at doping level 1.2 × 1018 atoms/cm3 

200nm Si doped GaAs layer at doping level 2.14 × 1018 atoms/cm3 

300nm Si doped GaAs buffer layer at doping level 3.8 × 1017 atoms/cm3 

350µm un-doped GaAs substrate 

Table 0.1: nominal structure of the n-doped GaAs wafer sample number A  

200nm Be doped GaAs layer at doping level 1.6 × 1019 atoms/cm3 

200nm Be doped GaAs layer at doping level 5.6 × 1018 atoms/cm3 

200nm Be doped GaAs layer at doping level 2.8 × 1018 atoms/cm3 

500nm Be doped GaAs buffer layer at doping level 1.0 × 1018 atoms/cm3 

350µm un-doped GaAs substrate 

Table 0.2: nominal structure of the p-doped GaAs wafer sample number B 

p++ GaAs cap layer 

750nm Al0.33Ga0.67As p+ layer 

500nm undoped GaAs containing three InAs quantum dot layers 

750nm Al0.33Ga0.67As n+ layer 

GaAs n+ substrate 

Table 0.3: p-i-n structure of LED sample number VN790 

 

layer sequence of p-doped 

GaAs 

nominal doping level 

𝑵𝑫(atoms/𝒄𝒎𝟑) 

𝑵𝑫 (ppm) work function shift from 

intrinsic value (eV) 

Layer 3 1.6 × 1019 355 -0.7654 

Layer 2 5.6 × 1018 124 -0.7382 

Layer 1 2.8 × 1018 62 -0.7201 

buffer 1.0 × 1018 22 -0.6934 

Table 0.4 the work function shift expected for different doping levels in p-doped GaAs sample A. 
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Images acquired by Hitachi Regulus 8100 

 

Figure 6.  1. The fresh cleaved Si-doped GaAs staircase dopant contrast by 1.0kV beam voltage at 7.7mm working distance. 
The magnification is 20kX, and upper in lens detector is used. 

 

Figure 6.  2. The ion milled Si-doped GaAs staircase dopant contrast by 1.0kV beam voltage at 7.9mm working distance. The 
magnification is 20kX, and upper in lens detector is used. Electrode in pole piece is positively bias with 2.25V to supress SE3 

to get image with SE1 and SE2. The contrast is disappeared after argon ion milling for 5 mins. 
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Figure 6.  3. The fresh cleaved Be-doped GaAs staircase dopant contrast by 1.5kV beam voltage at 7.9mm working distance. 
The magnification is 20kX, and upper in lens detector is used. 1.5V bias is applied to enhance the contrast. 

 

Figure 6.  4. The ion milled Be-doped GaAs staircase dopant contrast by 1.0kV beam voltage at 8.1mm working distance. 
The magnification is 20kX, and upper in lens detector is used. Electrode in pole piece is positively bias with 2.25V to supress 

SE3 to get image with SE1 and SE2. The staircase structure is not clear as Figure 6.  3 . 
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Figure 6.  5. The fresh cleaved VN790 sample imaged with 3.0kV beam voltage at 7.8mm working distance. The 
magnification is 30kX, and upper in lens SE detector is used. Electrode in pole piece is bias so that SE3 from low angle BSEs 

hitting the polo piece will be collected. 

 

Figure 6.  6. The BSE image of the sample in Figure 6.  5. The atomic contrast is much stronger than doping contrast. The 
image has resolved 10nm quantum dot layer in the middle intrinsic region. 

 


