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Abstract

The national management of road congestion is a complex and multi-
disciplinary challenge. In previous decades the solution was to build
more capacity; however, in densely populated countries this is no longer
an easy option due to the cost and environmental issues entailed. Pro-
active traffic management is one key to improving the performance of
the road infrastructure going into the future, when not only the eco-
nomic productivity but also the environmental impacts of transport will
be under increasing scrutiny. Models to analyse congestion need to
be developed that can be effectively applied to large national networks
within the constraints of accuracy, efficiency and data-privacy.

This work seeks to investigate how to use the existing cross-sectional
traffic data that highway authorities readily have access to for the cre-
ation of data-driven traffic assignment models. These models can assess
the performance of key national road infrastructure and strategic inter-
ventions to reduce congestion. Such data is currently used to reactively
manage traffic with action taken after congestion has started.

This work first looks at extracting the building blocks of a data-driven
model for the English motorway network. This includes a degener-
ate topographic representation via map generalisation. Techniques for
the estimation of the key components of traffic assignment models are
then developed to work with the data restrictions. The use of density-
based road-specific congestion functions is proposed and compared to
the state of the art to enable the efficient and accurate calculation of traf-
fic patterns. A new technique utilising network modularity community
detection is developed that divides the network and estimates the de-
mand profile of its drivers from the measured road flows, reducing the
network size restrictions of current approaches. Finally, the developed
techniques are applied to a national strategic road network to evaluate
network inefficiency from selfish driving and potential targeted inter-
vention strategies.
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Chapter 1

Introduction

1.1 Background

The problem of congestion on road networks

The management of vehicle traffic flows is a complex and multi-
disciplinary challenge. The economic losses in the UK due to congestion
on roads has been estimated by an INRIX report to be £8 billion in 2021
and this is predicted to rise [1]. Conventionally, the solution to traffic
congestion taken by transport planners was to build more roads and in-
crease their capacity. However, due to induced demand effects, where
increased capacity attracts new traffic, this is not always effective [2].
Furthermore, in densely populated countries, new construction is often
no longer viable due to the cost and environmental issues attached [3, 4].

Many road authorities around the world rely on reactive approaches to
managing congestion. For instance, much of the English Strategic Road
Network (SRN) is constantly monitored by the Motorway Incident De-
tection and Automatic Signalling (MIDAS) system [5]. The system uses
sensors spaced less then 500m apart to provide information to National
Highways (NH) about traffic on the roads. Currently, the system is used
in a reactive way with actions taken in response to congestion, using
techniques such as varying speed limits and modifying the number of
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lanes on affected road sections [6, 7]. According to statistics reported
by the UK Office of Rail and Road [8], apart from disruption due to
the COVID-19 pandemic, since 2015, average delays on the English SRN
have been steadily increasing, a trend that coincides with steadily rising
vehicle numbers. This results in a reduction in road users’ satisfaction
with the network. As such, there is a need to take a broader pro-active
approach to road management, anticipating congestion patterns across
the entire network rather than just implementing reactive changes on
localized sections of road. This requires significant improvements in
congestion analysis methods aimed at strategic planning on large-scale
national road systems. Pro-active intelligent traffic management is key
to improving the performance of the road transport infrastructure in the
future, when not only the economic productivity but also the environ-
mental impacts of transport will be under increasing scrutiny.

Approaches to analysing congestion

In the literature of previous research focusing on road traffic there are
two main branches of modelling, each with different purposes [9]. One
is traffic flow propagation, which looks into the dynamic evolution of
traffic flow patterns. This approach is more suitable for traffic engi-
neering applications such as designing traffic light intersections. The
other is Traffic Assignment (TA), which is suitable for strategic trans-
port planning. It focuses on the routes drivers take on roads and is used
to analyse equilibrium flow patterns for making decisions on network
investments such as capacity improvements. It models the road system
as a large-scale complex flow network and is capable of the holistic ap-
praisal of congestion at the entire network level. This thesis focuses on
the analysis of national road systems using the latter network-based TA
models.

Research gap in data-driven traffic assignment models

As will be described in more detail in Chapter 2, current approaches to
building data-driven TA models and computing their two key compo-
nents, which are appropriate congestion functions and estimated Origin-
Destination (O-D) demand matrices, are lacking in accuracy and appli-
cability within the context of modelling large-scale national networks.
New methods are therefore needed to unlock the potential of existing
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direct traffic measurement systems such as MIDAS, which are largely
free of privacy restrictions and readily accessible through routine collec-
tion by highway authorities. Section 2.3.1 details how alternative traffic
data such as travel surveys used for estimating O-D demand matrices
have two major drawbacks. Firstly, they entail high costs and require
significant time to collate, which means that they cannot easily reflect
the latest demand profiles at higher frequency (e.g. annually). Secondly,
travel surveys only ever sample a small percentage of actual driver trips,
whereas automated data collection systems constantly monitor all traffic
passing their sensors.

The generation of full TA models for large scale networks using purely
raw cross-sectional sensor data (e.g. loop detector) has mainly only been
explored by Zhang et al. [10]. However, the authors of this model have
identified limitations in accuracy and network size relating to the calcu-
lation of its key inputs.

Currently, O-D matrix generation using solely cross-sectional flow data
is computationally intractable for large networks. This is due to prob-
lems with the number of decision variables used in the process of prior
O-D matrix estimation (details are provided in Section 2.4). As such, this
thesis proposes a network simplification procedure in order to reduce
the problem size by clustering road network nodes together through a
modularity-based community detection algorithm. The simplification
needs to reduce the computational difficulty of prior O-D estimation
whilst maintaining the necessary information needed to build a rea-
sonable model. However, the detailed implementation of O-D matrix
estimation on a partitioned network has never been explored before.
In Chapter 5, the optimal method of network simplification to produce
the O-D input is determined and compared to other developed imple-
mentations based on computational requirements and TA model accu-
racy. This method is capable of reducing a large highway network to a
tractable size whilst maintaining reasonable result accuracy.

Section 2.5 details how existing methods of choosing congestion func-
tions are typically too generalized. With the availability of detailed data
of actual congested traffic such as that provided by MIDAS, this thesis
explains the need to develop road-specific density-based fitting meth-
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ods, and tests the approach on an actual large highway network. Pre-
vious research has indicated that there are accuracy gains from fitting
different congestion functions to individual road segments and using
traffic density to fit these functions on the congested regimes. However,
it is not clear from the existing literature which mathematical formula-
tions of congestion functions are most suitable for this kind of fitting,
particularly in the specific context of national road system analysis. In
Chapter 6, the optimal approach to calculating these congestion func-
tions is determined through a full comparative analysis of different con-
gestion function forms and their impact on TA results, balancing accu-
racy against computational cost.

Currently in the literature (as described in Section 2.6), empirical stud-
ies into the effect on network performance due to selfish behaviour
from drivers and targeted road interventions have been limited to sim-
ulated data, small regional networks or simplified models. Having de-
veloped methodological improvements for extracting TA model inputs
from cross-sectional data, a full national network TA model for accurate
congestion analysis can now be produced. To demonstrate the impor-
tance and relevance of the developed models, the loss in performance
from selfish routing and the impact of potential congestion reduction
strategies are quantified for the case study of the English SRN in Chap-
ter 7. Such analysis illustrates the benefits of the model, in that it al-
lows the analysis of the network at the whole system level as well as at
smaller scales such as individual road segments or clusters of multiple
neighbouring road segments.

The work in this thesis will use the MIDAS data available on the En-
glish SRN in a novel way to develop the appropriate data-driven tech-
niques needed for traffic assignment modelling on large-scale national
networks. As detailed in Section 2.3, it is routinely collected by NH
without the major privacy issues of other data systems. This results in
it having a useful level of accessibility that could provide real utility for
transport planners. It is used at the core of this thesis as it is repre-
sentative of a direct national traffic measurement system that provides
cross-sectional data. It does have some limitations relating to the extent
of the road system it can provide data for. For instance, its spatial cov-
erage is restricted to the main roads of the SRN, so it does not cover the
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large number of non-SRN routing options available to drivers. Also, the
loop detectors it relies on can be prone to errors, which can reduce tem-
poral data coverage when sensors are malfunctioning. Despite this, it
has sufficient coverage and scale to represent a large contiguous portion
of the English SRN, which makes it a good candidate for developing the
data-driven techniques for extracting TA model inputs for large national
road systems. Such techniques developed with the MIDAS data could
then be transferable to national road systems in other countries.

1.2 Research Aim and Objectives

The aim of this thesis is to develop accurate and computationally ef-
ficient methods to analyse overall traffic congestion on national road
networks solely using cross-sectional sensor data, such as that provided
by MIDAS and other loop detector systems.

This aim will be supported by the following objectives:

1. Develop the methodology to create the topographic representation
of a strategic road network for TA models and process traffic sen-
sor data compatible with the data available on the English SRN
(Chapter 4).

2. Develop the methodology to calculate the O-D demand matrix
from cross-sectional sensor data alone for national scale networks,
which can estimate demand patterns on the topographic represen-
tation at different scales (Chapter 5).

3. To evaluate, through accuracy and computational cost, different
methods of selecting congestion functions on a national network
scale derived solely from cross-sectional sensor data (Chapter 6).

4. Create an accurate data-driven TA model of the English SRN mon-
itored by MIDAS to analyse how efficient its routing is and the
impact of road specific interventions (Chapter 7).

20 / 208



The first objective can be classed as data processing and preparation,
the second and third objectives are model development, and the fourth
objective is model application.

1.3 Thesis Outline and Structure

A brief summary of the main content and results of each chapter is
provided below.

Chapter 1 presents the background context to this thesis. It outlines
the need for further developments in the tools available for the strate-
gic planning of road systems to reduce congestion. The data-driven
approach to traffic assignment is introduced along with the aim and
objectives of the thesis relating to its improvement.

In Chapter 2, a literature review is presented to assess the current state
of the knowledge in strategic road traffic analysis. The review covers
the different types of traffic models and data types currently available.
It is found that the current tools for analysing strategic road systems
could be improved through a data-driven approach, utilising the data
collected routinely by highway authorities. The chapter describes the
use of data-driven methods for the generation of TA models for large
scale networks using purely cross-sectional data. It explains the limits
on result accuracy and size of networks analysed from the techniques
used to obtain the key inputs of congestion functions and O-D demand
matrices. It discusses current approaches to improving road network
performance and how improved TA models can enhance this. The lit-
erature review is summarised to frame the needed research to develop
data-driven TA for better strategic national planning.

The general methodology for the formulation of a data-driven TA model
is outlined in Chapter 3. This includes the mathematical definition of
the network used for analysis, the formulation of the Traffic Assignment
Problem (TAP) and a description of the algorithm used to provide so-
lutions to it. It presents alternative forms of congestion function and
describes the current techniques for obtaining an O-D demand matrix
from cross-sectional data. This formulation is used as the base for the
developments of the thesis.
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The network and traffic data sets of the English SRN are described in
Chapter 4. These data sets are used for the real-world empirical exper-
imentation that provides the evidence for the results of the thesis. The
chapter describes the techniques used to process the data for use in TA
models.

Chapter 5 contains the development of a novel method of obtaining
the prior O-D matrix for a large-scale road system solely from cross-
sectional data. This is done through utilising network modularity to
partition the network into communities, which reduces the computa-
tional complexity of the problem. Alternative ways of combining the
partitioned prior matrix estimates are investigated, including changing
the scale of network analysis. These are tested on artificially-generated
networks and the real-world English SRN.

Chapter 6 contains a series of experiments to develop road-specific con-
gestion function fitting. It evaluates, through accuracy, the choices of
function form for use with flow-based and density-based fittings on the
sample of real-world roads from the English SRN. It then tests the most
suitable function for its impact on TA results and compares it to the
current state of the art on accuracy and computational cost.

Chapter 7 applies the developed data-driven TA modelling techniques
to a large representation of the English SRN covered by the MIDAS
system. This is made possible by the results of the preceding chapters.
It showcases the utility that the created model has in understanding the
strategic analysis of congestion at the national level.

The thesis concludes in Chapter 8 with an overall discussion of the re-
search findings and recommendations for future work.
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1.4 Summary of Contributions to Knowledge

This thesis makes a clear contribution to research in transport planning
by filling a research gap in practical methods of data-driven model cre-
ation for the strategic national analysis of congestion. The novel contri-
butions to knowledge of this thesis correspond directly to the fulfilment
of the objectives and can be summarised as follows:

1. A set of techniques are developed which effectively clean and pro-
cess the National Traffic Information Service (NTIS) and MIDAS
data sets of the English SRN to allow such map and sensor data to
be used for the purposes of data-driven TA modelling of a national
road system. This includes an algorithm for the simplification of
the NTIS data set into a degenerate arterial road topographic rep-
resentation. Also, it includes a procedure for processing MIDAS
data to remove problematic measurements and enable its utilisa-
tion for the estimation of TA model inputs.

2. A novel method is developed for calculating O-D matrices from
flow counts which utilises modularity-based community detection
to optimally partition a road network. It enables existing prior O-
D estimation techniques to be applied with reasonable accuracy
to sizes of networks previously unattainable due to computational
requirements, and to be applied at different scales.

3. A density-based, road-specific fitting approach for constructing
congestion functions is developed which, when applied to a real-
world large SRN, provides improved accuracy for TA model re-
sults with much lower computational requirements compared to
the state of the art. This makes the proposed approach the best cur-
rently available for the analysis of large-scale strategic networks.

4. Utilising the methodological advances of the thesis, an accurate
data-driven TA model of the English SRN monitored by MIDAS
is produced to illustrate the utility of the developed modelling ap-
proach. By applying it, the effects of rerouting drivers and making
network changes are quantified for a real-world large-scale road
system, including at the level of different network areas and in-
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dividual roads. This provides new insight into the merits of the
different options available to transport planners for improving net-
work performance. Based on the literature reviewed in this thesis,
such an analysis has not been done on a similar road system at this
scale before.

1.4.1 Research Output

The research featured in this thesis has also contributed to the following
conference and journal publications:

• Alexander Roocroft, Muhamad Azfar Ramli, Giuliano Punzo. Ef-
ficient Computation of Optimal Traffic Assignment in Nationwide
Highway Networks from Raw Loop Detector Data. In: Transporta-
tion Research Board 100th Annual Meeting, Washington D.C., 2021.

Material prepared for this article is featured in Chapters 2, 3, 4, 6.

• Alexander Roocroft, Giuliano Punzo, Muhamad Azfar Ramli.
Link Count Data-driven Static Traffic Assignment Models Through
Network Modularity Partitioning. Transportation, Springer. 2023
(accepted for publication).

Material prepared for this article is featured in Chapters 2, 3, 4, 5.

• Alexander Roocroft, Muhamad Azfar Ramli, Giuliano Punzo. Im-
proved Data-Driven Optimal Traffic Assignment Through Density-
Based Road-Specific Congestion Function Estimation. IEEE Ac-
cess, IEEE. 2023 (under review).

Material prepared for this article is featured in Chapters 2, 3, 4, 6.

• Alexander Roocroft, Giuliano Punzo, Muhamad Azfar Ramli. Sys-
tem Optimal Routing and Distribution of Benefits on National
Road Networks. In: 16th World Conference on Transport Research,
Montreal, Canada, 2023.

Material prepared for this article is featured in Chapters 2, 3, 4, 7.
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Chapter 2

Review of Literature on Strategic
Road Traffic Analysis

2.1 Modelling Road Traffic

Transportation engineering has a rich literature in many different types
of models operating at different scales to try to accurately recreate the
behaviour of road traffic. For the purposes of strategic planning on
national road networks the model types can be split into traffic flow
propagation, traffic state estimation and TA models [11].

2.1.1 Flow Propagation Models and Traffic State Estima-
tion

Traffic flow propagation models are typically divided into three main
levels depending on the scale of their underlying processes: micro-, meso-
and macro-scopic. All models have parameters which need to be cal-
ibrated to reduce model errors. The choice of model depends on the
type of data available for calibration and the purpose of the model [12].

Microscopic models simulate the behaviour of each vehicle on the road
using equations to represent behaviours like driver gap acceptance and
lane changing at the vehicle level. However, they require highly per-
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sonalised data about the vehicle dynamics and driver behaviour which
often limits the accuracy of the model parameters, preventing their ap-
plication to large scale networks where errors can compound [12].

Mesoscopic models are the intermediate level of description, examples
include headway distribution and gas-kinetic [13]. They are able to pro-
duce more realistic reproductions of vehicle interactions than macro-
models but they need detailed car-tracking data which is not feasible
for large-scale national road systems [12].

Macroscopic models are the least detailed and only model the aggre-
gate traffic flow characteristics such as traffic density and average speed.
They have the advantage over microscopic models in terms of lower
computational requirements while preserving most of the essential traf-
fic behaviour [12]. Since macroscopic models operate with average, ag-
gregate values they can be calibrated with cross-sectional data (e.g. loop
detectors, Bluetooth sensors). They are used often at the whole road
level to understand how the average flow of the traffic changes over
distance and time, showing phenomena like shockwaves for traffic jams
[9]. Examples include Daganzo’s Cell Transmission Model which uses
the kinematic wave theory of traffic flow, treating traffic as a compress-
ible fluid. Macroscopic flow propagation models can be used for looking
at traffic behaviour on large networks; however, they are intractable for
calculating the System-Optimal (SO) flows in a network analysis [14].

There has been research into expanded macroscopic models at the net-
work level. This includes network fundamental diagrams which de-
scribe the relationship between average density in a network and its
outflow [15]. These however, being aggregate models of the network as
a whole, do not have the detail at the individual road level so cannot
analyse each road’s influence on the performance of the network.

Traffic state estimation is another established research area of macro-
scopic modelling. It is the process of estimating the macroscopic traffic
variables (i.e. flow, speed or density) on roads from partially observed
data based on how they are expected to evolve over time [16]. Such mod-
els are used mostly in short-term traffic management, typically extrap-
olating available data from different sources and combining it [17, 18].
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Recent work has looked into applying machine learning and neural net-
works to forecast predictions [19]. However, the scope of such models
does not include analysing the TA patterns at the network-level.

2.1.2 The Network Analysis Approach of Traffic Assign-
ment Models

Traffic Assignment (TA) is a network-level modelling approach aimed
at predicting and analysing the distribution of drivers on a road system
across their available routes [9]. It does not look into how traffic flows
within the roads but in how vehicles flow around the system from a
whole network perspective. This approach is largely born from research
within the area of transport planning models, with recent additions from
computer science, economics and algorithmic game theory [20]. Essen-
tially, it can be thought of as deconstructing complex road systems and
re-examining them as a network, like any other large network such as
the internet. It has the advantage of being able to analyse large numbers
of roads without trying to replicate the minutiae of the complex net-
work, instead merely linking the travel time (or other cost) on a road to
the number of vehicles present at that time, and estimating how drivers
choose their routes based on the present conditions.

Traffic flow propagation models use simulation over a period of time to
see how the traffic evolves at different scales. Instead, the network analy-
sis approach works with equilibria relating to the pattern of assignment,
looking into how changes to the network affect the traffic patterns and
associated travel costs [9].

The approach has the advantage over aggregate network fundamental
diagrams of providing insight into how the individual roads are in-
volved in the overall performance of the network. This allows analy-
sis of how traffic on each road is affected by different changes within
the road and elsewhere on the network [21]. Also, this permits investi-
gation of road-specific improvement works (e.g. maintenance, capacity
addition, road reconstruction), which will facilitate its use for strategic
planning [10].
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2.1.3 Graph Theory

The network analysis of roads through TA relies on graph theory. Graph
theory is a field of mathematics which underpins system representa-
tions of networks. TA models utilise directed graphs (a.k.a digraphs).
A directed graph G is defined as a non-empty finite set of nodes (a.k.a
vertices) V(G) and a finite family A(G) of ordered pairs of elements
of V(G) named edges (a.k.a links, arcs) [22]. V(G) is the node set
and A(G) the edge family of G. An edge (v, w) from node v to w is
usually written as vw. An example of a directed graph is shown in
Figure 2.1 with the node set V(G) as {a, b, c, d} and edge set E(G) as
{ab, ba, ac, ca, bc, cb, bd, db}.

a
b

c

d

Figure 2.1: Example of four node directed graph with eight edges.

An undirected graph is known as a simple graph. A simple graph G is
defined as a non-empty finite set of nodes (a.k.a vertices) V(G) and a
finite set E(G) of distinct unordered pairs of distinct elements of V(G)
named undirected edges [22].

In general, nodes represent entities and edges are the interactions be-
tween them. In road systems, graph theory can be used to generalise
the topological information of the network. Nodes are often locations or
junctions and edges are sections of road. Many techniques at the core of
TA, such as shortest path algorithms (e.g. Dijkstra’s) [23], utilise graph
theory for its ability to analyse complex systems.

2.2 Traffic Assignment Models

Typically, traffic patterns on road networks are modelled using a frame-
work consisting of four-stages, often referred to as the four-step travel
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model. The stages are i) trip generation, ii) trip distribution, iii) modal
split and iv) route assignment (see Figure 2.2).

The first three steps are concerned with the estimation of travel demand.
The first step, trip generation, determines the total number of trips pro-
duced from, or attracted to, zones of the network based on population
and land-use information. The number of trips is the network’s travel
demand. It forms the input of the trip distribution. This aims to allo-
cate the trips from individual trip origins to destinations with respect to
the overall zonal trip production and attraction from the first step. The
third step, modal split, uses the costs of alternative modes of transport
to divide the trip demand between the options available. It produces
an estimated trip demand for each transport mode between each origin
and destination on the network. This is represented by an O-D demand
matrix [11]. In the final step, route assignment, the estimated demand
is distributed across the available routes between the origins and des-
tinations, using the generalised costs of each route which are often not
fixed. Generalised cost can include many different ’expenses’ for the
driver, from fuel usage to vehicle emissions, most commonly it includes
travel time [11]. If the model assumes elastic demand, such that the de-
mand for travel depends on the cost, then the costs for travellers in the
last step can alter the choices made in the mode-split and trip distribu-
tion steps [11].

The process of the four-step model is shown in Figure 2.2 where the
steps are grouped according to their role. TA can sometimes be referred
to as the latter three steps working in a loop, which depend on the trans-
portation system. In this thesis, TA only refers to the route assignment
stage. The first three steps are not used in the models of this thesis and
lie outside its scope. The O-D matrix is instead estimated directly from
measured traffic data on the roads only for an assumed single mode of
private vehicles. To simplify the analysis, it is assumed that the demand
is not elastic and the costs of route assignment do not feedback to trip
distribution or mode split. Although this may reduce overall model ac-
curacy, it improves computational requirements and allows analysis to
meet the objectives of the thesis.
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Figure 2.2: The interaction of the different stages of the conventional four-step
travel model.
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2.2.1 The Traffic Assignment Problem

The TAP is concerned with allocating the estimated demand for travel
between the O-D pairs onto the routes connecting them so that route
flows and costs are in an equilibrium. It is assumed that the drivers
choose routes based on their generalised cost and that the cost depends
on the number of drivers due to congestion. There are different be-
havioural rules for the equilibria of the flows and costs.

The first of which, User-Equilibrium (UE), is based on Wardrop’s first
principle developed in the 1950s [24], which asserts:

"The journey times on all routes actually used are equal, and less than those
which would be experienced by a single vehicle on any unused route."

This implies, the UE flow pattern is one in which the drivers pursue their
individual best route, seeking to minimise their own travel cost without
considering the impact on the overall performance of the system. In TA
literature it is frequently named as the Wardrop equilibrium. It is similar
to a game-theoretic Nash equilibrium of the flows, a flow assignment
pattern were no individual driver can improve their cost unilaterally
(see [9] for an explanation of the slight difference). This flow pattern
is frequently observed in driver behaviour on real-world networks and
throughout this work it is assumed that it matches the observed flows
as commonly done in other models [25, 10].

The UE pattern assumes that travellers know the costs of the routes
available to them. While this may be true if they have assistance from
navigation technology, the assumption is not always correct. An al-
ternative assumption is that drivers aim to unilaterally minimise their
perceived cost which includes a random error into the cost of routes,
leading to a stochastic user-equilibrium [11]. This is outside the scope
of the analysis of this thesis.

Another widely used equilibrium pattern is System-Optimal (SO),
which is based on Wardrop’s second principle [24]:
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"The average journey time is a minimum"

This is understood as the global cost of all drivers is minimised through
assigning them to the routes which allow them to reach their destina-
tion with the lowest overall travel cost. To quantify the difference in cost
between UE and SO routing policies and highlight the loss of perfor-
mance on the network, the Price of Anarchy (POA) is used as a metric
to compare the two (Section 2.6.2) [20].

Beckmann et al. provided the first mathematical formulation of the TAP
as an optimisation problem which was proven to find a unique solution
[26]. This mathematical formulation of the TAP is covered in Chapter 3.
A TA model is formulated to determine the optimal traffic distribution
and associated costs to reflect the behaviour of the drivers, whether UE
or SO, through different objective functions in an optimisation formu-
lation. Solving the TAP involves iterating between route choice (when
the lowest cost routes are chosen) and network loading (when the route
costs are adjusted based on the assigned flows) [11].

2.2.2 Assignment Algorithms

Different methods to solve the optimisation problem for both the UE and
SO flow patterns with non-linear cost functions on a network structure
have been proposed [27]. Several approaches for solutions have been ap-
plied, from heuristic techniques such as all-or-nothing and incremental
assignment to more advanced algorithms.

There are three main types of algorithm for solving the static TAP: edge-
based, route-based and bush-based [28].

Route-based algorithms (e.g. [29]) use the O-D pair separability of the
TAP to output route flows. For each iteration, only the flows of one O-D
pair are moved and the others remain fixed. It requires all the routes and
route flows to be stored, which can lead to larger memory requirement
compared to the edge-based algorithms; however, the convergence to a
solution is faster.
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Bush-based algorithms (e.g. [30] and [31]) also use the O-D pair sep-
arability of the TAP and produce route flows, but further reduce the
problem to individual origins instead of the O-D pairs. For each itera-
tion, flows are moved within a directed connected acyclic subnetwork
named a bush. Each origin has its own bush representing the paths from
that origin to all possible destinations. The approach’s fast convergence
and improved memory efficiency compared to route-based makes it a
superior choice for larger networks. However, bush-based algorithms
can be more difficult to implement [29].

Edge-based algorithms were the first of the three types to be developed.
For an iteration, flows are moved between edges. They can only produce
results for edge flows (not route flows) and their convergence to higher
precision results is slower than route-based and bush-based. However,
their memory requirements are very low, much lower than route-based
and bush-based. The best example of an edge-based algorithm is Frank-
Wolfe [32].

First applied to the fixed demand TAP in [33], the Frank-Wolfe algorithm
is used frequently in practitioner software [34] and academic studies
[35, 36, 37, 38]. Its variations usually differ in how the step-size between
iterations are calculated (e.g. Method of Successive Averages) [24]. It
is used in this thesis for its ease of implementation and low memory
requirements for large networks (Section 3.2.1).

2.2.3 Alternative Traffic Assignment Model Assumptions

There have been many different types of TA models created. TA models
are often roughly categorized into static and dynamic models, however,
there is more to understanding the classification than just temporal con-
siderations. Models share many features, however, they vary on how
they treat spatial assumptions and driver behaviour as well as time as-
sumptions. This is comprehensively explained in the review of TA mod-
els in [39].

The review in [39] states the spatial assumptions relate to capacity and
storage constraints on the network. In this regard, four model classes
exist: unrestrained, capacity-restrained, capacity-constrained, capacity
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and storage-constrained. Capacity-constrained models have a hard
limit on edge capacity which cannot be surpassed, instead such mod-
els reroute traffic to roads with spare capacity or incorporate queues.
Storage-constrained models have a maximum storage per edge, leading
to excess flow moving to upstream roads in spill-backs if the size of the
queue exceeds the storage limit. In capacity-restrained models, flow can
exceed the capacity of a road and queues are not explicitly included.
Instead the delays of queues are represented through larger travel times
at flows surpassing capacity. Unrestrained models are rarely used and
have fixed travel times. Within these model classes the assumptions vary
further with the choice of fundamental diagram, which describes the
relationship between edge flow, density and speed in different steady-
states of traffic. Also, models vary on whether delays are added at
intersections through turn flow restrictions.

Behavioural assumptions in models can be mostly grouped as one-shot,
all-or-nothing or equilibrium [39]. One-shot models do not contain feed-
back from previous travel time experience, often a single advanced net-
work loading is applied based on route choice proportions from a sim-
pler model. All-or-nothing models have all drivers taking the fastest
available route for the current travel times, it is mostly used as a sub-
model within equilibrium models. Equilibrium models are the most
capable and are as described in Section 2.2.1. The behavioural assump-
tions can vary further on decision-making with deterministic or stochas-
tic models. These relate to whether the drivers are assumed to have per-
fect route information and rationality. Also, models can vary with how
route cost is updated and considered as drivers complete their trips.

TA models with different time assumptions can be classified into static,
semi-dynamic and dynamic. The assumptions consider interactions
within time periods, including the speed of propagation of traffic states
(i.e. congestion) and the speed of vehicles propagating through the net-
work. Also they consider interactions across time periods, relating to
residual traffic transferred for incomplete trips [39].

Static models simplify the travel demand to being constant over a single
time period for route choice and network loading, often a multi-hour
peak period (e.g. 4-8pm evening commute). They assume traffic outside
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the period has no influence, route choices are stationary and all trips are
completed within a period. The flows they produce are the average over
the period [39].

Semi-dynamic models consider multiple time periods in the analysis,
often in one hour time slices (e.g. 6-7am, 7-8am, etc.). They can be
thought of as a series of static models which pass residual traffic, such
as vehicles in queues, into following periods. They are more able to
represent time changes in demand than static models [39].

Dynamic models often consider smaller multiple time periods (e.g. 15
mins) to represent varying demand and route choice with greater time
resolution. Route choice is usually stationary for a time period but the
network loading often uses simulation models with even smaller time
steps to more accurately represent temporal traffic variations. Dynam-
ics can consider day-to-day and within-day effects. The day-to-day ad-
justment accounts for road users interpreting information about the net-
work and changing their departure times and route choices. The within-
day version models the traffic flows as they dynamically develop over
a day, based on the drivers’ route choices and departure times. There
is feedback from the within-day realisation for the day-to-day process,
such as when the user decides to depart the next day [34].

The most advanced TA models are ones which spatially constrain capac-
ity and storage, are temporally fully dynamic, and include equilibrium
behaviour [39]. Current research is more focused on improving the ac-
curacy of TA models through more realistic approaches with a particular
focus on dynamic TA. In cases when the input data is highly accurate
and computational times are not limiting (e.g. small networks), it would
be better to use more complex dynamic TA if detailed congestion results
are required. Many dynamic TA models incorporate the traffic flow
propagation models in an iterative procedure. The main issue is that
the computing requirements of dynamic assignment models are orders
of magnitude larger than static assignment, making them intractable
for the national level scale [40]. Whilst complex dynamic models have
the advantage of modelling phenomena such as spillbacks across mul-
tiple road segments due to extended congestion, in their current state
they lack the convergence properties required to be useful in the con-

35 / 208



text of strategic planning [41, 42]. They are more suited for operational
management and short-term planning. Their application in large-scale
strategic planning remains relatively rare.

The most common type of TA model used for strategic planning is static
TA. These are more specifically capacity-restrained equilibrium static TA
models. Some key assumptions of these models include: no flow capac-
ity or storage constraints; no turn flow restrictions; no residual traffic
transfer between periods; infinite vehicle propagation speeds; perfectly
rational drivers with complete information; instantaneous travel time
consideration; infinite forward wave speeds and no backward waves
[39]. Such limited assumptions restrict the capability of these models
and the accuracy of their results in many situations. However, capacity-
restrained equilibrium static TA still has many advantages for specific
applications compared to more complex models. These include compu-
tational efficiency, analytical accountability, mathematical tractability, a
greater robustness to errors in input data and easier calibration of model
parameters (e.g. static demand profile) [41, 42].

Capacity-restrained equilibrium static TA models are suitable for high-
level preliminary screening of strategic interventions to create a shortlist
which can be explored with further more exact analysis. They are pre-
ferred when the model inputs are uncertain and rapid analysis of a large
number of different TAs is needed, such as within strategic intervention
planning and O-D demand adjustment. The models are more widely
used in planning and are able to estimate different macroscopic flow
patterns on large-scale real-world transportation networks with greater
efficiency. The analysis of this thesis is aimed at the strategic analysis of
large networks so this approach is chosen.

2.2.4 Model Inputs

With the increase in availability of real-world traffic data there has been
a trend in research towards utilising it for the TA model inputs [10,
43]. The data-driven approach of this thesis seeks to create a complete
network model of a road transportation system.
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The three key inputs of a static TA models include: 1) the road network
structure being modelled, consisting of road segments (edges) and junc-
tions (nodes); 2) the O-D matrix of traffic demand within the network; 3)
the congestion functions of travel delays being assumed for the model.
These are used to produce the primary outputs of expected vehicle traf-
fic flows and travel times across each road segment for UE and SO traffic
patterns. The estimation of these inputs from data is considered in the
following sections.

2.3 Road Traffic Data Sources

A key challenge for data-driven TA models is determining what data to
use as input, this can be grouped into traffic data and map data.

2.3.1 Traffic Data

The measurement of real-world traffic is essential to understanding its
behaviour. The various types of field data that can be collected have led
to improvements in planning and management of the complex systems
of transportation networks. Two main categories of field measurements
for traffic moving on the roads are floating car data and cross-sectional
data [44].

Floating car data provides information on the full trajectories of vehicles
on the network and monitors how a vehicle’s behavior changes over the
length of a journey. New types of collection for this data are emerging,
most commonly it is collected from sources such as mobile phone GSM,
GPS and Automatic Number Plate Recognition (ANPR) [45, 46, 47]. GPS
data collects the coordinates of vehicles at specified time intervals which
are then matched to the road network. With less precision, the triangu-
lation of mobile phone GSM signals of vehicle drivers and passengers
also estimates the coordinates of vehicles. ANPR tracks vehicles at dif-
ferent points through licence plate identification as they travel across the
road network. This requires the installation of overhead gantries which
could entail higher installation and maintenance costs.
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One key advantage of floating car data over cross-sectional data is that it
provides routing information which could improve the estimation of the
O-D demand matrix. However, common types of floating car data cur-
rently have issues relating to commercial restrictions, privacy and road
network integration that limit their accessibility for data-driven mod-
elling [48]. Such issues often limit the number of recorded vehicles to a
small sample of the total road users, so the estimation of macroscopic
quantities (e.g. flow, density) requires extra modelling.

The methods of obtaining cross-sectional traffic data are more estab-
lished than floating car data, as the technology used has been around
since the early 1960s [4]. The data are obtained from stationary sensors
installed at fixed locations along selected roads and measure the vehi-
cles which pass by. They aggregate traffic over set time periods and
can provide macroscopic measurements of flow, speed, occupancy and
headway at that fixed location.

A common way of collecting cross-sectional traffic data is through the
installation of inductive loop detectors. These sensors are frequently
installed under the road surface across the highway systems of vari-
ous countries around the world [49] and they work by detecting the
presence of vehicles using electromagnetic induction as they pass over-
head. Unfortunately, data obtained from loop detectors can be noisy
and error-prone for a range of reasons, from being confused by multiple
axles to being damaged by roadworks [50]. Whilst emerging alternative
methods to detect vehicle counts such as radar sensors or Bluetooth-
based sensing technology are already available [51], loop detectors re-
main widely used on major road systems worldwide. This includes the
MIDAS system of the English SRN which mostly utilises loop detectors
[5] (see Chapter 4).

The computation of average traffic measurement values aggregated from
loop detector data such as the average speed for the given hour or the
average traffic density for a given segment of road may not be truly
accurate for use in TA models. This is because measurement systems
using loop detectors provide temporal averages of speed which is inex-
act to use in the calculation of density [52]. Truly accurate space-mean
measurements of density are only practically available with aerial pho-
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tography [53]. Currently research is looking into the use of aerial drones
for recording traffic, which could be an effective future option for these
types of measurements [54].

Other types of data used for traffic analysis relate to demand estima-
tion and can be used to complement the lack of routing information
within cross-sectional data. An established way of obtaining O-D matri-
ces is through manual surveys of road users, such as household or road-
side interviews. However, these can be expensive and time-consuming,
which leads to them having low sample rates and frequency. As a re-
sult they are prone to high sampling bias risk and missed movements
[55]. On closed-system highways, usually where a toll has to be paid to
enter the system, the smart card or toll gate information can be used to
estimate trip information [43, 56]; however, this does not apply to open-
systems such as the English motorway network. Further approaches
include utilising zone-based activity and socio-economic data to simu-
late approximate theoretical demands [57, 58].

Cross-sectional data from loop detectors has its aforementioned draw-
backs, however, it is often publicly available [49] and its anonymous
nature avoids the privacy concerns that are restrictive for other forms
of data collection. Loop detectors are installed and operated by many
highway authorities around the world. The accessible nature of the
routinely collected data is still, in many ways, an untapped resource
for the strategic planning and improvement of road performance. The
MIDAS system is a good example of this. With its wide coverage of a
large area of the contiguous English SRN, it is amenable to the creation
of a data-driven TA model and that is why it is used to deliver the
objectives of this thesis.

2.3.2 Network Structure Map Data

To operate at the scale of overall route selection, TA models need a sim-
plified version of the true road network. This simplified network has
some of the detail of junctions and roundabouts removed to produce a
degenerated arterial road topographic representation. The models are
not concerned with the detailed movements of drivers as they navigate
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junctions, as for example microscopic simulations would be used to in-
vestigate changes to traffic lights.

The map data used to produce the topographic representation can come
from sources such as Google Maps and OpenStreetMap. For the case
of the English SRN, the NTIS Network and Asset model represents the
road network and links it to the different sensors and infrastructure
used by the managing authorities. The NTIS model is at a level of detail
unnecessarily high for TA models, which limits its ability to analyse
the system at large scale with agility. Large national road networks
including the English SRN are intractable without a network reduction
approach [59].

Automated map generalisation of complex road junctions has been
the subject of previous research to reduce and simplify road map data
by identifying the nodes and edges associated with interchanges on
the road network. The work in [60] first developed a method of using
clustering on nodes of a specific order to identify junctions. Other
work has expanded this by using extra information such as the angle
between the edges to better identify the structures of the characteristic
intersections used in clustering [61]. Similar methods are used in this
work to process the map data to produce the topographic representation
of the TA model.

2.4 Origin-Destination Demand Matrix

Origin-Destination (O-D) demand matrix estimation is a key challenge
for static TA models and road transportation planning. O-D demand
matrices represent the number of trips taken by drivers between distinct
origins and destinations on the road network within a specific analysis
time period [62]. As outlined in Section 2.3.1, there are a range of data
sources from surveys to mobile phone signals which can be directly used
for O-D estimation. When that data is unavailable due to established is-
sues (e.g. privacy, sample size) then the cross-sectional data measured
on roads from sensors such as loop detectors can be utilised. How-
ever, this does not provide any information on the routes drivers take.
Techniques in the literature exist which can use flow counts from cross-
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sectional data to estimate O-D demand without the additional need for
surveys or historic trip data [63].

Attempting to estimate the O-D matrix solely from mean traffic flows
entails problems relating to identifiability [64]. Usually, for a given road
network the flows x on the edges can be expressed as a function of the
O-D demand g.

x = assign(g) , (2.1)

where assign is the process of drivers making route choices through the
solution of the TAP. If the demand is not known then g could be esti-
mated through the inverse of the assign process in a kind of reverse of
the TAP.

g = assign−1(x) , (2.2)

As the number of edge flow counts is almost always less than the num-
ber of O-D demand pairs to be estimated, it is difficult to know which
vehicles on a road are travelling between which O-D pairs [64]. The
equation is undetermined and a unique solution unattainable. In practi-
cal terms this means an infinite number of O-D demand patterns could
reproduce the observed flows.

Additional information is required, which is provided via a prior matrix,
borrowing a concept from Bayesian statistics relating to prior belief in
evidence. Sometimes referred to as the target or historic matrix, the prior
matrix can be estimated in many ways (e.g. surveys); its purpose is to
provide structural information on the demand to restrict the number of
solutions to those close to the real O-D matrix.

For cross-sectional traffic data, network tomography-based approaches
such as [55, 65, 66, 67] attempt to use the stochastic nature of traffic
counts to estimate prior O-D demands using multiple samples of edge
flows on the network for the estimation time period. Assuming the Pois-
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son distribution of demands and a non-congested network, the Gener-
alised Least Squares (GLS) method as formulated in [55, 64] is a practical
version of this approach, which has been applied to real world highway
networks in static TA models [10]. Other related flow count techniques
are reported to have superior accuracy, however, they require additional
data sources such as privacy sensitive ANPR [68, 69, 70]. Although its
assumptions may be strong [71], due to its relatively lower computa-
tional requirements compared to the other network tomography-based
approaches, the GLS method is useful for gaining a prior matrix to be
subsequently refined to include the effects of congestion through O-D
adjustment algorithms [72, 73].

O-D adjustment methods aim to combine the information of the prior
matrix with flow counts on individual roads. This is often used to up-
date demand matrices derived from surveys with more recent measure-
ments of the vehicle flows on the roads, avoiding the expense of a new
survey. They are formulated as optimisation problems with an objective
function that aims to balance the twin goals of finding a new O-D matrix
that matches the observed flows through TA, and not moving the O-D
matrix too far from the prior matrix. In current research, there are many
alternative approaches to formulating this problem, some with different
weightings and distance metrics that affect the balance between objec-
tives, along with alternative algorithms to find the optimal solution [74].

A key classification can be made by distinguishing between methods,
with demand-independent and demand-dependent assignment of de-
mand. Earlier attempts at O-D adjustment [75, 76] made the assumption
that the assignment matrix mapping demand to flows does not depend
on demand. This allows an explicit linear relation between demand
and edge flows, typically based on the shortest paths by distance. This
makes the problem a convex optimisation with a guaranteed conver-
gence to a global optimum. However, this assumption only holds for
non-congested networks.

To account for congestion, the assignment matrix has to depend on the
demand which leads to an implicit relationship between flows and de-
mand. The problem becomes a Bi-Level optimisation problem (BiLev),
where the upper-level problem seeks the demand matrix that optimises
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the objective function, and the lower-level problem solves the TAP for
UE flows to obtain the assignment matrix for each iteration of demand
estimate. The most widespread algorithms for solving the BiLev are
heuristic gradient descent–based [72, 77, 73], where at each iteration
an estimate of the gradient of the objective function updates the op-
timal demand matrix, assuming the assignment obtained through the
lower-level is locally constant. Alternative algorithms do not include
the locally constant assumption, for instance incorporating Taylor-series
expansions, however, they are less feasible for application to large net-
works sizes [78, 79]. Alternatives to gradient descent such as genetic
algorithm approaches are also in use [36]. The genetic algorithms have
more flexibility with the choice of objective function, however, they have
higher computational requirements than gradient descent [74].

The GLS method of prior matrix estimation and the BiLev gradient de-
scent algorithm are used throughout this thesis, their mathematical for-
mulations are detailed in Section 3.5.

The estimate of the prior matrix is instrumental to the solution of the
BiLev; however, GLS and network tomography-based techniques in gen-
eral have difficulties working with large network sizes due to high space
and time complexity in the involved processes. Previous real-world ap-
plications of GLS have been limited to 34 node networks with single
routes between O-D pairs [10]. Other network tomography-based ap-
proaches have been applied to smaller sized road networks [67, 80].

In [10], previous attempts to apply the GLS method to a larger num-
ber of nodes have involved zoning and ’landmark’ subnetworks. The
zoning approach groups nodes within the same geographic area into
separate zones. These zones are assigned a single dummy node as their
origin or destination to reduce the computational difficulty of the O-D
matrix estimation. This approach is limited as, by grouping based on
geographic proximity, the zones include nodes which are disconnected
and remote from each other in terms of network distance. The approach
using the ’landmark’ subnetworks estimates the prior matrix from a sim-
plified version of the network with less nodes and edges and uses it as
an estimate of the prior matrix for a more detailed network, with the
O-D pairs unique to the detailed network set to zero. It was suggested
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that prior matrix estimates of a number of different simplified networks
could be combined to produce a better prior matrix for the detailed net-
work; however, so far only a single landmark subnetwork of 8 nodes has
been used to estimate a 22 node network. There is no exploration into
the effect of combining multiple subnetwork estimates on the produced
accuracy and computational requirements of the resulting O-D matrix.

In Chapter 5 a novel method is proposed to apply edge flow count O-D
estimation to large-scale real-world road networks. This is accomplished
by partitioning the network into communities of smaller subnetworks to
apply the GLS method to obtain a prior matrix. An analysis is carried
out to determine how partitioning a road network into a range of sizes
affects accuracy and computational requirements.

2.4.1 Partitioning Network Methods

The partitioning approach employed in this thesis uses community
structure detection, which aims to use the information contained within
the topology of networks to identify communities and potentially their
hierarchical organization. Many networks representing complex sys-
tems contain a modular structure where the nodes cluster into commu-
nities (i.e. modules or clusters) of relatively high density connections
with fewer connections between them [81] (e.g. Figure 2.3). A well-
known performance measure to detect such community structure is net-
work modularity. A higher network modularity indicates the nodes have
dense connections within their communities and sparse connections to
nodes in other communities, indicating stronger community structure
and partitions [82].

One of the most widely used algorithms to evaluate community de-
tection with modularity, which is an NP-complete problem [83], is the
Louvain algorithm which allows the evaluation of a hierarchy of com-
munity partitions to be made [84]. A resolution parameter can deter-
mine the size of clusters that are identified. Applied to a road network,
this can group areas of the network into clusters which are internally
well-connected and externally less strongly. Basing community detec-
tion and the resulting partitioning on modularity utilises the network
distance and not geographic distance between pairs, which can be dif-
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Figure 2.3: An example of a simple graph, where edge length represents edge
weight, with hierarchical communities (shaded areas). Based on example from
[81].

ferent. The grouping of nodes closer together on the network benefits
the GLS estimation as the method does not account for geography con-
straints explicitly [67].

The Louvain algorithm can find an estimate of the optimal community
partition with good computational efficiency compared to alternative
algorithms such as Fast Newman [85]. Further refinements of the al-
gorithm have been developed to avoid disconnected communities (e.g.
Leiden algorithm) and issues with modularity’s resolution limit (e.g.
constant Potts model) [86]. However, Louvain is sufficient for use on the
road networks analysed in this thesis. It has the benefit of providing a
hierarchical structure of communities by varying a resolution parame-
ter, which is important for the application to investigating partitioning
effects on O-D estimation.

Previously, modularity and Louvain have been used to investigate high-
level spatial and temporal patterns in travel demand when the demand
is known, finding a strong relation between demand and geographic
closeness of O-D pairs [87]. This provides evidence that the structure of
travel demand could work with partitioned estimation.

Other works in transport literature have partitioned road networks with
different approaches, utilising it for microscopic simulation [88], macro-
scopic fundamental diagrams [89, 90], parallel static TAP solution [59]

45 / 208



and traffic management through travel speed correlation [91]. It ap-
pears previous research has not used partitioning the road network via
network modularity for flow-count demand estimation within static TA.

In Chapter 5, the work develops several ways of applying partitioning
to the estimation problem. The partitions are used as the basis for re-
ducing the road network down to a smaller, degenerated network with
single nodes representing each community. Such a model could be in-
tegrated into infrastructure models, including NISMOD in the UK [92],
which work at the scale of large urban areas but lack accurate treatment
of traffic modelling. The partitions are also used within non-degenerate
approaches, which preserve the road network in full but utilise the dif-
ferent scales of analysis, internal and external to the partitions, to esti-
mate a full network demand matrix with increased agility.

2.5 Congestion Functions

Congestion functions are positive, smooth, monotonically increasing
functions [93] used to produce flow assignment patterns through the
network loading stage of TA. Also referred to as volume-delay functions,
accurate congestion functions are key to static TA models as they con-
nect the cost of traversing an edge to the vehicle flows on an edge. Most
commonly the cost is travel time which increases slowly at lower flows
but, as congestion becomes more significant, increases more rapidly at
higher flows [24]. An example of such a function linking the flow to the
travel time of a road can be seen in Figure 2.4.

There have been many different candidate forms for the functional
shape of congestion functions. They mostly have the same components
linking travel time t to the vehicle flows x through a free-flow travel
time t0 and a travel time multiplier. They take the form:

t(x) = t0 f
( x

m

)
, (2.3)

where f (·) is the travel time multiplier, a strictly increasing and contin-
uously differentiable function dependent on the saturation rate which is
the flow x divided by the flow capacity m of that edge. The definitions
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Figure 2.4: An example of a positive, smooth, monotonically increasing func-
tion used as a typical congestion function linking vehicle flow (veh/hr) to travel
time (seconds) for a road.

of flow capacity and free-flow travel time are discussed in Section 3.4.1.
The various types of congestion function usually differ in the form of
travel time multiplier, which have coefficients that can be calibrated to
improve the model.

A key aspect of congestion functions is that the saturation rate can go
above 1, such that flow is allowed to exceed the capacity of a road, which
by the definition of capacity (i.e. the maximum flow on a road) is not
possible. The behaviour of congestion functions is accepted to be not
fully realistic, however, for application in large-scale strategic models
they have clear advantages (Section 2.2.3). The aim of congestion func-
tions is to reproduce the TA observed on the network and it is under-
stood that they do not directly include phenomena such as bottlenecks
[41].

The detailed formulations of the congestion functions utilised in analy-
sis of this thesis are described in Section 3.4. The most common form
of congestion function is the Bureau of Public Roads (BPR) formulation,
which was developed in the 1960s based on empirical measurements

47 / 208



taken from highways in the USA [94, 95]. Different candidate forms
for congestion functions have been developed in the attempt to improve
BPR and to better incorporate road characteristics, these include David-
son [96], Conical [93] and Akçelik [97]. However, for long uninterrupted
stretches of road such as motorways, the standard simple BPR formu-
lation offers well understood advantages [98]. Its simple, algebraically
tractable form, amenable for use in the TAP [93] and its widespread
adoption make it a good choice for use on national SRNs such as the
English motorway network.

In academic studies, the BPR formulation commonly uses a set of stan-
dard coefficients (α = 0.15, β = 4) which were suggested at its incep-
tion. However, transport agencies also frequently use their own set of
coefficients for congestion functions, either area-wide but fitted to their
specific network [99, 100], or based on road type [101]. In countries
such as England and the USA, highway authorities recommend using
an empirically modified version of the Akçelik function for motorways,
which depends on empirical factors relating to road features [101, 102].
However, these generic formulations covering a wide range of situations
may not be updated regularly as a significant amount of traffic data is
required for proper fitting to be done.

Previous work has attempted to improve the fitting of congestion func-
tions to local conditions network-wide through different approaches
such as by using simulated data [103] as well as empirical data
[98, 104, 105, 106]. However, these approaches again utilize a single
set of network-wide coefficients and therefore do not account for the
real-world variability in the flow-delay relationships on roads. Evidence
shows that the relationship between flow and travel time in congested
conditions is highly dependent on road design [97].

2.5.1 Road-specific and Hyper-critical Traffic Fitting

As a solution to this problem, road-specific fitting has seen the use of
uncongested traffic flow and travel time data from automatic detectors
[107]. However, this is only viable for the non-congested traffic, where
flow and travel time readings increase together. Such traffic flows are
called hypo-critical where the critical point is the traffic density thresh-
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Figure 2.5: Example of an attempt to fit a congestion function using flow and
travel time data for a road. The plot shows hourly flow (veh/hr) vs. travel
time multiplier (-) (i.e. non-dimensional time). The red points are identified
outlier measurements. The red line is the fitted Bureau of Public Roads (BPR)
congestion function, which can be seen to fit the higher travel times poorly.
Reproduced from [108].

old after which travel time increases despite a decrease in flow due to
congestion phenomena (e.g. queuing), as such, this approach struggles
to represent congested traffic.

An example of an attempt to fit a congestion function using flow and
travel time data for a road from [108] can be seen in Figure 2.5. It can be
seen that the congestion function fitted has a very shallow gradient and
does not fit the data well.

Being defined both below and above the critical flow, congestion func-
tions may offer misleading delay predictions in hyper-critical traffic. To
avoid such misunderstanding, the functions can be thought to use flow
demand to calculate the travel time of a road. This can be interpreted as
the number of vehicles wishing to use the road, accepting that when-
ever the flow demand is greater than capacity, then significant delays
are experienced [109].
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Fittings biased towards the hypo-critical flow often lead to overestimat-
ing travel time and flows for congested conditions and underestimation
for non-congested conditions [108]. Moreover, numerical convergence of
the TAP is affected by the function’s gradient. It has been suggested that
the congestion function should be understood as merely a tool for the
solution of the TAP as opposed to a reliable tool for estimating travel
time [110], which is of paramount importance in testing policies con-
cerned with vehicle speeds (e.g. air quality and emissions, cost-benefit
analysis) [111].

More accurate representations of the hyper-critical traffic regime have
been obtained estimating the non-observable flow demand from observ-
able measurements, such as flow count [100]. These include incorpo-
rating queue-based theory into the estimation [111], using the queues
measured by the loop detectors at bottlenecks to provide the number of
vehicles surplus to capacity, which can then be used as an approxima-
tion of the flow demand to match to the observed travel time on an edge.
While promising, this approach proved hard to implement, being diffi-
cult to measure traffic flow at every bottleneck point in non-stationary
real-world traffic.

Alternatively, traffic density can be taken as a proxy for flow demand.
By using a density-based approach to congestion function fitting, the
work in [108] introduced a more realistic estimation of congestion func-
tions, which can account for both hypo-critical and hyper-critical traffic
regimes. Such a density-based approach leads to a lower mean absolute
percentage error in speed prediction than the queue-based approach
across different types of road [109].

An example of an attempt to fit a congestion function using density and
travel time data for a road from [108] can be seen in Figure 2.6. It can
be seen that the congestion function fitted has a better fit than in Figure
2.5 and a shape more similar to that required by a congestion function
illustrated in Figure 2.4.

Prominent works on hyper-critical fitting and road-specific functions do
not investigate quantifying the impact of their formulations on the TA
problem for full real-world networks [107, 108]. Experiments in such
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Figure 2.6: Example of an attempt to fit a congestion function using density
and travel time data for a road. The plot shows hourly relative quasi-density
(-) vs. travel time multiplier (-) (i.e. both are non-dimensional). The red points
are identified outlier measurements. The red line is the fitted Bureau of Public
Roads (BPR) congestion function, which can be seen to fit the higher travel
times better than Figure 2.5. Reproduced from [108].

research are limited to a small number of roads or traffic sensors. No-
tably, the method in [108] is only applied to a single road sensor on a
single road and the method in [107] is only applied to 24 road sites.
Furthermore, both [107] and [108] only investigate the suitability of the
commonly used BPR formulation in their experiments, with which [108]
only tested with an incorrect goodness-of-fit metric for the non-linear
least squares fitting applied.

An open research question remains in identifying the most accurate
choice of function form for density-based fitting and how that compares
to flow-based fittings on a range of highways across a large-scale net-
work, with a particular emphasis on their performance within TA. The
analysis in Chapter 6 investigates this using different congestion func-
tion forms in a data-driven static TA model.

The data-driven TA model used in the analysis (Chapter 3) utilises the
investigated congestion functions in the calculation of the traffic flow
patterns and within an O-D matrix congestion adjustment. A prominent
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example of this family of data-driven approaches is the static TA model
used in [10] to calculate flow patterns on the Eastern Massachusetts
highway network.

The model in [10] utilises a technique of fitting a congestion function
using Inverse Optimisation (Inv-Opt) that fits only a single congestion
function to all edges on a network specific to a particular time period
of the day. Utilising a computationally intensive optimisation problem
formulation, the method is only applied to a small network with 8 nodes
and 24 edges.

In progressing the results in [10], the density-based road-specific
congestion functions are compared against this state-of-the-art method
in a large network TA. The analysis in Chapter 6 compares the effect of
using density-based fitting with Inv-Opt on the computation time and
accuracy of recreating the observed traffic within TA. The performance
informs the suitability for modelling SO flows and use in a fully
data-driven model for strategic traffic analysis.

2.6 Improving Road Network Performance

The analysis of real national road network performance is key to under-
standing the best ways to tackle congestion. In the strategic planning of
infrastructure, before transport projects are commenced, economic fea-
sibility analysis is undertaken in the form of transport appraisal. This
appraisal can be qualitative in nature, however, most authorities focus
on quantitative assessment using tools such as the NISMOD model in
the UK [92] and established Cost-Benefit Analysis (CBA). Planners as-
sessing potential projects using CBA often assent to those with highest
benefits compared to costs [112]. There are many steps in a CBA, which
include collecting together the alternative projects, identifying the vari-
ous associated costs and benefits, and assigning them a monetary value.

By simulating the changes in traffic patterns and associated delays
across the whole network, TA contributes highly to the balance of each
project’s costs and benefits. For example, UK’s Department for Trans-
port include travel time savings, vehicle operating cost and pollution
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(i.e. noise, air) in their appraisals. These are based on predicted flows,
average speed or travel time taken from TA models [113].

Currently, highway management authorities such as NH in England do
not utilise traffic monitoring systems such as MIDAS to inform data-
driven TA models for a strategic pro-active approach to analysing con-
gestion. The implementation of intervention methods by NH through
MIDAS is currently reactive in its nature, detecting warning signs of
traffic delays and intervening to lessen further congestion [6].

The MIDAS system uses a series of algorithms which operate the Vari-
able Message Signals (VMS) when thresholds on flow, speed or occu-
pancy are breached. For example, when the traffic is detected as sta-
tionary or slow-moving, reduced speed limits are displayed on upstream
VMS to try to try to prevent queues from growing. NH can reduce the
speed from 70mph to 60mph with the message ’Queue ahead’ and further
down to 40mph with ’Queue caution’ [7]. The use of reduce speed limits
also intends to harmonise traffic across lanes and reduce lane changing
to help prevent additional accidents following initial incidents.

There is a need for tools which can utilise the existing measurement in-
frastructure to inform strategies for pro-active, more effective congestion
reduction. A data-driven TA model would be able to provide insight
into network performance and the costs associated with delays.

The work of this thesis focuses on applying such a model to the national
analysis of targeted network changes and routing efficiency. In doing
so, it demonstrates how the proposed techniques are scalable and
amenable for use in large scale problems.

2.6.1 Targeted Network Improvements

Within CBA, rival investment options can be compared through sensi-
tivity analysis. This can take the form of adapting the TAP to find the
network edges which would benefit the most from investment. For ex-
ample, static TA models have been used in such a sensitivity analysis
with road capacity and free-flow travel time [10]. Such analysis aims to
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reveal the edges that would most reduce the overall travel time on the
network under UE conditions to prioritise edge-specific improvements.

Braess’ Paradox is the name given to situations where adding a new
road to a network can counter-intuitively increase the average travel
time [114, 115, 116]. Research has been carried out to investigate the
closure or partial closure of edges in the road network to improve travel
times. There is evidence showing that, by using the Braess’ Paradox
concept in reverse, edges referred to as Inverse Braess can be identified,
which cause the average travel time for road users to decrease when
they are removed [21].

2.6.2 Routing Efficiency

As an alternative to making physical changes to the network, potential
improvements to congestion can be made from directing drivers to use
the network more efficiently. To measure the network performance of
the equilibria reached by drivers on the roads, researchers have intro-
duced a metric known as the POA.

The concept of the POA was introduced to measure the inefficiency of
equilibria in routing on networks [117]. In the context of transport sys-
tems where the cost is travel time, the POA is the ratio of the Total Sys-
tem Travel Time (TSTT) from the selfish UE routing to the co-ordinated
system optimal routing, assessing the performance of the transport net-
work as it currently operates compared to the best possible overall rout-
ing pattern. It is a dimensionless metric equal to or greater than one
that quantifies the relative inefficiency that a road system has due to the
non-cooperative behaviour of its users. The higher the value, the greater
the potential cost savings that could be made from re-routing traffic in
a SO way.

POA research was originally focused on application to selfish routing
on internet networks, with data transmission replacing vehicle flows
[118, 119]. Since its introduction, much research was carried out to de-
velop its theoretical bounds and properties within the computer science
and game theory fields [120, 121, 122]. Much theoretical research has
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been targeted at understanding the possible POA values depending on
the type of congestion functions used. For example, it is proven analyti-
cally that the POA cannot exceed 4/3 for linear congestion functions and
2.151 for polynomials of degree 4 (e.g. BPR with standard coefficients:
α=0.15, β=4) [123]. In the case of road networks where the free-flow
travel time contributes a significant proportion of total journey time, the
maximum is proven to be lowered to 1.365 for BPR with standard coef-
ficients [124]. Understanding the factors which influence the magnitude
of inefficiency is an ongoing area of research [125]. These include the
network topology, traffic demand, marginal costs and complex interac-
tions between flows on routes [117, 126].

A smaller area of POA research has focused on testing the theoretical
advances on real transportation networks [126]. Technological develop-
ments in traffic data collection have created opportunities to measure
the cost of uncoordinated driving on large-scale transportation systems.
Different methodological approaches have been used to quantify the
empirical static analysis POA using real-world measurements and addi-
tional synthetic data.

In [20], the authors investigated the POA on road networks taken from
three cities: Boston, New York and London. Using varied synthetic
demand between a single O-D pair, they found POA values between
1.24 - 1.30. As these results are for single O-D pairs, they do not consider
a realistic demand profile.

Another study applied varying demand levels to reference O-D demand
matrices for real-world road networks in the cities of Santiago de Chile,
Anaheim and Chicago [25]. It found the POA never exceeded 1.06-1.09
as the β coefficient for BPR was changed (β= 1,4,8). Also, the analysis
in [127] found a POA of 1 for inner Beijing and investigated how it
varies with changing numbers of O-D pairs loading the network, in
an alternative way of varying demand. These values are considerably
lower than the maximum theoretical values predicted. However, the
investigations into varying demand concur with the numerical study
done on the Sioux Falls test network in [126] that POA is low for small
and large demands, peaking at mid-range values.
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For studies based on real-world measurements, the POA has been es-
timated to be relatively higher. Using crowd-sensing individual com-
muter data without a TA model, a POA between 1.11 and 1.22 for Sin-
gapore has been obtained [128]. The study attempted to acquire the SO
routing via Google Directions API which does not have the analytical
accountability of a TA model. Also, the lack of a TA model in this study
limits the experimentation that could be done, such as varying demand.

The study in [10] used a data-driven static TA model for the predic-
tion of POA via speed data of cars. It found a POA for the Eastern
Massachusetts highway network of up to 2.4, with an average across a
month of 1.5. This study had several limitations. The estimated vehi-
cle flows from time-average speed data using Greenshield’s model has
limited accuracy. Also, the calculated POA compared the modelled SO
costs to the costs of the measured flows, which introduced the modelling
inaccuracy into the POA values. The study was limited by the size of
the network, due the high computational demands in the method used
to obtain the O-D matrices and congestion functions. The congestion
functions were data-driven but homogeneous for all edges.

The results of static analysis POA studies have a range of results, how-
ever, they all have in common considerably lower values than the the-
oretical bounds. A recent study attempted to apply a dynamic TA
micro-simulation model to calculate POA for a small test network and
found values on average of 1.6-2.6 [117], closer to the theoretical maxima.
The study varied the micro-simulation parameters modelling driver be-
haviour (e.g. reaction time) and found values up to 3.4. By using micro-
simulation the model incorporates phenomena such as spillbacks and
blockages which are reported to affect the POA, however, the limitations
of dynamic TA restrict its application to smaller networks.

Current research mainly focuses on the travel time cost when assess-
ing the road network performance. However, transport planners have a
range of other policy goals to consider, from minimising harmful vehi-
cle emission (e.g. CO2, NOx) to reducing fatal accidents [3]. It would be
useful to see how routing efficiency varies when the analysis includes
these other costs, however, to develop the methods of this thesis the
scope is restricted to time.
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Furthermore, using a single metric to measure a complex system such
as a road network is limited. Using a range of metrics can help to build
a better picture of network performance and routing efficiency. There
have been developments in alternative metrics to the POA which assess
the routing in different ways. One example is Travel Time Index (a.k.a
Free-flow Index), used in practice in the USA, which compares mea-
sured total travel time to the total travel time under free-flow conditions
(i.e. no congestion) [124, 129]. In [129], Regret and Consistency are used
to evaluate the inefficiencies of the network at an individual commuter
level. Regret measures the time-saving a commuter could have made
with perfect traffic routing information. Consistency measures the pro-
portion of users choosing the same daily routes, indicating whether the
traffic has reached UE. They both need routing data for individual net-
work users.

Additionally, the POA-delay metric has been developed in [130]. In
road networks often the minimum travel cost a driver experiences for
their journey is a large proportion of the total cost compared to the
additional cost from delays. This has the effect of dwarfing POA values
and reducing their insight. The POA-delay metric focuses solely on the
delay component of travel cost and how that changes with re-routing. By
removing the impact of large minimum travel costs, it provides insight
into the delay cost savings that can actually be controlled through re-
routing.

To meet Objective 4 of this thesis, it is necessary to expand network
routing inefficiency analysis to the national scale of the English SRN.
This requires efficient methods for O-D matrix and congestion function
estimation as these are limiting factors to network size. Using MIDAS
data also brings accuracy benefits as it requires no data conversions
(i.e. speed-to-flow). The use of the POA and POA-delay metrics will
provide a broader understanding of routing efficiency.

Implementing re-routing

Whilst the implementation of SO routing is outside the scope of this
thesis, this section outlines some potential options. Technology relating
to vehicle automation and connectivity is currently developing and in
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coming years will open up new opportunities to implement system-
optimised traffic management.

The progress of fully Connected Autonomous Vehicles (CAVs) is cur-
rently not at the level required for optimised flow implementation.
However, options now available to implement a SO routing pattern
on the network include driver navigation advice (e.g. through mobile
phones) and road pricing. Road pricing uses economic levers to influ-
ence traffic to a more optimised state. They have the ability to reduce
congestion, improve air quality and raise revenue for transport systems
[131, 132, 133].

There has been research into the development of using road pricing
specifically to reduce the POA. The development of CAVs is leading to
more advanced pricing strategies. The effect of different types of pricing
schemes (e.g. distance-based, edge-based) are dependent on how CAVs
are developed and implemented [134]. Prior to CAVs availability, taking
advantage of improved communication technology in vehicles, micro-
road pricing has been developed [14, 135, 136]. This has the ability
to set individualised and adaptable marginal-cost road price values for
every edge in a network. Such prices can be based on the observable
traffic conditions to lead UE to align with SO if there is a mechanism to
redistribute the collected charges to the users (e.g. via tax reductions).

There are several issues relating to using road pricing to manage con-
gestion. There are technical issues involving estimating the optimal
prices, such as various types of road-users having different values of
time [137]. Also, the effect the road prices have on the flows in the net-
work takes time to reach an equilibrium state as the drivers adjust to the
new costs. Over this time the network demand and infrastructure can
change, which requires the optimal road prices to be calculated again.
For example, in Singapore the road prices are only updated every three
months, which reduces their effectiveness [138]. Evidence from Singa-
pore’s cordon pricing scheme shows that the implementation can cause
the congestion to be moved elsewhere, such as just outside where and
when the charges are applied. Furthermore, there are problems relating
to public perceptions of road pricing, including a perceived invasion of
privacy and equity for road-users [139, 133].
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2.7 Summary

From the comprehensive review of the relevant literature, it can seen
that TA modelling is essential to strategic planning on national road
systems such as the English SRN. There has been much previous re-
search into TA models, with many alternative variations proposed with
different capabilities. Section 2.2 outlined the alternative types of TA
models and why, for the strategic analysis of congestion on a large scale,
capacity-restrained equilibrium static models are the chosen option. The
key inputs of such models are congestion functions and O-D demand
matrices. There has been research into developing methods to extract
data-driven versions of these inputs. However, sections 2.4 and 2.5
showed current approaches lack in accuracy, computational efficiency
or applicability in the context of large networks. Currently there is a
growing amount of traffic data available which can be used to improve
TA model accuracy. However, it is clear there is a need for improved
methods that can utilise the existing measurement infrastructure which
produce accessible cross-sectional data. As described in Section 2.3.1,
such cross-sectional data lacks routing information, however, it is free of
the privacy concerns which limit the use of alternative data types.

After reviewing the relevant literature, the following is needed to
achieve the aim of the thesis:

• A new technique is needed to apply the current state-of-the-art
network tomography techniques for estimating prior O-D matri-
ces solely from cross-sectional data to large networks. Such a
method needs to provide a prior O-D estimate which can be used
to obtain, via an adjustment procedure, an O-D matrix suitable for
large-scale TA flow pattern analysis. All approaches surveyed in
this chapter, including GLS described in Section 2.4, present issues
relating to computational cost at larger network sizes.

• An investigation is needed into accurate congestion function esti-
mation methods which can produce road-specific functions to ac-
count for individual roads’ responses to congestion. As described
in Section 2.5.1, data-driven congestion function methods such as
Inv-Opt have only been applied to small networks and current
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methods of road-specific function estimation lack accuracy in con-
gested conditions.

To meet these needs the following is carried out. Firstly, in Chapter
5, a technique is proposed, which uses community detection via net-
work modularity to experiment with alternative size network partitions
to which GLS prior O-D estimation is applied. It investigates the effects
different ways of using the partitions within the O-D estimation have
on the computational efficiency and accuracy of flow pattern results. It
considers these effects when applied to artificially-generated networks
of different sizes and real-world data from the English SRN. Secondly, in
Chapter 6, investigations are carried out, assessing road-specific density-
based congestion function fitting on a large-scale national road network.
One part focuses on finding the most accurate form of congestion func-
tion to fit density and travel time data across the range of roads com-
prising the English SRN, comparing it to flow-based fittings. The other
part compares the effect such a fitting has on TA accuracy and compu-
tational requirements compared to the leading alternatives for similar
data-driven models.

With these methods enabling more accurate and computationally effi-
cient data-driven TA model inputs, the collected MIDAS data on the
English SRN can be utilised for the strategic analysis discussed in Sec-
tion 2.6. In Chapter 7, to showcase the analysis these improved models
can produce on a large representation of the English SRN, a series of
rapid results are presented which explore the effects of targeted inter-
ventions and re-routing traffic more efficiently.
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Chapter 3

Model Formulation

3.1 Preliminaries and Notation

3.1.1 Notation

In this work all the vectors are column vectors. For example, the column
vector x is written as x = {xi, ..., xdim(x)}, where dim(x) is the dimension
of x. To denote the transpose of a matrix or vector a ’prime’ is used (e.g.
x’). R+ denotes the set of all non-negative real numbers. Matrix Q ≥
0 or vector x ≥ 0 indicates that all entries of a matrix Q or vector x are
non-negative. Also, |X | represents the cardinality of a set X , and [[X ]]
is used for the set {1, ..., |X |}.

3.1.2 Network Definition

For the English SRN, the NTIS model edges and nodes are grouped into
superedges and supernodes which are used to create the simplified to-
pographic representation. Each supernode is a group of NTIS model
nodes which comprise motorway junctions. Each superedge is a collec-
tion of the NTIS model edges which comprise each carriageway between
the junctions. After the process of node and edge combination, the su-
pernodes and superedges which constitute the simplified topographic
representation are referred to its nodes and edges.
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Based on the simplified topographic representation, the road network is
modelled as a directed graph with a set of nodes V and a set of edges
A. The model assumes the graph is strongly connected and is defined
by the node-edge incidence matrix with N ∈ {0, 1,−1}(|V|×|A|). On road
networks in general, and the English SRN in particular, there is a path
between all pairs of nodes so the assumption is valid.

The set of all O-D pairs on the network is denoted by W = {wi : wi =
(wsi, wti), i = 1, ..., |W|}, where wsi is the origin node and wti is the
destination node of O-D pair i. The amount of travel demand between
any single O-D pair w = (ws, wt) is represented by d̂w ≥ 0. Using this,
dw ∈ R|V| is defined as a vector with all zeros except for two entries of
−d̂w for node ws and a d̂w for node wt. Then, dwi is a demand vector for
O-D pair i, which can be combined for all O-D pairs to create the O-D
demand matrix represented using D ∈ R|V|×|W|.

For the demand estimation in Section 3.5, the O-D demand matrix D is
denoted in a simplified vector form as g = (gi; i ∈ [[W ]]) with each gi
equivalent to d̂wi . Ri is the index set of simple routes (without cycles)
connecting O-D pair i ∈ [[W ]], each r ∈ Ri is a different sequence of
edges which connect the O-D pair. The flow on a specific rth route
between O-D pair i ∈ [[W ]] is denoted by yir.

Let x ∈ R
|A|
+ be the vector of the total edge flow xa on edge a ∈ A. Then

the set of feasible flow vectors F is defined by:

F def
= {x : ∃ xw ∈ R

|A|
+ s.t. x = ∑

w∈W
xw, Nxw = dw, ∀w ∈ W}, (3.1)

where xw indicates the flow vector attributed to O-D pair w. This im-
plies that the total flow vector x is consistent with the demands dw be-
tween all O-D pairs.

Let yi ∈ R
|Ri|
+ be the vector of the total route flow yir on route r ∈ Ri

between O-D pair i ∈ [[W ]]. The sum of route flows, yir, equals the total
demand of OD pair, i:
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∑
r∈Ri

yir = dwi ∀i ∈ [[W ]]. (3.2)

The relation between the route and edge flows are expressed as:

xa = ∑
i∈[[W ]]

∑
r∈Ri

δa
iryir ∀a ∈ A, (3.3)

where δa
ir is the indicator taken from the edge-route incidence matrix

B ∈ {0, 1}(|A|×(|W|·|R|)). For each a ∈ A, i ∈ [[W ]], r ∈ Ri, this indicator
is defined as:

δa
ir =

{
1, if route r ∈ Ri uses edge a,
0, otherwise.

(3.4)

Each route r ∈ Ri has an associated cost for its traversal denoted by
cir(yir), this is assumed to be equal to the sum of the costs of the edges
ta(xa) defining the route (i.e. additive costs),

cir(yir) = ∑
a∈A

δa
irta(xa) ∀r ∈ Ri, i ∈ [[W ]]. (3.5)

Also, the cost ta(xa) on edge a ∈ A is assumed to be independent of the
flow on any other edge (i.e. separable costs). In this work, it is assumed
that the only cost is travel time and ta(xa) for edge a ∈ A is provided by
its congestion function (Section 3.4).

Assuming the traffic is under steady-state conditions (i.e. all vehicles
have constant homogeneous speed and spacing), the fundamental rela-
tion is assumed to hold [95, 140]:

ka =
xa

va
, (3.6)

where ka is the traffic density and va is the spatial average speed on an
edge a ∈ A.
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Symbol Definition
V Set of Nodes
A Set of Edges
W Set of O-D Pairs
F Set of Feasible Flow Vectors
Ri Set of Simple Routes for O-D pair i ∈ [[W ]]
J Set of Time-bin Average Flow Vector Samples
N Node-Edge Incidence Matrix
g O-D Demand Vector
xa Flow on Edge a ∈ A
ta Travel time (Cost) on Edge a ∈ A
va Average speed on Edge a ∈ A
ka Density on Edge a ∈ A
yir Flow on Route r ∈ Ri
cir Cost of Route r ∈ Ri
B Edge-Route Incidence Matrix

Table 3.1: Notation for Network Definition

The methods described in the following sections use different days of
flow data on the network. They are seen as ’snapshots’ of the network
at different points in time, with |J | samples of the edge flow vector x.
j ∈ [[J ]] where j is the index of different snapshots of the network with
corresponding average time-bin hourly flows.

The time-bins are discrete periods of the day used for approximating
demand in the static TA model. In the model, three time-bins relat-
ing to workdays (Monday-Friday) are used: Morning (AM) 6am-10am;
Midday (MD) 10am-4pm; Evening (PM) 4pm-8pm.

A collection of the network variables is provided in Table 3.1.
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3.2 Traffic Assignment Optimisation Problem

To analyse the routing of traffic, the aggregate total network cost
through TSTT, L, is used. For the network, the TSTT is defined by:

L(x) def
= ∑

a∈A
xata(xa), (3.7)

where the flows xa can be obtained through the flow vectors of the UE,
xUE

a , or SO, xSO
a , calculated routing patterns. The congestion functions ta,

assumed to be positive and strictly increasing, are defined in Section 3.4.
Also, the measured TSTT can be calculated from the measured time-bin
edge flows and travel times.

The aggregate network cost is used in the following formulation of the
TAP optimisation which finds the SO flow pattern with the assumptions
as defined in Section 3.1. For the fixed demand case [24, 11]:

min
x∈F

TSO(x) = ∑
a∈A

xata(xa), (3.8a)

s.t. ∑
r∈Ri

yir = dwi ∀i ∈ [[W ]], (3.8b)

yir ≥ 0 ∀r ∈ Ri, i ∈ [[W ]], (3.8c)

xa = ∑
i∈[[W ]]

∑
r∈Ri

yirδa
ir ∀a ∈ A, (3.8d)

where the objective function used (Equation 3.8a) is one which min-
imises the total system cost of all vehicles on the network. This is equiv-
alent to Wardrop’s second principle for SO flows. The linear constraints
of the formulation are shown in Equations 3.8b to 3.8d [11]. Equation
3.8b is a set of flow conservation constraints making the total route flows
between an O-D equal to its demand, such that all trips have to be as-
signed. Equation 3.8c ensures that route flows are non-negative as so
physically realistic. Equation 3.8d links the route flows to the edge flow
through the edge-route incidence matrix. This is needed as the objective
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function is defined in terms of edge flows but the constraints are defined
in terms of route flows. As the solution to this optimisation finds the
lowest total network cost, it is equivalent to Wardrop’s second principle
defining SO as minimising average journey time overall.

The objective function of the SO optimisation can be expressed as the
sum of the integrals of the marginal total costs of each edge t̄a(xa). Such
that [24]:

t̄a(xa)
def
=

d
dxa

xata(xa) = ta(xa) + xat′a(xa), (3.9a)

∑
a∈A

xata(xa) = ∑
a∈A

∫ xa

0
t̄a(s)ds. (3.9b)

The marginal total cost, t̄a(xa), of an edge a at flow xa can be interpreted
as the increase in total cost on that edge from an additional driver joining
that edge (mathematically it is an infinitesimal flow unit). On the right
hand side of Equation 3.9a the total marginal cost is broken down into
two components: ta(xa) is the the marginal private cost; xat′a(xa) is the
marginal external cost. The difference between the UE and SO patterns
results from the individual driver’s avoidance of paying all the cost that
they contribute to the system’s total travel cost. From an economics
perspective, a driver’s private cost does not equal their total cost to the
system (a.k.a social cost) due to the external costs (a.k.a externalities)
they do not pay.

Based on this understanding of the difference between SO and UE, the
UE TAP was developed by Beckmann et al. as a mathematical optimisa-
tion problem which satisfied the conditions of Wardrop’s first principle
[26]. With the same constraints as Equation 3.8, the UE optimisation
problem with fixed demand is [24]:
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min
x∈F

TUE(x) = ∑
a∈A

∫ xa

0
ta(s)ds, (3.10a)

s.t. ∑
r∈Ri

yir = dwi ∀i ∈ [[W ]], (3.10b)

yir ≥ 0 ∀r ∈ Ri, i ∈ [[W ]], (3.10c)

xa = ∑
i∈[[W ]]

∑
r∈Ri

yirδa
ir ∀a ∈ A. (3.10d)

The objective function TUE (Equation 3.10a) is the sum of the integrals of
the congestion functions (the marginal private cost) for each edge. This
is often referred to as Beckmann’s transformation or function and it is
often stated that it does not have a direct intuitive behavioural interpre-
tation as the SO objective function does [11]. Instead it is an artificial
form of objective function used because its first-order optimality condi-
tions match the definition of UE conditions [141].

This can be seen through formulating the Lagrangean function and as-
sociating a set of multipliers µ = (µi) with the constraints in Equation
3.10b [24]:

L(y, µµµ)
def
= TUE(x(y)) + ∑

i∈[[W ]]

µi(dwi − ∑
r∈Ri

yir). (3.11)

As the constraints in Equation 3.10d are definitional, used to formu-
late TUE as a function of route flow, the only remaining constraints
are the non-negativity of the route flows (Equation 3.10c). Using the
Karush-Kuhn-Tucker conditions relating to inequality-constrained opti-
misations, the stationary points of the Lagrangean (Equation 3.11) state
[141]:
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yir
∂L(y, µµµ)

∂yir
= 0, ∀r ∈ Ri, i ∈ [[W ]], (3.12a)

∂L(y, µµµ)

∂yir
≥ 0, ∀r ∈ Ri, i ∈ [[W ]], (3.12b)

∂L(y, µµµ)

∂µi
= 0, ∀i ∈ [[W ]], (3.12c)

yir ≥ 0, ∀r ∈ Ri, i ∈ [[W ]]. (3.12d)

By using the relation between edge and route flows in Equation 3.10d,

∂TUE(x(y))
∂yir

= ∑
a∈A

∂TUE

∂xa

∂xa

∂yir
(x(y)) = ∑

a∈A
δa

irta(xa) = cir(y). (3.13)

This shows that the partial derivative of TUE with respect to route flow,
yir, at a given flow is equal to the route cost for route r between O-D
pair i. Using Equation 3.13 and assuming the congestion functions are
positive, the optimality conditions in Equation 3.12 become:

yir(cir(y)− µi) = 0, ∀r ∈ Ri, i ∈ [[W ]], (3.14a)
cir(y)− µi ≥ 0, ∀r ∈ Ri, i ∈ [[W ]], (3.14b)

∑
r∈Ri

yir = dwi ∀i ∈ [[W ]], (3.14c)

yir ≥ 0, ∀r ∈ Ri, i ∈ [[W ]], (3.14d)
µi ≥ 0, ∀i ∈ [[W ]], (3.14e)

where µi can be interpreted as the lowest cost route between O-D pair
i. These first-order conditions are necessary for the optimality of y in
the UE optimisation problem. Looking at the physical meaning of these
conditions reveals the equivalence of the optimisation problem to the
definition of Wardrop’s first principle. The first group of the conditions
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(Equation 3.14a) state that if a route is used it has to be equal to the
lowest cost route, as either yir = 0 or cir(y) = µi. The second group
of conditions (Equation 3.14b) constrain the cost of the unused routes
to being more than the shortest cost route. The other conditions are
the flow conservation and non-negativity constraints. These conditions
match with the definition of UE that all routes between an O-D pair that
are utilised have the same cost, and the cost of the unused routes is at
least as large. This means that no driver can unilaterally save cost by
changing routes as all alternatives are equal or higher [11].

The equivalence between the optimality conditions and the conditions
for UE means that the UE conditions are satisfied at any stationary point
of the optimisation formulation. It can be shown that the formulation
only has one stationary point that is a minimum. The uniqueness of the
solution can be established by the convexity of the optimisation formu-
lation which has been proven [24]. The objective function is the sum of
integrals of assumed increasing functions. Integrals of increasing func-
tions are strictly convex and sums of strictly convex functions are also
strictly convex. Therefore, TUE is strictly convex and only has a single
minimum [11].

The uniqueness of the SO optimisation problem has been proven in a
similar way to UE [11]. Although not explicitly formulated, if the first-
order conditions for the SO optimisation formulation (Equation 3.8)
were derived they would be analogous to those derived for UE. They
resemble the conditions in Equation 3.14 but the route cost cir(y) is re-
placed with the marginal total cost on a route c̃ir(y) and lowest route
cost µi is replaced with the lowest marginal total cost route µ̃i. The re-
lationship between SO and UE can be interpreted as being, if ta(xa) is
substituted for t̄a(xa) in the objective function TUE it is then equivalent
to TSO [24].
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3.2.1 Flow Pattern Calculation

The UE (Equation 3.10) and SO (Equation 3.8) optimisation problems
can be evaluated for predicted flow patterns using the Frank-Wolfe al-
gorithm.

The Frank-Wolfe algorithm was originally developed for solving convex
quadratic problems. Applied to a problem on a bounded polyhedral
feasible set, it alternates between solving a linear program defined by
the tangential approximation of the objective function and a line search
which minimises the objective over the line segment from the solution
of the linear program. The linear sub-problem defines a lower bound on
the optimal value which moves closer over iterations [24].

For application to the TAP, it has the steps outlined in Algorithm 1 [24].
The Frank-Wolfe algorithm implemented in this thesis uses a conver-
gence criterion based on the size of relative gap between consecutive
iterations [24]. A non-dimensional relative gap of ϵ = 10−5 is used for
the convergence of the edge flows, as that has been shown to be suffi-
cient in previous analysis [42]. T is defined as TSO (Equation 3.8) for SO
flow patterns and TUE (Equation 3.10) for UE flow patterns.

The initial solution x0 is obtained by setting the flows on the edges to
zero, essentially an all-or-nothing assignment based on free-flow travel
times (see Section 3.4.1). Key to the implementation of the algorithm
on the TAP is the separability of the TAP constraints for the subprob-
lem in step 1. This allows it to separate into independent shortest path
calculations between each O-D pair based on the route costs at that iter-
ation. Although the TAP is based on route flows, all the routes are not
needed to be known. Instead only the shortest paths at each iteration are
needed. To solve the search direction generation, find the shortest path
between each O-D pair and add the associated demand to the edges
constituting the route. The flows from each O-D pair combine to give
the solution of the linear programming subproblem which is used to ob-
tain the search direction. For calculating the shortest paths, the weights
of the edges are found through the congestion functions, ta(xa), for UE.
For SO, the edge weights are calculated through the edge total marginal
cost, t̄a(xa) (Equation 3.9b).
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Algorithm 1: Frank- Wolfe Algorithm [24]

Step 0: (Initialization) Let x0 be a feasible solution to the TAP,
LBD=0, ϵ>0, and k=0.

Step 1: (Search direction generation) Let:

T(x) def
= T(xk) + ∆T(xk)T(x − xk). (3.15)

Solve the linear programming subproblem via all-or-nothing
assignment of demand to the shortest path of each O-D pair
based on xk,

min T(x), (3.16)

s.t. ∑
r∈Ri

yir = dwi ∀i ∈ [[W ]],

xa = ∑
i∈[[W ]]

∑
r∈Ri

yirδa
ir ∀a ∈ A,

yir ≥ 0 ∀r ∈ Ri, i ∈ [[W ]].

Let fk be its solution. Then pk = fk − xk is the search direction.
Step 2: (Convergence Check) Let LBD := max{LBD, T(fk)}. If,

T(xk)− LBD
LBD

< ϵ

then terminate, xk is the approximate solution. Otherwise,
continue.
Step 3: (Line Search) Find step length, lk, which is the solution of
the one-dimensional problem:

min{T(xk + lkpk)|0 ≤ lk ≤ 1}.

Step 4: (Update) Let xk+1 = xk + lkpk.
Step 5: (Convergence check) If

T(xk+1)− LBD
LBD

< ϵ.

then terminate, xk+1 is the approximate solution. Otherwise, let
k := k + 1, go to Step 1.
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The line search in step 3 finds the step length to adjust the flows on
each edge to move the solution towards the optimum. After the flows
are adjusted, if the convergence criterion is not met, the shortest paths
are recalculated to find a new search direction. Many of the variations
of the Frank-Wolfe algorithm focus on alternative choices for this line
search. Simplified methods such as the method of successive averages,
use a predetermined step length based on the iteration number [24].

3.3 Process of Model Creation

The process to calculate a traffic flow assignment from a TA model de-
rived from cross-sectional data consists of four steps. After collecting
the data and associating them to the network model, a simplified to-
pographic representation of the motorway network is extracted. This is
the network model on which the O-D matrix can be calculated as well as
the congestion functions for the solution of the TAP, which is then ad-
dressed in the fourth and final step. This process is presented in Figure
3.1.

3.4 Congestion Function Formulations

Accurate congestion functions are key to TA models as they connect the
travel time ta to the vehicle flow demand x̌a on edge a ∈ A. Note the
difference between flow demand x̌a and flow xa. Flow demand indi-
cates the number of vehicles wishing to use the edge in a period of time,
which due to congestion may be greater than the flow (x̌a ≥ xa). As dis-
cussed in Chapter 2, flow cannot exceed capacity however, flow demand
can.

In the network model congestion functions take the form:

ta(x̌a) = t0
a f
(

x̌a

ma

)
, (3.17)

where t0
a is the free-flow travel time of an edge a ∈ A and f (·), also

known as the travel time multiplier, is a strictly increasing and continu-
ously differentiable function dependent on the flow demand x̌a divided
by the flow capacity ma of that edge a ∈ A (i.e. the saturation rate).
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Create Topographic 
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Solve TAP for predicted flows and travel times

Traffic Assignment

Figure 3.1: Procedure to obtain data-driven Traffic Assignment (TA) model on
real-world road networks from traffic data.
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There are several main candidates for the form of the travel time multi-
plier f (·) which have been developed with the required traits for TA.

BPR

The BPR equation is consistent with Equation 3.17 and is widely used
in TA models [25, 20]. In its more general form it is:

ta = t0
a

(
1 + α(

x̌a

ma
)

β
)

, (3.18)

where the values of α and β are coefficients commonly taken as 0.15 and
4, respectively [11]. This form of BPR with these standard coefficients
will be referred to as BPR-Standard.

Conical

Conical is a function that was developed after BPR to address some
of its perceived issues relating to equilibrium assignment convergence
[93]. Unlike BPR, which was based on empirical observations, Conical
was derived mathematically using basic algebra and geometry to meet
postulated requirements of well-behaved congestion functions. In addi-
tion to the general requirements of congestion functions to be positive,
smooth and monotonically increasing, Conical was developed with ad-
ditional requirements. Notably, this included limitations on the steep-
ness of the curve and its coefficients having compatibility with BPR.

The form of the function is:

ta = t0
a

(
2 +

√
α2(1 − x̌a/ma)2 + β2 − α(1 − x̌a/ma) − β

)
, (3.19)

where,

β =
2α − 1
2α − 2

, α > 1.

In Conical, α is described as the steepness of the function and can be
interpreted as similar to β in BPR.
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Akçelik

Akçelik is a function form which has been used in practice to develop
the BPR further, to represent better the hyper-critical and hypo-critical
flow regimes [97]. In previous works it has been shown to be more
accurate representing road facilities with signalised intersections [98].
The form of the function used in this work is a simplified version based
on [111] and [142]:

ta = t0
a+

[
0.25

(
(

x̌a

ma
− 1) +

√(
(

x̌a

ma
− 1)2 + J

x̌a

ma

))]
, (3.20)

where J is the delay parameter to be fitted, in this work it subsumes
constants present in other formulations. In this equation ta is average
travel time per unit distance (hr/km) and t0

a is free-flow travel time per
unit distance (hr/km).

Exponential

In other works, exponential functions are used as an alternative to BPR
as they possess a similar shape [111]. In this work, the form of exponen-
tial function used is:

ta = t0
aeα(x̌a/ma)β

, (3.21)

where the values of α and β are coefficients to be fitted.

3.4.1 Calculating Fundamental Traffic Parameters from
Data

In addition to the form of the travel time multiplier which is investigated
in Chapter 6, the performance of congestion functions also depends on
the values chosen for other key parameters specific to each road.

Capacity

The capacity of an edge on the network is defined in the US Highways
Capacity Manual (HCM) [101] as:
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“The capacity of a system element is the maximum sustainable hourly flow
rate at which persons or vehicles reasonably can be expected to traverse a point
or a uniform section of a lane or roadway during a given time period under
prevailing roadway, environmental, traffic, and control conditions.”

The vagueness of the definition and the lack of an agreed methodology
for the calculation of the capacity on a road has led to many studies
interpreting capacity in different ways. The most widely used is the
average of high traffic flows. Its simplicity makes it preferred for the
purposed of national road systems with a potentially large number of
edges. Studies employing the method use different criteria as the cut-off
for which average high traffic flow constitutes the capacity. For example,
[111] uses 99th percentile and in [108] it is the 95th percentile. However,
the reasons for the choice are often unclear.

In this work, as in [143], the proposed congestion function estimation
uses the maximum of the observed hourly-average flows on an edge as
its capacity. This is based on the assumption that additional stochastic
variables, such as weather and road conditions, always negatively affect
the capacity, and the true value for a road is hardly ever reached. Ca-
pacity is treated as being a deterministic maximum value reduced by
random factors. For the purpose of the TA model only the deterministic
maximum part is used so the model can reflect the ideal road perfor-
mance.

Free-flow speed and time

The free-flow speed of an edge on the network is defined in the HCM
[101] as:

“The theoretical speed when the density and flow rate on the study segment are
both zero”

HCM expands that this can be seen as a constant speed in traffic flows
between 0 and 1,000 vehicles per hour per lane. This is limited as there
is uncertainty regarding constant speeds in low flow traffic.
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As with road capacity, free-flow speed is calculated in alternative ways
in different studies and research continues into improving its estima-
tion [144]. Some studies use posted speed limits without detailed field
measurements of speeds. For example, [113] sets the free-flow speed of
light vehicles as 111kph (approx. the 70mph speed limit) for two-lane
motorways. In [108], free-flow speed is taken as the 85th percentile of
measured speeds. In [143], the free-flow speed is estimated through a
least squares fit on the flow versus density data for measurements with
a speed greater than 55mph.

In this thesis, the free-flow speed of an edge is obtained by taking the
95th percentile of the observed speeds as in [107]. This is a quick way
to obtain an estimate which accounts for localised factors specific to the
road (e.g. road curvature) which have influence but are not captured by
the posted speed limit. The free-flow travel time used in the congestion
function is then obtained by converting it through the edge length.

3.5 Data-driven Origin-Destination Demand
Matrix Estimation

For the calculation from traffic flow measurements, the O-D matrix es-
timation problem can be understood as an optimisation problem and
formulated as:

min
g≥0

F(g) def
= γ1F1(g, g0) + γ2F2(x(g), x̃) (3.22a)

s.t. x = assign(g), (3.22b)

where F1(g, g0) is a distance measure between estimated demand vector
g and the initial prior demand vector g0, F2(x(g), x̃) is a distance mea-
sure between estimated edge flows x(g) and observed edge flows x̃. γ1
and γ2 are weighting factors which can be dependent on the relative
confidence in the prior matrix and measured flows, or the scale each
distance measure operates on. Lastly, ’assign’ is the process of drivers
making route choices that is dependent on the demand.
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Algorithms are available which adjust the demand vector so that the
resulting assigned flows are as close as possible to the observed flows
whilst the demand also remains as close as possible to the prior ma-
trix. Essentially the measured flows can be thought of as correcting or
updating a prior O-D matrix.

3.5.1 Estimating the Prior Demand Matrix

Applied to each of the time-bins, the GLS method is used to estimate
the prior O-D demand matrices. It assumes the roads are uncongested
so that for each O-D pair the route choices of the road users are inde-
pendent of the traffic flows. It assumes an assignment matrix A linking
demand to flow with the route choices predetermined.

x = Ag. (3.23)

The GLS method assumes that the O-D trips are Poisson distributed and
there is a maximum of one edge in each direction between pairs of nodes
[55, 64]. To find the prior O-D demand matrix, first the feasible routes
for each O-D node pair are found and used to create the edge-route inci-
dence matrix B. The feasible routes are limited to the two shortest routes
by distance, if available, as it is commonly the case for the majority of the
route flows to use the best couple of choices [145]. The feasible routes
for each O-D node pair are found using Yen’s multiple shortest paths
algorithm [146]. Next, define {x(j); j ∈ [[J ]]} to be |J | observations of
the flow vector on the edges and x̄ as their arithmetic average. Define
P = [pir] to be the route choice probability matrix, pir as the probability
that a traveller between O-D pair i uses route r. The assignment matrix
is then A = BP′. Next, vectorise the O-D demand matrix as g and define
the sample covariance matrix by [10] :

S =
1

(|J | − 1)

|J |

∑
j=1

(x(j) − x̄)(x(j) − x̄)′. (3.24)
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Using this, the method requires solving the following optimisation prob-
lem:

(E0) min
P≥0,g≥0

|J |

∑
j=1

(x(j) − BP’g)′S−1(x(j) − BP’g) (3.25a)

s.t. pir = 0 ∀ (i, r) ∈ {(i, r) : r ̸∈ Ri}, (3.25b)
P1 = 1. (3.25c)

This optimisation minimises the weighted sum of the squared errors in
the flow observations, however, directly solving it is difficult because
of its complicated form of objective function. For a solution it is re-
written as two optimisation sub-problems sequentially. To do this, the
substitution ξ = P′g is made and an arbitrary smooth scalar-valued
function h(P, g) is used to formulate the following [10] :

(E1) min
ξ≥0

|J |
2

ξ′Qξ − b′ξ, (3.26a)

(E2) min
P≥0,g≥0

h(P, g) (3.26b)

s.t. pir = 0 ∀ (i, r) ∈ {(i, r) : r ̸∈ Ri}, (3.26c)

P′g = ξ0, (3.26d)
P1 = 1, (3.26e)

where Q = B′S−1B and b = ∑|J |
j=1 B′S−1x(j).

ξ0 is the optimal solution to (E1), which is obtainable via quadratic pro-
gramming, using a numeric solver (e.g. Gurobi [147]). The variable
substitution removes the probability matrix from the problem, eliminat-
ing the constraints on P in (E0). The solution of (E2) returns a P which is
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consistent with the solution of (E1) and ξ = P′g, providing the optimal
solution (P0, g0). Although (E2) is written as an optimisation problem,
h(P, g) is a dummy objective function which can be set equivalent to a
zero constant, without affecting the results [10].

For the purposes of providing a prior matrix of the demand between
each O-D pair from the vector g0, the solution of g0 is treated as the sum
of the values of ξ0 which are related to the routes of the same O-D pair.
Therefore, P is not needed.

The number of decision variables in the optimisation depends on the
number of O-D pairs and routes. The size of the network is a restriction
of the method that faces numerical difficulties at large network sizes,
however, it is better than other formulations considered such as the max-
imum likelihood estimation method [55].

3.5.2 Demand Matrix Congestion Adjustment

To account for the effects of congestion and improve the accuracy of
the initial estimate of the demand vector g, the estimated congestion
functions can be used to find an improved solution through a heuristic
gradient-based algorithm [72, 73]. The assignment of the demand is then
assumed to be dependent on the edge flows, such that:

x = A(g)g. (3.27)

This is not analytically solved, instead the calculation of the assignment
matrix A is a separate optimisation problem within the main BiLev pro-
cess. Based on Equation 3.22, the BiLev problem is expressed through
the following formulation:

min
g≥0

F(g) def
= γ1 ∑

i∈[[W ]]

(gi − g0
i )

2 + γ2 ∑
a∈A

(xa(g)− x̃a)
2, (3.28a)

s.t. x = A(g)g, (3.28b)
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In the upper-level of the BiLev the optimal demand vector is sought
through the objective function, subject to the lower-level optimisation
of the assigned edge flows through solution of the UE TAP. To iterate a
numerical solution, the gradient descent algorithm updates the demand
vector at each iteration according the descent direction evaluated from
the objective function gradient. The gradient of F(g) is:

∇F(g) =
(

∂F(g)
∂gi

; i ∈ [[W ]]

)
(3.29)

=

(
2γ1(gi − g0

i ) + 2γ2 ∑
a∈A

(xa(g)− x̃a)
∂xa(g)

∂gi
; i ∈ [[W ]]

)
.

The Jacobian matrix in the expression is simplified by assuming that the
route choice probabilities are locally constant. Also, for an O-D pair
i ∈ [[W ]], only the fastest route r̂(g) is considered. In each iteration of
the algorithm, the edge travel times are updated based on the current
demand vector after the flow vector has been found via solution of the
UE TAP [10].

Assuming that the partial derivatives do exist [148], then the Jacobian is
approximately [72]:

∂xa(g)
∂gi

≈ δa
ir̂(g) =

{
1 if a ∈ r̂(g),
0 otherwise.

(3.30)

The assumption of locally constant route choice probabilities means
edge flows are separable, which could lead to biased gradient approxi-
mations.

The simplification of the Jacobian via the assumption of only including
the fastest route between each O-D pair is based on the widespread use
of GPS navigation suggesting that route to most drivers. If more than
one route was included then the route flows could not be uniquely de-
termined by solving the TAP and this would reduce the accuracy of the
Jacobian approximation from unstable route-choice probabilities [10].
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Algorithm 2: BiLev Gradient Descent Algorithm
Input:
The road network (V ,A,W); the fitted functions t(·) for each
edge; the initial estimated demand vector g0=(g0

i ; i ∈ [[W)]]);
five parameters T ≥ 1, Θ ≥1, ϵ1 ≥ 0, ϵ2 > 0, lmax > 0.

Initialization:
Take the demand vector g0 as the input, solve the TAP (using the
Frank-Wolfe algorithm (Section 3.2.1)) to obtain x0. Set l = 0. If
F(g) = 0, stop; otherwise, go on to Step 1.

Step 1:
Computation of a descent direction. Calculate hl = −∇F(gl) by
Equation (3.29).

Step 2:
Calculation of a search direction. For i ∈ [[W ]] set:

h̄l
i =

{
hl

i , if (gl
i > ϵ1) or (gl

i ≤ ϵ1 and hl
i > 0)

0, otherwise.

Step 3:
Line search.

Step 3.1: Calculate the maximum possible step-size
θl

max = min{−gl
i/h̄l

i ; h̄l
i < 0, i ∈ [[W ]]}. If h̄l

i ≥ 0 for all i ∈ [[W ]],
then θl

max = 0.001.
Step 3.2: Determine θl = arg minθ∈S F(gl + θh̄l

), where
S def
= {θl

max, θl
max/Θ, θl

max/Θ2, ..., θl
max/ΘT).

Step 4:
Update and termination

Step 4.1: Set gl+1 = gl + θlh̄l. Using gl+1 as the demand, solve
the TAP to obtain xl+1.
Step 4.2: If F(gl)−F(gl+1)

F(g0)
< ϵ2, stop the iteration; otherwise, go on

to Step 4.3.
Step 4.3: Set l = l + 1 and return to Step 1 if l ≤ lmax.
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The gradient-based algorithm is outlined in Algorithm 2. It is a variant
of the algorithms proposed in [10], [72] and [73]. The BiLev optimisation
problem is not convex due to the potential non-linearity in x(g) and so
the solution is not expected to be a global minimum. A key concern
is the accuracy of the calculated gradient to ensure the algorithm leads
to a local minimum. If the gradient is calculated inaccurately due to
computational inaccuracy, the descent of the algorithm may not occur
in those iterations. For this reason it is important to have the evaluation
of the TAP as accurate as possible.

The line search uses an Armijo-type procedure as it is computationally
efficient [73, 149]. The search is initiated with a maximum possible step-
size θ = θl

max that leads to non-negative demands for all O-D pairs.
For a value of θ, the objective function F(gl + θh̄l

) is calculated. If the
objective function is improved such that F(gl)− F(gl + θh̄l

) > 0, then
the search is interrupted and that value of θ is the chosen step-size. If
not, then a smaller step-size θ = θl

max/ΘT̂ is tried in the evaluation of
the objective function, such that 1 ≤ T̂ ≤ T where Θ ≥ 1 and T ≥ 1 are
specified parameters.

The choice of the parameters used is important for the accuracy of the
result. The choice of γ1 = γ2 = 1 is made with both parameters equal
to ensure the algorithm produces a reduction in the difference between
the calculated and measured flows while equally considering the initial
estimation of g0. As in [10], the values of ϵ1 = 0 and ϵ2 = 10−20 are
chosen to ensure the accuracy of the algorithm although they reduce
convergence speed. Effectively, in practice, such a small value for ϵ2
means that the algorithm runs until a maximum number of iterations
lmax = 30, chosen to ensure convergence. In the solution of the TAP the
accuracy of the relative gap is set to 10−5 to make sure the flow vector
and therefore the gradient are sufficiently accurate.

The use of Θ = 10 and T = 8 is to quickly reduce the step-size from θl
max.

In [73], the authors remark that if the gradient is a descent direction then
θl

max will usually be the best step-size to reduce the objective function
the most. They state that if it is not the descent direction then the step-
size should be quickly reduced and the smallest increase in objective
function accepted, to move on to the next iteration’s search direction
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calculation. In the implementation of the algorithm used in this work, it
starts from the largest step-size θl

max and decreases it until a reduction
in objective function is obtained, the first step-size with a reduction is
selected and the algorithm continues. This improves speed as it reduces
the number of times the Frank-Wolfe algorithm is used to solve the TAP
at each step-size. If a reduction in objective function is not obtained,
then the smallest step-size is chosen.

In [10], the authors prove their version of the algorithm converges
through including 0 ∈ S . This indicates that the non-negative objec-
tive function is non-increasing between iterations and convergence is
guaranteed by the monotone convergence theorem [150]. However, by
allowing small increases in the objective function, it allows all execu-
tions of the algorithm to run equally many iterations, which is useful
for comparisons and in practice usually leads to lower final objective
function values.
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Chapter 4

Application on the English
Strategic Road Network

4.1 English SRN Data Sets

4.1.1 NTIS

The NTIS Network and Asset Model contains information on the loca-
tion and details of the different systems used by NH to monitor and
control traffic on the SRN. The systems it covers include MIDAS sites,
ANPR Camera sites, Traffic Monitoring Units (TMU) sites, VMS and Ma-
trix Signals. Also, it includes the Network Model containing geospatial
information on the edges, edge shapes and nodes which can be used in
a graph representation of the roads. Various attributes are also available
to determine the direction of travel, capacity and length of the associated
weighted graph’s edges [5].

The data is updated approximately fortnightly to account for changes to
the network and to correct errors (e.g. duplicate sensor IDs). As the data
is provided in DATEX II, a European standard format, the techniques
applied to the English SRN could be applied with relative ease to other
systems such as in Scotland [5].
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Category Length
1 <=5.2m
2 >5.2m and <=6.6m
3 >6.6m and <=11.6m
4 >11.6m
5 All lengths

Table 4.1: Table of the MIDAS vehicle length categories [5].

4.1.2 MIDAS Traffic Monitoring System

The traffic data used in this thesis is taken from the MIDAS system.
The MIDAS system measures speed, flow, occupancy and headway at
approximately 7000 sites on the main motorways of the English SRN.
The data is given on a per-lane basis and aggregated over 1-minute in-
tervals. It provides flow data for separate vehicle categories defined by
length (see Table 4.1). However, the vehicle category data is not on a
lane basis and not supplied for speed, occupancy and headway [5]. In
most cases the MIDAS measurement site uses two inductive loops in-
stalled under the road surface, however, some use radar or alternative
technology. They are spaced approximately every 500m. If one is faulty,
the site cannot classify vehicle length or speed but can measure total
flow, occupancy and headway. Occupancy could be used to estimate the
speed as is done for single-loop detector systems [5].

There are in total approximately 9000 MIDAS sites installed on the mo-
torways of the SRN, however only approximately 7000 are configured
for measuring data [5].

The NTIS network comprising the main carriageways with relevant MI-
DAS sensor sites on the SRN is selected for analysis (Figure 4.1). This
connects a selection of major cities in England; however, only the main
part of the network is included in the analysis. There are small discon-
nected stretches of MIDAS monitoring other areas of the network (e.g.
near Southampton) which are not included.
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Figure 4.1: Graph representation of the National Traffic Information Service
(NTIS) model of the contiguous Strategic Road Network (SRN) covered by
the Motorway Incident Detection and Automatic Signalling (MIDAS) system.
Map underlay from Google Maps [151].
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Network Nodes Edges O-D Pairs
E1 30 70 870
E2 73 156 5256
E3 132 278 17292

Table 4.2: Features of the topographic representations of the English Strategic
Road Network (SRN).

4.2 Network Graph Topographic Representa-
tion

The scale of the TA models is not concerned with navigation through the
junctions between roads but instead with modelling the overall flows
around the network. Therefore, a degenerate arterial road topographic
representation is created for the SRN. This creates a processed version
of the NTIS model with the junctions and interchanges simplified to
single supernodes and the carriageways in-between grouped as single
superedges. The use of the superedges involves averaging the flows
recorded by the sensors on the edges which compose them. The roads
are assumed independent in each direction of travel and represented
by separate superedges. Furthermore, it is assumed that the network is
an open-system without entry gates or intersection control devices such
as traffic lights. The use of topographic simplification has the benefit
of reducing computational complexity, however, the averaging of sen-
sors along superedges may reduce model accuracy. As the superedges
are intended to capture the edges between the junctions represented by
supernodes, they should be accurate for the purposes of routing for a
traffic assignment model, as the routes can only change at the junctions.

Three topographic representations of the SRN are presented in Figure
4.2. Table 4.2 describes the features of the subnetworks. The first, E1,
is a more simplified version of the second, E2, which is a smaller net-
work covering the central subnetwork of the SRN. E1 and E2 are used
in the development of the methods in Chapters 5 and 6. E3 is a larger
representation of the national network used in the analysis of Chapter
7. The nodes and edges of the NTIS network that do not have suitable
data over the analysis period are not included in the topographic repre-
sentations. Due to such data limitations, this notably results in a single
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pair of edges representing a good proportion of the M6 that connects
Birmingham to near Manchester (approx. 53° N, 2.3° W).

4.2.1 Map Data Simplification

To create the topographic representation for analysis, an automated sim-
plification approach was developed to work with the NTIS data. The
process is outlined in Algorithm 3.

The interchanges of the road network which require simplification con-
sist of intersections of different edges. The approach detects the char-
acteristic intersections of edges that comprise the interchanges. The
method uses the order of the nodes (i.e. how many edges connect to
the node) and the NTIS-provided labels of the edges to identify the
characteristic intersections. In the NTIS database there are two types
of interchange edges to identify labelled slip roads and roundabouts
(Figure 4.3). There is also a minor ’other’ category. First, a search of
all the edges of the network is applied to find those with the correct
features to group their attached nodes into the interchange types. Hi-
erarchical clustering is applied to each the nodes grouped under each
interchange type (slip road, roundabout, other) separately with the ge-
ographic distance parameter 500-700m based on the previous research
for intersection detection [61].

The new simplified network graph is comprised of NTIS edges grouped
into superedges and NTIS nodes grouped into supernodes. A modified
Depth First Search (DFS) algorithm is used to find neighbouring clusters
and establish the superedges connecting the topographic graph.

The DFS algorithm [152] works by exploring the NTIS network from all
the NTIS nodes in a cluster. It is modified to stop when it reaches a
NTIS node identified as from another cluster. The NTIS edges of the
shortest path taken to reach this other cluster’s NTIS node comprise the
superedge connecting the two supernodes.

Following the production of an estimate of the topographic representa-
tion, it is checked for errors and corrected if necessary.
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Figure 4.2: Topographic subnetwork representations of the main roads connect-
ing the Strategic Road Network (SRN). (a) E1; (b) E2; (c) E3.
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Algorithm 3: Algorithm for Interchange Simplification
Input: The road network (V ,A).
Step 1 - Initial Classification: For all edges, select the nodes
attached to the edges which fit in the following categories:

1. Roundabout
2. Slip Roads (with node order 1)

Step 1.1 - Initial Clustering: Apply hierarchical clustering on
node geographical position with distance parameters 700m and
500m to roundabout and slip road nodes, respectively.

Step 1.2 - Cluster Expansion: After clustering include in the
roundabout category:

1. Nodes of entry or exit slip roads that connect to roundabout
nodes.

2. The nodes of entry or exit slip roads that connect to those entry or
exit slip roads

3. Nodes of connected edges with type “mainCarriageway” where the
other node is order 1.

After clustering slip roads, the other node of the entry/exit slip
road edge with an order greater than 1 is added to that cluster.
Step 2 - Other Classification and Clustering: Select all nodes
with an order not equal to 2 in the ’Other’ category. Apply
hierarchical clustering with distance parameter 500m.
Step 3 - Supernode creation: Calculate the mean latitude and
longitude of the nodes of each cluster that are grouped into
supernodes.
Step 4 - Connect Clusters: Use the modified DFS to establish
superedges connecting each supernode.
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Figure 4.3: Examples of (a) slip roads and (b) roundabouts in the National
Traffic Information Service (NTIS) model.

4.3 MIDAS data extraction

MIDAS data from the available sensors is extracted and matched to
the associated topographic edge through the NTIS data set which con-
tains the information of the position of the sensors on the network. The
matching process accounts for errors in the NTIS data set by using both
the Regional Control Centre (RCC) and sensor ID to account for the
small number of sensors across RCCs with duplicate non-unique IDs.

The flow data recorded are grouped into the time-bins defined in Sec-
tion 3.1. For each time-bin, the mean hourly flow is calculated over the
respective period. Within each time-bin the per-minute measurements
are extracted and then the hourly mean values are calculated for the
congestion function fitting in Chapter 6. The multiple lanes of flow are
summed to get the total flow, the speed and occupancy are averaged
across the lanes which are active. The hourly mean values are used to
approximate the steady-state conditions of the traffic (i.e. all vehicles
have constant homogeneous speed and spacing) [95]. The steady-state
assumption is important for the fundamental relation of traffic to hold
between flow, speed and density (see Section 3.1).
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The data set was restricted to weekdays only. Data were omitted from
dates which coincided with public holidays, days with major weather
disruption (i.e. snow on 01/02/2019), and around the first and last week
of the year due to potential Christmas and New Year holiday demand
disruption (20/12/2018 - 07/01/2019). Nine months of data, September
2018 to May 2019, were used for the smaller networks featured in the
analysis of Chapters 5 and 6. This was expanded to twelve months,
September 2018 to August 2019, for the larger analysis in Chapter 7.

Loop detector data can be noisy [50, 153] and needs to be processed
correctly to remove faults [154, 155]. When multiple sensors are avail-
able along the length of the same edge, the median flow readings are
used. This both minimises the effect of outliers and filters out erro-
neous readings, which are those differing from the median by more than
twice the median absolute deviation. This allows the central tendency
of measured flows to be resistant to sensors with faults or which do not
measure the main carriageway flow, even after the slipway sensors are
excluded through their database names.

The data available from the MIDAS sensors can change over the time
window of the data set. Once the data available for each edge have been
assessed, days of data that are missing measurements (zero flow) for
any of the edges in any of the time-bins are excluded from the final data
set. If the sensors on a particular edge are consistently returning faulty
readings then the topographic graph is amended to absorb that edge
into its neighbour.

4.3.1 Traffic Density Calculation

Density is a key variable in traffic analysis, however, it is not measured
directly by MIDAS. While flow, occupancy and arithmetic mean speed
are available directly from MIDAS for each minute, the density can only
be estimated indirectly [6, 52]. Traffic density is defined as a spatial av-
erage at a fixed time (i.e. the number of vehicles per kilometre of road),
however, cross-sectional measurement systems only measure temporal
averages at a fixed location (i.e. the loop detector site) [44]. Unlike
flow and density, the speed can be defined in two different ways, spatial
average (a.k.a. space-mean) and temporal average (a.k.a. time-mean).
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Because density is defined as a spatial quantity, the fundamental rela-
tion (Equation 3.6) implicitly assumes that speed is a spatial average
[140]. The use of temporal averages from cross-sectional loop detectors
introduces systematic errors, such that faster vehicles are detected more
frequently than slower vehicles leading to a bias towards higher speeds
and lower densities [44].

Direct spatial average measurements of density are only practically
available with aerial photography [44, 53]. With an understanding of
the limitations of using MIDAS measurements, the fundamental rela-
tion could be used to obtain an approximation of the density via average
flow and temporal average speed. However, in this work, the measured
vehicle occupancy is used to approximate the traffic density as is com-
monly done in practice through [140, 156]:

k =
ρ

Lv + Ls
∗ Clanes , (4.1)

where ρ is the measured mean lane occupancy (the fraction of time the
detector has a vehicle above). Lv is the mean length of vehicle and Ls
is the length of sensor. Clanes is the number of lanes for the road. For
the MIDAS system, the sensor length is 2m. The mean vehicle length
is calculated by using the vehicle class-specific flow data to calculate a
weighted average vehicle length for each minute recorded by the system.
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Chapter 5

Prior Origin-Destination
Demand Matrix Estimation
through Network Partitioning

In this chapter, a novel integrated and scalable method is presented to
obtain O-D matrix estimations for large real-world highway networks
and evaluate their performance producing accurate UE flow patterns
with static TA models. This is accomplished by using network modu-
larity as a basis for dividing up the road network into partitioned sub-
networks to reduce the computational difficulty of the prior O-D matrix
estimation problem. The technique is applied to the E2 subnetwork
(Section 4.2) and several theoretical networks. It is demonstrated that
the incorporation of partitioned O-D estimation within UE flow pattern
calculation has the effect of enabling reasonable estimates of the pre-
dicted flows and travel times compared to the unpartitioned case, while
greatly reducing the computational requirements.

The primary outcomes of the chapter are summarized as:

• A novel method of producing O-D matrices from flow counts is
proposed, which utilises network modularity to determine the op-
timal way to partition the network effectively and automatically.
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• The novel method is applied in the calculation of UE flow patterns
solely from cross-sectional data on real-world networks without
the current size limitations of similar existing O-D estimation tech-
niques.

• Different approaches to utilising the partitioning are investigated,
one degenerates the network based on the partitioning, others use
the partitioning to focus on estimating the prior matrix from the
internal and/or external movements of the partitioned nodes. It
is found that using within-the-partition internal estimates for the
prior O-D calculation provides the best accuracy. Including the ex-
ternal between-the-partition estimates can help computation time.

Standard validation techniques are often inadequate to assess the effects
of the partitioning on the O-D estimates [67]. Comparing the estimated
O-D matrix to another validation data source, such as historic trip sur-
veys, is problematic as that is still only a sample of the movements. It is
impractical to account for all the movements on a large-scale road net-
work for a ground-truth matrix. For this reason, the validation of the
results is done via the relative accuracy, estimating the flow and travel
times through the UE flow pattern of a derived static TA model.

5.1 Network Simplification

5.1.1 Network Partitioning

Partitioning is performed on the topographic representation based on
community detection using network modularity with the Louvain algo-
rithm [84].

Network modularity measures the relative density of edges inside com-
munities compared to outside communities. It is defined as the differ-
ence between the fraction of edges which are between the nodes of a
community and the fraction which would be expected if the edges were
randomly distributed [157]. It is measured with a scale value ranging
from -0.5 to 1 (non-modular to fully modular clustering). By achieving
the optimal value for modularity (closest to 1) the results should be the
best possible grouping of the network nodes.
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The Louvain algorithm uses the following definition for modularity [84]:

Q =
1

2m ∑
i,j

[
Aij −

zizj

2m

]
δ(ci, cj), (5.1)

where, for all combinations of node pairs (including i = j), Aij is the
weight of an edge between nodes i and j taken as the inverse of the
edge length; the sum of the weights of the edges attached to node i is
represented by zi = ∑j Aij. The δ-function δ(ci, cj) is 1 if ci = cj and 0
otherwise, where ci is the community to which node i is assigned. Also,
m = 1

2 ∑ij Aij is based on the total weight of all network edges.

As only pairs of nodes belonging to the same community contribute
to the modularity calculation, the total modularity of the network can
be expressed as the sum of the modularity of each community within a
given partitioning. The modularity of a single community C is expressed
as [84]:

QC =
Ωin

2m
−
(

Ωtot

2m

)2

, (5.2)

where Ωin is the sum of edge weights inside community C for each
node in the community (meaning each edge is considered twice), Ωtot
is the sum of edge weights connected to nodes in community C. Es-
sentially, the first term of the equation is the probability that any edge
in the network is fully within community C. The second term is the
probability that any edge would have at least one node in community
C. Hence, a high modularity indicates a higher number of edges within
a community than would be expected if the network was random.

Part of the Louvain algorithm’s high efficiency is due to the easy com-
putation of the change in modularity ∆Q from adding or removing a
node v into community C [84]. For adding a node to a community:
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∆Qadd =

[
Ωin + 2zv,in

2m
−
(

Ωtot + zv

2m

)2
]

(5.3)

−
[

Ωin

2m
−
(

Ωtot

2m

)2

−
( zv

2m

)2
]

,

and for removing a node from a community,

∆Qremove =

[
Ωin − 2zv,in

2m
−
(

Ωtot − zv

2m

)2

+
( zv

2m

)2
]

(5.4)

−
[

Ωin

2m
−
(

Ωtot

2m

)2
]

.

zv,in is the sum of edge weights from v to other nodes in C. The first
part of each expression is the modularity of the newly created commu-
nity and the second part is the modularity of the original community
and node separated. The change in modularity is evaluated via the net
change from removing node v from its community and grouping it into
its neighbouring community.

∆Q = ∆Qadd + ∆Qremove (5.5)

Each pass of the Louvain algorithm consists of two main phases, mod-
ularity optimisation and community aggregation [84, 86]. The process
works by first finding small communities based on optimising modu-
larity for single node communities through calculating the changes in
modularity from their combination. Then those small communities are
regrouped as aggregate nodes in a new network. The weights of the new
edges between the aggregate nodes are the sum of the edge weights be-
tween nodes in the corresponding communities. Edges between nodes
of the same community create self-loops. The same modularity optimi-
sation process is applied to this new network to see if there are further
increases in modularity from combining the new communities. The pro-
cess iterates over multiple passes of these two phases, calculating mod-
ularity changes and regrouping nodes, until there are no more commu-
nity changes and increases in modularity. The partition is then optimal
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for the set resolution. The resolution is a parameter used in the algo-
rithm implementation which controls the size of communities outputted
from the hierarchical structure. The method is outlined in Algorithm 4.

Algorithm 4: Description of Louvain algorithm [84, 85]
Input: The network (V ,A), resolution parameter r.
Initialisation:

For the initial partition, set each node v as a separate community
C, namely, C1: v1, C2: v2,...,Ci: vi.

Phase 1 - Modularity Optimisation:
Step 1.1: Identify all communities connected to node vi, and
calculate ∆Q from moving node vi to each connected
community. Node vi is moved to the community with maximum
∆Q. If ∆Q ≤ 0 for all moves, vi is not moved.
Step 1.2: Apply to all nodes until no nodes are left to move. This
produces a layer of community partitioning.

Phase 2 - Community Aggregation:
Step 2.1: The communities produced in Phase 1 are merged into
aggregate nodes v̂i containing the nodes of the communities.
The edges connecting v̂i are derived from the sum of edges
linking the original communities.
Step 2.2: Return to Step 1.1 and apply the steps to the
aggregated network until there is no increase in modularity.

Output:
A multilevel community partition hierarchy of which the
partition with the highest modularity is chosen as the final result
for the provided inputs.

The topographic representation is partitioned using the inverse of the
edge distances as the network edge weights, as opposed to the true road
distance. This is so that nodes closer on the topographic network are
treated as having a stronger connection. In the process, pairs of parallel
edges that have opposite flow directions are replaced with undirected
edges due to the Louvain implementation used [158]. This does not
affect the final result due to carriageways being in identical pairs.

With efficiency for large networks, the Louvain algorithm finds different
high modularity partitions for chosen resolutions of community detec-
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tion. The resolution size is a parameter of the algorithm that affects the
size of the communities, making it larger leads to a smaller number of
partitions being produced with a greater number of nodes inside each
one [84]. The size of the resolution is varied over a range to produce
partition sizes from unpartitioned (resolution equals zero) to the largest
partitions when there are only two separate communities (a resolution
value which depends on network size). Not every resolution produces
a unique number of communities; the lowest resolution that finds each
unique number of communities is the one selected.

Each time the Louvain algorithm is run with the same inputs it can pro-
duce a variation on the exact partitioning produced due to randomized
cluster initialization [87]. As partitioning is primarily used to find com-
munities of different sizes, control of the exact nodes in each partition is
not a great concern.

Once we have produced a partitioning result for the given resolution, the
new community topographic representation is created from the group-
ings. The nodes of each partition are grouped into community supern-
odes. A modified DFS [152] is used to find the neighbours of each
partition and establish the community superedges of a new community
topographic representation. An example of the process can be seen in
Figure 5.1. If multiple edges connect the partitions, then the mean dis-
tance of the edges weighted by mean measured flow in all time-bins
is used as the community superedge distance, which is used to obtain
the community superedge free-flow travel time. The sum of the flows
and capacities on the constituent edges are used as the community su-
peredge flow and capacity, respectively. As the partitions are adjacent to
each other, it is often the case that only one edge forms the community
superedge.
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Figure 5.1: Example of community topographic representation after partition-
ing using Louvain algorithm. Coloured nodes indicate different communities.
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Figure 5.2: Example nine node topographic network (black) partitioned into
three communities. Community topographic is in blue. The green dashed lines
are the partitions’ external O-D movements, the red dashed are the partitions’
internal O-D movements.

5.1.2 Partitioned Network Demand Matrix Estimation

The community topographic representation can be used to obtain es-
timates of the uncongested prior O-D demand matrix using the GLS
method. Four different ways of utilising the representation for this pur-
pose are investigated: (i) degenerate; (ii) non-degenerate internal-only;
(iii) non-degenerate external-only; (iv) non-degenerate internal-external
combined. Figure 5.2 shows an illustrative example of a nine node undi-
rected simple graph network to demonstrate the partition grouping with
internal and external O-D movements.

101 / 208



(i) Degenerate

In the degenerate O-D estimation, the community topographic repre-
sentation (Figure 5.2 - blue graph) is used as a substitute network for
original topographic representation (Figure 5.2 - black graph). The O-D
estimation and adjustment are applied to the flows and structure of the
community topographic representation and not the original topographic
representation.

In the nine node example, the partitioned community topographic rep-
resentation is used to produce an O-D estimate, Hcom, for the partitions
A, B and C.

Hcom =

 0 HAB
com HAC

com
HBA

com 0 HBC
com

HCA
com HCB

com 0

 , (5.6)

where each non-zero entry (e.g. HXY
com) is an estimate of the demand

travelling between the pair of partitions (e.g. X and Y) based on the
edge flows of the community superedges (Figure 5.2 - green dashed
lines).

This approach reduces the network size as shown in Figure 5.1. It loses
the detail of individual road junctions but seeks to preserve some of
the main network structure. Hcom is used within the TA model to pro-
duce estimates of flows and travel times between the partitions on the
community topographic representation.

(ii) Non-degenerate internal-only

The non-degenerate approaches aim to find an estimate of the demand
for each O-D pair of the original topographic representation through
breaking down the problem with the simpler community topographic
representation.

The internal approach applies O-D estimation to separately estimate de-
mands for the internal O-D pairs of each partition by applying GLS to
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the flows and structure of that partition’s subnetwork (Figure 5.2 - red
dashed lines). For example, for Partition A in the nine node example, a
matrix of demands HA

int can be expressed:

HA
int =

 0 H12 H13

H21 0 H23

H31 H32 0

 , (5.7)

where each non-zero entry is an estimate of the demand travelling be-
tween the pair of nodes based on the edge flows of the topographic
representation (Figure 5.2 - black graph). It follows the same form for
other partitions.

For each partition, the O-D values between the internal nodes will be
larger than what would be estimated if the whole unpartitioned network
was being used, as all the flows are assumed to be going only between
the internal nodes. This is corrected with the help of the O-D adjustment
algorithm.

In the non-degenerate internal-only approach, the matrices of demands
for each of the partitions are combined into a prior matrix H by assum-
ing zero demand for the inter-partition O-D pairs. Such that for the nine
node example the prior estimate is,

H =

HA
int 0 0
0 HB

int 0
0 0 HC

int

 , (5.8)

where 0 is a matrix of zeros the size of the inter-partition O-D pairs. For
the example in Figure 5.2, there are three nodes in each partition and
nine inter-partition O-D pairs between a permutation of two partitions.
This corresponds to a 3x3 matrix for 0.

(iii) Non-degenerate external-only

The non-degenerate external-only approach uses the external partition
O-D estimate, Hcom, obtained from the community topographic rep-
resentation. The external partition O-D demands are divided equally
between the nodes that comprise the relevant partitions to spread the
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demand amongst the O-D pairs of the topographic representation (Fig-
ure 5.2 - black graph).

To obtain estimates for the inter-partition demands, the community O-
D matrix demands Hcom are divided by the number of topographic O-D
pairs that comprise each partition pair. For example, for partition pair
AB, the number of nodes in A, uA, is three and the number of nodes in
B, uB, is three so the number of O-D pairs is uAB = uA ∗ uB = 9. The
value for each pair is then HAB

com/9. Then, in matrix form, for partition
pair AB with lA as a column vector of ones the length of uA, and lB as a
column vector of ones the length of uB,

ĤAB
ext =

HAB
com

uAB lAl′B. (5.9)

External-only assumes zero values for the demands between the O-D
pairs internal to the partitions, resulting in the following prior matrix,

H =

 0 ĤAB
ext ĤAC

ext
ĤBA

ext 0 ĤBC
ext

ĤCA
ext ĤCB

ext 0

 , (5.10)

where 0 is a matrix of zeros the size of the intra-partition O-D pairs. For
the example in Figure 5.2, there are three nodes in each partition and
six O-D pairs between them. As in Equation 5.7, the demand from a
node to itself is included but set to zero. This then corresponds to a 3x3
matrix for 0.

(iv) Non-degenerate internal-external combined

In the non-degenerate internal-external combined approach, a prior ma-
trix is formed using both internal and external estimations without any
O-D demands assumed zero:

H =

HA
int ĤAB

ext ĤAC
ext

ĤBA
ext HB

int ĤBC
ext

ĤCA
ext ĤCB

ext HC
int

 . (5.11)

In all the non-degenerate approaches, the prior matrix H is used in the
O-D adjustment algorithm to produce a final O-D demand matrix which
is used in a static TA model for the whole topographic network.
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5.1.3 Example of the application of the partitioned net-
work demand estimation

To illustrate the process of applying the partitioned network demand
estimation, a small six node example network is used (Figure 5.3). The
matrices are calculated using the degenerate approach and the three
non-degenerate approaches.
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Figure 5.3: Diagram of a small test network. The network contains 6 nodes,
16 edges. Edge labels are the edge weights. Node labels are the node numbers.

A ground-truth O-D matrix is created for the specified network that ran-
domly assigns a number between 0 and 10 to each O-D pair. With the
assigned O-D matrix, the average flows on the network are created by
using the Frank-Wolfe algorithm to solve for UE (Equation 3.10). This
provides an average flow on each edge that is used to generate a sample
of days of flows by using a random Poisson generator. The number of
simulated days is set to be the number of edges in the network mul-
tiplied by 2.5. This flow sample is then used in the same processes
described in the methodology.

The network is taken to be uncongested so the congestion functions used
are just the edge distances (independent of flow). The edge weights are
chosen to ensure every O-D pair has a unique single shortest path. In
this example, a single route is assumed between each O-D pair for the
application of GLS for prior matrix estimation. The UE effectively as-
signs each O-D demand to the shortest path for that O-D. These simpli-
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fications and the assumption of Poisson-distributed daily flows make an
idealised example that suits the assumptions of the GLS method.

For the example, the created ground-truth O-D matrix, Dtrue, is:

Dtrue =


0 1 2 3 10 3
1 0 4 9 1 2
2 10 0 10 10 3
3 4 9 0 7 3
1 3 8 7 0 9
5 4 6 7 1 0

 (5.12)

This produces the ground-truth mean flow vector for the 16 edges, x̄true,
where x̄true

ij indicates the flow from node i to node j:

x̄true =



x̄true
12

x̄true
13

x̄true
21

x̄true
23

x̄true
24

x̄true
31

x̄true
32

x̄true
36

x̄true
42

x̄true
45

x̄true
46

x̄true
54

x̄true
56

x̄true
63

x̄true
64

x̄true
65



=



14
5
5
4

25
7

10
26
15
18
14
11
17
28
21
11



(5.13)

Using the values of x̄true as the mean flows in a Poisson generator, a
40-day sample of artificial flows is generated, {xtrue

(j) ; j ∈ [[J ]]} where
|J | = 40.
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The example network is partitioned into two communities (Figure 5.4)
using the Louvain algorithm with a resolution parameter of 0.5 (Algo-
rithm 4). The weights of the community topographic edges are the av-
erage of the constituent topographic edges. The ground-truth demand
matrix for the community topographic is the sum of the inter-partition
demands of the topographic representation, such that, Dtrue

com , is:

Dtrue
com =

[
∑3

i=1 ∑3
j=1 Dtrue

i,j ∑3
i=1 ∑6

j=4 Dtrue
i,j

∑6
i=4 ∑3

j=1 Dtrue
i,j ∑6

i=4 ∑6
j=4 Dtrue

i,j

]
=

[
0 51

43 0

]
(5.14)

The ground-truth flows on the community topographic, x̄true
com , are the

sum of the ground-truth flows on the constituent topographic edges,
such that:

x̄true
com =

[
x̄true

24 + x̄true
36

x̄true
42 + x̄true

63

]
=

[
51
43

]
(5.15)
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Figure 5.4: Diagram of small test network partitioned into two communities.
Community topographic is in blue. Edge labels are the edge weights. Node
labels are the node numbers.
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For the partitioned network, the estimate of the prior matrix for the
community topographic, Hcom, is:

Hcom =

[
0 HAB

com
HBA

com 0

]
=

[
0 50.32

43.60 0

]
(5.16)

This is the prior matrix to be used in the degenerate method. Using
Hcom, the estimates for the external approach, Ĥext, can be obtained
with uAB = uBA = 9:

ĤAB
ext =

HAB
com

uAB lAl′B =

5.59 5.59 5.59
5.59 5.59 5.59
5.59 5.59 5.59

 (5.17)

ĤBA
ext =

HBA
com

uBA lBl′A =

4.84 4.84 4.84
4.84 4.84 4.84
4.84 4.84 4.84

 (5.18)

Also, the estimates for the internal approach, Hint, are obtained for A
and B:

HA
int =

 0 H12 H13

H21 0 H23

H31 H32 0

 =

 0 12.77 4.64
4.80 0 2.97
5.66 9.64 0

 (5.19)

HB
int =

 0 H45 H46

H54 0 H56

H64 H65 0

 =

 0 18.27 9.98
10.03 0 15.72
20.40 7.95 0

 (5.20)

With these estimates, the prior matrices, H, for the four different appli-
cations can be obtained:

(i) Degenerate:

Hi = Hcom =

[
0 50.32

43.60 0

]
(5.21)
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(ii) Internal-only:

Hii =

[
HA

int 0
0 HB

int

]
=


0 12.77 4.64 0 0 0

4.80 0 2.97 0 0 0
5.66 9.64 0 0 0 0

0 0 0 0 18.27 9.98
0 0 0 10.03 0 15.72
0 0 0 20.40 7.95 0

 (5.22)

(iii) External-only:

Hiii =

[
0 ĤAB

ext
ĤBA

ext 0

]
=


0 0 0 5.59 5.59 5.59
0 0 0 5.59 5.59 5.59
0 0 0 5.59 5.59 5.59

4.84 4.84 4.84 0 0 0
4.84 4.84 4.84 0 0 0
4.84 4.84 4.84 0 0 0

 (5.23)

(iv) Internal-external combined:

Hiv =

[
HA

int ĤAB
ext

ĤBA
ext HB

int

]
=


0 12.77 4.64 5.59 5.59 5.59

4.80 0 2.97 5.59 5.59 5.59
5.66 9.64 0 5.59 5.59 5.59
4.84 4.84 4.84 0 18.27 9.98
4.84 4.84 4.84 10.03 0 15.72
4.84 4.84 4.84 20.40 7.95 0

 (5.24)

Using these respective prior matrices in the O-D adjustment algorithm
(Section 3.5.2) together with x̄true as the observed flow vector, the esti-
mates of the demand matrix, D̂, can be obtained. This can be used to
solve the UE TAP to obtain estimates of, x̂, the flow column vector (writ-
ten as row vectors to save space). The results for the four approaches
are:

109 / 208



(i) Degenerate:

D̂i =

[
0 50.32

43.60 0

]
(5.25)

x̂i ′ = [50.32, 43.60] (5.26)

(ii) Internal-only:

D̂ii =


0 9.84 1.89 4.10 0.50 4.35

2.79 0 3.62 7.03 3.43 3.28
2.98 9.85 0 4.00 5.15 7.10
2.44 4.43 4.09 0 14.67 6.23
0.55 2.56 5.14 8.15 0 13.03
5.15 1.34 7.83 17.30 6.00 0

 (5.27)

x̂ii ′ = [14.44, 6.23, 5.77, 3.62, 18.33, 8.13, 9.85, 20.60, 11.31, (5.28)
18.60, 13.60, 11.27, 18.18, 22.21, 22.64, 11.15]

(iii) External-only:

D̂iii =


0 1.01 0 4.71 7.06 5.01

0.20 0 1.94 3.70 6.06 4.50
0.26 4.81 0 8.94 6.83 5.34
2.07 2.54 6.45 0 2.35 0.80
3.77 4.23 9.27 1.70 0 3.62
5.91 6.13 5.65 3.60 1.49 0

 (5.29)
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x̂iii ′ = [12.78, 5.01, 6.04, 1.94, 26.03, 6.17, 4.81, 26.12, 18.74, (5.30)
15.47, 11.75, 9.70, 12.89, 27.29, 18.67, 8.33]

(iv) Internal-external combined:

D̂iv =


0 10.35 2.40 4.74 1.84 5.23

2.99 0 3.43 7.16 4.26 4.28
3.56 9.79 0 4.93 5.80 7.47
3.10 4.91 5.00 0 15.37 7.09
1.38 3.19 5.78 8.31 0 13.62
5.78 2.38 7.88 17.87 6.29 0

 (5.31)

x̂iv′ = [16.93, 7.63, 7.46, 3.43, 22.28, 9.35, 9.79, 23.42, 14.96, (5.32)
21.47, 16.38, 12.88, 19.40, 24.45, 25.18, 12.09]

Outputs for demand estimation without using partitioning

To compare the results, the matrix and flows are also calculated without
the use of partitioning, that is using the O-D matrix estimation and
adjustment on the whole topographic graph. The unpartitioned results
are:

Hwhole =


0 9.47 2.55 1.48 3.07 1.56

3.16 0 1.99 16.17 1.48 2.10
3.61 6.75 0 3.37 2.32 18.78
0.95 10.98 3.34 0 11.53 3.68
2.67 1.03 2.48 8.22 0 9.69
0.79 2.24 19.11 12.49 6.17 0

 (5.33)
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D̂whole =


0 9.46 2.85 1.18 3.38 1.46

3.05 0 2.82 15.88 1.80 2.75
4.25 8.07 0 4.17 2.44 18.38
0.29 10.43 4.24 0 12.14 4.62
2.02 0.49 3.81 8.23 0 11.06
1.40 2.89 19.07 13.69 6.70 0

 (5.34)

x̂whole′ = [14.02, 4.31, 5.36, 2.82, 24.99, 5.65, 8.07, 26.45, 16.13, (5.35)
17.33, 11.61, 10.75, 14.87, 28.53, 20.76, 9.14]

Comparing the results

To compare the results for the flows produced, relative errors for the UE
assignment prediction are used. The Mean Absolute Percentage Error
(MAPE) for flows is calculated by:

MAPEx =
1
n

n

∑
a=1

|x̂a − x̄true
a |

x̄true
a

, (5.36)

where a indicates one of the 16 edges of the network (n = 16). In the
degenerate case, x̄true

com is used for comparison (n = 2).

The results for the partitioned demand estimation approaches are pre-
sented together with unpartitioned estimation in Table 5.1. It can be
seen that degenerate estimation provides a very low MAPE, which can
be expected as the network is reduced to a simple two node network,
making the result trivial. It can be seen that the unpartitioned approach
provides a lower MAPE than the non-degenerate approaches. This is
due to the whole network being considered in all the calculation steps,
for both O-D prior estimation and adjustment.
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MAPE (%)
Unpartitioned 9.63
Internal-only 11.74
External-only 17.41

Internal-External combined 18.97
Degenerate 1.36

Table 5.1: Comparison of the different approaches to demand estimation when
applied to a small test network.

5.2 Results

In the following section, the effect of applying the different demand es-
timation approaches is investigated on different sizes of partitions to
understand the impact on result accuracy and computational require-
ments.

5.2.1 Testing the different applications of the partition-
ing on the Sioux Falls benchmark network

To test the different applications of network partitioning over a range of
different partition sizes, they are first applied to a benchmark network
using artificially-generated data. The testing is done on the Sioux Falls
(USA) network commonly used in TA model testing with its network
data taken from [159].

The Sioux Falls network provides a small 24 network with a sample
ground-truth O-D matrix (Figure 5.5). Capacity is provided for each
edge in the network data. It uses BPR with standard coefficients for the
congestion functions on all edges. The length is provided for each edge
of the network, from which the free-flow travel time is obtained using
70 mph as the free-flow speed.

In a similar process to Section 5.1.3, the average flows on the network
were created by using the Frank-Wolfe algorithm to solve for UE for
the ground-truth O-D matrix (Equation 3.10). This provided an average
flow on each edge that could be used to generate a sample of days of
flows by using a random Poisson generator. The number of simulated

113 / 208



1 2

3 4 5 6

789

10112

13

14 15

16

17

18

19

2021

2223

24

Figure 5.5: Diagram of the Sioux Falls benchmark network. The network
contains 24 nodes, 76 edges. Network data (e.g. edge capacities, lengths etc.)
obtained from [159]. Node labels are the node numbers.

days was set to be the number of edges in the network multiplied by
2.5. This flow sample was then treated as the observed flow pattern for
testing.

Relative errors in the UE flow prediction are used to evaluate the per-
formance. The Absolute Percentage Errors (APE) are calculated as:

APEx
a =

|x̂a − x̄true
a |

x̄true
a

, (5.37)

for each edge a in the network. The notation is the same as in Eq. 5.36.

To investigate the effect of partition resolution on each of the types of
partitioned network demand estimation techniques, the Louvain reso-
lution parameter was varied to produce different resulting partitions.
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The results for flow prediction error for the four estimation approaches
can be seen to exhibit different patterns as the size of the partitions
varies (Figure 5.6). The error in prediction can be compared to the result
for the unpartitioned case, which is a benchmark for the methods. The
unpartitioned case gives the same value for all methods except internal-
only, for which it was unattainable as each community only contains
one node in that case.

Comparing the different partitioning approaches, it can be seen that
the flow prediction accuracy for degenerate varies less for the partitions
with a smaller percentage of the total nodes inside (a larger number
of partitions); however, as the size of the partitions increases, the flow
prediction has a larger variance between partition sizes. The relative
error for flow is low for the largest partition size. As in Section 5.1.3,
this can be attributed to the network being degenerated to a two node,
two edge network so the demand prediction becomes trivial.

Several trends can be seen for the non-degenerate approaches (internal-
only; external-only; internal-external combined). As the percentage of
average nodes in a partition increases, the results for the external-only
method show a broadly increasing trend in flow prediction error. This
is due to the prior matrix increasingly basing the individual O-D move-
ments on a smaller subset of topographic edges. Less information is
available so the prior matrix moves further from its best estimate, which
is the unpartitioned case.

For internal-only, as the size of the partitions increases to include more
nodes, flow prediction improves. However, the results were not avail-
able for the smallest sizes of partitions. This is because the estimate of
the prior matrix was too inaccurate for the O-D adjustment process to
converge.

For internal-external combined, it can be seen that there is a degradation
in accuracy for flow prediction from the unpartitioned case to approxi-
mately 10% of total nodes. After this, the results improve with increases
in the partition size before they start to level off, matching the accuracy
of internal-only at the largest partition size.
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Figure 5.6: Plot of Absolute Percentage Error in user-equilibrium flow predic-
tion for each partition size investigated on the Sioux Falls benchmark network.
Solid line is median error and dashed lines indicate the IQR. Lines are used as
visual aid for the individual point results.
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5.2.2 Accuracy of different applications of the partition-
ing on the English SRN

To understand the performance of partitioned network demand estima-
tion on real-world road traffic, analysis was carried out on the E2 sub-
network using MIDAS data taken from September 2018 to May 2019.
The BPR formulation with standard coefficients (α = 0.15, β = 4) was
used for all edges to isolate the effect of congestion function choice. To
investigate the effect of partition resolution on each of the types of parti-
tioning matrix estimation techniques, the Louvain resolution parameter
was varied to evaluate the effect on the TA model accuracy and compu-
tation requirements of the resulting partitions. Without a ground-truth
O-D demand matrix, making an assessment based on flow and travel
time estimation is a practical way to validate the accuracy of the calcu-
lated O-D matrices. The computation time results in this section and
Section 5.2.5 refer to the time taken to calculate the O-D demand matrix
and solve the TAP.

Relative errors in the flow and travel times of the UE assignment pre-
diction are used to evaluate the performance. The Absolute Percentage
Errors (APE) are calculated as:

APEt
a =

|tuser
p,a − tobs

p,a |
tobs

p,a
, (5.38)

for travel time, while

APEx
a =

|xuser
p,a − xobs

p,a |
xobs

p,a
, (5.39)

is used for flows. For each time-bin p and edge a, xobs
p,a is the observed

flow and tobs
p,a is the travel time derived from observed speed. The values

are the mean within each time-bin over the fitting period. tuser
p,a is the

predicted travel time derived from the congestion function using xuser
p,a ,

which is the edge flow value predicted by the model through solving
the UE TAP with the calculated O-D matrix.

The results for the four estimation approaches can be seen to exhibit
different patterns as the size of the partitions varies (Figure 5.7 and 5.8),
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similar to those previously found in Section 5.2.1. The error in flow
and travel time prediction can be compared to the result for the unpar-
titioned case, which is a benchmark for the methods. The unpartitioned
case gives the same value for all methods except internal-only, for which
it was unattainable as each community only contains one node in that
case.

Comparing the different approaches for using the partitioning, it can be
seen that there is considerably different behaviour between degenerate
and non-degenerate approaches (Figure 5.7). The flow prediction accu-
racy for degenerate varies less for the partitions with a smaller percent-
age of the total nodes inside (a larger number of partitions); however,
as the size of the partitions increases, the flow prediction has a larger
variance between resolutions. The relative error for flow is low for the
largest partition size. This can be attributed to the network being de-
generated to a two node, two edge system so the demand prediction
through GLS becomes trivial. It can be seen that the time prediction
accuracy for the degenerate method stays broadly similar before de-
creasing slightly as the partitions become larger and less numerous.

Between the other non-degenerate methods (internal-only; external-
only; internal-external combined), in Figures 5.7 and 5.8 several trends
can be seen. With internal-only, as the size of the partitions increases to
include more nodes the results for both flow and time improve up to the
11% point. Between 11-50% the median is approximately constant. In
Figure 5.9, the computation time for internal-only also begins to level off
past the 11% point. This implies the results for using the internal-only
approach are similar for the 11-50% partition size range in both accuracy
and computation time. The results for internal-only were not available
for the smallest five resolutions of partitioning. This is because the es-
timate of the prior matrix was too inaccurate for the O-D adjustment
process to converge.

As the percentage of average nodes in a partition increases, the results
for the external-only method show a broadly linear increase in error
for flow and time prediction as well as computation time. This is due
to the prior matrix increasingly basing the individual O-D movements
on a smaller subset of topographic edges. Less information is available
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so the prior matrix moves further from its best estimate which is the
unpartitioned case.

When internal and external estimates are combined to create the prior
matrix, it can be seen that there is a degradation in accuracy for flow
and time prediction from the unpartitioned case to the point of approx-
imately 7% of total nodes. After this, the results for both flow and time
improve with increases in the partition size before they start to level off.
At the largest partition size it can be seen that the accuracy matches the
internal-only result but with less computation time (Figure 5.9).

For all the approaches, the travel time APEs are generally lower than
the flow APEs. The differences in patterns between flow and travel time
can be explained by the non-linearity of the congestion functions that
are used to obtain the UE modelled travel times from the UE modelled
flows.

To provide some context to the errors obtained, the results can be com-
pared with other recent work such as [67]. The analysis in that work
used a more capable but computationally demanding method of net-
work tomography than GLS to obtain an O-D matrix for a smaller net-
work in Melbourne, Australia city centre (23 nodes, 54 edges). They
found a mean APE of 24.18% for flow using simulated data. Using
travel time data from Uber and Syic, they found mean APEs in travel
time predictions of 18-33%. Although these results are not directly com-
parable, as the networks and methods are different, it highlights the
approximate size of error for current static TA models using network
tomography O-D estimation on real-world networks.

For the road subnetwork, the memory requirement of the four tech-
niques for all partition sizes did not vary much, staying between 20.8-
20.9 GB in all cases. The road network is not particularly large (73 nodes,
156 edges) so memory is not the concern. The calculations for the results
were all performed on a Dell PowerEdge C6320 with 2.4GHz Intel Xeon
E5-2630 v3 CPU. The implication of the results is that the best option
would be to use the largest partition possible with the internal-external
combined or the internal-only methods.
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Figure 5.7: Plot of Absolute Percentage Error in user-equilibrium flow pre-
diction for each partition size investigated on the E2 subnetwork for September
2018 to May 2019. Solid line is median error and dashed lines indicate the
IQR. Lines are used as visual aid for the individual point results.
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Figure 5.8: Plot of Absolute Percentage Error in user-equilibrium travel time
prediction for each partition size investigated on the E2 subnetwork for Septem-
ber 2018 to May 2019. Solid line is median error and dashed lines indicate the
IQR. Lines are used as visual aid for the individual point results.
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Figure 5.9: Computation time of results for each partition size investigated
on the E2 subnetwork for September 2018 to May 2019. The time includes
the calculation of the Origin-Destination (O-D) demand matrix and solution
of the Traffic Assignment Problem (TAP). Lines are used as visual aid for the
individual point results.

5.2.3 Creating the Artificially-generated Networks for
Further Investigation

To simulate the artificially-generated networks to further analyse the
methods, the nine-node example in Figure 5.2 was used as a building
block. The single undirected edges of the simple graph were replaced
with edges in both directions which are assigned equal distances. The
process added another of the nine-blocks to the network connecting a
random node on the existing network to a random node on the new
nine-node block. The random chosen nodes were limited to the nodes
with order less than 6 (in and out combined). In the example of the
process shown in Figure 5.10, this restricted the connections to nodes 1,
5 and 8. A larger distance for the dual edges connecting the blocks than
those within the nine-node unit is used.
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Figure 5.10: Example of nine node weighted directed graph used to build a
more complex artificially-generated network. Edge labels are the edge weights.
Node labels are the node numbers.

This approach was chosen to create the networks as it represents a suit-
able approximation of how conurbations connect together and it con-
tains a visible modular structure amenable to the methods applied.

A number of network blocks were connected to make the required size
of test network (in multiples of nine). Once the network was specified,
as in Sections 5.1.3 and 5.2.1, an O-D matrix was created for the network
which randomly assigned a number between 0 and 10 to each O-D pair.
The network was taken to be uncongested so the congestion function
used was just the edge distance (independent of flow).

With the assigned O-D matrix the average flows on the network were
created by using the Frank-Wolfe algorithm to solve for UE (Equation
3.10). This provided an average flow on each edge which could be used
to generate a sample of days of flows by using a random Poisson gener-
ator. The number of simulated days was set to be the number of edges
in the network multiplied by 2.5. This flow sample was then used in the
same processes described in the methodology to generate results.
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For each size of network, three iterations were trialled. The random
aspect to the network creation did not have a considerable effect on the
results.

5.2.4 Comparison of the Results with Different Sized
Artificially-generated Networks

To investigate how the size of the network influences the results of
the different methods, the same tests were carried out on additional
artificially-generated networks of a range of sizes (Section 5.2.3). The
analysis was carried out on simulated flow data without travel time.

Similar trends to the English SRN network can be seen when the tech-
niques are applied to the artificially-generated networks (Figure 5.11).
For internal-only, there is a peak in error for small partition sizes with
no results produced for the smallest partitions. The internal-only results
level out after around 11-13% of nodes (i.e. eight or nine partitions). For
external-only there is a steady increase in flow error as the partition size
increases. The results for the internal-external combined method show
the same characteristic triangle shape with an initial increase followed
by a decrease in error.

For the degenerate method, the trend is different for the artificially-
generated networks. With the artificially-generated networks, there is a
peak in error between 0-10% and then the error reduces to almost zero
for the larger partition sizes. This can be attributed to the artificially-
generated networks having no congestion and the simulated flows being
created with a Poisson distribution, so that for the smaller network sizes
(larger partitions) very accurate estimates of the demand are obtained.
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Figure 5.11: Plot of Median Absolute Percentage Error in user-equilibrium
flow prediction for each partition size investigated on different artificially-
generated networks and the 73 node E2 network. Lines are used as visual aid
for the individual point results.
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5.2.5 Computational Requirements

The computational requirements of the partitioning approaches were
investigated using the artificially-generated networks.

Computational requirements without partitioning

When the GLS method of O-D estimation is applied to a network with-
out partitioning being used, it can be seen in Figure 5.12 that the median
error in flow prediction remains constant as the network size grows, but
the required computational time and memory increase steeply. For the
results in Figure 5.12, the O-D estimation and adjustment algorithms are
being applied to the entire network. Due to the steeply increasing com-
putational requirements, there is a limit on the number of nodes that
O-D estimation can be applied to at one time.

Computational requirements on larger networks with partitioning

The analysis of the artificially-generated networks was expanded to
larger sizes for the internal-only and internal-external combined meth-
ods which are the best performers of the non-degenerate partitioning
approaches. As the networks grow in size it can be seen in Figure 5.13
(a) that the memory requirements for both methods increase at the ex-
treme ranges of partitioning. Comparing between Figures 5.12 and 5.13,
the effectiveness of using partitioning to reduce the computational re-
quirements for larger networks can be seen. For example, by using two
partitions (internal-only and internal-external) the 243 node network has
a similar RAM requirement and computation time to the unpartitioned
135 node network.

At very small partitions the memory requirements increase very steeply.
The 216 and 243 node networks were unable to be calculated unparti-
tioned, this is due to the size of memory required and limitations with
the Gurobi solver used. Of most interest is the increase in memory at
the largest partition sizes. It can be seen that as the total network size
grows, the memory for the larger partitions starts to become very high
as each subnetwork within a partition is larger. This has the implication
that for larger networks it would be best to choose smaller and more
numerous partitions, using the internal-only method as the errors are
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Figure 5.12: (a) Flow prediction error and (b) computational requirements for
a range of network sizes when the Origin-Destination (O-D) estimation and
adjustment are applied to a range of networks without the use of partitioning.
In (a) the solid line is median error and dashed lines indicate the IQR. Lines are
used as visual aid for the individual point results.
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Figure 5.13: Computational requirements for each partition size investigated
for a 153, 216 and 243 node artificially-generated network: (a) Memory; (b)
Computation Time. Lines are used as a visual aid for the individual point
results.
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smaller than internal-external for intermediate partition sizes. The op-
timal size and number of partitions depends on the size of the overall
network and the number of routes between O-D pairs. Computation
time shows a similar trend to memory for the two methods (Figure 5.13
(b)).

5.3 Summary

In this chapter a method of network partitioning through modularity
was developed to estimate O-D demand matrices for large road net-
works to be used in static TA models. It was applied to a benchmark net-
work, the central subnetwork of the English SRN and several artificially-
generated networks to allow different levels of partition resolution to be
tested for their effects on prior O-D estimation using cross-sectional traf-
fic data.

The TA model error results showed similar patterns across networks for
different approaches to combining partitions in the O-D estimation. The
degenerate approach showed that partitioning the network into smaller
networks representing communities of nodes was tolerable to reduce
the size of the network being analysed. Within the non-degenerate ap-
proaches, using the external-only approach broadly led to larger errors
as the size of partitions increased, due to the prior O-D matrix being
based on increasingly simplified versions of the network. In contrast
to this, the internal-only approach exhibited a decrease in errors for
larger partition sizes. This is due to larger partitions providing more
accurate demand estimates of the network within each partition to com-
bine into the prior matrix. Likewise, for very small partition sizes, the
internal-only approach was not able to calculate TA results as the de-
mand estimates were too inaccurate. Combining internal and external
estimates led to a triangular-shaped profile in errors. Unlike internal-
only it was able to calculate results for very small partition sizes and
at larger partition sizes it had smaller errors than external-only, more
similar to internal-only.

For the case of the English SRN it was found that the lowest errors
were achieved with internal-only and internal-external combined using
the largest partition size (50%, i.e. two communities). Internal-external
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combined had an advantage over internal-only in terms of computation
time. The results for the artificially-generated networks revealed that for
very large networks, where using large size partitions is still computa-
tionally infeasible, it would be better to use the internal-only approach
with a number of communities three and greater unless the commu-
nities contain such a small proportion of the nodes that the errors are
considerably affected.

In the context of the key findings from the literature review (Chapter
2), the novel network partitioning approach to prior O-D estimation de-
veloped in this chapter unlocks the ability to use network tomography-
based approaches using cross-sectional data alone (e.g. [55, 65, 66, 67]) to
create data-driven static TA models. The results show that modularity-
based partitioning has the potential to obtain reasonable levels of TA
accuracy with lower computation requirements compared to what can
be obtained using network tomography without partitioning. This could
allow transport planners to obtain the key TA model input of the O-D
matrix without the need for expensive travel surveys [63] or privacy-
sensitive floating car data [48]. This is especially useful in the case of
the non-degenerate approaches. By investigating the alternative ways of
applying the partitions, alternative use cases were developed. In the de-
generate approach, the partitions were used as the basis for reducing the
size of the road network and resulting TAP problem. Such an approach
could be integrated into national infrastructure models (e.g. NISMOD
in the UK [92]), to improve their traffic modelling accuracy at the scale
of large areas.
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Chapter 6

Road-specific Density-based
Congestion Function Fitting

In TA models, the choice of congestion functions is fundamentally im-
portant to the accuracy of the results. In addressing the impact of con-
gestion functions on the TA modelling, this chapter considers solely us-
ing cross-sectional data to develop congestion functions for use in a fully
data-driven model for strategic planning of interventions on national
road networks.

This chapter presents a novel TA formulation to utilize density-based
fitted functions that are road-specific, in order to improve the accuracy
of model prediction and calculation time over large highway networks.
The technique is applied to the E2 sample subnetwork (Section 4.2) con-
necting the main metropolitan areas in England, using traffic speed,
occupancy and flow count data obtained from the MIDAS system over
the period September 2018 to May 2019.

The congestion functions are used in the calculation of the traffic flow
pattern and within an O-D matrix congestion adjustment. The effect of
using density-based fitting of congestion functions on the computation
time and accuracy of recreating the observed flows is compared to the
state of the art. The performance informs the suitability for modelling
SO flows.
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It is shown how the BPR is the best candidate for function form when the
individual road congestion functions are validated. Also, it is demon-
strated that the incorporation of the proposed density-based BPR fit-
ted congestion function compares favourably to other state-of-the-art
methods for calculating UE flows and associated travel times. At the
same time, it remains computationally tractable and applicable to model
large-scale real-world major road networks.

Specifically, the primary outcomes from this chapter are:

• Identifying the functional form of congestion function that best
captures the delay-flow demand relation on a large sample of road
segments on the English SRN, comparing between the density-
based and flow-based fitting approaches.

• The calculation of TA traffic patterns by including density-based
road-specific congestion function fitting which is suited to large
scale real-world networks.

• The benchmarking of the method against the current state of the
art for use on SRNs, resulting in a favourable comparison, espe-
cially in the trade-off between accuracy and computational time.

6.1 Density-based Fitting of Congestion Func-
tions

To estimate the form of travel time multiplier f (·) using observed traffic,
a density-based fitting can be used to calculate specific functions for
individual edges of the network. The symbols used in this section are
as defined in Sections 3.1 and 3.4. The method presented below is an
advancement of the approach proposed in [108], suitable to the purpose
of this thesis.

While congestion functions model flow as an increasing function of
travel time, the nature of congestion on roads means that, past the onset
of congestion, flows decrease with increasing travel time. The onset of
congestion corresponds to the flow reaching capacity, for an edge a ∈ A
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the density at this point ka(ma) is called critical. It separates the hyper-
critical (k > ka(ma)) from the hypo-critical (k < ka(ma)) regime. In the
hyper-critical regime the travel time increases with decreasing flow and
the flow-to-capacity ratio does not exceed unit value, as the congestion
function would instead indicate (Figure 6.1 (a)). This makes fitting a
monotonic congestion function to flow-time data for use in the TAP not
possible. When the non-dimensionalised travel time (ta/t0

a) is plotted
against density, the hyper-critical regime has travel times which increase
as density increases so the congestion function can be fitted (Figure 6.1
(b)).

Density-based fitting uses data to estimate the traffic density which can
transform the congestion function to a form which a curve can be fitted
and specific estimates of parameters obtained. The method assumes that
the flow demand x̌a of the congestion function is proportional to density
ka such that the following mapping is assumed:

x̌a = ma
ka

ka(ma)
. (6.1)

Flow is proportional to density at low flows in the hypo-critical regime
of the fundamental diagram (Figure 6.2), however, in the hyper-critical
regime it is not. The aim is to use density as a proxy for the number of
vehicles wishing to use an edge, x̌a, assuming Equation 6.1 holds for the
hyper-critical regime. This mapping is applied to different congestion
function forms to fit them using density. In the example of BPR, the
mapping transforms Equation 3.18 into Equation 6.2. The same α and β
values can be used for both equations. The BPR expressed in terms of
density is:

ta = t0
a

(
1 + α

(
ka

ka(ma)

)β
)

, (6.2)

where ka is density of an edge a ∈ A and critical density is ka(ma). By
using the relation of speed to edge length l and travel time (v = l/t), the
BPR expression reformulated in terms of average speed and density is:
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Figure 6.1: Example of hypo-critical (blue) and hyper-critical (red) obser-
vations for: (a) Hourly non-dimensional travel time (ta/t0

a) against hourly
flow/capacity (xa/ma); (b) Hourly non-dimensional travel time (ta/t0

a) against
hourly density/critical density (ka/ka(ma)). The Bureau of Public Roads (BPR)
function is fitted to the data in (b) and also plotted in (a) for comparison. The
measurements are the hourly average traffic of an edge in the E2 subnetwork on
the weekdays selected for analysis between September 2018 and May 2019.
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v̂a =
v0

a(
1 + α

(
ka

ka(ma)

)β) , (6.3)

where, for an edge a ∈ A, the free-flow speed is v0
a, and v̂a is the com-

puted theoretical speed. The values of α and β can be fitted using a
non-linear least-squares approach which computes the sum of squared
difference between modelled and observed speeds in the set of observa-
tions D:

arg min
α,β

(
∑

d∈D
|v̂a,d − va,d|2

)
. (6.4)

The data used in the estimation include all daytime measurements to-
gether. Night-time data are excluded as they rarely present congested
flow conditions and so would bias the result. The per-minute obser-
vations are averaged with 60-min mean values to remove outliers to
steady-state conditions.

During fitting, the authors of [108] suggested applying a weighting, as
the number of data points recorded for hyper-critical congested flow
(k > ka(ma)) is dwarfed by that of hypo-critical flow (k < ka(ma)). In this
work the values are not weighted, as experiments with the data showed
the effect to be limited on the TA results. The same authors also suggest
including critical density and free-flow speed as variables to optimise
in Equation 6.4; however, the effect on the results of this approach was
also limited so is not used. Time-bin specific congestion functions were
considered, however, this reduced the number of data points and led to
a worse performance than combining all daytime measurements.

6.1.1 Critical Density

The capacity and the critical density estimates in [108] do not coincide
with each other. The capacity is taken as the 95th percentile of the mea-
sured flows but critical density is taken as the density corresponding to
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Figure 6.2: Example Fundamental Diagram for obtaining capacity ma (which
is taken as maximum observed flow rate xa) and associated critical density
ka(ma) (denoted by the red circle in the plot) from the hourly flow (xa) vs. esti-
mated hourly density (ka). The measurements are the observed hourly average
traffic of an edge in the E2 subnetwork on the weekdays selected for analysis
between September 2018 and May 2019.

the peak of the fundamental diagram (i.e. maximum flow). The ratio
of capacity to critical density is integral to the linear mapping between
flow and density in Equation 6.1. Due to the noisy nature of loop de-
tector data, automatically fitting the exact critical density is challenging,
as seen in attempts at automated fitting of fundamental diagrams [153].
The work in [108] was not aimed at automated fitting.

As described in Section 3.4.1, the capacity is taken as the maximum
hourly flow. Then, the critical density ka(ma) is obtained as the mini-
mum density, across all the observations, corresponding to that capacity
flow. This is obtained from the peak of the rising free-flow branch of the
fundamental diagram (Figure 6.2).
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6.1.2 Selection of Edges to Apply Road-specific Fitting

The edges that road-specific fitting is applied to are best limited to those
with suitable data measurements to improve accuracy. Those considered
not suitable are: 1) edges without data in the hyper-critical regime (17
edges in E2); 2) Edges with the peak of the flows missed by the sensor
system (1 edge in E2); 3) edges where it appears multiple speed limits
have been in operation (1 edge in E2). The edges can have a combination
of the problems.

Using the fundamental diagram plots of the mean hourly traffic for each
edge, the edges in these categories are selected by inspection. In total,
18 (12%) of the edges of E2 are unsuitable.

6.2 Inverse-Optimisation Congestion Function
Estimation

Acting here as a performance benchmark for the data-driven TA model,
the Inverse-Optimization (Inv-Opt) of the TAP estimates a general func-
tion f (·) for all edges a ∈ A for each analysis time-bin (e.g. AM 6am-
10am) [10]. Incorporating support vector regression with a polynomial
kernel [160], it aims to find this congestion function such that the result-
ing calculated UE flows are as close as possible to the observed mea-
surements.

The implemented code is taken from [161], which includes an additional
normalisation constraint to match the total cost of the fitted congestion
function on all edges to that of a BPR with standard coefficients. The
Inv-Opt method involves reformulating the TAP in what is described as
the forward problem. This is used to create the Inv-Opt problem.

The Forward Problem

The forward problem uses a formulation of the TAP different to that in
Equation 3.10. There is an alternative way of solving the same problem
by formulating it as a Variational Inequality (VI), a technique derived
from mechanics [162, 163].
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The technique aims to find a solution x* ∈ F to the VI problem,
VI(t,F ):

t(x*)′(x − x*) ≥ 0, ∀x ∈ F , (6.5)

where t(·) is assumed strongly monotone on F and continuously dif-
ferentiable on R

|A|
+ . F is assumed non-empty and contains an interior

point (i.e. Slater’s condition for strong duality to hold for convex opti-
mization) [164]. These assumptions mean that there is a UE solution of
the network, which is the unique solution to VI(t,F ) [24].

The Inverse Problem

The method aims to use the VI formulation in an inverse problem pro-
cedure, named the Inverse Variational Inequality (I-VI). This procedure
assumes the measurements of the time-bin flows on the roads are the
user-optimal flows and solutions to the TAP for a specific congestion
function and O-D demand. They are seen as ’snapshots’ of the network
at different points in time, with |J | samples of the edge flow vector
x. Solving the I-VI aims to find the congestion function such that each
flow observation is as close to an equilibrium as possible. To account for
noise in the measured flow data the approach uses the ϵ-approximate
solution to VI(t,F ), assuming ϵ > 0 [10]:

t(x̂)′(x − x̂) ≥ −ϵ, ∀x ∈ F . (6.6)

The I-VI problem aims to find a function f (·) to use as travel time mul-
tiplier, so that observed flow vector x(j) is an εj-approximate solution to
the VI for each j ∈ [[J ]]; where j is the index of different snapshots of the
network with corresponding observed flows, node-edge incidence ma-
trix and O-D pairs. Denoting ϵ = (ϵj; j ∈ [[J ]]), define the I-VI problem
as minimizing L2 norm of ϵ over the selection of t and ϵ:

min
t,ϵ

||ϵ|| (6.7a)

s.t. t(x(j))′(x − x(j)) ≥ −ϵj, ∀x ∈ F (j), j ∈ [[J ]], (6.7b)

ϵj > 0, ∀j ∈ [[J ]]. (6.7c)
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In order to solve this, the function f (·) must be expressed in a Reproduc-
ing Kernel Hilbert Space, H, which allows the following formulation of
the I-VI problem [160]:

min
f ,z,ϵ

||ϵ||+ γ || f ||2H (6.8a)

s.t. e
′
aN

′
jz

w ≤ t0
a f (

xa

ma
), ∀w ∈ W (j), a ∈ A(j), j ∈ [[J ]], (6.8b)

∑
a∈A(j)

t0
axa f (

xa

ma
)− ∑

w∈W(j)
(dw)′zw ≤ ϵj, ∀j ∈ [[J ]], (6.8c)

f (
xa

ma
) ≤ f (

xâ

mâ
), ∀ a, â ∈ ∪|J |

j=1A
(j), s.t.

xa

ma
≤ xâ

mâ
, (6.8d)

ϵ ≥ 0, f ∈ H, f (0) = 1. (6.8e)

In this formulation ϵ = (ϵj; j ∈ [[J ]]) and z = (zw; w ∈ W (j), j ∈ [[J ]])
are decision vectors. zw is a dual variable interpreted as the ’price’ of
dw. ea is a vector with an entry of 1 for edge a and zeros for all other
edges. γ is a regularisation parameter which controls the generalisation
properties of f (·) (i.e. the tightness of fit). Note, xa here is the observed
flow on edge a ∈ A(j) for j ∈ [[J ]].

This problem involves an optimisation over functions, solving it requires
specifying H and through that the class of f (·) by selecting a polynomial
reproducing kernel [165]. The application of the method in [166] makes
this choice as it matches their intuition of how congestion behaves on
edges. The polynomial kernel is written for some choice of c ≥ 0, poly-
nomial order n ∈ N and two variables q1, q2 in the bounded domain of
H as:

ϕ(q1, q2) = (c + q1q2)
n =

n

∑
i=0

(
n
i

)
cn−iqi

1qi
2. (6.9)

This is used to reformulate the previous formulation through [165,
Equations (3.2), (3.3), and (3.6)], leading to:
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min
β,z,ϵ

||ϵ||+ γ
n

∑
i=0

β2
i

(n
i )c

n−i (6.10a)

s.t. e
′
aN

′
jz

w ≤ t0
a

n

∑
i=0

βi(
xa

ma
)i, ∀w ∈ W (j), a ∈ A(j), ∀j ∈ [[J ]], (6.10b)

∑
a∈A(j)

t0
axa

n

∑
i=0

βi(
xa

ma
)i − ∑

w∈W(j)
(dw)′zw ≤ ϵj, ∀j ∈ [[J ]], (6.10c)

n

∑
i=0

βi(
xa

ma
)i ≤

n

∑
i=0

βi(
xâ

mâ
)i, ∀a, â ∈ ∪|J |

j=1A
(j), s.t.

xa

ma
≤ xâ

mâ
, (6.10d)

ϵ ≥ 0, β0 = 1. (6.10e)

An optimal β* is obtained by solving this quadratic programming prob-
lem that parameterizes the estimator of the travel time multiplier func-
tion f̂ (·) for an edge a ∈ A with:

f̂ (
xa

ma
) =

n

∑
i=0

β∗
i (

xa

ma
)i = 1 +

n

∑
i=1

β∗
i (

xa

ma
)i. (6.11)

The method involves a three-fold cross-validation of the choice of hy-
perparameters c, n and γ, where the congestion functions are calculated
for a range of hyperparameters on three separate subsets of the data,
and then their accuracy in recreating the observed flows is evaluated
through calculating the UE TAP. The set of hyperparameters with the
smallest error on average across the the three data subsets is selected.
The process of k-folds cross-validation aims to reduce overfitting of the
function so that it generalises well to data other than that it was fit-
ted to [167]. A larger number of folds would reduce prediction errors,
however, three folds are used to reduce total computation times.

The number of edges of E2 (156) is too many to compute Inv-Opt.
The largest previously considered network for Inv-Opt composed of 24
edges. In line with previous work, the function fitted to the simplified
E1 is used for E2 [10].
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6.3 Results

6.3.1 Choice of Function for Density-based Fitting

In this section, the alternative forms for fitting the congestion functions
are tested on subnetwork E2 for the period September 2018 to May 2019.
The fitting was applied to BPR, Conical, Akçelik and Exponential (Sec-
tion 3.4) with the dependent variable trialled with density, all the flow
and only the hypo-critical flow regime (hypo-flow). As a non-linear
least squares regression is used to fit the parameters, the goodness-of-fit
is assessed using the Root Mean Square Error (RMSE) of the predicted
speed values on each edge.

RMSE =

√√√√Σn
i=1

(
vobs

i,a − v̂i,a

)2

n
, (6.12)

where the vobs
i,a is the observed hourly average speed during time-bins

AM, MD and PM. v̂i,a is the predicted average speed based on the ob-
served hourly flow. i is the hourly observation and n is the total number
of observations.

The range of RMSE values for the fittings on the selected 138 edges of
the E2 sample subnetwork show that across the different approaches
to fitting, density-based fitting has the lowest RMSE values (Figure 6.3).
Within density-based, the lowest errors are found for the BPR and Expo-
nential function forms, with BPR slightly lower. For flow and hypo-flow
fittings, it can be seen that all forms perform similarly.

From these results it can be concluded that BPR is the best choice of
congestion function form within the tested functions as it consistently
has a low error when applied systematically using density-based fitting.
This finding is in line with previous research which has suggested that
BPR is the most accurate when fitted with flow for uninterrupted flow
facilities such as motorways [98].
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Figure 6.3: Distribution of Root Mean Square Error (RMSE) values with fit-
ting different function forms to the edges of the E2 subnetwork with different
traffic variables: (a) Flow; (b) Hypocritical flow only; (c) Density. The whiskers
of the boxplots represent the range, the box is the IQR and median. The pre-
dicted average speeds, based on the observed hourly flows, are compared with
the observed hourly speeds using measurements from the weekdays selected for
analysis between September 2018 and May 2019.

BPR and Exponential have a similar shape which explains why they
perform similarly. Due to the slightly better result of BPR in Figure
6.3 (c) and the wide adoption of BPR in transport planning software, it
is BPR that is used for further analysis of density-based fitting in this
chapter.

6.3.2 BPR Parameter Range and Correlation

The range of values that are fitted to the BPR function is of interest as
they impact on the convergence of the TAP.

It can be seen that the distribution of α and β are different when fitting
with density, flow and hypo-flow (Figure 6.4). The flow-based fitting
can be seen to have the largest spread of values. A large amount of the β
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values are close to 1 for the flow-based and hypo-flow-based fittings, this
could have a negative impact on the convergence of TAP as the functions
may not sufficiently encourage the redistribution of vehicles exceeding
capacity on those edges. The fitting of β is limited to not going below
1, as this would cause convergence issues in the TAP. The β values for
the density-based fitting are all greater than 2, which means they should
sufficiently encourage the redistribution of vehicles exceeding capacity.
Furthermore, they are in accordance with the values of β mostly used in
practice, typically between 2 and 12 [106].

A key difference between the BPR parameters fitted with density and
those fitted with flow is that the Pearson rank correlation coefficient
shows that the values of α and β are essentially independent for
density-based fitting (r=0.009), whereas for flow (r=0.693) and hypo-
flow (r=0.727) fitting there is a large amount of positive correlation.

As can be seen in Figure 6.1, for fitting to flow and hypo-flow there are
no data points with a saturation rate above 1 (xa/ma>1) because flow
cannot exceed capacity. This means there is an absence of information
for fitting the region of the BPR where x̌a/ma > 1. This region has
the most influence on β, the parameter which represents how quickly
delays increase in hyper-critical conditions. The value of α has more
influence representing delays in the hypo-critical regime x̌a/ma ≤ 1.
When fitting to flow and hypo-flow, both α and β are fitted to the same
data points with saturation rates of less than 1 (xa/ma<1), which leads
to them exhibiting correlation. However, with its approximation of flow
demand in the hyper-critical regime, density-based fitting does not have
this problem and its parameters can be fitted with almost no correlation.
The density-based fitting’s β values can more accurately represent how
flow demand increases in congested hyper-critical conditions.

6.3.3 Fitted Capacity and Free-flow Speed

In addition to the choice of congestion function form and parameters,
the road capacity and free-flow speed (and travel time) have a strong
impact on TA results.
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Figure 6.4: Distribution of Bureau of Public Roads (BPR) formulation coeffi-
cient values for fitting with different traffic variables: (a) Flow; (b) Hypo-flow;
(c) Density. The data used to obtain the values are the observed hourly average
traffic on the E2 edges for the weekdays selected for analysis between September
2018 and May 2019.
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On the E2 subnetwork, the distribution of fitted capacities shows a wide
range of values, from around 2700 to 8300, with the highest frequency of
capacities between 4000 and 8000 (Figure 6.5 (a)). Compared to the ca-
pacity values provided by the NTIS model, which tend to group around
either 6500 or 8500, there is a wider spread of values. On average the
fitted values are 17% lower than the values provided in the NTIS model,
which is not as large a difference as the 66% average decrease of fitted
values from reference table values in [107].

The free-flow speed results show a spread between 90-120 km/h around
the 113 km/h (70mph) speed limit (Figure 6.5 (b)). This result shows that
using a free-flow travel time based on posted speed limit is inaccurate,
as there is variation between the roads which could be dependent on
road-specific features such as road condition, curvature and position in
the network. Accuracy in estimating the resulting free-flow travel time
is instrumental in the solution of the TAP.

6.3.4 User-equilibrium Assignment Prediction

Relative errors in the flow and travel times of the UE assignment pre-
diction are used to evaluate the performance of the density-fitted BPR
method of congestion function estimation (BPR-Density). A comparison
is made using BPR with standard coefficients (α = 0.15, β = 4) for all
edges (BPR-Standard) and the benchmark of Inv-Opt previously used
in this type of data-driven static TA model. The comparison is made on
subnetwork E2 using MIDAS measurements from the period September
2018 to May 2019. For BPR-Density, the edges with the problematic data
identified in Section 6.1.2 assume the standard coefficients of α = 0.15
and β = 4. All methods take the NTIS values of capacity for these edges.

As in Chapter 5, the Absolute Percentage Errors (APE) are calculated as:

APEt
a =

|tuser
p,a − tobs

p,a |
tobs

p,a
, (6.13)

for travel time, while

APEx
a =

|xuser
p,a − xobs

p,a |
xobs

p,a
, (6.14)
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Figure 6.5: Fitted parameters for: (a) Comparison between fitted capacity
against National Traffic Information Service (NTIS) capacity (points are semi-
transparent, dashed line represent values where fitted capacity matches the ca-
pacity specified by the NTIS); (b) Histogram of free-flow speed (dashed line:
posted speed limit). The data used to obtain the values are the observed hourly
average traffic on the edges of E2 for the weekdays selected for analysis between
September 2018 and May 2019.
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is used for flows. For each time-bin p and edge a, xobs
p,a is the observed

flow and tobs
p,a is the travel time derived from observed speed. The values

are the mean within each time-bin over the fitting period. tuser
p,a is the

predicted travel time derived from the congestion function using xuser
p,a ,

which is the edge flow value predicted by the model through solving
the UE TAP with the calculated O-D matrix. The partitioning methods
of Chapter 5 were not used on E2 as its size allowed an O-D matrix to
be obtained unpartitioned.

The inaccuracy of the UE assignment prediction is also assessed through
the error in TSTT, Lerror, such that:

Lp
error(xue) =

∑a∈A xuser
p,a tuser

p,a − ∑a∈A xobs
p,a tobs

p,a

∑a∈A xobs
p,a tobs

p,a
, (6.15)

for time-bin p. This calculation combines the errors in flow and time
prediction and has particular relevance for analysis based on aggregate
total system cost as features in Chapter 7.

It was found that the UE flows produced after the O-D adjustment was
applied to the prior matrix were similar for BPR-Density compared to
Inv-Opt and BPR-Standard (Figure 6.6 (a)). Overall the errors for the
methods in all time-bins are not statistically different when tested with a
one-way ANOVA. The similarity of flow prediction error between meth-
ods can be expected, as the aim of the O-D adjustment is to adjust the
O-D matrix to make the resulting UE flows match as closely to the ob-
served flows, which they are all effectively able to do. Partly, it could be
due to the limited routing choices and the large distances involved on
the network; the routing is dominated by free-flow travel times which
are the same for each of the methods.

There is a difference in the results when comparing average edge travel
time for the UE flow pattern (Figure 6.6 (b)). The results of one-way
ANOVA tests between the three methods show a statistically significant
difference in performance. There is an improvement from using the
edge-specific density-based BPR fittings compared to the network-wide
values of Inv-Opt and the standard BPR values.
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Mean
Flow
Error
(veh/hr)

Mean
Time
Error (s)

Mean
Flow APE
(%)

Mean
Time APE
(%)

Lerror(xue)
(%)

AM
BPR-Standard -197.8 -24.0 10.9 7.4 -7.8
BPR-Density -228.7 -10.2 10.7 5.2 -5.3
Inv-Opt -202.3 -27.4 11.0 8.0 -9.0

MD
BPR-Standard -194.5 -12.5 11.0 4.3 -4.9
BPR-Density -191.9 +1.2 10.7 3.9 -1.4
Inv-Opt -199.2 -18.0 11.0 5.3 -6.5

PM
BPR-Standard -186.5 -23.1 10.7 8.0 -7.7
BPR-Density -151.8 -8.9 10.4 6.9 -3.3
Inv-Opt -192.5 -28.0 10.5 8.8 -9.4

Table 6.1: Time-bin specific user-equilibrium prediction error statistics for all
edges on the E2 network during the analysis period September 2018 to May
2019. The mean errors refers to the mean across all the edges of E2.

The same trends for flow and travel time accuracy are consistent within
the time-bin comparisons (Table 6.1), where it is evident that BPR-
Density has the best performance in estimating the travel time. In Table
6.1, the mean error is the mean of the difference between measured and
calculated values over all edges. It can be seen that the mean flow er-
rors are all negative, as well as most of the mean time errors, indicating
there is a systematic underestimation of TA results regardless of con-
gestion function. BPR-Density has the lowest values of Lerror(xue) in
all time-bins, indicating its superior total network cost prediction. This
implies BPR-Density would be more accurate for use in CBA and POA
calculations. The values of Lerror(xue) are negative in all cases indicating
the models systematically underestimate TSTT. The underestimation of
the models is likely due to underestimates for the demand leading to
less vehicles on the roads.

6.3.5 Function Fitting Computation Time Comparison

BPR density-fitting compares particularly favourably to Inv-Opt when
considering the computation time taken to estimate the congestion func-
tions. Inv-Opt took 247,420s for all three time-bins, whereas BPR fitting
with density took 22s in total for all the edges. The Inv-Opt result is
for computing equations for all three time-bins but does not include the
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Figure 6.6: Absolute Percentage Error (APE) in prediction of (a) flow and (b)
travel time for user-equilibrium assignment with alternative congestion func-
tion estimation methods. Results are for all time-bins and edges on E2, using
data from the weekdays selected for analysis between September 2018 and May
2019. The whiskers of the boxplots represent the range, the boxes are the IQR
and median. The points are the individual errors for each edge and time-bin.
The p-values of one-way ANOVA tests are, #: p=0.998, ##: p=0.949, ###:
p=0.966, *: p=0.237, **: p=0.035, ***: p=1.2e-4.
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time taken for the cross-validation to set the hyperparameters. Hence,
the difference in overall time is even greater.

For Inv-Opt, the large increase in computation time as the network size
increases, makes the method impractical for large scale national-level
direct calculation, although the results suggest a simplified network may
be a reasonable substitute regarding flow pattern accuracy.

The fitting of the congestion functions was performed on a Dell Pow-
erEdge C6320 with 2.4GHz Intel Xeon E5-2630 v3 CPU and 24GB RAM.

6.4 Summary

This chapter developed the efficient computation of accurate congestion
functions specific to individual roads on a national highway network
solely using cross-sectional data. The functions were fitted on a central
subnetwork of the English SRN and applied in a data-driven static TA
model. The results indicate that this can be an effective approach to the
solution of the static TAP for use in traffic analysis.

In the context of the key findings from the literature review of Chapter
2, the results of this chapter fill a gap in the knowledge regarding the
best choice for selecting congestion functions that are computationally
efficient and accurate. Despite the availability of more advanced models
of congestion function form (e.g. Akçelik), for the case of the tested un-
interrupted highways of the England SRN, it was shown that fitting the
BPR function with a density-based approach provides the best fit, and
parameters most suitable for use in a TA model. The results demon-
strated the benefits of using a density-based approach rather than the
flow-based fitting previously tested in a road-specific context in [107],
providing improvements in fitting accuracy and parameter correlation.
Furthermore, the results of the chapter showed an improvement in UE
travel time prediction for the road-specific density-based BPR fitting
compared to the conventional BPR-Standard and the Inv-Opt method
previously applied in such a type of TA model in [10]. BPR-Density’s
improved accuracy compared to Inv-Opt suggests it may prove advanta-
geous to fit a function based on road characteristics rather than the time
of day. Lastly, the computational time for fitting the functions of BPR-
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Density was considerably lower than Inv-Opt, currently regarded as a
state-of-the-art technique, leading to the conclusion it is more suitable
for application to large national road networks.

151 / 208



Chapter 7

Strategic National Traffic
Analysis

The previous chapters developed methods to extract the key inputs of
large-scale, national-level data-driven TA models, congestion functions
and O-D matrices. This chapter takes those advances and applies them
to a larger area of the English SRN to analyse traffic routing on a na-
tional scale. The test network, E3 (Figure 4.2), represents the motorway
network covered by the MIDAS system. The results obtained are not
for the whole road system in England, but this strategically important
subnetwork. The analysis of E3 is applied to the year period Septem-
ber 2018 to August 2019. This is a larger window of time than the nine
months used in Chapters 5 and 6.

As a static analysis on a subnetwork of the complete transport system,
there are limits to what the model’s results represent. However,
this chapter showcases a number of rapid results for the purpose of
high-level strategic analysis of national road infrastructure. The goal
of this chapter is to demonstrate how the developed TA model can be
used to understand the impacts of rerouting and network changes on
congestion, informing strategic choices for traffic authorities.
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The analysis in this chapter seeks to:

• Fit a suitable data-driven TA model to a large representation of the
English SRN monitored by the MIDAS system.

• Use this model to quantify a national-scale POA for rerouting on
the English SRN. Also, to investigate the impact of minimum route
costs on rerouting savings through the alternative metric of POA-
Delay.

• Use the network representation of the TA model to investigate the
distribution of rerouting cost savings around the English SRN.

• Investigate the effect of changing demand levels on routing effi-
ciency.

• Examine, through a sensitivity analysis on the English SRN, the
potential improvements to congestion from targeted changes to
edge capacity and free-flow travel time. Also, to examine the effect
on congestion of specific road closures.

7.1 Routing Efficiency

To analyse the effect of rerouting traffic from UE to SO, the aggregate
cost on the network is used. This is calculated as the TSTT, L, as in
Section 3.2. For the network, the TSTT is defined by:

L(x) def
= ∑

a∈A
xata(xa), (7.1)

where the flows can be obtained from UE, xUE
a , or SO, xSO

a , routing pat-
terns (Equation 3.10 and 3.8). The congestion functions ta are obtained
from the density-based BPR fitting (Chapter 6). The TSTT only consid-
ers the total time of traversing all edges. Other costs not considered in
the TSTT include the vehicle operating and pollution costs. An alterna-
tive aggregate measure to TSTT would be the Vehicle Distance Travelled
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(VDT) (a.k.a. Vehicle Miles or Kilometres Travelled), which is used in
other transport analysis [168]. VDT is obtained through multiplying
the flow by the distance of each edge and would be relevant if vehicle
operating costs were considered.

With the calculated flow patterns, UE and SO, the POA can be calculated
through:

POA def
=

L(xUE)

L(xSO)
, (7.2)

where L(xUE) is the UE TSTT and L(xSO) is the SO TSTT.

An alternative metric to POA is the POA-delay. This removes the ef-
fect of long free-flow travel times on the POA. It is useful in the case
of highway networks, as generally the minimum cost of travelling long
routes can dominate the TSTT and push the POA ratio to unity. It fo-
cuses solely on the extra delay component of travel cost, which is the
part that can be controlled on the network. The POA-delay is derived
and defined as follows based on the work in [130].

Firstly, define the POA in terms of route flows y and route costs c, as
defined in Section 3.1:

POA def
=

L(xUE)

L(xSO)
=

∑i ∑r yUE
ir cir(yUE

ir )

∑i ∑r ySO
ir cir(ySO

ir )
, (7.3)

then simplify the equation to a single O-D pair i on the network with
R routes for a demand g for either the UE or SO patterns. Next, routes
r = 1, 2, ..., R are ordered by their costs at zero route flow (i.e. free-flow),
such that c1(0) ≤ c2(0) ≤ ... ≤ cR(0). The numerator (or equivalently the
denominator) of Equation 7.3 is then:
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Li(x) =
R

∑
r=1

yrcr(yr) =
R

∑
r=1

yr[cr(0) + cr(yr)− cr(0)] (7.4a)

=
R

∑
r=1

yrcr(0) +
R

∑
r=1

yr[cr(yr)− cr(0)]. (7.4b)

Define γr = cr(0)− c1(0) for r = 1, 2, 3, . . . , R to represent the additional
free-flow costs of the routes longer than the shortest route r = 2, 3, . . . , R
for this O-D pair. Then c1(0) ≤ c1(0) +γ2 ≤ ... ≤ c1(0) +γR. Substituting
γr into the first term of Li(x) in Equation 7.4b gives:

Li(x) =
R

∑
r=1

yr[c1(0) + γr] +
R

∑
r=1

yr[cr(yr)− cr(0)] (7.5a)

=
R

∑
r=1

yrc1(0) +
R

∑
r=2

yrγr +
R

∑
r=1

yr[cr(yr)− cr(0)] (7.5b)

= c1(0)g +
R

∑
r=2

yrγr +
R

∑
r=1

yr[cr(yr)− cr(0)]. (7.5c)

Equation 7.5c shows the cost between an O-D pair can be broken down
into the sum of three components: the free-flow travel cost of all de-
mand using the shortest route; the additional free-flow travel cost from
flow using longer routes than the shortest route; and the delay costs as-
sociated with congestion on all routes. All three components feature in
the numerator and denominator of the POA calculation; however, the
first term is independent of whether routing is UE or SO. When this
free-flow shortest route term is large in comparison to the other terms,
it pushes the POA towards 1. As an alternative metric to POA, the
POA-delay avoids this effect through subtracting the the shortest route
free-flow travel costs between all O-D pairs from both UE and SO TSTT.
It is is expressed as:

POAdelay
def
=

Ldelay(xUE)

Ldelay(xSO)
=

L(xUE)− ∑i∈W ci1(0)gi

L(xSO)− ∑i∈W ci1(0)gi
. (7.6)
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This expression can be calculated by, first, finding the shortest route
free-flow travel time between each O-D pair and multiplying it by its
associated O-D demand. Then, the sum of this for all O-D pairs is sub-
tracted from the TSTT (Equation 7.1) for both UE and SO flow patterns
to obtain the numerator and denominator, respectively. Although the
metric is derived through route flows and costs, it can be calculated us-
ing the TSTT derived from edge-based TA, as only the shortest route is
needed.

Network Cost Distribution

The travel cost on a single edge a ∈ A, Ledge(xa), is defined as:

Ledge(xa)
def
= xata(xa). (7.7)

The difference between the edge cost for UE and SO flow patterns is
then defined as:

∆La
edge

def
= Ledge(xUE

a )−Ledge(xSO
a ). (7.8)

The zonal cost difference is used to analyse the cost difference between
zones of the network to see how the rerouting benefits are distributed
across the network. This is defined as:

∆Lz
def
=

L(xUE
z )−L(xSO

z )

|Az| , (7.9)

where for UE and SO flow patterns, Az is the set of edges in zone z
and L(xz) = ∑a∈Az xata(xa). The difference in the total costs in the zone
from rerouting is divided by the number of edges in the zone |Az| to
give a mean zonal cost difference per edge.

Marginal External Costs

Understanding the distribution of the marginal costs on edges is rel-
evant for potential road pricing schemes. As covered in Chapter 3,
marginal external costs are the costs of the drivers which are not expe-
rienced by the driver themselves but contribute to the TSTT. For static
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TA models with BPR congestion functions, the values of the marginal
external cost are easy to calculate. For an edge a ∈ A with a road-
specific BPR congestion function, the marginal external cost, x̌at′a(x̌a), is
calculated by:

x̌at′a(x̌a) =
t0
aβaαa

maβa
x̌βa

a , (7.10)

where the parameters αa and βa are the BPR coefficients fitted to edge a.
The other symbols are as described in Section 3.4.

7.1.1 Sensitivity Analysis

Road Parameters

To investigate the sensitivity of the network to individual edge improve-
ments, which could enable the prioritisation of intervention, analysis is
conducted on the effect of slight changes to edge free-flow travel time t0

a
and capacity ma.

Defining t0 def
= (t0

a; a ∈ A) and m def
= (ma; a ∈ A), the objective function of

the TAP for the UE flow pattern is [10]:

V(t0, m)
def
= min

x∈F ∑
a∈A

∫ xa

0
t0
a f (

s
ma

)ds. (7.11)

For each edge a ∈ A, Equation 7.11 can be partially differentiated to
obtain:

∂V(t0, m)

∂t0
a

= min
x∈F ∑

a∈A

∫ xa

0
f (

s
ma

)ds, (7.12a)

∂V(t0, m)

∂ma
= min

x∈F ∑
a∈A

∫ xa

0
t0
a f ′(

s
ma

)(− s
m2

a
)ds, (7.12b)

where f ′(·) is the derivative of f (·). From Equations 7.12a and 7.12b

is can be seen that usually ∂V(t0,m)

∂t0
a

> 0 and ∂V(t0,m)
∂ma

< 0, implying that

typically a slight reduction of t0
a and increase of ma reduces the objective
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function value V (lowering congestion). From this, the slight change
in free-flow travel time on an edge a′ ∈ A is taken as ∆t0

a′
def
= −0.2 ∗

min(t0
a; a ∈ A) and the slight change in capacity on an edge a′ ∈ A is

taken as ∆ma′
def
= 0.2 ∗ min(ma; a ∈ A). These have been shown to be

suitable changes in previous sensitivity analysis [10].

To analyse the effect that the changes have on the total system, the flow
vectors which are obtained in the UE flow pattern calculations on the
changed networks are used as input in the calculation of TSTT differ-
ences. The following flow vectors are required:

xbase = arg min
x∈F ∑

a∈A

∫ xa

0
t0
a f (

s
ma

)ds, (7.13)

xtt,a′ = arg min
x∈F

[
∑

a∈A,a ̸=a′

∫ xa

0
t0
a f (

s
ma

)ds +
∫ xa′

0
(t0

a′ + ∆t0
a′) f (

s
ma′

)ds
]
,

(7.14)

xm,a′ = arg min
x∈F

[
∑

a∈A,a ̸=a′

∫ xa

0
t0
a f (

s
ma

)ds +
∫ xa′

0
t0
a′ f (

s
ma′ + ∆ma′

)ds
]
,

(7.15)

where xbase is the flow on the unchanged network, xtt,a′ is the flow on
the network with a change to the travel time on edge a′ ∈ A, and xm,a′ is
the flow on the network with a change to the capacity on edge a′ ∈ A.
Then, for each edge a′ ∈ A the change in TSTT is:

∆Ltt,a′ = L(xbase)−L(xtt,a′) (7.16)

∆Lm,a′ = L(xbase)−L(xm,a′) (7.17)

For a ∈ A approximately ∆Ltt,a′ ∝ ∂V(t0, m)/∂t0
a > 0 and ∆Lm,a′ ∝

|∂V(t0, m)/∂ma| > 0.

Road Closures

In addition to investigating the sensitivity of the network to edge-
specific improvements, analysis is done on the effect of removing in-
dividual edges from the network to simulate road closures. The flow on
the network with a removed edge e ∈ A is calculated by:
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xedge,e = arg min
x∈F e ∑

a∈Ae

∫ xa

0
t0
a f (

s
ma

)ds, (7.18)

where for each edge e ∈ A, the network is changed by its removal to
create a subset of edges Ae ⊂ A and feasible flow vectors F e ⊂ F .
Using this and xbase defined in Equation 7.13, the change in TSTT is then
calculated by:

∆Ledge,e = L(xbase)−L(xedge,e) (7.19)

7.2 National Model Fitting

Using the methods described in previous chapters, a data-driven TA
model is fitted to the topographic E3 network (Figure 4.2 (c)). The MI-
DAS data is taken from the 12 month period September 2018 - August
2019 for the time-bins AM, MD and PM.

The density-based BPR congestion function fitting method outlined in
Chapter 6 is applied to the E3 network. It is applied to 231 suitable
edges of the network (83% of total), with these edges selected as in
Section 6.1.2. The results have a similar profile to the fitting results of
E2 (Figure 7.1). As in Section 6.3.4, the edges without suitable data use
standard coefficients of α = 0.15 and β = 4, and take the NTIS values of
capacity.

To obtain the O-D matrix, the internal-only partitioning method of
Chapter 5 is used with two partitions (Figure 7.2). Without partitioning,
suitable O-D matrices cannot be calculated due to numerical difficulties
relating to the size of E3.

As in Chapter 6, the fitted congestion functions and O-D matrices are
used to obtain the errors in the resulting UE traffic pattern compared
to the observed edge flows and travel times (Figure 7.3 and Table 7.1).
The validation shows a larger error in flow prediction than E2, how-
ever, the travel time error is relatively low and the overall error in TSTT,
Lerror(xue), is only 7.9% on average across the time-bins.
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Figure 7.1: Fitted parameters on the edges of the E3 topographic network: (a)
Capacity; (b) Free-flow speed (red-dash line is speed limit); (c) Bureau of Public
Roads (BPR) coefficients. The data used to obtain the values are the observed
hourly average traffic on the edges of E3 for the weekdays selected for analysis
between September 2018 and August 2019.
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Figure 7.2: Topographic network E3 partitioned into two subnetworks.

Mean
Flow
Error
(veh/hr)

Mean
Time
Error (s)

Mean
Flow APE
(%)

Mean
Time APE
(%)

Lerror(xue)
(%)

AM -163 -0.5 32.8 8.8 -7.8
MD -48 +4.5 30.9 8.1 -4.6
PM -219 -1.2 32.6 9.5 -11.2

Table 7.1: Time-bin specific User-Equilibrium (UE) prediction error statistics
for all edges on the E3 network during the analysis period September 2018 to
August 2019. The mean errors refers to the mean across all the edges of E3.
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Figure 7.3: Absolute Percentage Error (APE) in prediction of (a) flow and
(b) travel time for User-Equilibrium (UE) assignment in each time-bin on the
E3 topographic network. Results are for the edges on E3, using data from the
weekdays selected for analysis between September 2018 and August 2019. The
whiskers of the boxplots are calculated using the Tukey method [169], the boxes
are the IQR and median.
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7.3 Results

7.3.1 Routing Efficiency

The routing efficiency of the E3 network is assessed for the daytime
time-bins AM (6 am - 10 am), MD (10 am - 4 am) and PM (4 pm - 10
pm). Additionally, it is assessed for the nighttime time-bins NT-A (12
am - 6 am), and NT-B (8 pm - 12 am) to investigate the efficiency when
demand is lower. After calculating the total costs for the UE and SO
flow patterns on E3, the POA is found to be very low (Table 7.2). On
average, the POA for the three day time-bins (AM, MD, PM) is 1.0013.
The POA values for the night time-bins are even lower. This indicates
that the E3 network does not have a large potential for savings in overall
congestion from rerouting selfish drivers in a more system optimised
way. This may be due to the demand profile, congestion functions or
network structure. It can be seen that the TSTT values, L(x), are much
lower in the night time-bins than the day time-bins. This is due to the
greatly reduced vehicle numbers in those periods (in particular for the
early hours of NT-A).

Part of the reason for the low POA values is the impact of large free-
flow travel times, which can distort the calculated POA and lead to low
values. The POA-delay is calculated to remove the effect of the free-
flow travel time of the shortest route between O-D pairs. The values
for POA-delay show a mean value of 1.0136 and a maximum of 1.0151
for the day time-bins, indicating that there is up to a 1.5% decrease in
delay costs from rerouting during the day (Table 7.3). This is an order of
magnitude larger than the POA, however, it is still only a small change.
It can be seen that the POA-delay is also similarly higher for the night
time-bins, however, this could be misleading. It can also be seen that the
Ldelay(x) values are very low. This indicates that most of the cost in the
night time-bins is associated with the minimum route costs and there is
little absolute benefit from rerouting at these times. As the potential for
rerouting is much less for the night time-bins, the rest of this chapter
focuses on the analysis of the three day time-bins.
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Time
Bin L(xue) [hr] L(xSO) [hr] POA [-]

NT-A 13810 13809 1.0001
AM 87797 87662 1.0015
MD 87835 87709 1.0014
PM 82921 82831 1.0011

NT-B 28963 28959 1.0002

Table 7.2: Price of Anarchy (POA) for E3 during the twelve months of Septem-
ber 2018 to August 2019. The weekday periods covered by the time-bins are
NT-A (12 am - 6 am), AM (6 am - 10 am), MD (10 am - 4 am), PM (4 pm -
10 pm), NT-B (8 pm - 12 am).

Time
Bin Ldelay(xue) [hr] Ldelay(xso) [hr] POA-delay [-]

NT-A 15.4 15.1 1.0199
AM 9075.2 8940.1 1.0151
MD 8784.9 8658.4 1.0146
PM 8210.8 8120.7 1.0111

NT-B 191.7 187.2 1.0240

Table 7.3: Price of Anarchy-delay (POA-delay) for E3 during the twelve
months of September 2018 to August 2019. The weekday periods covered by
the time-bins are NT-A (12 am - 6 am), AM (6 am - 10 am), MD (10 am - 4
am), PM (4 pm - 10 pm), NT-B (8 pm - 12 am).

Distribution of routing costs

To investigate how the traffic cost is redistributed between UE and SO
flow patterns, the difference in the cost on each edge, ∆La

edge (Equation
7.8), is plotted in Figure 7.4. Other quantities such as the saturation rate,
xa/ma, and delay factor, ta(xa)/t0

a, could be used to show the effect of
the different routing; however, the difference in edge cost is the most
relevant as it captures both flow and travel time together.

The plots in Figure 7.4 show that there are many edges which do not
have routing differences, for example between edges 220 to 250. These
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Figure 7.4: Difference in the total cost on each edge of the network between
User-Equilibrium (UE) and System-Optimal (SO) flow patterns in each time-
bin. Results are for edges on E3, using data from the weekdays selected for
analysis between September 2018 and August 2019.

165 / 208



-3 -2 -1 0 1

Longitude [°]

51

52

53

54

L
at

it
u

d
e 

[°
]

AM

Group 1
Group 2
Group 3

(a)

-3 -2 -1 0 1

Longitude [°]

51

52

53

54

L
at

it
u

d
e 

[°
]

MD

Group 1
Group 2
Group 3

(b)

-3 -2 -1 0 1

Longitude [°]

51

52

53

54

L
at

it
u

d
e 

[°
]

PM

Group 1
Group 2
Group 3

(c)

Figure 7.5: Edges on E3 that have cost differences between User-Equilibrium
(UE) and System-Optimal (SO) flow patterns during the analysis period
September 2018 to August 2019: (a) AM; (b) MD; (c) PM. Edge thickness
is proportional to change in edge cost.
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edges often correspond to the areas of E3 that only have single routes.
These are called bridge edges and removing them would prevent certain
nodes from being accessible from the rest of the network.

The edges without cost differences are highlighted in red and purple
in Figure 7.5. The red Group 2 edges are the bridge edges which only
have one route available to their attached nodes, they do not have a
difference in any time-bin. The edges in the purple Group 3 change
across time-bins. This shows that the edges in the main subnetwork that
are not ’bridges’ yet present no cost difference, change depending on
the demand profile of the time-bin considered.

The marginal external cost for each edge and time-bin is shown in
Figure 7.6. As explained in Section 3.2, this is the amount of additional
cost in the form of time that needs to be considered on each edge
to achieve the SO flow pattern using the Frank-Wolfe algorithm. By
adding this cost to the edge travel time, it makes the edges which have
higher marginal external costs and contributions to TSTT less attractive
to drivers, pushing them to choose routing patterns with optimal
system total cost. In practice, this could be achieved through monetary
road pricing using a value of time conversion. Notably, some of the
highest marginal external costs are on bridge edges. High road prices
on them would entail implementation difficulties as they only have one
route to their associated nodes. Drivers wishing to access these nodes
would have no alternative choice of route, meaning the charges would
not directly affect the routing. Instead, these road prices would likely
have unconsidered secondary effects on mode choice and patterns of
demand, as drivers may not want to use the available road system for
affected journeys. This highlights a problem for any road network with
bridge edges which reduce routing opportunities. However, for the E3
network, it is a simplification of the full road network and alternative
routes would be available in reality.

7.3.2 Effect of Rerouting in Zones

Although the POA on the E3 network is small, the change in costs from
rerouting UE flow patterns to SO is distributed differently across the
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Figure 7.6: Marginal external cost for each edge and each time-bin on the E3
network for the analysis period September 2018 to August 2019. Bridge edges
on the network (those with single routes) are indicated with red bars, non-bridge
edges are indicated with blue bars.
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network. For the network overall, the total costs decrease when chang-
ing the routes taken by drivers, however, the benefits of this are not
evenly distributed. For example, in Figure 7.4 it can be seen that the
edges 1-28 have some of the highest redistribution of costs. These edges
correspond to the roads around the Birmingham area.

To investigate the pattern of redistribution of costs from rerouting, in
Figure 7.7 a sample of zones are identified on E3. These split the net-
work into broad geographic regions (e.g. North, South) and also city
regions (e.g. London). The zones discount the bridge edges identified
(Figure 7.5) to only leave the ’core’ subnetwork of E3. The parts of the
network that contain the bridge edges decrease the opportunity to lower
the TSTT through rerouting, as they contribute to the total demand but
cannot vary routing between UE and SO.

In Figure 7.8 (a), it can be seen that there are variations in the changes
to the zonal costs from rerouting between different zones and time-bins.
For example, between North, South and Middle it is apparent that North
benefits the most from rerouting, in particular in the AM time-bin. This
comes at the expense of the edges in the Middle zone, however, in the
MD time-bin that zone does have a slight positive reduction in cost.
In Figure 7.8 (b), it can be seen that, of the three zones, the highest
mean edge marginal external cost is within the Middle region, high-
lighting that if a marginal cost road pricing scheme was implemented
then higher charges would be paid in the region with the least reduction
in time cost.

When the subnetwork is divided between the East and West zones, it
can be seen that in AM and PM the West zone benefits more than the
East. However, in the MD time-bin East benefits slightly more than
West. In the city zones it is clear that Birmingham (BHM) has the largest
reduction in cost of all the three, however, London (LDN) has higher
mean edge marginal external costs.

In the Core zone, with the bridge edges removed from E3, there is a
positive reduction in cost across all time-bins. Using the Core zonal cost
totals in the POA calculation leads to higher values than those obtained
for E3 (AM 1.0021 ; MD 1.0020 ; PM 1.0015).
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Figure 7.7: Zonal divisions of the E3 topographic representation. (a) North,
South, Middle; (b) East and West; (c) Cities- London (LDN), Birmingham
(BHM), Manchester (MCR); (d) Core subnetwork without bridge edges. The
edges with thin blue lines are excluded from the zones.

170 / 208



North South Middle East West LDN BHM MCR Core

-2

-1

0

1

2

3

4

5
AM
MD
PM

(a) Mean zonal cost difference

North South Middle East West LDN BHM MCR Core
0

0.005

0.01

0.015

0.02

0.025

0.03

M
ea

n 
M

ar
gi

na
l E

xt
er

na
l C

os
t [

hr
]

AM
MD
PM

(b) Mean marginal external cost

Figure 7.8: Zonal distribution on E3 of cost differences between User-
Equilibrium (UE) and System-Optimal (SO) flow patterns in each time-bin
during the analysis period September 2018 to August 2019: (a) Mean zonal
cost difference per edge; (b) Mean marginal external cost. The mean is across
all the edges of the zone.
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The zone with the clearest benefit from SO rerouting consists of the 24
edges which represent roads surrounding Birmingham (BHM). When
the total costs of this zone are included in the POA analysis, the values
are considerably higher than for E3 (AM 1.0203 ; MD 1.0262 ; PM 1.0154).
BHM is clearly a beneficiary of rerouting on the network, however, the
Middle zone of which it is a part of, is a zone which loses overall from
rerouting. This is due to the position of the zones, the structure of the
network and the profiles of demand. Depending on how the network is
divided into zones, different aggregate results are obtainable. Overall,
the network benefits from rerouting, however, users in distinct areas
of the country with different needs from the transport system would
perceive the changes differently. Further understanding of the causes
that lead to different zones benefiting or losing out due to rerouting is
beyond this analysis; however, future work could build on this insight.

7.3.3 Routing Efficiency with Changing Demand

Changes to the demand profile on the E3 network causes changes to the
routing of the traffic, which is clear from the previous analysis.

To investigate how the volume of demand affects the routing efficiency,
the O-D matrix for each time-bin was scaled by a factor ranging from 0
to 5 in steps of 0.1 [126]. This demand multiplier was applied to all the
O-D pairs equally. It is a linear change in total demand on the network,
however, it causes an exponential increase in the TSTT (Figure 7.9 (a)).

In Figure 7.9 (a), it appears that costs for UE and SO flow patterns are
very similar as the demand is varied. However, when the cost differ-
ences are plotted in isolation (Figure 7.9 (b)), it can be seen that the
difference is increasing with the multiplier, implying the efficiency of
the network degrades.

The calculated POA for each level of demand increases up to around 2
to 2.5 times the original demand before decreasing and levelling off at
higher demand levels (Figure 7.10 (a)). This decrease at higher demands
is due to the increase in the total network cost in Figure 7.9 (a) outstrip-
ping the increasing difference between the UE and SO total network
costs (Figure 7.9 (b)). The peak POA of all the time-bins is 1.0055 for
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AM, approximately five times the value for the original demand profile,
although still low.

The POA-delay for the network, with the effect of minimum travel costs
removed, has a different profile than POA (Figure 7.10 (b)) and the scale
of results is an order of magnitude higher. The largest values are for de-
mands less than the original O-D matrix, suggesting that there are more
opportunities for lowering delays through rerouting when the number
of drivers is lower. The difference in profile compared to POA high-
lights the impact that discounting minimum route costs has. At lower
demands there are higher delay cost savings to be made by rerouting
however, these are dwarfed by the high minimum route costs keeping
the POA low. At higher demands, the POA-delay levels off at a lower
value which is similar to the POA values for that demand level. This is
again due to the difference in total network cost between routing pat-
terns being outstripped by the increase in total network cost for both
routing patterns (the same as in Figure 7.9).

7.4 Sensitivity Analysis

7.4.1 Road Parameters

As rerouting the traffic appears not to have a large potential to reduce
congestion overall, an alternative is to investigate the sensitivity of the
TSTT under UE conditions to slight changes in the edge capacity and
free-flow travel time.

The results for edge capacity changes, averaged over the time-bins, show
that such changes result in a positive improvement in costs for the ma-
jority of edges (Figure 7.11 (a)). For a few edges the changes are slightly
negative. There are several edges where there are significant improve-
ments in TSTT, which indicates these edges would be best targeted for
capacity-based interventions to improve performance.

The results for free-flow travel time changes, averaged over the time-
bins, show that such changes almost always results in a positive im-
provement in congestion (Figure 7.11 (b)). There are less edges where
there are significant improvements in TSTT compared to capacity, how-
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Figure 7.9: Effect of varying demand on Total System Travel Time (TSTT)
for E3: (a) TSTT on E3 as the demand is varied from 0 to 5 times the origi-
nal demand matrix; (b) TSTT difference between User-Equilibrium (UE) and
System-Optimal (SO) on E3 as the demand is varied from 0 to 5 times the orig-
inal demand matrix.
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Figure 7.10: Routing efficiency on E3 as the demand is varied from 0 to 5
times the original demand matrix: (a) Price of anarchy (POA) and (b) Price of
anarchy - Delay (POA-delay). Note that the scale of POA-Delay is an order
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ever, it is also clear that certain edges would be better targets for inter-
vention.

In both the free-flow travel time and capacity sensitivity analysis, the
peak edge is 167. This corresponds to a bridge edge (on M4 motorway)
going into London from the ring road (M25 motorway).

7.4.2 Road Closures

The sensitivity of congestion on E3 to the removal of each edge can
inform the impact of potential incidents and construction works.

For all the edges which are not bridge edges, the mean change in TSTT,
averaged across time-bins, is negative (Figure 7.12). As such, there are
no identified Inverse Braess edges which would improve congestion if
removed. It can be seen that the removal of certain edges has a greater
negative effect on congestion than others. The removal of any bridge
edge leads to a lower TSTT as the number of trips completed is reduced
from the disconnection of the network, so these results should be dis-
counted. The edge removal with the largest increase in congestion is 51,
which goes out of the west of Manchester (M56 motorway).

7.5 Summary

This chapter provided a series of insightful results which were obtained
rapidly from cross-sectional data via the advances of Chapters 5 and 6.
It proffered a high-level structural analysis of the motorway system of
the English SRN covered by the MIDAS system over a year.

From the analysis, it was shown through the POA metric that the oppor-
tunity to improve overall congestion on the full-size network E3 through
rerouting selfish drivers was limited in the analysis period. When com-
pared to the previous empirical POA studies discussed in Chapter 2,
the values obtained were small. For example, the values were much
smaller than the 1.5 average POA found in [10] for the Eastern Mas-
sachusetts network. By using the alternative metric of POA-delay, it was
calculated that there were larger savings from rerouting with the mini-
mum cost of trips discounted. With the investigation into the effect of
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Figure 7.11: Sensitivity analysis on E3 for (a) capacity and (b) free-flow travel
time. The data used to obtain the results are from the weekdays selected for
analysis between September 2018 and August 2019. The values are the mean
of all time-bins. Lines are for visual guidance only.
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Figure 7.12: Sensitivity analysis on E3 for road closures. The data used to
obtain the results are from the weekdays selected for analysis between September
2018 and August 2019. The values are the mean of all time-bins. Lines are for
visual guidance only.

varying demand on the network, the results showed that POA increased
with a general increase in demand up until the demand is around twice
the current levels. However, POA-delay had a different response to the
demand changes, it saw an improvement if the demand was decreased.
These results are in accordance with previous applications of POA-delay
on synthetic data as found in [130]. The created TA model was used to
investigate the distribution of the costs and benefits of rerouting across
the road system, which was found to vary strongly with different ar-
eas and time-bin demand profiles. This distribution did not match the
distribution of marginal external costs on the network.

Furthermore, the TA model was used to investigate the impact of
changes to the network. Improving the capacity and free-flow travel
time of several edges led to reductions in total network costs. However,
the removal of any edge (i.e. road closure) on the core subnetwork was
shown to increase network costs. Unlike the network tested in [21], there
were no Inverse Braess’ edges that caused the TSTT to decrease when
removed.
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The results further the understanding of rerouting on real-world road
networks, however, as the analysis was only applied to the roads of the
SRN it simplifies the road system of England by not including the non-
SRN routing options. The analysis highlights key results such as the
zonal distribution of rerouting benefits and the impact of bridge edges.
Results such as these are based on the SRN, however, they could be
transferred to any network with similar attributes, such as those con-
taining bridge edges. They would likely only be more pronounced with
greater network coverage. For instance, the inclusion of more routing
options by incorporating the non-SRN road network in the model would
be expected to increase the benefits of re-routing.

The work in this chapter showcased some of the potential analysis that
the developed data-driven TA model can be used for. It shows it has
the possibility to be used in further empirical research into congestion
and strategic planning on real-world road networks. As a tool, it could
augment existing theoretical research relating to POA (Section 2.6).

179 / 208



Chapter 8

Conclusions and Future Work

8.1 Conclusions

Within the broad context of transportation planning there is currently
an important opportunity to take advantage of the increasing amounts
of data and computing power available to improve the tools used for
strategic decision making and management of road infrastructure. The
coming technological advances in intelligent transportation need tools
to understand traffic patterns on real-world networks. The aim of this
thesis was to develop accurate and computationally efficient methods to
analyse overall traffic congestion on national road networks solely using
cross-sectional sensor data. In this section it is demonstrated that this
aim was achieved.

The contributions of the thesis can be divided into three parts. The first
focused on processing the data that would be used in a data-driven TA
model. The second part developed the methods for extracting model
inputs from cross-sectional traffic data. Finally, the third part quantified
the extent to which application of the developed methods to a national
network could be used for strategic network analysis. Four objectives
were set for the thesis in Section 1.2, these are now reconsidered to
show how the thesis aids the research community in achieving impor-
tant contributions.

180



8.1.1 Data Processing

Data not carefully processed can contain errors which affect the perfor-
mance of any model using it as input. As such, the first steps in the
process of deriving the data-driven TA model (Figure 3.1) were data in-
put and processing. To meet the target of Objective 1, the processes for
extracting the topographic network representation from the NTIS data
set and suitable traffic data from the MIDAS data set were developed,
as shown in Chapter 4.

In Section 4.2, the need for a degenerate arterial representation of the En-
glish SRN to form the network at the base of the data-derived TA model
was outlined. Section 4.2.1 described an algorithm developed from lead-
ing methods in map generalisation, specifically to be applied to the NTIS
data set, which represents the physical infrastructure of the SRN. This
process assisted in the production of three suitable topographic repre-
sentations of different sizes and detail for the investigations using the
MIDAS data set conducted in the later chapters.

Section 4.3 described the process of extracting MIDAS data from the rel-
evant sensors and matching it to the topographic representations. It cov-
ered the process of averaging the traffic variables to approximate steady-
state conditions on multi-lane highways, and assignment to weekday
time-bins for static demand analysis. The data was filtered to remove
days with unrepresentative traffic due to public holidays and extreme
weather events. Where multiple sensors were available on a topographic
edge, they were used to filter out erroneous measurements from loop
detectors with problems. For the topographic representations, the pro-
cessed MIDAS data was used to make adjustments to the graphs based
on the availability of suitable traffic data.

The techniques developed for the processing of the MIDAS and NTIS
data revealed key information to retain and that which could poten-
tially be disregarded, necessary to produce an operative data-driven TA
model of a national road system for strategic analysis.
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8.1.2 Prior Origin-Destination Demand Matrix Estima-
tion through Network Partitioning

In proposing a method for partitioning a road system through network
modularity in Chapter 5, its potential was demonstrated for the calcu-
lation of the key O-D demand input for static TA models from cross-
sectional data. This opened up the opportunity to estimate flow pat-
terns for large national highways systems without the need for other
data sources and met the target of Objective 2.

The results in Section 5.2 showed that partitioning the network into
small communities of nodes was tolerable for a degenerate approach
to reduce the size of the network being analysed. This degenerate ap-
proach would be well suited for use in infrastructure assessment models
such as NISMOD [92] where the scale of analysis is more coarse, for in-
stance at the inter-city level.

The non-degenerate approach is useful for application in more detailed
traffic planning and producing performance comparisons of different
national road systems. Applying partitioning in a non-degenerate way
showed that a similar level of error in UE flow and travel time pre-
dictions was obtained by dividing the network into a small number of
larger partitions. The results showed that the best accuracy results came
from using only the internal O-D estimates of the partitions for the larger
partition sizes. However, the results showed that by also including the
external partition estimates, there was a reduction in computation time
for a similar error in some cases. For the English SRN case study, it ap-
peared that the best option was to partition the network into two large
communities. In very large artificially-generated networks where the
size was such that two community partitions were still infeasibly large,
the results in Sections 5.2.4 and 5.2.5 showed that for community parti-
tions numbering three and greater it was better to use the internal-only
approach, unless the communities contained such a small proportion of
the nodes that the flow error started to rise (approx. 11-13% of nodes,
i.e eight or nine community partitions).

The performance of the methods was assessed by the prediction accu-
racy of the TA models using the estimated O-D matrices. The O-D ma-
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trices produced, while not required to provide a close representations
of the true demand profile, created a suitable demand input for the TA
model which could recreate the observed traffic to varying levels of ac-
curacy.

8.1.3 Road-specific Density-based Congestion Function
Fitting

The optimal fitting of density-based road-specific congestion functions
for a large national road system was identified, with the numerical in-
vestigation highlighting the benefits of using BPR functions towards this
scope. This form of fitting was shown to have superior TA model accu-
racy compared to the state of the art for national networks solely using
cross-sectional sensor data. The investigations in Chapter 6 which pro-
duced these results met the target of Objective 3.

In Section 6.3.1, from the testing of density-based fitting of congestion
functions on a subnetwork of the English SRN, it was found that the
most accurate choice of function for use in that type of fitting was BPR.
Despite BPR’s perceived issues, for the case of unsignalised motorways
it fitted the shape of the data better than other candidates. Alternative
functions such as the tested exponential equation with a similar shape
to BPR also performed well. The results showed the effect that density-
based fitting had compared to flow-based and hypo-critical flow-based
fitting. The density-based approach was able to fit the two parameters
of BPR largely independently, whereas they were correlated when they
were fitted with flow-based approaches. This was due to a lack of in-
formation for fitting the hyper-critical flow regime. From the results, it
was concluded that, at the network level, the density-based approach
to fitting BPR was systematically superior for reliably obtaining the pa-
rameters.

In applying a density-based method, BPR-Density, for evaluating the
congestion functions in a TA model, the analysis highlighted its poten-
tial advantages over more conventional (i.e. BPR-Standard) and more
computationally intensive methods (i.e. Inv-Opt). The results in Sec-
tion 6.3.4 showed that BPR-Density had a clear advantage over both
BPR-Standard and Inv-Opt in the estimation of the travel time accuracy
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when applied in a TA model to predict the UE assignment. This im-
proved accuracy would have a positive impact on model application in
cost-benefit analyses and TA-based emissions models.

Compared to BPR-Density, Inv-Opt did have the advantage that it only
required flow data to fit the function, which could have been useful if
that was the only data type available. Also, while it was not possible
to apply Inv-Opt to the full size network, the functions fitted to the
reduced subnetwork were of reasonable accuracy when applied to the
more complex subnetwork. This could work well with the degenerate
approach to O-D estimation presented in Chapter 5. However, these
advantages may have been outweighed by the algorithmic complexity,
which translated into large differences in computation time. The results
in Section 6.3.5 revealed a very large difference in time to compute the
functions between Inv-Opt and BPR-Density, strongly suggesting the
latter is more suited to the purpose of strategic transport planning on
large SRNs, where the functions may need to be updated regularly. It
appeared that the travel time for an individual edge was dependent on
the physical features of the road, such as how it was connected to other
roads. As these features often do not change throughout the day, BPR-
Density’s superior performance suggests it may prove advantageous to
fit a function based on road characteristics, rather than the time of day.

8.1.4 Strategic National Traffic Analysis

By creating an accurate data-driven TA model of the English SRN moni-
tored by MIDAS and using it for system level analysis of rerouting traffic
and network changes, Chapter 7 delivered Objective 4.

From the national analysis of England’s SRN, it was shown in Section
7.3.1 that overall the opportunity to improve congestion on the E3 sub-
network through only rerouting drivers was limited. Overall, the saving
in total time across the network was around 0.1%. However, by utilising
the alternative metric of POA-delay, it was calculated that with the min-
imum cost of trips discounted, there was a 1-2% improvement in delays
to journeys. While this was still a small number, over the course of a
year at the national level, such an amount may not be insignificant.
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The reasons for the small improvements available from rerouting selfish
drivers into a SO pattern can be attributed to the following. Firstly, the
structure of the network contained a number of spurs that consisted of
bridge edges; these were only accessible for one route, which reduced
the potential rerouting cost differences. In general, the routing opportu-
nities on the network were low. Secondly, the demand on the network
was the average over a year for each of the time-bins. As such, the con-
gestion modelled was not the worst case peak congestion when demand
on individual days was at its highest. Thirdly, the only cost considered
in the analysis was time. The inclusion of all the other costs involved
in road transportation such as operating costs (e.g. fuel, maintenance),
road accidents and pollution (e.g. CO2, NOx) would have likely in-
creased the differences in total costs from rerouting.

The created TA model allowed the investigation in Section 7.3.2 into
how the costs and benefits of rerouting were distributed across the road
system. It was seen that different areas of the network benefited more
than (or sometimes at the expense of) other areas. This distribution
of the benefits varied for the different times of day and demand pat-
terns. The distribution did not align with the distribution of marginal
external costs on the network. This highlighted how the model could
be used to further understand the impact of rerouting on individual re-
gions and the fairness of any potential rerouting scheme, including those
based on marginal external cost road pricing. The analysis of zones also
showed the improvements from rerouting for the core subnetwork with
the bridge edges removed.

An argument in favour of rerouting UE patterns to SO could be further
supported if the demand was to be increased even in small measure.
In Section 7.3.3, the results showed that POA increased with a general
increase in demand, up until the demand was around twice current
levels. Although the POA-delay did not improve with the same increase
in demand, it was shown that there would be an improvement in delay
savings if the demand was to decrease.

Furthermore, in Section 7.4.1 the model was used to investigate the po-
tential impact of changes to the network. The analysis showed how
possible benefits were obtainable from improving the capacity of sev-
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eral edges in particular. This could be done through extra lane provi-
sion, however, further investigation would be needed, particularly into
any induced demand effects [2]. The analysis also highlighted how the
model could be used to prioritise interventions on the network to the
free-flow travel time, such as varying the speed limit. The road closure
analysis in Section 7.4.2 demonstrated that congestion would increase
if any edge on the non-bridge core subnetwork was removed. The rel-
ative amount of congestion varied between the edges, which provided
insight into the impact of incidents or construction on the network re-
garding its resilience. From this analysis, it can be concluded that the
English SRN did not have any sections which could have been closed
to improve performance (i.e Inverse Braess edges), which is reasonable
given its purpose as a strategic trunk system of the broader English road
transport network.

8.2 Recommendations for Future Research

Whilst working on this thesis, various areas of research concerning the
development of data-driven TA models using cross-sectional data were
identified, which in the future could be undertaken. There is also space
for further research into empirical analysis of traffic patterns on real-
world road systems. This section outlines the research recommendations
for further work that could be pursued to extend this thesis.

Future Work on Data Sets and Processing

Future research could continue to improve the simplification of map
data for topographic representations, perhaps using further techniques
in machine learning it could improve the automation of junction detec-
tion.

There are many opportunities to improve cross-section and loop detector
data cleaning methods used on the MIDAS data set. For example, with
access to VMS data, times when actions such as temporary speed limits
were in place could be identified, which could help with handling data
of unrepresentative traffic. Furthermore, more robust algorithms could
be employed to improve the identification of faults in the loop detector
data, which has its own unique set of challenges.
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The scope of the analysis in this thesis could be expanded by the inclu-
sion of other data sets in addition to MIDAS. Other parts of the English
road network are covered by systems different to MIDAS, such as TMU.
Also, using regional and city traffic data would open the possibility of
expanding the research into alternative types of road systems. Access
to this extra data would create the opportunity to assess the developed
methods over broader road networks than in this thesis.

Future Work on Cross-sectional Data-driven OD Estimation

Future research could investigate further ways of utilising the partitions
other than the internal, external and degenerate covered in this thesis.
Such alternatives could look into combining nodes from separate parti-
tions in different combinations.

Also, future work could look to apply the type of multi-scale demand es-
timation developed in this thesis with alternative techniques of prior O-
D estimation used on the partitions. Improvements to the GLS method
could be a way of increasing accuracy and reducing computational re-
quirements. Further experiments on the maximum number of feasible
routes used in the GLS method could improve understanding of its ap-
plication.

Furthermore, the methods of obtaining the prior matrix could be tri-
alled with alternative adjustment procedures, such as genetic-based al-
gorithms, which would allow greater experimentation with distance
metrics. Also, research could look into how to incorporate separate
terms and weightings in the O-D adjustment for the internal and exter-
nal partition estimations of the prior matrix.

A worthwhile future investigation would be to look into the impact of
partition size on the number of days of flow data required to obtain a
result of suitable accuracy with the developed methods.

Additional cross-sectional data could be used to augment the O-D esti-
mates, such as ramp flow measurements to constrain the total vehicles
entering or leaving the network at a node. Further research could also
incorporate other non-traffic data sources to inform the division between
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the O-D pairs of the externally estimated O-D movements. For example,
in the AM period a greater share of demand could be distributed to the
destinations where more employment is located.

Future Work on Congestion Function Estimation

The congestion functions analysed in this thesis were for single class
traffic. This could be expanded to look into the effect of multiple classes
(e.g. cars, trucks, etc.) on the fittings obtained and TA results. As
larger vehicles, such as trucks, are known to have a larger impact on
congestion [170], the expansion of the function estimation to include
multiple classes would an option for increasing model accuracy.

In future work, improvements to the estimation of congestion functions
using density-based fitting may be possible with more accurate calcu-
lations of traffic density through additional data to MIDAS capable of
accurate spatial measurements.

The use of density to represent congested conditions in TA models has
been shown to be effective. The accuracy of TA could potentially be
improved by using a TAP fully based on density, such as formulated in
[171]. However, at present the methodology is not sufficiently developed
for accurate and efficient calculation of traffic patterns using these for-
mulations. Future work could fill this gap and expand the data-driven
methods in this thesis into a full density-based TA model.

In this thesis, the density-based BPR fitting uses the standard coefficients
and NTIS capacities for the edges which do not have suitable data for
fitting. With additional data to MIDAS, potentially from VMS data, the
edges with multiple speed limits could be included after data cleaning.
Further work could look into techniques to automate the identification
of edges with unsuitable data. Also, it could look into estimating the
coefficients and capacities of such edges from those fitted to other edges
on the network using additional attributes (e.g. road grade).

Future Work for Strategic National Traffic Analysis Applications

Future work could expand scope of the analysis in Chapter 7 by includ-
ing greater road coverage to increase routing options, alternative time
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periods other than year-average static demand, and include more trans-
portation costs (e.g. emissions).

Additional sensitivity analysis could look into the impact of changes
to the BPR parameters on individual edges to further understand how
network changes at the edge level impact transport costs.

The analysis conducted in Chapter 7 looked at historical traffic patterns.
The O-D matrices derived from measured traffic flows could be used
as the input in online applications of traffic monitoring and future pre-
dictions of traffic scenarios. Future work could look into adapting the
methods of this thesis for such purposes.

Furthermore, there are many opportunities for further research utilizing
the highly transferable nature of this thesis’ contributions. Future work
could apply analysis similar to that in this thesis to data from numerous
other countries (e.g. [49]), to compare the network performance of the
English SRN. This could enable the evaluation of different government
policies towards national road infrastructure.

Finally, the techniques developed for extracting computationally effi-
cient and accurate inputs for traffic assignment models could have com-
mercial implications. Evaluating better congestion functions and de-
mand profiles using widely available cross-sectional data could enable
transport planners and consultancies to improve their models’ size and
accuracy without the need for expensive trip surveys, privacy-sensitive
proprietary routing data, and excessively large computing resources.
Engineering consultancies could use the techniques of this thesis to con-
duct better strategic transport analysis at a lower cost.

8.3 Closing Remarks

This thesis developed accurate and computationally efficient methods to
analyse traffic congestion on national road systems solely using cross-
sectional sensor data. The methods were tested on a real-world strategic
road system and it was demonstrated that they were capable of produc-
ing insightful results for planning at the national level.
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The thesis first developed techniques to extract the building blocks of a
data-driven model for the English SRN. This included data processing to
produce suitable traffic data input and a topographic representation of
the network. Then, techniques for the estimation of the key components
of TA models were developed to work with the data restrictions. The
new technique of utilising partitioning to estimate the O-D demand ma-
trix removed the network size restrictions of previous approaches whilst
maintaining similar accuracy. The use of density-based road-specific fit-
ting of BPR functions was found to be the optimal choice to enable the
efficient and accurate calculation of national traffic patterns. These de-
veloped techniques unlocked the ability to use the available data sets
for the strategic analysis of the English SRN. This analysis quantified
the inefficiency from selfish driving and the impact of potential targeted
interventions, illustrating the utility of the developed model to the trans-
port planning community.

Future work has been identified which could advance the knowledge
contributed in this thesis. With further development of the methods and
additional types of data, following models could build on this thesis and
help provide the strategic planning necessary to tackle congestion in a
changing world.
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