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ABSTRACT

In two dimensional materials, arbitrary combinations of stacks are possible where each

layer constitutes an atomically thin building block to engineer unprecedented properties. In

monolayer form, 2D semiconductors show outstanding light-matter interactions, stemming

from the confined nature of Coulomb-bound complexes known as excitons. When two

Transition Metal Dichalcogenide (TMD) layers are brought together, new excitonic species

of interlayer excitons (IXs) can be formed. Their properties can, hence, be engineered with

material choice and stacking order. In Chapter 4, we stack pure monolayers of MoSe2 to

single-layer MoxW1−xSe2 alloys, which allows a continuous tuning of the IX energy by

more than 50 meV introducing a chemical degree of freedom. Profound modifications of the

electronic band structure occur when the alloy composition become increasingly similar to

the adjacent pure TMD. In addition, we are able to observe optical signatures of interlayer

exciton hybridisation and moiré superlattice potentials. We therefore expand the design

possibilities for atomically thin devices. In the next chapters, we employ encapsulated

homobilayers of MoS2 to observe hybridised interlayer excitons (hIX) that uniquely combine

high oscillator strength and promise for increased nonlinear interactions. Compared to

excitons in MoS2 monolayers, hIX exhibit ≈ 8 times higher nonlinearity, which is further

strongly enhanced when hIX and intralayer excitons, sharing the same valence band, are

excited simultaneously. This provides access to an unprecedented highly nonlinear regime

which, through collaborative work, we describe theoretically by introducing the concept of

hole crowding. In Chapter 6, the aforementioned system is embedded in energy-tunable

optical microcavities, in which the TMD excitons strongly couple to photonic modes, forming

composite exciton-polaritons. This allows the realisation of dipolar polaritons (dipolaritons).



We find dipolaritons to be an order of magnitude more nonlinear than monolayer polaritons,

showing a rapid quenching of the Rabi splitting with increased density. The presented

insight into many-body interactions can provide new avenues for accessing sought-after

few-polariton quantum correlations.

x



List of publications

• T.P. Lyons, D.J. Gillard, C. Leblanc, J. Puebla, D.D. Solynshkov, L. Klompmaker,

I.A. Akimov, C. Louca, P. Muduli, A. Genco, Y. Otani, G. Malpuech, and A.I. Tar-

takovskii "Giant effective Zeeman splitting in a monolayer semiconductor realized by

spin-selective strong light–matter coupling." Nature Photonics, 1-5, 2022. (Published)

• C. Louca, A. Genco, S. Chiavazzo, T.P. Lyons et al "Nonlinear interactions of dipolar

excitons and polaritons in MoS2 bilayers". arXiv preprint arXiv:2204.00485., 2022.

(Under Review)

• A. Genco, C. Trovatello, C. Louca, A. I. Tartakovskii, G. Cerullo, S. Dal Conte"

Ultrafast Exciton and Trion Dynamics in High-Quality Encapsulated MoS2 Monolay-

ers"(Under Review)

• A. Catanzaro, A. Genco, A. Kozikov, L. Sortino, C. Louca, D. Gillard, E. Alexeev, K.

S. Novoselov, A. I. Tartakovskii "Resonant electronic and excitonic hybridisation in

transition metal dichalcogenides alloys heterobilayers" (Under preparation)

• P. G. Zotev, Y Wang, D.A Penares, T.S Millard, S. Randerson, X. Hu, L. Sortino,

C. Louca, M.B-Gisbert, T. Huq, R. Sapienza, T. F Krauss, B. Gerardot, A. I. Tar-

takovskii "Van der Waals materials for applications in nanophotonics." arXiv preprint

arXiv:2208.06249, 2022 (Under Submission).

• C. Louca, N. Mullin, T.S. Millard, P. Zotev, A. Genco and A.I. Tartakovskii "UV/O3

treatment of PDMS for heterostructure fabrication"(Under preparation)

xi



Conference contributions

• "Band-structure engineering in alloy-based TMD van der Waals heterobilayers",

Poster, Lord Porter Laser Laboratory 1st Annual Symposium, June 2019

• "Band-structure engineering in MoxW1−xSe2/MoSe2 TMD van der Waals heterobilay-

ers", Poster, UK Semiconductors, July 2019

• "Band-structure engineering in alloy-based TMD van der Waals heterobilayers",

Poster, Nanophotonics Winter School , January 2020

• "Band-structure engineering in alloy-based TMD van der Waals heterobilayers",

Poster, Graphene2020 Virtual conference , October 2020. (Best PhD student posters

award)

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Oral,

Graphene Flagship Meeting, March 2022

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Poster,

Graphene 2022, July 2022

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Oral,

UK Semiconductors, July 2022

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Oral,

Photon 2022, September 2022

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Oral,

Graphene Week 2022, September 2022

• "Nonlinear interactions of dipolar excitons and polaritons in MoS2 bilayers", Oral,

Programme Grant Away Day, September 2022

xii



TABLE OF CONTENTS

List of figures xvii

1 Introduction 1

1.1 Introduction to 2D Materials . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 2D Semiconductors: Transition Metal Dichalcogenides 7

2.1 Crystal Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Electronic bandstructure . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Spin-orbit splitting and Valley Pseudospin . . . . . . . . . . . . . . . . . . 11

2.4 Excitons in TMDs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4.1 Binding energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4.2 Optical signatures of intralayer excitons . . . . . . . . . . . . . . . 15

2.5 Excitons in vdW Hetrostructures . . . . . . . . . . . . . . . . . . . . . . . 20

2.5.1 hBN encapsulation . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.5.2 Interlayer excitons in heterobilayers . . . . . . . . . . . . . . . . . 22

2.6 Exciton-polaritons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6.1 Optical Microcavities . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6.2 Strong exciton-photon coupling regime . . . . . . . . . . . . . . . 33

2.6.3 Exciton polaritons in TMDs . . . . . . . . . . . . . . . . . . . . . 36



Table of contents

3 Experimental Methods 39

3.1 Micro-Photoluminescence spectroscopy . . . . . . . . . . . . . . . . . . . 39

3.2 Low temperature Tunable microcavity setup . . . . . . . . . . . . . . . . . 42

3.3 K-space Imaging Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . 45

3.4 Mechanical exfoliation and Flake Identification . . . . . . . . . . . . . . . 46

3.5 Transfer Processes and their Advances . . . . . . . . . . . . . . . . . . . . 52

3.5.1 Transfer Setup and Heterostructure Assembly . . . . . . . . . . . . 52

3.5.2 UV/O3 treatment of PDMS for heterostructure fabrication . . . . . 57

4 Interlayer exciton engineering in TMD alloys heterobilayers 67

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.2 Alloy Heterostructure Optical characterisation . . . . . . . . . . . . . . . . 68

4.3 Tuning of IX with Alloy Concentration . . . . . . . . . . . . . . . . . . . . 73

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Hybridised interlayer exciton in MoS2 bilayers 83

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.2 Hybridised interlayer exciton in MoS2 homobilayers . . . . . . . . . . . . 84

5.3 Non-linear behaviour: NB vs BB illumination . . . . . . . . . . . . . . . . 87

5.3.1 Experimental Observations . . . . . . . . . . . . . . . . . . . . . . 87

5.3.2 Discussion: Nonlinear Interactions Interpretation . . . . . . . . . . 90

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6 Dipolar interlayer Polaritons 97

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.2 Microcavity design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

6.3 Observation of Dipolar polaritons . . . . . . . . . . . . . . . . . . . . . . 102

6.4 hIX dipolariton nonlinearity . . . . . . . . . . . . . . . . . . . . . . . . . 106

6.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

xiv



Table of contents

7 Conclusion 111

7.1 Summary of findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

7.2 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

7.2.1 Fabrication and Scalability . . . . . . . . . . . . . . . . . . . . . . 113

7.2.2 Future studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

References 119

Appendix A Alloy excitons and IX in MoxW1−xSe2/WSe2 135

A.1 MoxW1−xSe2 monolayers and bilayers . . . . . . . . . . . . . . . . . . . . 136

A.2 IX in MoxW1−xSe2/WSe2 heterobilayers . . . . . . . . . . . . . . . . . . . 138

A.2.1 IX energy tuning with concentration . . . . . . . . . . . . . . . . . 138

A.2.2 IX lifetimes with concentration . . . . . . . . . . . . . . . . . . . 139

A.2.3 Conduction and valence bands offsets predictions . . . . . . . . . . 139

Appendix B MoS2 bilayer: Density calculations and theoretical models 143

B.1 Exciton and Polariton density estimation . . . . . . . . . . . . . . . . . . . 143

B.2 Theoretical estimate of exciton properties — energy and hybridisation . . . 145

B.3 Theoretical discussion on interaction constants . . . . . . . . . . . . . . . . 148

B.4 Theory for energy shift . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

xv





LIST OF FIGURES

1.1 Van der Waals heterostructure stacking analogy to Lego ©bricks . . . . . . 2

2.1 Van der Waals Crystal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Orbital contributions across the Brillouin Zone for MoS2 . . . . . . . . . . 9

2.3 Bulk to Monolayer: bandstructure changes . . . . . . . . . . . . . . . . . . 10

2.4 Direct optical transition vs indirect . . . . . . . . . . . . . . . . . . . . . . 11

2.5 Valley pseudospin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.6 Dielectric screening and binding energy in 2D . . . . . . . . . . . . . . . . 14

2.7 Rydberg series of TMD excitons . . . . . . . . . . . . . . . . . . . . . . . 15

2.8 Excitonic optical signatures . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.9 Temperature dependent PL . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.10 Optical signatures of valley coherence and Bloch sphere vector notation . . 19

2.11 Optical signatures of Valley Zeeman splitting . . . . . . . . . . . . . . . . 20

2.12 Influence of hBN encapsulation on TMD spectra . . . . . . . . . . . . . . 21

2.13 Type II band alignment and interlayer excitons . . . . . . . . . . . . . . . . 23

2.14 Orbital contributions on the bandstructure of MoSe2/WSe2 . . . . . . . . . 24

2.15 hBN spacer effect on IX PL . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.16 Twist angle dependence of IX PL . . . . . . . . . . . . . . . . . . . . . . . 26

2.17 Dipole moment and long IX lifetime. . . . . . . . . . . . . . . . . . . . . . 27

2.18 Illustrations of moiré periodicity in real and reciprocal space . . . . . . . . 28

2.19 Resonantly hybridised moiré interlayer excitons . . . . . . . . . . . . . . . 30

2.20 Metallic mirror reflectivity spectra . . . . . . . . . . . . . . . . . . . . . . 31

xvii



List of figures

2.21 Electric field profile and reflectivity of a DBR microcavity . . . . . . . . . 32

2.22 Exciton-Polariton illustration . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.23 Schematic of polaritons modelled as two coupled oscillatotrs . . . . . . . . 35

2.24 First Observations of strong-coupling in TMDs . . . . . . . . . . . . . . . 38

3.1 Micro-Photoluminescence spectroscopy setup . . . . . . . . . . . . . . . . 40

3.2 Micro-RC spectroscopy setup . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.3 Low temperature tunable cavity system . . . . . . . . . . . . . . . . . . . 44

3.4 k-space imaging setup in the collection and detection path . . . . . . . . . 45

3.5 Mechanical exfoliation procedure . . . . . . . . . . . . . . . . . . . . . . 47

3.6 Flake identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7 Flake requirements for heterostructure stacks . . . . . . . . . . . . . . . . 50

3.8 Transfer Set-up and PDMS dry releas . . . . . . . . . . . . . . . . . . . . 52

3.9 Polycarbonate pick-up method for heterostructure fabrication . . . . . . . . 55

3.10 PMMA pick-up/dry release method for heterostructure fabrication . . . . . 57

3.11 PDMS surface hardening upon UV/O3 treatment . . . . . . . . . . . . . . 60

3.12 Adhesion and Roughness after treatment . . . . . . . . . . . . . . . . . . . 61

3.13 UV/03 treated PDMS for heterostructure fabrication . . . . . . . . . . . . . 62

3.14 Untreated vs treated PDMS heterostructures . . . . . . . . . . . . . . . . . 63

3.15 Characterisation of a fabricated structure with UV/O3 PDMS as intermediate

step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.1 Alloy heterostructure band edge configuration. . . . . . . . . . . . . . . . . 69

4.2 Optical characterisation at cryogenic temperature (10K) . . . . . . . . . . . 70

4.3 Power dependent PL of IX vs DX. . . . . . . . . . . . . . . . . . . . . . . 71

4.4 Polarisation resolved PL of IX . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 PL maps MoxW(1−x)Se2/MoSe2 heterostructures. . . . . . . . . . . . . . . 74

4.6 IX emission spectra for MoxW(1−x)Se2/MoSe2 heterostructures. . . . . . . 75

4.7 Power dependent PL intensity with concentration . . . . . . . . . . . . . . 76

4.8 Band offsets of the MoxW(1-x)Se2/MoSe2 HBLs. . . . . . . . . . . . . . . 78

xviii



List of figures

4.9 Hybridized moiré excitons in MoxW1−xSe2/MoSe2 . . . . . . . . . . . . . 79

5.1 Homobilayer MoS2 encapsulated sample . . . . . . . . . . . . . . . . . . . 85

5.2 Homobilayer MoS2 Reflectance contrast (RC) spectrum . . . . . . . . . . . 86

5.3 Band edges and Zeeman splitting . . . . . . . . . . . . . . . . . . . . . . . 87

5.4 Exciton nonlinearity in MoS2 bilayer vs monolayer . . . . . . . . . . . . . 88

5.5 Fluence dependence in MoS2 bilayer spectra. . . . . . . . . . . . . . . . . 90

5.6 Exciton nonlinearity in MoS2 bilayer under two illumination regimes. . . . 91

5.7 Band schematics and hole crowding in MoS2 bilayers . . . . . . . . . . . . 92

5.8 Theoretical reproduction of nonlinear optical response in MoS2 bilayers . . 93

5.9 Illustration of hole crowding self-amplification . . . . . . . . . . . . . . . 94

6.1 Electromagnetic Fied distribution in DBR cavity. . . . . . . . . . . . . . . 100

6.2 Simulated spectra at hIX anticrossing . . . . . . . . . . . . . . . . . . . . 101

6.3 Simulation for the chosen cavity design . . . . . . . . . . . . . . . . . . . 102

6.4 Strong coupling in homobilayers and hybridised interlayer polaritons . . . . 103

6.5 Coupled oscillator model fits. . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.6 Polariton Zeeman Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.7 Dipolariton nonlinear behaviour . . . . . . . . . . . . . . . . . . . . . . . 108

7.1 Schematic illustration of lattice reconstruction effects . . . . . . . . . . . . 114

7.2 Cavity coupling to both hIX and XA . . . . . . . . . . . . . . . . . . . . . 116

A.1 MoxW1−xSe2 monolayer excitons . . . . . . . . . . . . . . . . . . . . . . 136

A.2 Excitons transitions in MoxW(1−x)Se2 alloy bilayers. . . . . . . . . . . . . 137

A.3 Intra- and inter-layer excitons emission in alloys monolayers and heterostruc-

tures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

A.4 Interlayer excitons temporal dynamics and emissio . . . . . . . . . . . . . 139

A.5 Band offsets schematic diagram for WSe2, MoSe2 and MoxW(1−x)Se2 mono-

layers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

B.1 Side view of 2H-stacked MoS2 bilayer. . . . . . . . . . . . . . . . . . . . . 145

xix



List of figures

B.2 Evolution of particle properties with interlayer distance . . . . . . . . . . . 147

B.3 Scattering amplitudes for exciton-exciton Coulomb interaction . . . . . . . 151

xx



CHAPTER 1

INTRODUCTION

1.1 Introduction to 2D Materials

"What could we do with layered structures with just the right layers? What would the

properties of materials be if we could really arrange the atoms the way we want them? They

would be very interesting to investigate theoretically. I can’t see exactly what would happen,

but I can hardly doubt that when we have some control of the arrangement of things on a

small scale we will get an enormously greater range of possible properties that substances

can have, and of different things that we can do" [1]

Richard Feynman has wondered in 1959, envisioning that "There is plenty of room at the

bottom". Despite early theoretical work suggesting otherwise [2, 3], today we can routinely

isolate atomically thin layers after the experimental realisation of graphene in 2004 [4]. This

fact, combined with the numerous impressive properties of graphene, has led to the award

of the Nobel Prize to AK Geim and K.S Novoselov in 2010. Ever since, the family of

two dimensional crystals keeps increasing rapidly, with properties ranging from metallic

to insulating, magnetic and semiconducting [5–7]. Two dimensional materials are layered

crystals in their bulk form with each layer being weakly held to the next via van der Waals

(vdW) forces. In contrast, strong covalent bonds hold the atoms within the plane of each

layer. This interplay of forces, enables high quality single layers to be isolated by simply

repetitively cleaving a bulk crystal using adhesive blue tape in a process called mechanical

1



Introduction

exfoliation. Therefore, one can use these methods to gain access to fields spanning virtually

all of the material sciences in a new condensed matter world, bypassing expensive epitaxial

deposition methods and demanding controlled nanofabrication cleanroom environments.

The reduced dimensionality, increased surface to volume ratio and quantum confinement

allows single layers to combine unique electrical and optical properties with outstanding

mechanical capabilities. The latter allow them to be integrated into practically any substrate

regardless of whether is flat, structured, metallic, dielectric or biological. Impressively, their

Fig. 1.1 Analogy to Lego © bricks. Van der Waals heterostructure stacking of a variety of
layers with different properties as an analogy to Lego © bricks . Adopted from [8]

weak interlayer versus strong intralayer bonds make it possible to stack any combination

2D layers together to create vdW devices with new unprecedented properties, much like the

aforementioned envision of Feynman. This process does not require to meet any conditions of

lattice matching and bonding and was parallelised with stacking Lego © blocks in any order

to make new structures, as shown in Fig 1.1. With advances in scalability and fundamental

research on the special properties offered by the vdW capability, 2D materials may one day

restructure science and technology.

2



1.2 Motivation

1.2 Motivation

One of the advantages of confinement is the efficient interaction of light with electronic

excitations in semiconductors, called excitons (electron-hole pairs), as explained in Chapter

2. Upon the addition of another layer on top, charges can transfer such that apart from

excitons confined within each layer, new exciton species arise that have an electron in one

material (layer) and the hole in the other. The resulting properties of this excitons, called

interlayer excitons, dependent strongly on the choice of materials and have additional degrees

of freedom that are specific to the arbitrary choices one can make at the stacking process.

Interlayer exciton properties and their versatility is, hence, a direct consequence of choosing

"just the right layers" and having "some control of the arrangement of things". In this thesis

we would therefore like to explore this choices and study the tunability of interlayer excitons.

As mentioned earlier, the true 2D nature of atomically thin semiconductors makes

them couple to light strongly, even at ambient temperatures. They are therefore a very

good platform for observing coherent superposition of light and matter. Upon careful

experimental design one can hybridise excitons and photons into new quasiparticles called

exciton-polaritons that inherit properties of both. After the first observation of 2D material

based exciton polaritons, a great interest has followed on addressing peculiarities of 2D

excitons in the strong coupling regime, such as the spin valley locking. This has led to

valley-addressable exciton polaritons and valley-hall effect with long range propagations.

The community is now moving into non-linear interaction induced effects such as Bose

Einstein condensation and superfluidity, which has been observed in other systems and

the quest towards polariton blockade. Polaritons inherit a low effective mass through their

photonic component. At the same time they allow for effective photon-photon interactions

induced through their excitonic component. It is therefore apparent, that using an excitonic

system with increased non-linear interactions is of central importance for the observation

of these effects. In this thesis, we approach this by employing interlayer excitons in the

strong-coupling regime to realise dipolar polaritons(dipolaritons).
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Introduction

1.3 Thesis Outline

At the start of this thesis, we review the literature on the fundamental properties of the widely

used 2D semiconductors, transition metal dichalcogenides (TMDs) . We focus on crystal,

band structure, and valley degree of freedom and how these influence the excitonic properties.

In particular how these influences their optical signatures. We then move on to explore

excitons in vdW heterostructures and introduce interlayer excitons and the main features

that affect/determine their spectral footprints. Later on we introduce optical microcavity

structures, exciton-polaritons and the TMDs in the strong coupling regime.

The next chapter discusses the experimental methods employed for carrying out the

studies shown in this thesis. We describe the components involved for high spacial resolution

optical emission and absorption spectroscopy. We then, introduce tunable cavity set-ups that

allow for clear observations of strong coupling. Then we move on to explain the Fourier-

plane imaging spectroscopy used to characterise non-tunable microcavites. The second part

of this chapter is on 2D material specific fabrication methods. We discussed mechanical

exfoliation and monolayer identification techniques. We then proceed to describe several

fabrication methods for monolayer and heterostructure fabrication, with the latter requiring

specialised procedures. In the last part of this chapter, the author presents new approaches to

heterostructure fabrication that have been developed during the course of this PhD.

Chapter 4 is concerned with tuning IX properties in vdW heterostructures. We show the

approach of using alloys of TMDs as one of the constituent layers to achieve a non-monotonic

tuning of IX emission energy resulting from fundamental changes in the heterostructure

bandstructure with alloy concentration. We then proceed to the observation of hybridised

interlayer excitons, modified by a moire potential snd note the complex nature of the origin

of these excitonic species.

In the next chapter, we study the excitonic configurations in encapsulated homobilayers

of MoS2and observe hybridised interlayer excitons in as exfoliated 2H pristine samples. Next,

we proceed to study their density dependent behaviour and observe enhancement and changes
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in non-linear behaviour with different illumination regimes. With theoretical support from

collaborators we discuss the origin of this effects and name distinct non-linear mechanisms.

In Chapter 6 we carefully design optical microcavites and mirror configurations that

allow us to strongly couples the hybridised interlayer excitonic species discussed in the

previous chapter. With the use of tunable optical microcavities we present the realisation of

dipolar polaritons in homobilayers. Later on, the polariton density is increased to observe the

non-linear effects being transferred to the strong-coupling regime.

The thesis is concluded with a brief summary and an outlook into potential future studies.
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CHAPTER 2

2D SEMICONDUCTORS: TRANSITION METAL DICHALCO-

GENIDES

Since the isolation of graphene and the realisation of its attractive properties, the quest

for atomically thin layers in the true 2D limit has sparked a ’chain reaction’ of scientific

activity. Unsurprisingly, a large part of this activity is on semiconducting 2D materials since

semiconductors are everywhere in our everyday lives. Specifically, the group IV Transition

Metal Dichalcogenides (TMDs), monolayers of which have shown exceptional optoelectronic

properties. The latter are summarised and discussed in the below section.

2.1 Crystal Structure

Bulk TMDs are layered crystals. In the plane of each layer atoms are held together by

strong covalent bonds. In contrast, each layer is held to the next by weak out-of-plane

van der Waals attraction which consequently enables their mechanical exfoliation down to

single layer(monolayer). TMD monolayers consist of series of transition metal atoms, like

Molybdenum (Mo) or Tungsten (W), sandwiched between two series of chalcogen atoms,

like Sulphur (S) or Selenium (Se). In their most stable phase of 2H, the atoms are arranged

in a trigonal prismatic structure with each transition metal atom coordinated to 6 chalcogen

atoms , as shown in Fig 2.1b. The multi-layer stacking in the 2H phase is in the A-B-A-B

order. Two adjacent monolayers are 180 °in-plane rotations of one another, such that the
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Fig. 2.1 Van der Waals Crystal. a Photograph of a crystal.b Top view of monolayer TMD
lattice. The grey area is the primitive unit cell which is shown in 3 dimensions on the right
corner. c Side view illustration of a 2H bilayer. In the plane of each layer covalent bonds are
marked with solid lines while the empty space between layers signifies they are only held
together by van der Waals forces. d Side view of monolayer primitive cell. In the bilayer we
see that the 2H configuration corresponds to 180 °rotation with the chalcogen atoms (yellow)
coinciding with the metal atoms(black).

metal atoms coincide with the chalcogen atoms of the other layer, as shown in the side views

of Fig 2.1c,d. Hence, the 2H bilayer configuration creates an axis over which inversion

symmetry is maintained. This inversion symmetry is broken in the monolayer limit.

2.2 Electronic bandstructure

Bulk TMDs are indirect band gap semiconductors. However, in their monolayer form they

were found to undergo a transition to direct band gap changing significantly their optical

response [10–12]. To understand this dramatic change, the atomic orbital contributions to

the electronic bandstructure need to be considered.

As seen in Fig 2.1b, the hexagonal lattice of TMDs is composed of nonequivalent lattice

sites since each site can be either a transition metal or a chalcogen atom. This leads to a mixed

contribution of transition metal d-orbitals and chalcogen p-orbital to the band-structure, with
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2.2 Electronic bandstructure

Fig. 2.2 Orbitals in momentum space. Orbital contributions across the Brillouin Zone for
MoS2. Adapted from Ref [9]

varying proportions at different points in momentum space. Taking the example of MoS2,

the orbital contributions along the first Brillouin zone are shown in Fig 2.2. Specifically,

molybdenum atoms are responsible for the d0 (or dz2) which are oriented out of plane and d2

(or dxy,dx2−y2) which are oriented in plane. Sulphur atoms exhibit pxy and pz orbitals oriented

parallel and perpendicular to the TMD plane, respectively. At the K-point, the conduction

band is composed of d0 orbitals while the valence band is made of d2 orbitals, with negligible

contribution from Sulphur p orbitals[13, 9, 14]. Hence electronic states at the K -point

are confined near the transition metal atoms, situated in the inner plane of the monolayer.

The Γ-point valence band has primary contributions from out of plane orbitals, both d0 and

pz. The Q point conduction band has significant contributions from both molybdenum and

sulphur in plane orbitals. Considering placement of the chaclogen atoms, p orbitals located

in the edges of each layer are influenced significantly in the presence of another layer. In
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addition, out of plane orbital contributions are largely affected with the addition of atoms

from other layers. Its is, hence, easy to see why the valence band is largely affected at the

Γ-point and not at the K-point, which is the primary reason for the transition from indirect to

direct bandgap from bilayer to monolayer. In addition, for structures greater then 4 layers,

the non negligible orbital p contribution becomes dominant and moves the conduction band

minimum to the Q point (Fig2.3). Light-matter interaction of direct band gap monolayer

TMDs is much more efficient than the indirect bulk. In direct band gap transitions, the

electron absorbing a photon is excited to the conduction band, leaving behind it a hole of

effective charge +1 in the valence band and can easy recombine. If the VBM and CBM have

a large momentum mismatch (i.e indirect), momentum conservation requires a compensation

through interactions with phonons, decreasing significantly the recombination efficiency.

Hence monolayer TMDs process a large quantum yield, since no phonon mediated excitations

are required for recombination[12]. This makes the photoluminescene (PL) intensity of

monolayers strikingly larger.

Fig. 2.3 Bulk to Monolayer Brillouin zone. Bandstructure changes at different points of
k-space due to vertical atomic overlap from Bulk to Monolayer

10



2.3 Spin-orbit splitting and Valley Pseudospin
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Fig. 2.4 Two kinds of optical transitions. Direct optical transition (a) vs indirect(b) where
a phonon mediation is needed for momentum conservation. Adapted from [15]

2.3 Spin-orbit splitting and Valley Pseudospin

a

K

Γ

K'

σ+ σ- σ+σ-

K K'

SOC<0

Mo based σ+ σ- σ+σ-

K K'

SOC>0
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b c

Fig. 2.5 Valley pseudospin. aSchematic of the spin-valley locking with the K and K’ carrying
a valley pseudospin. Optical selection rules lead to left and right handed circular (σ+,σ−)
polarisation addressing K,K’ valleys respectively. There are opposite spin-orbit coupling
values in the conduction band of Mo ,b, and W, c, based TMDs. This leads to spin-allowed
transitions being the lowest in Mo based and the second lowest in W based
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The nonequivalent atoms on the hexagonal lattice sites lead to antisymmetric K-points

(hosting the CBM and VBM) of the first Brillouin zone in TMD monolayers, since the

rotational symmetry is reduced to 3-fold. Through the d orbitals of heavy transition metals,

the confinement to single layer induces a giant spin-orbit coupling which introduces a

splitting in energy bands. This splitting is opposite for opposite directions in the BZ giving

an opposite spin to the conduction and valence band edges of adjacent K-points, refereed

to as K and K’ valleys. There is, therefore, a one to one correspondence between spin and

valley known as a valley pseudospin. The splitting in valence band maximum bands is of

the order of a few hundred meV[17–19], leading to two valence sub-bands of opposite spins.

In the conduction band of the k-points the sub-band splitting is only of the order of a few

tenths of meV, partially compensated by the contributions of π and d states. Interestingly, the

balance of contributions is such that the overall spin splitting in the conduction band of W

based TMDs is opposite to that of the Mo-based ones, leading to the CBM being of opposite

spin for a given valley in the two monolayers. The above is illustrated in Figure 2.5. The

conduction bands carry a principal quantum number of m± =±1 while the valence bands

have m± =±0. Considering the selection rules of δm± =±1, we can see that for a given

material monolayer, absorption of σ+/σ− couples the induced interband transition to a K/K’

valley index. This spin-valley locking is a distinct peculiarity of TMD systems, allowing for

increased degrees of freedom and the observation of effects of interest to both fundamental

and technological application such as the valley spin-hall effect.

2.4 Excitons in TMDs

Upon absorption of photons, electrons acquire energy to transition to available states in

the conduction band. For each promoted electron (of charge -1), this creates a vacancy in

the valence band which acquires an effective charge of +1. This vacancy is called a hole.

Oppositely charged electron and holes can interact through attractive electrostatic Coulomb

forces[16]. Similar to hydrogen atoms, this attraction can form electron-hole bound pairs to
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2.4 Excitons in TMDs

make a composite quasiparticle called exciton. Here we discuss excitons in two-dimensional

TMD semiconductors and their peculiarities

2.4.1 Binding energy

Research in conventional semiconductors has classified excitons in two main categories. First

the excitons found in typical inorganic semiconductors are called Wannier-Mott excitons.

Their size is larger than one unit cell and are, therefore, not fixed within one atomic site. In

contrast, Frenkel excitons in organic semiconductors are strongly localised to one molecular

cite with their size being very small. Each exciton type has their advantages and disadvan-

tages, with Frenkel excitons being robust and strongly coupling to light while Wannier-Mott

type excitons interacting more due their larger size. Excitons in TMDs combine properties

of both types. They are small in size but are still free to move through the crystal in dif-

ferent atomic sites. Therefore, they are suitably approximated to fall in the lower limit of

Wannier-Mott excitons.

The energy that holds together or the energy required to dissociate the bound pair is called

binding energy, EB. For an exciton to exist this energy must withstand thermal fluctuations

and collisions with thermally activated phonons. Hence, a stable exciton is the one that its

binding energy exceeds the thermal energy in the system, kbT , where kb is the Boltzmann

constant and T is temperature. The value of binding energy can be approximated using the

Bohr model considering the Coulomb interaction. Namely:

Eb =
µ

m0

1
ε2

r

RH

n2 (2.1)

where m0 is the electron rest mass, ε2
r is the dielectric constant of the medium, RH is the

hydrogen Rydberg constant and µ is the exciton effective mass calculated considering the

electron and hole effective masses from their band curvature.

By analogy to the derivation of Bohr radius of hydrogen which is proportional to εr
µ

,

we can see that excitonic Bohr radius, ax, is related to the binding energy with an inverse

proportion, Eb ∝
1
ax

. It can hence be deduced that excitons with higher principal quantum
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number have lower binding energy and are of larger size. The excitons within 2D TMD

a b

Fig. 2.6 Environment and binding energy. Exciton dielectric screening in bulk TMD
ε3D vs monolayer TMD ε3D. In 3D we have neighbouring layers inducing screening in the
excitonic dipole. This is reduced in the true 2D limit, resulting in excitons of larger binding
energies and smaller Bohr radii. The larger biding energy is also shown spectrally as a larger
separation of the excitonic peak from the absorption edge band gap (red arrow). Adopted
from [20]

monolayers are small due to their strong confinement. In addition, excitons in the true

monolayer limit do not have any surrounding material of a finite dielectric constant, inducing

dielectric screening to the electron-hole interaction. Thus, excitons in TMDs have a large

binding energies ( 500 meV) and small Bohr radii of about 1 nm [16, 21–23], as shown in

Fig 2.6. From this simple argument one can understand the sensitivity of 2D semiconductor

excitons to their environment. TMD excitons can interact strongly with light. Due to this

absorption measurements can show signatures of Rydberg excitons up to n=5, as shown in
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Fig 2.7. One can note also the deviation of the n=1 and n=2 excitons from the hydrogenic

Rydberg series owing to the reduced dielectric screening aforementioned[20].

a b

Fig. 2.7 Rydberg series of TMD excitons aFirst derivative of the reflectance contrast
spectrum shows the Rydberg series of ground and higher excited exctions in WS2.b Fitting
this transitions(circles) and comparing with the hyrdogenic Rydberg Model(line) we see
that there is a deviation in the low quantum numbers n=1 and n=2 coming from the reduced
dielectric screening. Theory confirms the aforementioned (triangles) Adopted from [20]

2.4.2 Optical signatures of intralayer excitons

The spin-split subbands of CBM and VBM in TMDs with been introduced in the previous

sections. Optical selection rules are such that the spin is conserved, with a one to one

correspondence of light circular polarisation and the valley of excitons. Considering the

simple band diagram of a Mo based TMD, illustrated in Fig 2.8a, we can see that the optically

favourable excitonic transitions within each valley result in two non-degenerate excitons.

The lower energy A exciton, XA, which hosts a hole in the maximum subband of the valence

band and an electron in the minimum sub-band of the conduction band. The spin split second

lowest(highest) conduction(valence) bands can form the B-series exciton in an arrangement

illustrated in the Figure2.8. Absorption spectra reveal the distinct energies of these excitons,
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Fig. 2.8 Excitonic optical signatures a Simplified schematic of the band edges at the K
point of a Mo-based monolayer. Orange bands indicate spin up and black bands indicate spin
down. Dashed lines indicate the A and B series excitons and the bands that they involve. b
Reflectance contrast (black) and PL spectra (red) of MoSe2. The A and B series excitonic
resonances are shown as dips in RC. In PL two transitions are apparent. The higher energy
peak is due to the A series neutral exciton XA, while at 30 meV lower in energy we can see
the trion A series exciton (T) emission.

with their separation stemming from the spin splitting of the bands. These excitons are called

neutral excitons and absorb light efficiently.

Excitonic species in the system can also be accessed through photoluminescence (PL)

spectroscopy. Under non resonant illumination, high energy transitions are excited. These

can decay to lower transitions and later recombine radiatively, resulting in the emission of

photons of lower energy. Therefore although related, unlike reflectance contrast, PL intensity

does not directly correspond to the oscillator strength. Rather, it depends on the efficiency

of decay of carriers and the selection rules for the lowest bright state. Fig 2.8b shows a low

temperature PL spectrum of MoSe2. Here one notices the emergence of another excitonic

species, 30 meV lower to the neutral A-series excitons. These excitons are called trions

[24–26]. In the low density limit, they can be thought to consist of a bound state of two

electron and one hole ( -1 charge) or two holes and one electron (+1 charge). Their redshift

from the neutral exciton stems from the additional binding energy acquired from the extra
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charge carrier while their relative intensity to the neutral exciton are a measure of the doping

level of the sample. Recently it was found that trions in the high doping regime are better

described as Fermi-polarons. These consist of an exciton interacting in with a charged

Fermi-sea, resulting in an attractive polaron (previously known as trion) and a repulsive

polaron previously known as excitons [27–29]. However, the trion picture holds well for any

reference mentioned in this thesis.

CH3

Si O
Fig. 2.9 TMD excitons at elevated temperatures. Temperature dependent PL spectra of
MoSe2 from 15K to room temperature. Adopted from [24]
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Upon elevated temperature, excitons redshift due to a renormalisation while line broad-

ening is observed due to thermal dephasing as shown in Fig 2.9. Trion emission does not

exist at temperatures greater than 100 K owing to the additional charge escaping the bound

state leaving behind a neutral exciton. Neutral excitons in TMDs due to their high binding

energies are stable up to room temperature, which is a major attraction for future technologi-

cal applications[30]. Interestingly at room temperature PL intensity of W based monolayers

is very high compare to molybdenum based layers while the opposite holds true for low

temperatures. This can be explained by the opposite conduction sub-band configuration

stated in previous sections. In WSe2 based materials the most favourable state allowed by

optical selection rules does not stem from the conduction band minimum lowest sub-band.

Hence with temperature, the emission intensity is greatly enhance due a thermally promoted

spin-flipping mechanism enabling radiative recombination though relaxation to the lowest

energy sub-band. At low-temperature this mechanism is not available, prohibiting radiative

recombination.[31, 32] In the previous sections we have seen the symmetry dictated opposite

spin splitting in opposite directions in the K-space , which in combination with selection

rules gives inter-band transitions a valley pseudospin. This valley pseudospin is shown in the

optical signatures of excitons. Through the choice of polarisation we can selectively excite

one of the valleys with circular right or left handed helicity polarisation. In addition, linearly

polarised excitation can generate a coherent superposition of K and -K valley states. This is

called valley coherence and its optical signatures are manifested as a linearly polarised light

emission from excitons, in the same polarisation axis as the excitation. The valley pseudospin

can therefore be described in the Bloch sphere formalism, where it can be represented as a

vector pointing from the origin to the surface of the sphere. As shown in figure 2.10, a vector

pointing north(south) corresponds to |K⟩(|−K⟩) and is addressed by circularly polarised

σ+(σ−) light. A valley coherent state is denoted as a vector pointing in any direction in

the equator plane and is addressed by the corresponding linear polarisation. In principle,

elliptical polarisation would therefore correspond to vectors pointing at any point in the

Bloch sphere surface which is not at the equator or poles.
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Fig. 2.10 Optical signatures of valley coherence and Bloch sphere vector notation.
a,b,c Polarisation resolved PL spectra for WSe2 monolayer. The incident and collection
polarisation is stated in the legend of each panel. 50% retention of circular polarisation is
observed. d,e,f Band edge schematics at the K,-K valleys of WSe2. Arrows here show each
individual particle spin(with the valence band arrow corresponding to the hole spin, unlike
the other band diagrams shown in this thesis)g,h,i Valley states illustrated in the Bloch sphere
vector notation. Adopted from [33]

Under the influence of external magnetic fields the valley degeneracy can be lifted. The

valley pseudospin carries with it a magnetic moment (called valley magnetic moment) which

accompanied by the magnetic moments arising from conventional electron spin and the

transition metal d- orbtals in the valence and conduction band edges. Under magnetic field,

each subband will shift in energy in accordance to the sum of these three moments [34–36].
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a b

b

c

Fig. 2.11 Optical signatures of Valley Zeeman splitting a Band edges and the magnetic
moments of spin ∆s, valley ∆v and atomic orbital angular momentum ∆a that cause the bands
to shift in the presence of a magnetic field. b Polarisation resolved PL spectra to measure the
valley Zeeman spliting of WSe2 monolayer neutral exciton under mangetic field cIlustration
of valley contrasting magnetic moment given in green arrows. The purple arrows indicate the
atomic orbital magnetic moment. Adopted from [34]

The difference in shifts of the involved valence and conduction bands will dictate the energy

of the exciton signatures in absorption or emission spectra. The cumulative effect of the

valley and orbital magnetic moments aforementioned, causes intralayer excitons in different

valleys to shift in energy in opposite directions. This leads to an energy splitting between the

oppositely polarised excitons, which is called the Zeeman splitting. Optical signatures of

Zeeman splitting are shown in Fig. 2.11

2.5 Excitons in vdW Hetrostructures

2.5.1 hBN encapsulation

One of the most fundamental heterostacks is the encapsulation of a monolayer TMD in

hexagonal Boron Nitride (h-BN). hBN is an atomically flat layered insulator with a large

band-gap of 9 eV. Its has similar hexagonal lattice structure and stacking to graphene, but
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a

b

ca b

Fig. 2.12 hBN capping for linewidth narrowing. Influence of encapsulation of TMDs on
their PL spectrum at room temperature, a, and low temperature b.

within a layer there are alternating Boron and Nitrogen atoms. Its vdW, flat and insulating

nature make it a good material to be stacked either side of TMDs. As seen in previous

sections, excitons in TMDs have large sensitivity to their environment. If a monolayer sits on

a substrate, such as SiO2. the bottom neighbouring medium will have a dielectric constant of

≈ 1.5 were as the top medium will be air of dielectric constant 1. These therefore creates

ensembles of excitons of slightly different binding energies, manifested in the spectra as

broad peaks. Encapsulation in h-BN enables a uniform and symmetric environment. This,

along with the insulation of the active TMD from charge disorder within a given substrate,

allows for more coherent excitonic resonances, reaching the homogeneous limit [37, 38].

The effects of encapsulation are shown in Figure 2.12 where PL spectra of hBN capped

vs non-encapsulated TMDs are shown. In addition, studies have shown that, apart from

reducing disorder, hBN of carefully chosen thickness can be used to induce weak cavity

effects and impact exciton photon coupling through Purcell effect. This allows to control

radiative recombination lifetimes and reduce linewidths further [39]. More recently, hBN

encapsulation of homobilayers has allowed to clearly resolve new excitonic species, that are

mainly discussed in chapters 5,6
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2.5.2 Interlayer excitons in heterobilayers

The unique excitonic properties of TMD monolayers can be further enriched with placing

one monolayer in direct contact to another of a different semiconductor to construct vdW

heterobilayers. The band edge alignment of two different TMD monolayers are in a staggered

configuration such that the CBM is in one layer and the VBM is in the other layer, as shown

in Fig 2.13. Subject to orbital and symmetry conditions discussed below, electrons/holes

from one layer can transfer to the other layer. This can in turn form bound electron-hole pairs

called interlayer excitons (IX). IX are spatially separated with their constituents in different

layers and their dipole moment aligned out of the plane, as shown in Fig 2.13.

We hence have a new excitonic species with numerous degrees of freedom such as

arbitrary material choice and stacking twist angle, with high electrical tunability and a large

promise for increased interaction. It is these excitonic species that are the focus of this thesis.

Details for the formation, the degrees of freedom and the optical characteristics of these

excitons are introduced below.

Band alignment and orbital hybridisation and optical signatures

The relative band alignment is a decisive factor for the formation and properties of interlayer

excitons. In conventional semiconductor heterostructures there are three typical types of band

alignments (straddling/type-I, staggered/type-II, and broken/type-III) , with their formation

being generally explained by Anderson’s rule [40]. Most of TMD heterostructures have a

Type-II band edge alignment which has been confirmed by both theoretical and experimental

studies [41–45]. The crucial parameter of the band offset can then be choosen with the use

of different material combinations. For example VB and CB edges in different heterobilayer

configurations have been measured to range from 0.3 eV to 0.9 eV.[46–48].

Apart from the band offset, the coupling strength between monolayers causes interlayer

hybridisation or interlayer hopping of charges. This depends on the atomic orbital overlap

at each point on the bandstructure upon the proximity of two TMDs layers. The new

heterobilayer bandstructure therefore has contributions arising from the balance of the
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a

b

c

Fig. 2.13 Type II band alignment and interlayer excitons a Illustration of the heterobilayers
type-II band alignment. This allows ultrafast charge transfer of electrons, γe, and holes, γh
from one layer to the other for the formation onf interlayer excitons. The energy and charge
transfer efficiency are dictated by the band offsets ∆c , ∆v for conduction and valence bands
respectively. b Schematic representation of interlayer excitons with the electron in one
layer and the hole in the other, aligned out of plane. c PL spectra on each monolayer (top,
bottom panel) and the heterostructure regin in the middle panel. The formation of low energy
interlayer excitons is observed

different types of orbitals in each constituent layer. Interlayer excitons were observed in many

heterobilayers, such as MoSe2/WSe2 [50, 46, 51–54] , MoS2/WS2[55, 56], MoSe2/WS2

[57, 58], MoS2/WSe2[59, 60], MoSe2/MoS2 [61, 62] and WS2/WS2 [63]. Here, let us take

the well studied example of MoSe2/WSe2. In this structures, the K points were found

to be composed of mainly in plane orbitals as shown in Fig 2.14 [49]. Therefore, the

heterobilayer stacking does not shift the band configuration at the K points of the Brillouin

Zone. However, a larger out-of plane orbital contribution was found around Γ and Λ or Q
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Fig. 2.14 Bandstructure of MoSe2/WSe2 with the orbital contributions and their shapes
at band edges. Blue and Red spots show predominant contribution from the W and Mo layer
respectively. The points with green spot signify the wavefunction to be distributed over both
layers. Adopted from [49]

points. This makes them more sensitive to interlayer distance and stacking manner allowing

for substantial modification of the nature of the interlayer optical transition. In some material

combinations the direct nature is retained while some other show a transition to indirect. IX

are usually the lowest energy transitions. Hence, their optical signatures are easily probed

in photoluminescence spectroscopy. Examples of such spectra can be seen in Fig 2.13

where the overlapped regions show a strong low energy peak. This is attributed to IX and

is absent in the spectra of monolayer regions. The aforementioned degrees of freedom of

interlayer distance and twist angle have been observed experimentally as shown in Fig 2.15

and 2.16, respectively. Specifically, by placing a spacer layer of hBN between monolayers,

their interlayer distance can be increased. These separates the out-of plane orbitals reducing

their overlap, hence, affecting the band structure edges, the formation of interlayer excitons
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a b

Fig. 2.15 Effect of spacer on PL spectra. Heterobilayers with N layers of hBN as a spacer
as illustrated in a. The PL spectra in b show the implications on the emission up to N=3. [59]

and their radiative recombination rates. The emission of IX is therefore suppressed with

increasing hBN spacer layers, N, returning to the monolayer emission spectra after N = 3. In

addition the exact position and shape of IX peaks is modified. Similar effects can be observed

as a function of twist angle. Fig 2.16 shows the hexagonal BZ of the two monolayers.

Assembling a structure with a finite twist angle, θ , introduces a momentum mismatch

between the K points of the two monolayers. The more the twist angle is increased, the less

efficient radiative recombination becomes since a larger compensation of the momentum

shift is needed. This eventually leads to a quenching the emission of IX in large twist angles.

The intensity of IX PL peak recovers close to 60 °due to the crystal rotational symmetry.

Dipole moment and long lifetimes

The electron hole separation with each charge residing in two vertically adjacent layers

results in an out of plane component of the dipole moment, in similar ways to conventional

semiconductor double quantum wells [66–68]. This has enabled the experimental observation

of large stark shifts several tenths of meV in TMD bilayers [69, 70]. Such observations

require the fabrication of high-quality dual-gate devices to dissosiate carrier doping from

electrical field effects [71]. In addition, the orientation of dipoles and the component of the

out-of plane dipole moment can be controlled with the application of vertical electric field.
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θ

Κ1Κ2
b

Fig. 2.16 Twist angle dependence of IX PL. a PL spectra as function of layer twist angle
for a WSe2/MoSe2 structure. b Momentum mismatch of Brillouin Zones of two layers with
twist angle θ . [53]

The spatial separation of the excitonic constituents, results in a reduced electron-hole

wavefunction overlap. This causes significant reduction of the oscillator strength of pure

interlayer excitons down to about 50 times smaller of that of interlayer excitons. However,

the reduced overlap and the fact that IX are the lowest energy transitions result in long

radiative lifetimes of the order of a few to hundreds of nanoseconds [50, 49, 52]

In addition the out-of plane dipole moment causes the alignment of neighbouring excitons

in the vertical direction , as shown in Figure 2.17b. This is contrast in contrast to intralayer

excitons, 2.17a, that their alignment is free in any direction within the plane of the monolayer

and their interactions only arises upon excitonic wavefunction overlap in high densities.

The out of plane orientation, combined with the significantly increased lifetime allows for
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a
Intralayer 

Interlayer

ba

Fig. 2.17 Dipole moment and long IX lifetime. a Intralayer (top) vs Interlayer(bottom)
exciton configuration. The alignment of out of plane dipoles of IX allows for coulomb
interactions illustrated as overlapping field lines. Adapted from [64] b ∆T/T delay dynamics
on the heterostructure (HS) vs monolayer regions (WSe2, MoSe2). Unlike monolayers, HS
signal does not decay significantly within the timescales measured, showing the much slower
recombination rates of IX compared to intralayer excitons. Adopted from [65]

enhanced interactions causing nonlinear coulomb repulsion and exciton-exciton annihilation

[64].

Moire periodicity

When two monolayers of different lattice constant or different orientation are overlapped,

a new larger scale periodicity emerges refereed to as moiré pattern. This pattern is a

result of the different vertical alignment of atoms in top and bottom layers, which causes

a periodic potential variation across the unit cell. Excitons feel this moiré potential. The

superlattice periodicity of a TMD heterobilayers, l, can be expressed as l = ao√
δ 2+θ 2 , where

δ = |a′0 −a0|/a0, a0 and a′0 are the lattice constants of the the two layers and θ is the twist

angle between them[49, 74, 73]. How the latter can minimise the periodicity of the moié

pattern is illustrated in Fig 2.18a. The positions of maxima and minima of these potentials

are shown schematically in Fig2.18, located at points A, B and C and their magnitude can

be as large as hundreds of electronvolts[75–77, 74, 78–83]. The exciton potential energy
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a

b bc

Fig. 2.18 Moiré superlattices. Illustrations of moiré in real and reciprocal space. a Emerging
real space moire pattern with decreasing period size as a function of angle. Adopted from
[72] b real space moir/’e superlattice whith the vectors a1 and a2 forming the superlattice unit
cell. High symmetry points with the atomic configuration having 3-fold rotational symmetry
are indicated as A,B,C. c Brilloun Zone schematic for each layer. The superlattice forms a
mini Brilouin Zone mBZ with a wavefector that corresponds to the difference of K1 and K2.
d At the edges of the mBZ, the moiré periodic potential opens up band-gaps. Adopted from
[73]

can, therefore, be expressed as δ (r) = Eg(d(r)−⟨Eg⟩) where d(r) is the interlayer distance

at the position vector r and Eg is the interlayer exciton band gap. The depth of these

moiré potentials, also, varies with twist angle with 0 and 60 ° being largely inequivalent.

Hybridisation of the electronic structure can introduce further modification of the electronic

structure of the superlattice. [73]

As depicted in Fig 2.18c,d the large scale periodic potential depth of the moiré superlattice

can be approximated to generate a small reciprocal-space periodicity around the K and K’

valleys referred to as the moiré mini Brillouin zone. This causes a mini band folding in

the first Brillouin Zone, opening band gaps near the mBZ boundaries. These manifest

themselves as additional peaks in the PL and RC spectra that are thought to originate from
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mixed excitonic states separated by the moiré reciprocal lattice vectors or formerly dark

states brightening through umklapp scattering leading to complex absorption and emission

resonances of mixed excitonic species[73, 84, 85].

The different atomic stacking configurations across the moiré lattice leads to a position-

dependent interlayer stacking energy. Therefore some areas in the lattice are more energeti-

cally favourable than the others. In reality, the superlattice can relax and twist to maximise

the most favourable stacking areas and minimise the overall lattice energy. This is called

lattice reconstruction[73]. There is, therefore, a large deviation from the ideal moiré lattice.

The magnitude of this deviation varies for parallel an antiparallel layer stacking as has been

theoretically studied and experimentally directly imaged[86, 87]. The implication of this on

the optical spectra has been largely unexplored, complicating further the effort to decipher

the exact origin of excitonic resonances.

Hybridised interlayer excitons

Under the right conditions tunnelling of charges can cause interlayer excitons (IX) to hybridise

with intralayer excitons(DX). This could be mediated through a combination of small band

offsets (leading to nearly resonant IX and DX) and favourable out of plane orbital contribution

in the involved subbands, like in homobilayers [88, 89]. If these conditions are met and

subbands of the same spin are involved, spin-conserving resonant tunnelling is possible in

heterobilayers as well. These can be further modified by the aforementioned moire lattice

periodic potential leading to optical resonances due to hybridised moire interlayer excitons

with promise for increased correlation and sizeable oscillator strength[84]. The realisation of

the collection of these effects is shown in Fig 2.19
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ba

c

Fig. 2.19
Resonantly hybridised moiré interlayer excitons in MoSe2/WS2 heterobilayers. a Schematic

of band edges of each layer. The conduction bands are nearly degenerate which enables
charge tunnelling shown as dotted curves. This enables resonantly hybridised interlayer
excitons. b Illustration of the moiré periodicity Bragg vectors in the mini Brillouin zone

(mBZ,purple) defined as bn = GWS2
n −GMoSe2

n . c Absorption of MoSe2/WS2 as a function of
twist angle. At small twist angles hybridised excitons hX1,2,3 arise near XA of

MoSe2;analogous features in the range of XB are not labelled. Adopted from [84]

2.6 Exciton-polaritons

2.6.1 Optical Microcavities

When light is confined between two mirrors of high reflectivity, in the length scale of the

wavelength of interest (visible), an optical microcavity is formed. Interference effects cause

light confined in the cavity to form a standing wave, the wavelength and distribution of which

is dependent on the specific distance between the mirrors and their design. Microcavities

that cause a standing wave in the volume between two parallel planar mirrors are called

Fabry-Perot cavities.
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Fig. 2.20 Metallic mirrors. Reflectivity of Silver (Black), gold(blue) and aluminium (red).
Adopted from [90]

One design is through the use of metallic planar mirror. These have high reflectivity on a

broad wavelength range, due to their metalic nature. The onset of this reflectivity depends

on the specific metal used. Reflectivity spectra of widely used metallic mirror materials

are shown in Fig 2.20. The thickness of the mirrors can be chosen to tune the amount of

light that enters and escapes the cavity. However, metallic cavities are often prone to optical

dissipation leading to often broad cavity mode linewidth.

One of the most widely used planar mirrors are distributed Bragg Reflectors (DBR),

due to their very high reflectivity. A typical electric field distribution and reflectivity of a

DBR cavity is shown in Fig2.21. Each DBRs consists of alternating layers of high and low

reflective index dielectrics nH and nL. At the interface between each layer we define the

reflectivity, r, to be [91]:

r =
nL −nH

nL +nH
(2.2)

The thickness of each layer can be chosen to cause constructive interference to determine

the wavelength of light that is confined in the cavity. Each interface of DBR layer introduces
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Fig. 2.21 Distributed Bragg reflectors microcavity. Transfer Matrix Method simulated Re-
flectivity (a) and Electric-filed distribution (b) of a microcavity composed of two Distributed
Bragg reflectors.

a phase shift,δφr, that can be defined as: [91, 92]

δφr =
4π

λ
dH,LnH,L. (2.3)

where λ is the desired wavelength and dH,L is the thickness of the low and high refractive

index layers, respectively. To form constructive interference and a standing wave, the cavity

should be designed such that the above equation is equal to π . Therefore we can calculate

the thickness needed for each layer as:

dH,L =
λ

4nH,L
(2.4)

Accounting for the number of high low index pairs, N, on can calculate the total reflectiv-

ity, R, of the mirror to be[91]:
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R =

1− n1
n2

(
nL
nH

)2N

1+ n1
n2

(
nL
nH

)2N


2

(2.5)

where n1 and n2 are the refractive indices of the neighbouring media either-side of the DBRs.

It is also easy to see that the larger the contrast (ratio) in of high and low refractive index

layer and the more the number of pairs the higher the reflectivity of the mirror. In addition

the difference between the two refractive indices that constitute each DBR pair determines

the spectral width, ∆sb, of the photonic band gap, called the stopband, such that:[91]

∆sb =
λ∆n

πne f f
(2.6)

where ∆n = nH − nL is the DBR refractive index contrast and ne f f =
(

1
nH

+ 1
nL

)−1
is the

effective refractive index of the entire DBR structure.

2.6.2 Strong exciton-photon coupling regime

Fig. 2.22 Exciton-Polariton illustration. Graphical illustration of cavity light and excitons
hybridising to form a new quasiparticle; exciton-polariton (shown as a purple ellipsoid) [93]
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By placing an exciton-hosting semiconductor between two mirrors, light and matter can

interact given that the semiconductor excitonic transition is in resonance with the wavelength

of the confined photons. In thin 2D semiconducting systems the configuration must be

designed such that the excitonic 2D plane coincides with the antinode of the electric field in

the cavity. The strength of light-matter interaction is, broadly, classified into two regimes.

The weak coupling regime and the strong coupling regime. To determine the aforementioned,

one need to consider the following three parameters. The first two are related to the losses are

in the system. Namely: (i) the rate at which photons are lost by escaping the cavity mirrors

,κ , (ii) the dephasing rate of excitons in the semiconductor, γ . The third parameter opposes

the previous two and is the exciton-photon coupling constant, g. If g is much smaller than

the maximum values of κ and γ we are in the weak coupling regime, where the effect of the

cavity is small and therefore the system can be well described by perturbation theory of light

matter interaction. The effect of the cavity is only limited to increasing the photonic density

of states where spontaneous emission can happen in an irreversible process, referred to as

Purcell effect [15].

When the rate of losses in the system (κ and γ) are minimised and the coupling between

light and matter, g, is maximised such that it is much greater , we can access the strong

coupling regime. In this regime the emission of a photon by a decaying exciton becomes a

reversible process and leads to oscillatory exchange of energy between excitons and photons.

The frequency of this exchange of energy is proportional to the light-matter coupling strength.

When the system is in such a regime, excitons and photons cannot be classified as individual

particles interacting pertubatively. Instead, they hybridise to form new bosonic quasipartcles

called exciton-polaritons. These are a linear superposition of the photonic and excitonic

components and inherit properties of both. The weight of each component is determined by

the detuning of the two and described by the so called Hopefield coefficients. [94–97]

Even though this cyclic energy exchange is quantum mechanical in nature, it can be

accurately described with a classical 2-level coupled oscillator model, just like two pendulums

connected with a spring as shown in Fig 2.23. The oscillators in our case are the electric

field in the cavity, E, and the polarisation of dipole in the semiconductor, P. Their uncoupled

34



2.6 Exciton-polaritons

ωc
photon

ωx
exciton

g

Fig. 2.23 Coupled oscillators. Schematic of polaritons modelled as two coupled oscillators.
Green represents the photon oscillator, orange the exciton and the red zigzag line illustrates
the coupling strength g. Adapted from [98]

frequencies are ωc and ωx, respectively and interact through the coupling term g. The

magnitude of g in planar microcavities may be roughly approximated as g ∝
√

ωcΓ0 where

Γ0 is the exciton radiative decay rate in vacumm and the proportionality constants dependent

on the specifics of the design of the mirrors. The role of the damping terms are played by κ

and γ which in experiment correspond to the linewidth of the cavity mode and the excitonic

absorption peak, respectively. The equation of motion of the oscillators can then be expressed

as: [94, 99, 98]

i
dP
dt

= (ωx − iγ)P+gE, (2.7)

i
dE
dt

= (ωc − iκ)E+gP. (2.8)
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Solving the above equations and following from the harmonic time-dependence of the

oscilators P,E ∝ exp−iωt , the eigenfrquencies of the system can be found in the following

quaratic equation :

(ω −ωx + iγ)(ω −ωc + iκ) = g2, (2.9)

In the case of resonance ω0 the detuning is zero and ωc=ωx. The solutions of equation

2.9 can therefore be expressed as:

ω± = ω0 − i
γ +κ

2
±

√
4g2 − (γ −κ)2

2
(2.10)

Evidently, if 2g < |γ −κ| the final term becomes imaginary and the eigenfrequencies

of the oscillators are indistinguishable at ω0. On the contrary if 2g > |γ −κ| the oscillators

enter the strong coupling regime. The last term of equation 2.10 is real and the non-

degenerate solutions of the system, ω± correspond to the upper and lower polariton branches.

The splitting between them at resonance is the experimental analogous to the coupling

strength as is given by ℏΩR =
√

4g2 − (γ −κ)2. Therefore, one can see that it is difficult to

distinguish between strongly and weekly coupled systems if the polariton branch linewidths

are comparable to the Rabi splitting, ℏΩR.

2.6.3 Exciton polaritons in TMDs

As seen in section 2.4 excitons in TMDs have a large binding energy and oscillator strength,

owing to their true two dimensional nature and decreased dielectric screening from neigh-

bouring atoms. This makes them an attractive platform to introduce as an active layer

in the optical microcavities, aforementioned, to achieve strong light-matter coupling. In

this section, the first experimental efforts for the realisation of exciton-polaritons in TMD

monolayers are described while the main methods to experimentally observe strong coupling

are demonstrated. Early signatures of strong-coupling were shown at room temperature by

embedding a monolayer of a Chemical Vapour Deposition(CVD) grown MoS2 in a dielectric

DBR cavity[100]. Here the authors have resolved the momentum dispersion of the confined

photons in the cavity, observing polaritons at the anticrossing. This is done by Fourier
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spectroscopy 3.4, to resolve the angles of light illuminated/collected to/from the microcavity

sample. Since the anticrossing in this study was not fully mapped out, groups continued

to study the details and the coupling strength of TMD in cavities. Very shortly after, an

unambiguous demonstration of strong coupling in single and double monolayers of MoSe2

followed [99]. In this study, the distance between the mirrors was controlled to change the

wavelength of light that is confined in the cavity. RC and PL spectra were taken to monitor

the coupling at low angles as a function of detuning. Tuning the cavity mode through the

exciton resonance energy allows clear mapping of the coupling. These two observations are

shown in Fig 2.24 and while demonstrating strong-coupling also serve as a means to see

the two main means of experimental methods to observe exciton polaritons in microcavities.

Later, several observations in the strong coupling were performed for all of the four main

TMDs. [98]

In previous sections we have discussed the valley degree of freedom of excitons in

TMDs and the degree of circular polarisaion that they inherit from it. While the degrees of

polarisation are observed routinely for WS2, WSe2 and MoS2, MoSe2 monolayers show only

5 % of circular polarisation, owing to their fast depolarisation dynamics [101] compared

to the exciton radiative lifetime. By strongly coupling the monolayer to a cavity mode,

these dynamics can be tailored making the polarisation timescales one order of magnitude

slower[102]. This enables the observation of valley addressable exciton polaritons in MoSe2

which is the cleanest spectrally out of the TMDs. Investigations have also found spin-valley

locking in the strong coupling regime to persist up to ambient conditions for monolayers of

MoS2 and WS2[103–105]. The valley tagged excitons in TMDs can therefore be combined

with the ultra-fast propagation [106] and low power switching the polaritons can offer from

their photonic component, making TMDs and their peculiarities an interesting system to

strongly couple to photons.
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a

b

Fig. 2.24 First Observations of strong-coupling in TMDs. a MoS2 in a monolithic
DBR cavity strong coupling at room temperature. Map of the polariton dispersion with
datapoints(diots) fitted to the coupled oscillator model with the cavity mode and exciton
energy shown as dotted lines. The eigenvalues of the coupled oscillators are shown in solid
curves, referred to as upper and lower polariton branches(UPB, LPB). Adopted from [100] b
Unambiguous observation of strong coupling in in MoSe2 single and double monolayers. Top
left panel show the tunable cavity system. On the bottom left a clear map of the anticrossing
is shown. The cavity mode is represented as a straight line as the x-axis now is the piezo
voltage, used to detune the cavity photons. Adopted from [99]
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CHAPTER 3

EXPERIMENTAL METHODS

3.1 Micro-Photoluminescence spectroscopy

Here the setup used to implement micro-Photoluminescence µ-PL spectrocopy is described.

In all of the works described in this thesis the set-ups work in reflection geometry. First

the laser light source need to be directed on the sample through a series of mirrors, filters

and the objective lens, which is needed to obtain the micron scale resolution required.

Subsequently, only the reflected emission is collected, directed and focused on diffraction

grating spectrometer with a high resolution charge coupled device (CCD). The specifics of

the set-ups used, which allow for valley polarisation resolution are illustrated in Fig 3.1.

The laser source is fiber-coupled to a single mode fiber. This is convenient for the set-up

placement on the optical board and simultaneously helps in getting less distorted and highly

symmetrical tightly focused spots on the sample. The fiber is outcoupled on the optics board

the setup is located on and is collimated by an aspheric lens. A short pass filter (SP) is

used to clean the excitation path from any high wavelength light coming from a possible

low energy laser tail or elsewhere. The beam can be directed in the centre of the objective

and fully aligned by the use of two adjustable mirrors. Between the two mirrors we place a

Glan-Thompson prism linear polariser (LP) followed by a half-wave plate (λ/2) allowing us

to rotate the linear polarisation of the laser beam relative the sample. Then, a beam splitter

(BS) splits the beam in transmitted and reflected parts in 50:50 ratio. The reflected part goes
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Fig. 3.1
Micro-Photoluminescence spectroscopy setup. Schematic diagram of the optics arrangement

in the PL set-up used for high spatial and spectral resolution.

through the objective focusing into the cryostat where the sample is located. The transmitted

part is used to monitor the power via a power meter (PM). Just before the objective a λ/4

quarter waveplate is placed. This allows to convert from linearly polarised light to circularly

polarised light and vise versa. Specifically, one can chose to excite the sample with σ±

by rotating the λ/4 waveplate optical axis to be ±450 from the linear polarisation plane,

respectively. If one places the quarter waveplate’s optical axis in parallel to the linear

polarisation of the laser, the light will pass through unmodified. Hence one can chose to

pump the sample isometrically in both valleys, if needed. Let s take the example of the

σ+ illumination. The emission from the sample will be made of σ+ or σ− components.

This will pass through the λ/4 waveplate that will then convert it to two orthogonal linear

polarisations corresponding to opposite helicity. The light then is transmitter though the beam

splitter and directed towards another set of λ/2 and LP which enable us to selectively probe

each one of the polarisations by rotating the λ/2 waveplate. Therefore one can perform co

and cross polarised PL measurements in linear and circular polarisation. If no polarisation

resolved measurements are needed, only the linear polariser in the excitation part is used
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while the rest of the waveleplates are can be flipped out of the optical path. Then the long

pass filter(LPF) is used to filter out the laser and the sample signal is directed in the detection

path (DP), either through free space or another single mode fiber. The detection path consists

of a series of mirrors and a lens that focuses the beam onto a spectrometer split of with 50

or 100 µm. The spectrometer uses two concave mirrors and a 300 groove/mm diffraction

grating (GR) to focus single wavelength light onto pixels from a charged coupled device

(CCD) array. The CCD has an array of 1340 x 100 pixels of pixel size 20 µm.

As shown in Fig 3.1, we can selectively introduce a white light halogen lamp (WL) in

the excitation path coupled with a multi-mode fiber. When combined with a 10 per cent

reflective Pellicle Beam Splitter on a flip mount and a small CMOS camera(CM) it allows for

real time-imaging of the sample and the laser spot, such that their relative position, alignment

and focus can be monitored.

Another fundamental optical characterisation method we use is the reflectance contrast

(RC). When the sample is placed on a reflective substrate with no absorption and negligible

transmission in the wavelength range of interest, one can use RC to study the light absorbed

by the sample. This is done by taking a spectrum of the reflected light on a point on the

sample and comparing it to the spectrum of reflected light from the substrate, taken under

the same illumination conditions and integrated over the same exposure time. Reflectance

contrast is then given by the difference between these two spectra, normalised by the spectrum

on the substrate.

The setup configuration that allows µRC spectroscopy is illustrated in Fig 3.2. Here a

broad band laser source is used that will cover the band width required for the experiment.

This is introduced in the path either with a suitable SM fiber or free-space if short pulses

and high powers are needed (such as the non-linear measurements in chapters 5 and 6).

As can be seen the spectral filters are removed, where as the waveplate configuration has

changed. As before, if no polarisation resolved spectroscopy is needed the waveplates and

polarisers are on flip mounts so that they can be taken out of the path. However, for magneto-

optical measurements discussed in chapters 5 and 6, we have used the illustrated polariser

configuration. In comparison to PL the setup, the quarter waveplate has now changed position
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Fig. 3.2 Micro-Reflectance Contrast spectroscopy setup. Schematic diagram of the RC
set-up used and the optics used for high spatial and spectral resolution.

to after the beam splitter in the collection path just before the linear polariser. In addition

the λ/2 in the collection side is removed. In this configuration we can excite with linear

polarisation so that the valleys are isometrically pumped and detect the σ± absorption by

rotating λ/4 waveplate optical axis to be ±450 from the plane of the linear polariser, which

is aligned with the optical axis of the laser polarisation. This is done in the presence of a

magnetic field in the setup mentioned in section 3.2 of this chapter.

The laser sources of choice in Chapter 4 were a 532 and a 680 nm CW diode laser

for PL investigations For the investigations of Chapters 5, 6 is a NKT SuperK Extreme

supercontinuum picosecond pulsed laser of repetition rate down to 150 kHZ and a Coherent

Libra Ti:Sapphire laser of 100 fs pulses and a repetition rate of 2kHz for the non-linear

measurements.

3.2 Low temperature Tunable microcavity setup

For experiments in Chapter 6 we have used a tunable open-access microcavity system where

the top and bottom mirror of the cavity can be controlled independently. The setup allows
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for low temperature measurements (4.2K) as the mirrors are mounted inside a 2-inch bore

insert of a helium bath cryostat. On top of the insert sits an optical board where the optics

for the µPL/µRC reflection geometry setup are located. Access to the laser source and the

detection path is achieved with single mode fibers, that allow for clean excitation/collection

spots of symmetric Gaussian distributions. A schematic of the arrangement of the board and

the optical access to the cavity system in the bath cryostat is shown in Fig 3.3a.

Fig 3.3b shows the area of the cavity mirrors and the nanopositioner stacks that are used

for their control. The top mirror is attached to an arm which is in turn connected to a stack

of three nanopositioners, each one with independent motion along one axis resulting in the

XYZ control. This allows to bring the mirror in and out of the optical path/focus. The bottom

mirror sits on a stack of 5 nanopositioners. Three of them are are also for XYZ control.

The other two (which sit directly below the bottom DBR) are responsible for controlling

the tilt of the mirror. Tilt control is needed in order to ensure the two mirrors are parallel to

each other and perpendicular to the optical path, making a uniform cavity length along the

collection spot diameter. This can be checked using broad band illumination by imaging the

periodicity of interference fringes on the camera to achieve maximum period. The the laser

is focus on the surface of the top planar mirror. The alignment is fine tuned by connecting

the collection side of the setup with a laser source of a similar wavelength to the one used in

the excitation. Hence, one can align the spot from the collection path to coincide to the spot

from the excitation path. The collection fiber is then connected back to the detection path

and the beam is aligned to the spectrometer slit. Once the set-up is ready, the bottom mirror

can be carefully moved up to touch the top mirror. Once there, the cavity length is decreased

in very small incremental steps by applying DC voltage to the bottom Z nanopositioner.

Between each step a new spectrum is taken, until the scan is complete. The decrease in cavity

mode, increases the confined photon cavity mode energy. Hence within a scan once can tune

through the energy of the exciton, to go from photonic to 50 per cent excitonic and back to

photonic again, when the scan is terminated.

Our setup combines the above capabilities with magneto-optical measurements. This is

done by mounting superconducting coils around the sample space. By appropriate ramping
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of current. One can increase a magnetic field of up to 9 Tesla in either direction out-of-

plane (Faraday geometry.). When the target magnetic field is achieved the user can select a

persistent mode. During this mode a superconducting element short-circuits the coils creating

an infinite current loop of effectively no resistance. Therefore, a stable high magnetic field

can be achieved over several hours.
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Fig. 3.3 Low temperature tunable cavity system a Schematic diagram of the helium bath
cryostat and optics setup used. On the top of the cryostat sits a board with the PL/RC optics
mentioned in previous figures. Windows and lenses provide optical access to the tunable
cavity system and the sample, which sit on the bottommost half of the cryostat. The grey rods
either side of the sample area represent the magnet superconducting coils. b Schematic of
the tunable cavity system. An objective lens focuses the spot on the top mirror. Nanopiezos
control an arm where the top mirror sits which allows 3-axis motion. The bottom mirror has
two additional nanopiezos for the tilt control. c Schematic diagram of the top(Ag) and bottom
mirrors(DBR) used for the experiments in this thesis. d Photograph of the cryostat/magnet
in the lab(left) with the optical board on top. On the right the controls for the nanopiezos,
magnet and temperature are depicted.
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Fig. 3.4 k-space imaging setup in the collection and detection path Lens configuration for
real space(a) and k-space (b) imaging. The relative position of the lenses (OL,K-space,SL)to
the sample (MC) and the spectrometer split (SS).

3.3 K-space Imaging Spectroscopy

The observation of non-linear exciton-polaritons in chapter 6 was performed in fixed-length

monolithic cavity samples (MC), as access to the tunable cavity system was not possible.

MC are measured by resolving the angular dispersion of the cavity mode energy, which due

to the photonic nature is parabolic in the range of angles we can image. This is done by

measuring the momentum-space (k-space) energy distribution, which are a Fourier transform

of the real space spectra. In optics, each lens can be thought to perform a Fourier transform

of the light beam. Hence, by modifying the combination of lenses in the collection side of

the RC setups described above, one can direct the k-space image in the spectrometer and

CCD array. Therefore, angular resolution of RC is achieved, over the angles the sample is

illuminated. The angular range is defined by the numerical aperture of the objective lens
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while the resolution depends on the number of rows in the CCD array in relation to the size

of the image.

Specifically, k-space imaging works by the introduction of one lens (k-space lens) in the

correct position, such that one can image the back focal plane (FP) of the objective lens(OL),

as illustrated in the bottom panel Fig3.4. Therefore one has to think of focal length of OL

(fO) and the k-space lens (fK) in relation to each other’s position. In addition, the lens (SL)

before the spectrometer slit(SS) has to be considered. The relation of focal lengths the k

space lens and SL (fK,fS) defines the magnification of the image and therefore the angular

resolution of the energy dispersion. Considering the total path length of the collection and

detection sides, one can therefore choose appropriate lenses such that the k-space lens can be

flipped in and out of the beam path. One can, then, switch from k-space Fig3.4(b) to real

space Fig3.4(a) imaging and vice versa.

For measurement preparation one can, therefore, first ensure alignment by imaging the

real space spot on the CCD while switching to image its Fourier transform by flipping the

k-space lens in. If the SS width is set to maximum, one should see a concentric circle of

significantly larger radius( equal in kX and kY directions) and well defined edges. Narrow

parabolic dispersion spectral images can then be achieved by closing the slits to select a

narrow slice of kY near kX=0 and then putting the grating in the path to disperse the image.

3.4 Mechanical exfoliation and Flake Identification

For fabrication of monolayers, mechanical exfoliation was the method of choice for all the

studies included in this theses as it yields the highest optical quality of samples. In this top

down approach, commercially available TMD bulk crystals, grown using Chemical Vapour

Transport, are placed between blue tape (Nitto BT-130E-SL water soluble tape). The first step

is to place the bulk crystal between two pieces of the tape. By gently applying pressure, using

the thumbs, to the crystal-tape sandwich one can leave imprints of the crystal on the tape.

This is repeated 3 times, trying not to overlap the previous imprint. Once enough amount of
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Fig. 3.5 Photographs of the followed procedure for exfoliation of TMDs on Si/SiO2 a
The bulk crystal is put in between two adhesive tapes. b Gentle pressure is applied and the
tapes are separated using tweezers, c, to leave an imprint in both tapes. Once 3 imprints are
left and density is spread two clean tapes are brought in contact to the imprinted ones, d, and
are separated to make a total of four tapes. e Each tape is attached to Si/SiO2 and annealed to
105 °C. f Once the wafer returns to room temperature the tapes as slowly released to exfoliate
the crystal on the SiO2 surface.

the crystal is on the tape, the next step is to create density. Creating enough density increases

the probability of finding a monolayer within a finite surface area of a given substrate. This

can be done by rotating the tapes with respect to each other, overlap the imprints with the

empty areas to ’fill in the gaps’ and then carefully peel them off, avoiding any wrinkles or

folds on the tape. The latter step should be repeated by up to four times. Care should be

taken not to exceed this number since it was found that too many peels can break the crystal

on the tape ultimately resulting in smaller monolayers. The last step is to take two clean

pieces of tape, overlap them with the two already made and carefully peel off again to thin

down the remaining crystals. Therefore one ends up with four tapes with crystal imprints

that can be used to exfoliate on four substrates. The above procedure is a series of steps that

47



Experimental Methods

were found to work best after recent independent studies [107] and several trials that I have

preformed throughout the duration of this PhD that are in agreement.

The actions in the next step are decisive as this the point where the exfoliation down

to monolayer happens. This is the step when the crystal is exfoliated on a useful substrate.

The mechanical response of the substrate needs to be taken into account for this step of the

process. The two main substrates used are Si/SiO2 and PDMS, which we will take here as

good examples on how to treat mechanically hard and soft substrates, respectively.

Si/SiO2: This substrate is a hard wafer with relatively low adhesion to the TMD crystals.

Therefore during the exfoliation process, crystals are more likely to break laterally, reducing

greatly the size of the flakes that exfoliate down to single layer. It is therefore necessary for

the user to execute a series of actions that will minimise this effect. The first is to prepare

the substrate accordingly, such that there are no contaminants between the top surface of

the substrate and the bottom surface of the crystals on the tape. The substrate is cleaned in

ultrasonic bath for 10 minutes in acetone IPA and DI water. Once off the bath the substrate

is blown with a nitrogen gun to avoid residues of the solvent. The next step is to place the

substrate for 7 minutes under Ultraviolet/Ozone (UV/O3) treatment to eliminate any remain

organic residues. The substrates are then taken out of the UV/O3 machine, placed on a

clean glass slide. As soon as possible the tapes with the prepared crystal should be placed

on top of the Si/SiO2 followed by a gentle roll with a cotton bud if air bubbles are visible.

Subsequently the substrate is heated to 105 0C for 30-45 seconds until the tape becomes

visibly softer. This enables uniform contact of the interface between crystal and substrate

and enhances adhesion between the two. The glass slides are, then, taken off of the hotplate

and placed for one minute in a metal optical board until they reach room temperature. Here,

it is believed that we make use of the difference in the thermal expansion coefficients of the

tape, crystal and substrate, promoting the peeling off of the layers of the vdW crystal. Lastly,

the tape is retracted from the substrate in a very slow and uniform speed to avoid breaking of

the crystals in contact with the hard substrate. For reference, we use an approximate speed of

10 seconds per cm of the substrate for the motion of the interface of the retracted tape.
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Polydimethylsiloxane (PDMS): PDMS is a viscoelastic polymer film. This means

its mechanical response is more liquid-like under forces over longer timescales and more

solid-like under forces over very short timescales. If the retraction of the tape is made as

slow as its done on Si/SiO2 the liquid like behaviour promotes the crystal to detach from

the PDMS and stick to the tape. Therefore a high speed of retraction is needed to retain

contact with the crystal and promote exfoliation [108]. Here we use the rule of 1s/cm of

substrate as an estimate for a quantified reference. Due to the soft polymer the crystals are

less likely to break at the interface of exfoliation. Hence the probability of finding large flakes

is significantly larger on PDMS than Si/SiO2. We also find that in the case the substrate does

not have any monolayers after the first exfoliation, it is particularly successful to use a clean

tape to re-peel off the bulk crystals from the surface of PDMS hoping that they will exfoliate

a single layer on the surface of PDMS. For this a slightly slower peel of 2-3 seconds per

centimetre works best.

Fig. 3.6 Flake identification a Schematic diagram of the microscope based PL set-up used.
With the appropriate long pass (LP), short pass(SP) filters and beam splitters (BS) used.
Adopted from [57] b Optical microscope bright field image of WSe2 exfoliated on SiO2.
Monolayer (1L) and Bilayer(2L) areas are indicated, showing different optical contrast.
The white scale bar is equivalent of 10 µm c PL image of the same area, with the same
magnification. 1L is bright and yellow and 2L is a dimmer purple.

After exfoliation, the monolayers need to be identified and located. To do this we use a

high quality microscope in reflection geometry with a white light halogen lamp source and a

series of high quality objectives of magnifications of x5, x10, x20 and x50. The x10 or x20

magnification objectives are used while the XY manipulators of the sample stage are turned

to sequentially scan the surface of the substrate. We call this ’flake search’. The BF field

mode, where the spectral filters illustrated in Fig3.6 are not present, is sufficient to recognise
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the monolayers by their optical contrast to the substrate. Optimisation of the contrast can be

achieved by the choice of the substrate on which the flakes are exfoliated. For this we chose

a Si/SiO2 with 90 nm SiO2 layer thickness to exfoliate the flake onto. For final verification

and distinction of monolayers to bilayers photoluminescence microscopy is used in the same

set-up. As shown in Fig 3.6 (a) a short pass filter and a beam splitter are used for excitation

of the sample at the higher energy end of the visible spectrum. Subsequently, the emission of

the sample is collected with the use of a long pass filter before the CCD of the camera. This

results in an image where the monolayers are much brighter(and different colour) than the

bilayers, since they are direct band gap semiconductors, as in Fig 3.6(c).
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Fig. 3.7 Flake requirements for heterostructure stacks a Top view of a TMD honeycomb
lattice. The zigzag and armchair crystal axis and their symmetry can be seen with dotted lines.
The transition metal and chalcogen atoms are represented with red and yellow colour respec-
tively. b,c BF and PL images of a MoSe2 monolayer on Si/SiO2 suitable for heterostructure
fabrication. The white sclae bar corresponds to 10 µm

For the fabrication of aligned heterobilayers discussed in chapter 4, the requirements

on the identification of suitable flakes are stricter than in applications where single-layer

structures are needed. The prerequisites we are looking for are listed in below:
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• Well isolated flakes : Since the layers will be stacked together, any thick flakes (>30

nm) attached to the monolayer of interest will constitude a problem, since they will

obscure good contact and allow air gaps to propagate during the stacking process.

• Recognisable crystal axis : For deterministic stacking with a particular twist angle,

the crystal axis of each monolayer needs to be indentified first. TMDs structure makes

for a hexagonal lattice, as shown in Fig 3.7 a. This lattice has two crystal axis, which

are called zigzag and armchair (Fig 3.7). They are separated by 30 degrees and each

axis is repeated with a symmetry of 60 degrees. TMD layers, often, break along these

axis. However, due to the fragile atomically thin nature of few layer flakes, this is

not always the case. When a monolayer exhibits long straight edges, these are very

likely one of the crystal axis. To confirm this is the case, the other edges orientation

with respect to the long straight edge is examined. If the other edges are oriented in an

angle of 30 or 60 degrees (or their multiples) from the long straight edge identified we

can conclude that we have recognised the crystal axis. Unfortunately this is a large

constraint as most of the monolayers found do not exhibit clear recognisable crystal

axis on multiple edges, especially when exfoliating on hard substrates.

• Lateral size The final assembled heterostructure will consist of areas where monolayers

overlap, but also of areas of each monolayer alone (encapsulated in hBN) for reference.

The laser spot total diameter is 2-3 µ m. Hence, the dimensions of each monolayer

should be big enough to allow for multiple laser spots in each of these areas considering

the constraints imposed on overlap by orientation considerations.

• No cracks/strain The monolayers chosen for heterostructure assembly should be able

to provide as spacially uniform interlayer inteface as possible. Hence, the user checks

for any cracks or, folds or areas of strain in the BF and PL images .

An example of a flake which was identified to meet the above conditions is shown in Fig

3.7b in both BF and PL images.
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3.5 Transfer Processes and their Advances

3.5.1 Transfer Setup and Heterostructure Assembly
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Fig. 3.8 Transfer Set-up and PDMS dry release a Transfer setup use. This includes a
microscope, a sample stage(rigt) and arm stage (left). The top left legend shows the controls
of the setup. b,c Close-up photograph during transfer. The arm hold a glass with a transparent
polymer membrane (PDMS) where the monolayer to be transferred sits. The target substrate
sits on the sample stage directly below. c Process for PDMS dry-release transfer. 1. Exfoliate
the flake on the PDMS. 2. Mount on the arm and align with the target position on the
substrate. 3 Carefully approach the target substrate and ensure good contact 4. Retract very
slowly to transfer the flake on the substrate. d Contrast difference of contact vs non contact
area and the air/PDMS interface that is controlled during the transfer.

Once the flakes are identified, the next step is their deterministic transfer with a specific

placement on a required surface or substrate. This is done using the setup shown in Fig

3.8a. This consists of a microscope with long working distance objectives (O) in order to

allow enough distance for safely handling the membrane, where the exfoliated flake sits. The

membrane is in the optical path, between the objective and the target substrate, which sits
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on the sample stage (see Fig 3.8b). The relative position of the flake to the target substrate

is controlled by independent XY manipulators for the arm and sample stage, controlled by

micrometer screws. The sample stage is equipped with a 5x5cm hotplate with a thermocouple

that can reach up to 170 °C. The sample hotplate stage can be rotated at any arbitrary angle,

φ within the horizontal plane. The rotation is controlled with another micrometer screw with

a precision of ±0.5 °. The tilt between the membrane and the target substrate can be altered

by the user with the use of two separate micromanipulators for the roll and the pitch. The

precise control of the vertical separation of the membrane and the substrate is of fundamental

importance to successful transfer. Therefore for the Z-axis control of the arm, we add a

nano-piezo actuator(Newport PZA12) to ensure precision down to 30 nm while still having

the necessary range of motion of 13 mm for safe handling. To enhance visibility the camera

image can be digitally controlled to apply colour filters for enhanced contrast.

PDMS: Dry release

As mentioned in the previous section, PDMS is a viscoelastic polymer, with a solid like

behaviour under short timescale and a liquid like behaviour under large timescale. This is a

particularly useful property, that has enabled PDMS to be one of the most convenient and

widely used transfer methods. An overview of a PDMS transfer is illustrated schematically

in Fig 3.8c. Once the flake is exfoliated, th PDMS on glass substrate with the flake of interest

is placed upside down hold by vacuum on the arm of the transfer set-up. Note here the

use of transparent glass and transparent polymer films to allow for the identification of the

monolayer in this configuration. An outline of the flake is annotated using the microscope

software and then the focus of the microscope is moved on the plane of the substrate. Here

the XY and φ positioners on the sample stage can be moved/rotated such that the flake

will be positioned and aligned as required on the substrate. The focus is then moved on

a focal plane slightly lower than the sample. The arm is then moved down with the use

of the z nanopositioner until it reaches the focal plane the microscope is imaging. The

focus is then moved back to the substrate plane and the procedure is repeated to ensure

safe approach contact of the monolayer to the substrate. When contact is close, the user
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can utilise interference fringes and the air/PDMS (shown in Fig 3.8d interface image at low

magnifications to ensure slow and controlled contact of approach of the flake to the substrate.

This is important for the reduction of strain and contaminants on the flake. [108]. Once the

interface passes the flake we continue for at least 30 µm further and wait for 1 minute to

ensure good contact of the flake with the substrate. Lastly, the interface is retracted very

slowly to enable the liquid-like response of the polymer, such that the flake detaches from the

PDMS and attaches to the substrate. PDMS advantages lie on the ease of the all-dry process,

the nearly 100 percent rate of success and on the large flakes that one can produce using

this method. It has helped the immense growth of activity in the field by various groups that

study atomically thin monolayers. Unfortunately, the properties that cause the advantages

also cause the main disadvantage of PDMS method, which is a layer of PDMS contaminants

on the surface of the flake. This would therefore significantly reduce interlayer coupling of

heterobilayers in the case of sequential dry release transfer from the lower to the upper layer

[57].

PC: Pick-up

To avoid the aforementioned problems stemming from polymer contact to each layer, pick-up

methods have been developed. In these methods, each of the layers is exfoliated on Si/SiO2

and sequentially picked up by a membrane, starting from the top layer and ending with

the bottom. For successful pick-up a mechanically stiff polymer with sufficient adhesion is

needed. One of the methods used in this work is the polycabonate (PC)[109]. The membrane

is made of PC solution(6 % dissolved in chloroform mixed at HQ Graphene). The films

are prepared from the solution and secured with a double sided tape on a glass slide, with

the PC membrane sitting on small piece of PDMS. The latter acts as a cushion and allows

reproducible pick-up with low strain. A schematic of a membrane is shown in Fig 3.9. In the

top view schematic, a small cut on the double sided tape is illustrated. This is to allow for an

air channel. Enabling hot air to escape during the fabrication process prevents the detachment

of the PC membrane from the PDMS, increasing the reproducibility of the method. Once the

membrane is prepared, the first layer can be picked up. Just before approach the temperature

54



3.5 Transfer Processes and their Advances

Fig. 3.9 Polycarbonate (PC) pick-up method for heterostructure fabrication: 1. Mem-
brane preparation. Sideview of glass, double sided (DS) tape holding the PC membrane on
the glass. In between PC and glass is a PDMS cushion. Below is the topview of a prepared
membrane. One the right we can see a channel is cut in the DStape to allow hot air to escape.
2. Pick-up process. Raise the temperature to 90 °C approach and retract to pick up. Repeat
for each flake. 3. Once structure is complete approach the stack on the target substrate. Raise
the temperature to above 150 °C to leave the PC membrane on the substrate. The membrane
is subsequently dissolved in chloroform.

is raised to 90 °C. Then, a careful approach and retraction are enough to pick up any flake in

contact with the membrane from Si/SiO2 , due to the high adhesion of PC. The process is

repeater untill the stack is complete. For the final step, the stack is deposited on the substrate

with the membrane on top, by heating the membrane above its glass transition. To this the

temperature is raised to ≥ 150°C before contact. Temperatures above 150°C increase the

success rate of this last step, but are only recommended in inert or vacuum environments.

Later on, the membrane needs to be dissolved in chloroform for at least 10 minutes. To clean

the residues, baths in iso-propanol and deionised water follow.

PMMA/PDMS: pick-up and dry release

The following section is a description of the widely used PMMA method with some refine-

ments.

Polymethyl methacrylate (PMMA) has long been used as a polymer for atomically thin

material transfer. Its is a much softer polymer than PC but not as viscoelastic as PDMS. To
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exfoliate on it one spin coats a sacrificial layer, like PMGI Polydimethylglutarimide (PMGI

SF-8) on Si and then PMMA(950 A3.5) follows. Thereup, the procedure for exfoliation on

Si/SiO2 is followed to identify the first layer of the structure. The wider area around the layer

is scratched, enabling access for the developer (MF-319) to dissolve the sacrificial PMGI.

The PMMA with the monolayer is then retrieved from DI water to make a membrane. In

the initial form of this method, the above procedure was repeated for every layer, and dry

release was performed sequentially starting from the bottom layer, given that each successive

layer’s lateral dimensions were smaller than the previous one. Despite PMMA leaving less

residues than PDMS, the problem of interlayer contaminants was present also in this method.

After that, groups were able to use the same membrane to pick up. The below section shows

modifications and refinements performed to the old method, resulting from a combination

of our trials and recent studies [110] to enable reproducible pick-up from Si/SiO2, followed

by dry release on an exfoliated hBN flake of larger dimensions than the heterostructure. Fig

3.10 illustrates the three main steps in this method. Firstly the membrane is prepared in the

conventional PMMA method where the sacrificial layer is dissolved. Then the PDMS was

secured on a ring membrane holder with the help of a double sided tape with a hole to ensure

PDMS does not detach at any point of the fabrication from the ring holder. This is used to

retrieve the membrane from the water’s surface and let to dry for a minimum of 30 minutes

at 60 degrees Celsius to accelerate the process. Subsequently, the structure was assembled by

picking up the next layers from Si/SiO2 (90nm). To pick-up, the temperature is raised to 75
0C before approach. Later, the membrane is slowly brought in contact with the substrate after

orienting and overlapping the required flakes. After one minute, the temperature is lowered

to 55 0C. The aforementioned change in lower temperatures promotes a more solid-like

behaviour of the membrane system to enable pick-up. We have, also, noticed that such

behaviour can also be promoted by increasing the speed of retraction, compared to the very

slow speeds used in most of the conventional methods. However, a great speed can lead

to tearing of the flakes to be picked up. Therefore, moderate speeds were used to pick up.

Once the structure is complete, one normally can slowly dry release the structure on an large

hBN. However in applications were the complete structure needs to be deposited on a bare
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Fig. 3.10 PMMA pick-up/dry release method for heterostructure fabrication: 1. Mem-
brane preparation. Sideview of exfoliated hBN on PMMA/PMGI/Si wafer. The PMGI is
dissolved with MF319 and the membrane is then allowed to float in deionised water. A
metallic loop with PDMS attached is used to retrieve the membrane and let to dry 2. Pick-up
process. To pick-up align the flake with the hBN and approach slowly at a temperature of 75
°C. Once good contact is ensured, the temperature is dropped to 55 °C and the membrane is
retracted. This process is repeated for consecutive layers 3. Deposition: This method allows
to dry release if the substrate is another 2D material, such as hBN, at a temperature of 65
°C and a slow retraction. Alternatively, for deposition on bare substrates the membrane is
heated to 115 °C to be left with the stack on the substrate and then dissolved in acetone.

substrate, dry-release is not possible since the imbalance of adhesive forces on the flake from

the PMMA and the substrate is too large. Hence, heating the PMMA at a temperature above

the glass transition is required, along with dissolving in acetone. To clean the residues, baths

in iso-propanol and deionised water follow.

3.5.2 UV/O3 treatment of PDMS for heterostructure fabrication

The following section is a report of the effort for the development of new fabrication processes

in the duration of my PhD which has enabled easier transfer on substrates of interest for the

studies shown in the following chapters

57



Experimental Methods

The deposition of van der Waals (vdW) heterostructures with minimal interlayer polymer

residue on low adhesion substrates, often requires complications such as organics solvents

and metal contacts. In this work, the surface stiffness and adhesive properties of Poly-

dimethylsiloxane(PDMS) is altered with exposure to Ultraviolet/Ozone ( UV/O3). This

serves as an pick-up membrane to ultimately demonstrate dry release of stacks on very low

adhesion substrates, such as dielectric Distributed Bragg Reflectrors (DBRs). The effect of

UV/O3 exposure is further investigated with the use of Atomic Force Microscope (AFM)

nanoindentation and the fabricated structures are characterised with optical imaging studies.

Introduction

As seen is previous sections 2D materials and their vdW heterostructures are mainly trans-

ferred by two methods: dry release[108, 111, 112] and pick-up[113, 109, 114]. In dry release

methods the structure is build starting from the bottom-most layer successively depositing

each layer until the structure is complete to the top. However, as each layer is in contact with

the polymer, dry release methods result in a significant amount of interlayer contaminants

[115, 116]casing a weakened interlayer coupling [57, 117], To reduce this problem, pick up

methods have been developed, where the structure is build starting from the top-most layer

while pick up each subsequent layer from a non-polymer substrate. With the refinement of

some techniques (Section3.5.1),[110], the stack can be dry released to the bottom-most layer,

like hBN, if the latter can be exfoliated on the substrate of interest. However, some of the

great advantages of PDMS is lost. For example, the flexibility to transfer to any bare substrate

of interest of virtually any roughness. In addition the ease of all-dry membrane, with no

required steps for membrane preparation. Deposition of stacked structures on bare substrates,

such as Distributed Bragg Reflectors (DBRs) often requires the polymer membrane to be

brought in contact with the target substrate and is then melted. It subsequently needs to be

dissolved in organic solvents. Exposure to solvents and high temperatures compromise the

optical quality of of atomically thin semiconductors or, in some cases, induces a risk in losing

the structure.
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One approach to overcome this limitations is to utilise thermoplasticity of the membrane

to promote a more solid like behaviour for the pick up and a more liquid like behaviour with

temperature for the dry release of the structure[118].

Our approach is to selectively tune the surface properties of PDMS, arguably the most

widely used polymers in the community, by the use of ultraviolet Ozone (UV/O3) treatment.

By carefully choosing the exposure time one can modify the polymers surface, to enable

pick-up, while not destroying the overall bulk viscoelastic behaviour of PDMS the enables

dry release transfer on bare substrates.

Effect of UV/O3 treatment on PDMS

In the following section the effect of UV/03 on the structure and mechanical behaviour of the

PDMS film is discussed and supported by AFM investigations performed by collaborators

within our department. PDMS exposure to UV/O3 causes an abstraction of hydrogen. Then

a Methylene radical (CH2) reacts with oxygen to give a peroxy radical (HO2) which, then,

rearranges to a silanol group (Si-OH). This causes a condensation reaction of silanol groups

forming a SiO2 layer on the surface of the film, while further in methyl side groups are

retained as shown in Fig 3.11 a . [119, 120] Systematic nanoindentation AFM studies were

carried out to confirm this effect on the PDMS films used in our method. A silicon nitride

tip was approached and force distance curves were taken for films with UV/O3 exposure

times ranging from 0 minutes to 105 minutes of exposure in 15 minute increments. A grid

of 64x64 curves over a 30 µm2 area on each film was taken. As expected, the indentation

data taken, shown in Fig b, reveal a clear effect of the exposure on the surface hardness. In

particular, after 60 minutes the surface is significantly stiffer as seen in the slopes of in the

inset of Fig b. This surface stiffness allows a more solid-like membrane with an adhesion

that is slightly higher than that of SiO2. Hence, the treated membrane can act as an acceptor

or pick-up membrane flakes from softer polymers.

Despite the surface modification, it was found that the dry transfer of flakes or stacks

from the UV/03 treated PDMS to the low adhesiion substrate is still possible . The SiO2

layer is only formed a few nanometers[119, 120] on the surface, while the rest of the film
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Fig. 3.11 PDMS surface hardening upon UV/03 treatment. a Schematic of structural
change of PDMS surface under treatment. A SiO2-like layer is formed on the top surface b
Nanoindentation measurements from 0 to 105 minutes of exposure indicating a change of
surface

remains unchanged. Hence, the bulk viscoelastic properties of the PDMS are unaffected.

This is also supported by a study on similar PDMS films [120], where the storage modulus

of PDMS stays within the same order of magnitude, in contrast to other polymers. We found

a dry-release success rate of about 75 per cent, with a significantly increased rate of success

with structure of total thickness over 30 nm. Also, cleaning the substrate with the appropriate

organic solvent baths followed by 5 minutes of exposure to UV/O3 was found to increase the

rate of success

AFM adhesion measurements were also carried out, as a function of exposure time in a

similar arrangement to the nanoidentation measurements, but with smaller force of 2 nN for

the indentation. When the tip was retracted, an adhesion pull-off force was measured. As

shown in Fig. 3.12 a decay of the adhesion force was observed, asymptotically approaching

a minimum value after 30 mins. The adhesion force measured may be attributed to the rapid

decrease of the vdW forces due to the formation of the SiO2 like layer.

The effect of UV/O3 treatment is further investigated in terms of roughness, another

interrelated parameter that may dictate successful dry release transfer of two dimensional
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Fig. 3.12 Further changes on surface properties upon UV/O3 treatment. Surface rough-
ness a and adhesion b from 0 to 105 minutes of exposure. The approach to constant values
for both variables after 30 mins indicates the creation of SiO2.

materials. Images of length scales of ≈ 200 nm were taken and the images were analysed to

find the root-mean-square roughness .As shown in figure 3.12 the roughness of the PDMS

decreases steeply with exposure for the first 30 minutes and then levels plateaus at around

300pm. This is another consequence of the SiO2-like layer formation. We therefore present

the capability to tune the roughness of the membrane in accordance to the required target

substrate of the specific application. Our target substrate is a DBR, which we have measured

to have a roughness of 292 pm, matching the roughness of UV treated PDMS.

Proposed uses UV/O3 treated PDMS for heterostructure assembly

After presenting the tunability of the properties of UV/O3 treated PDMS we proceed to

suggest their use for van der walls assembly techniques. This can be particularly advantageous

for applications were larger samples than the ones obtains from SiO2 are needed with clean

encapsulated interfaces. The relative surface rigidity offered by the formation of SiO2 layer
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UV/O3 for at least 30 mins 2. Exfoliation of the top layer (hBN) on the treated PDMS 3.Pick
up from untreated PDMS from room temperature to 65 °C. 4. The stack can be dry released
on a bare low adhesion substrate with a very slow retraction of the treated membrane

allows to pick up flakes exfoliated on softer polymers. In Fig3.13 we illustrate the process

we used to pick up flakes exfoliated on untreated PDMS, but we note the possibility to pick

up from other soft polymers, like PMMA and hot PPC. Firstly, a PDMS substrate is treated.

We find that any time greater or equal to 30 minutes works for the purposes of this method,

consistent with the adhesion and roughness measurements aforementioned. A few minutes

after the treatment we proceed with the exfoliation of the top layer of the structure, like

hBN, which will be used to pick up other flakes. As mentioned in Section 3.5 mechanical

exfoliation on softer substrates is done fast, where as on hard rigid substrates the peel is

executed as slowly as possible. Our membranes have bulk viscoelasticity but a more rigid

surface. Therefore we find a more medium speed (of about 3s per cm of PDMS/tape interface)

to work best. Once the required top hBN flake is identified one can proceed with the pick

up step of the process. To do this the the membrane with hBN is carefully positioned and

aligned with the target flake on the untreated PDMS. Similar to other methods, we find that a

slow speed of approach is crucial to achieve clean interfaces, as one needs to allow time for
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contaminants to escape the surface of the flakes. To pick up we wait for 1 min to ensure good

contact and then the membrane is carefully retracted, attaching to the hBN on the UV/O3

treated PDMS. We find that without the use of temperature, only the parts that are in contract

with the hBN re picked-up. We, also, find that increasing the temperature to 65 ° C before

approaching, increases the chances of picking up areas that are not in contact with hBN

which may be desirable for partially encapsulated structures. We attribute this to increased

adhesion to the SiO2 layer at high temperatures. The pick up step is repeated for the number

of layers desired to be stacked.

Once this is done the final step is to dry release the stack to the desired bare substrate.

In our case, we release the structure on DBRs, but we note the possibility to deposit the

stack on a clean substrate of exfoliated hBN on Si/SiO2 as done in other aforementioned

methods(3.5.1). To perform the dry release, we note that the speed of retraction should be as

slow as possible, even slower than what is required for untreated PDMS transfer. During the

transfer we also increase the temperature to 65 ° C before contact to promote adhesion to the

substrate. Figure3.14b shows a structure fabricated with the above method. The dark field

Untreated
release

Treated
pick-up

Fig. 3.14 Untreated vs treated PDMS heterostructures(left) Dark Field (DF) image of an
encapsulated bilayer fabricated by sequential dry release of untreated PDMS (b) DF image
of the same exposure time of an encapsulated bilayer fabricated with the proposed UV/03
treated pick-up method.

images show clean interfaces without any bubble formation from interlayer contaminants.

In contrast, the dark field image of a structure fabricated with sequential PDMS release

transfer(see Fig 3.14a) shows a large amount of interlayer contaminants. Hence we see that,
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despite the exfoliation on PDMS, our method allows for relatively clean interfaces. We

believe that the formation of oxide on the membrane surface acts as a protective layer for

contamination during the pick up. Our finding and interpretation may also support the results

of a recent study were they found that dry released monolayers from UV/03 treated PDMS

with vacuum annealing resulted in significantly less contamination [121]. In addition, in

the case of the encapsulated bilayer shown above only the interface of the flake with the

bottom hBN was in contact with the untreated polymer, which could also greatly reduce the

contaminants trapped in the structure. We also note that all the structures are fabricated in

ambient air. We anticipate that this method can yield even cleaner heterostructures when

applied to an inert environment, due to the absence of hydrocarbons [122] along with the

possibility to be combined with vacuum annealing [121].

In addition UV/O3 treated PDMS may be used as an intermediate step to enable dry

release to substrates, where other polymer membranes (like PMMA) cannot due to the large

imbalance of adhesive forces on the flake from the membrane and the substrate. This allows

to avoid complications like melting the membrane,clamping and exposing the structure to

solvents. The more solid-like behaviour of the treated PDMS surface and the higher adhesion

to the SiO2 -like layer allow a release from the PMMA membrane to the treated PDMS by a

slow retraction at 650C. Finally, the structure can then be dry transferred on the low adhesion

substrate by repeating a very slow retraction at elevated temperature. It is noted that at this

point the structure is vertically flipped. Therefore, the first layer that was used to pick up the

rest will end to the bottom of the structure, which should be taken into account before starting

the fabrication process. In addition, we found that a treatment time of 60 to 75 mins is needed,

as it relies highly on the larger Young’s modulus of the surface. This method is dependent on

a fine balance of forces and hence we introduce this intermediate step as a last resort for cases

that dry transfer on the bare substrate is not possible. Successful completion of this method

combines no polymer contact with no exposure to solvents or high temperature. Hence

the structures produced are of high quality, as we have observed in the the encapsulated

monolayer of MoS2 assembled. Fig 3.15 shows the structure deposited on a DBR.Fig 3.15

(a,b) show optical BF and PL images of the monolayer. To examine the homogeneity, we
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have also taken AFM height (c) and phase (d) images that show the uniformity of the sample.

Low temperature PL of a fully encapsulated MoS2 structure is shown in Fig. 3.15e . The

narrow linewidth of 7.7 meV of the neutral exciton at 1.94 meV and the suppression of the

low energy defect related emission [37] (despite the low thickness of top hBN (5nm) and

without the use of glovebox environment or vacuum annealing) confirm the high optical

quality of structures by the use of this fabrication method.
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Fig. 3.15 Characterisation of a fabricated structure with UV/03 PDMS as intermediate
step a Bright Field image of encapsulated monolayer MoS2 on DBR. Top hBN (5 nm) in
blue silhouette and MoS2 (ML) in black silhouette. Bottom hBN is 45 nm. White bar is 10
µm. b PL image of the structure. Brighter region is the emission of the monolayer. White
bar is 10 µm. c AFM height image of the heterostructure. Structure is clean without any
vacuum annealing or AFM cleaning d AFM phase image of the heterostructure. MoS2 region
is shown as a darker phase. e Low temperature (5K) PL spectrum showing narrow linewidth
and reduced low energy defect states

To summarise, the concept of using UV/O3 treatment for altering the mechanical be-

haviour of widely used elastomers, like PDMS, is introduced to 2D heterostructure fabrication

to enable dry transfer of high quality structures on low adhesion substrates. Treated PDMS

of stiff surface, soft bulk and similar adhesion levels to untreated can be used in combination

with other pick-up methods such as PMMA or PPC to pick up flakes from silicon and then dry

transfer on low adhesion substrates, such as DBRs. This tuning of the mechanical properties

of the surface of polymers, allows pick up and dry release methods to meet and ,hence,
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enable dry transfer on substrates that were not able before without the use of solvents and

high temperature.
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CHAPTER 4

INTERLAYER EXCITON ENGINEERING IN TMD ALLOYS HET-

EROBILAYERS

4.1 Introduction

Arguably the greatest promise of atomically thin two dimensional semiconductors is the

ability to vertically stack an arbitrary choice of constituent layers of van der Waals(vdW)

heterostructures. Their properties make an ideal platform to develop novel ultra-flexible

devices with widely tunable properties[8, 123] as well as gain new insights in the physics

of excitons[42, 41] and emergent quantum phenomena in moiré superlattices[85, 124, 125].

More specifically, as mentioned in section 2, type-II band alignment and charge transfer

allows for the formation of new excitonic species of interlayer excitons (IX). One therefore

has an unprecedented amount of tunability of energy of IX through the arbitrary choice of

materials and stacking angles.

However, at the moment, air stable TMD monolayers with well known bandstructures

hosting excitons in the visible range are mainly limited to MoS2, WS2, MoSe2 and WSe2.

Here we employ the approach of continuous tuning of the semiconductor structure properties

by the use of alloyed materials, which has been successfully applied in numerous applica-

tions from lasers to few-nm-sized transistors in more traditional III-V, II-VI and group IV

semiconductors[126]. This approach allows gradual tuning of bandgaps as well as the whole

band-structure, allowing to control carrier confinement and thus influence their transport
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and optical properties. Numerous semiconducting alloys of layered materials have been

demonstrated in the monolayer form achieved both by direct synthesis and exfoliation from

bulk[127]. One example is MoxW1−xSe2, where alloying was used to control the valley

polarisation properties[128]. More recently, alloying was employed to tune the energy of

interlayer excitons[129] in WS2(1−x)Se2x/WSe2. In our work, we employ alloying to tune

the energy of IX in MoxW1−xSe2/MoSe2 heterostructures for a variety of composition x,

in a similar way to recent studies of WS2(1−x)Se2x/WSe2[129]. We demonstrate significant

tuning of IX energy, as well as unusual asymptotic dependence of its energy around the x

composition near the homobilayer case.

This work is part of a large study including both MoxW1−xSe2/MoSe2 and MoxW1−xSe2/WSe2

heterostructures which is about to be submitted. The author of this thesis was the main con-

tributor for the MoxW1−xSe2/MoSe2 structures and was also involved in the fabrication

and measurements of some of the MoxW1−xSe2/WSe2 heterostructures. Hence, the results

presented are mainly on the Molybdenum based heterobilayers. When judged instructive,

MoxW1−xSe2/WSe2 data are presented alongside the MoxW1−xSe2/MoSe2, or referred to in

Appendix A

4.2 Alloy Heterostructure Optical characterisation

The TMD heterobilayers (HBLs) were fabricated by assembling mechanically exfoliated

monolayers from bulk crystals of pure MoSe2 and alloyed MoxW1−xSe2. Using fabrication

techniques mentioned in section 3 the monolayers were assembled together as nearly aligned

as possible (with either near 0° or 60° degree crystal axis rotation) and encapsulated in hBN

of thicknesses of the order of 30 and 10 nm for bottom and top, respectively. A range of het-

erostructures were made with varying alloying concentrations. With increasing molybdenum

concentration, x, we expect the IX energy to be tuned towards the blue, due to the type-II

band alignment, as illustrated in Fig 4.1. Their excitonic transitions were studied using

photoluminescence (PL) and reflectance contrast (RC), the latter defined as RC(λ ) = (R(λ ) -
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R0(λ ))/(R0(λ )), where R (R0) is the intensity of light reflected by the sample (substrate).

This section demonstrates the characterisation carried out in our structures, through the

example of a high quality structure of Mo0.21W0.79Se2/MoSe2.

ba

c

Fig. 4.1 Alloy heterostructure band edge configuration a Band alignment configuration
at the k-point. Both Conduction and Valence Bands (CB and VB) of alloyed monolayers
redshift with concentration,x. This cause the IX excitons to increase in energy. b,c Bright
Field (BF,b) and PL(c) optical microscope image of the heterostructure. The Mo0.21W0.79Se2
monolayer, MoSe2 monolayer and top hBN flakes are marked with yellow green and blue
silhouettes, respectively.

Fig 4.1c shows a room temperature PL microscope image of one of the structures

fabricated for this study. The alloy monolayer outline is highlighted with yellow lines, while

the edges the MoSe2 flake are shown in red. The bright regions correspond to the area of

only monolayers encapsulated in hBN with luminescence from the intralayer excitons. As

expected the alloy monolayer area is brighter, due to the higher concentration of W atoms,

since W based TMDs emit significatly brighter than Mo based TMDs at room temperature.

Notably lower PL intensity is observed in the heterobilayer region where the two monolayers

overlap. This arises from the quenching of the intralayer exciton PL due to the efficient
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charge transfer between the layers. It shows efficient interlayer coupling and confirms the

formation of a type-II heterostructure[57, 130, 50].

Fig. 4.2 Optical characterisation at cryogenic temperature (10K). Photoluminescence(a)
and RC (b) specta of the structure shown for the heterostruture(HS) region in black. The
spectra of monolayer regions are shown in red for MoSe2 and gold for the alloy

Optical spectroscopy was also performed at cryogenic temperatures of 10 K. Fig 4.2a

shows an example of the PL spectrum of the Mo0.21W0.79Se2/MoSe2 in the area where the

two monolayers overlap (HS) with spectra of areas of just monolayers for comparison. The

high energy features of HS spectrum are a combination of the alloy and MoSe2 intralayer

exciton (DX) spectra. At the low energy side, the strong emission peak originates from the

interlayer exciton(IX). It is worth noting that at this particular structure the relative intensity

of IX compared to DX was particularly strong throughout the sample’s area, due to the good

coupling of the layers and the relatively uniformly clean interface between the TMDs. It can

be seen that the high energy spectral region of the HBL area has much lower counts than

the monolayer regions for the same exposure time, due to the efficient interlayer coupling.

However, we note that the relative intensity of IX to DX in the hererostructure region strongly

depends on the quality of the sample and the nature of IX involved. In RC, Fig Fig 4.2b, the

region of overlap of the HBL is a superposition of the intralayer exciton absorption peaks
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observed in the constituents monolayers. As expected no clear signature of IX is observed,

as their oscillator strength is small, due to their out of plane dipole moment orientation and

reduced electron-hole wavefunction overlap.
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Fig. 4.3 Power dependent PL of IX vs DX. PL peak integrated intensity(a) and energy shift
(b) of IX vs DX as a function of excitation power

Their dipolar nature is also evident in the power dependent PL measurements. Using

continuous wave (CW) excitation the power was tuned from 2 to 100 µW and the integrated

intensity of the IX PL region of the spectrum was measured, shown in Fig 4.3a. For

comparison the same is shown for intralayer excitons (DX) of monolayer MoSe2 in the same

structure. As can be seen the latter follow a linear dependence of intensity as the number

of excitons in the system increase with power. However, for IX the PL intensity saturates

above a certain excitation power. In addition a strong blueshift of IX energy is apparent,

4.3b, in contrast to DX. The interlayer excitons possess permanent dipole moments aligned

along the direction normal to the plane of the device, resulting in enhanced repulsive dipolar

exciton-exciton interactions[71, 64] of coulomb nature. This gives rise to a blue-shift of

the PL peak energy at sufficiently high excitation density. Above a certain excitation power

threshold both the blue-shift and the PL intensity saturate, due to exciton-exciton annihilation

processes[131].

Here we note that, apart from the enhanced Coulomb interactions, we believe the observed

blueshift to be also a result of the significantly longer lifetimes of IX compared to DX. This
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is true since the excitation is achieved through a CW pump, continuously exciting new

carriers. We hence believe to reach higher IX concentrations under the same incident fluence,

inducing an ambiguity on the exact quantification of the interaction enhancement. One way

to overcome this, is to pump with a low repetition rate laser with femtosecond pulse duration

such that the carriers do not decay within the duration of the pulse, while the population

goes to zero until the other pump pulse arrives. The above is employed in Chapters 5 and 6

in single pulse RC experiments. However, the CW excitation allows for significantly more

counts in PL, which is appropriate for the study of this chapter.

Fig. 4.4 Polarisation resolved PL of IX(a) A linearly polarised excitation to the vertical
direction. The black spectrum is taken with a co-linear polarisaer in the detection whereas
the red spectrum is taken detecting a cross polarised light to the vertical. The spectra are
normalised to the maximum of the co-polarised configuration. (b) Circularly polarised
excitation with σ+. Detection is with σ+( black) and σ−(red). Spectra are normilsed to the
maximum of the σ+ spectrum

PL of IX was also studied in linear and circular polarisation as a probe of the valley

physics. Namely, to study the degree of circular polarisation the sample was excited using a

780nm CW laser with σ+ while a detection of σ+ and σ− polarised light was carried out.

In addition, the sample was also excited with linearly polarised light and co/cross linear

polarisation configuration was collected. In Fig. 4.4a, 50 per cent circular polarisation

retention was observed, whereas PL did not show linear polarisation dependence Fig 4.4 b.

The high degree of circular polarisation observed, is believed to arise from the suppressed
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intervalley exchange pathways due to the electron-hole separation, that prolong the time

of depolarisation of IX compared to to their radiative recombination rates[132]. It is worth

noting that the degree of circular polarisation (DOCP) was not reproducibly observed as it

depends on several factors such as twist angle (0 or 60 degrees), crucially sample quality and

the bandstructure of heterobilayers involved. In addition, it depends on the concentration

of alloy with monolayers of high W concentration having significantly higher DOCP than

MoSe2 like monolayers [128].

Fig 4.5 shows the spatial dependence of low temperature emission of some the structures

fabricated. The DX colour maps are spatial maps of PL intensity maxima at the high energy

range (1.53-1.65 eV) of the spectrum where as the IX colour maps show the low energy range

of the spectrum (1.35-1.50 eV). As expected the IX map show more prominent intensity

on the regions where monolayers overlap, where as DX maps show the majority of their

PL in the regions of the monolayers, especially MoSe2 which is brighter than alloys at low

temperature. Within each IX region the PL is heterogeneous, indicating different interlayer

distances throughout the sample. As a general trend these maps indicate that at higher

concentrations the relative emission intensity of IX to DX is decreased. The tuning of IX

with concentration will be further discussed in the following section

4.3 Tuning of IX with Alloy Concentration

Next we study the tuning of IX as a function of concentration x. Fig 4.6 shows the normalised

IX spectra of different structures studied. As expected, the IX PL moves to higher energies

with increasing Molybdenum concentration. In HBL with x>0.49, we observe broader

multi-peak spectra while at low concentration the IX spectrum is narrower and more intense.

To quantify the energy tuning, the highest energy IX peak is taken. The results are shown in

Fig 4.6 with the error bars representing the spread of PL within a standard deviation of the

position of the peak averaged through 20-30 points across each HBL. We observe a tuning of

the IX energy by approximately 60 meV with the energy reaching a plateau at about 1.45 eV

approaching then the energy of the homobilayer MoS2 PL. It is worth noting that the error

73



Interlayer exciton engineering in TMD alloys heterobilayers

Fig. 4.5 PL maps MoxW(1−x)Se2/MoSe2 heterostructures. PL maps of the structures
ranging from x=0.21 to x=0.64. For each structure we show the room temperature PL and
BF microscope images (left) where the constituents alloy and MoSe2 monolayers are marked
with yellow and red silhouettes respectively. Next to the images (right) the low temperature
(10K) PL maps are shown. The spacial distribution of the energies of the DX regions and IX
regions are shown in separate maps for the same structure, showing the IX on the region of
overlap.

associated with the energy positions compared to the energy steps in this set of structures

is significant. However, the same trend was confirmed with the more clear observations we

have carried out on WSe2 /alloy based heterobilayers, that can be found in Appendix A.2.1.
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Fig. 4.6 IX emission spectra for MoxW(1−x)Se2/MoSe2 heterostructures. a Normalized
PL spectra of the MoxW(1-x)Se2/MoSe2 heterostructures measured at 4K for different alloys
compositions. b Peak position of the highest energy IX peak in the alloy/MoSe2 (red circles)
HBLs as a function of Mo composition x in the alloy layer, together with the neutral exciton
peak position of the alloy monolayers (sky blue diamonds) and bilayers (yellow triangles).
The error bars depict the spread in energy of multiple indirect transitions peaks, calculated as
the standard deviation from the average PL wavelength. Sky blue and orange solid lines are
parabolic fits of the DX peak energy in isolated alloy monolayers and bilayer respectively.
The dashed black (red) horizontal line refers to the IX energy in MoSe2/WSe2 HBLs (MoSe2
homobilayers).

In addition, IX power dependence changes as a function of concentration. IX energy and

PL intensity have a non-linear dependence. As discussed in the previous section this is due

to the aligned out of plane dipole moment causing direct coulomb interactions and IX-IX

annihilation and the high densities achieved in these long living excitons. For increased

statistics , it is instructive to look on both sets of MoxW1−xSe2/MoSe2 MoxW1−xSe2/WSe2,

which together form coherent conclusions. As can be seen in Fig 4.7a PL saturation pro-

gressively decreases with concentration, x. Similarly saturation effects diminish at low x in

MoxW1−xSe2/WSe2 datasets, shown in 4.7b. The above results can be interpreted by con-

sidering of a more lenient electron and hole localisation in each adjacent layer, with weaker
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Fig. 4.7 Power dependent PL intensity with concentration Normalised integrated intensity
of IX region as a function of power at several concentrations of MoxW(1−x)Se2/MoSe2
(a) and MoxW(1−x)Se2/WSe2 structures (b). The PL saturation decreases as the structures
approach the homobilayer configuration.

charge separation and less aligned out of plane dipole moment of IX as the heterobilayers

become more homobilayer-like. Further confirmation of the above interpretation is found

on the time-resolved PL measurements performed on the MoxW1−xSe2/WSe2 heterostruc-

tures, shown in Appendix A.2.2, where we observed that the PL decay of the IX shortens

significantly, decreasing from tens of nanoseconds in MoSe2/WSe2 down to hundreds of

picoseconds in the Mo0.21W0.79Se2/WSe2 HBL and bilayer WSe2, which is the limit of the

resolution of the setup. Hence, the lifetime decreases by more than two orders of magnitude.

Such a strong lifetime reduction can be explained by the increase of spatial overlap between

electron and hole wavefunctions moving towards the homobilayer configuration. A similar

effect has been observed in gated bilayer WSe2[16] where depending on the applied vertical

voltage, the increase of the interlayer exciton lifetime was found, directly related to the

enhanced spatial confinement of the carriers in the adjacent layers. It is, therefore, evident

that interlayer excitons undergo a significant alteration of their nature with concentration.

Even for a non-alloyed WSe2/MoSe2 HBL, the exact origin of these peaks is still under

debate, due to its complex electronic band structure. As clearly pointed out in [133], depend-
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4.3 Tuning of IX with Alloy Concentration

ing on the different experiments and theoretical calculations, the main PL features can be

attributed to 1) a mix of momentum direct (K�K) and momentum-indirect (K�Q) interlayer

excitons, the former being at higher energy, as shown by temperature-dependent behaviour of

the exciton lifetimes at the different IX wavelengths; [71, 52] 2) only to momentum-indirect

K�Q excitons, with an energy separation due to the spin–orbit splitting of the conduction

band valley at the Q point, demonstrated by the observed opposite circular polarisation

behaviour;[134] 3) a singlet–triplet pair of momentum-direct excitons at the K and K’ points,

as shown by the IX PL measurements applying an external magnetic fields;[135–138] and 4)

a combination of neutral and charged spatially indirect excitons[139]. Very recently, crucial

experiments of differential reflectivity under a modulated electric field unveiled the exact

dipole moment and spectral position of the momentum-direct IXs, observed at higher energy

compared to the momentum-indirect ones. [140] The latter has been found more visible in

the PL spectra at low excitation powers, while the momentum-direct IX states have been

efficiently populated by increasing the temperature or the excitation density, corroborating

the explanation 1). We believe the above is therefore the most well evidenced proposal. It is

consistent with our measurements, which fall in the increased density range, and is the one

that can be used as a base for the explanation of our results.

We can now consider the PL data to analyse IX tuning with molybdenum concentration.

For each heterostructure we have the energies of the PL of both IX and DX. Considering

the Type II band alignment, these are largely related to the valence and conduction band

offsets. The inset in Fig. 4.8a shows a schematic of PL peaks for IX in the heterobilayers

and DX in MoxW1−xSe2 and MoSe2 monolayers, used to extract ∆E1 and ∆E2. These are

calculated as the difference between the DX peak energy of MoSe2 (MoWSe2) and the IX

one, which become approximate experimental measures of the conduction and valence band

offsets between the two materials. Here one assumes that the binding energies of excitons are

not strongly dependent on x and that the binding energies of IX and DX are only modestly

different. At the K-point band edges, predictions of the dependence of ∆E1 and ∆E2 with the

alloy composition, shown with red and black lines in Fig. 4.8a, are obtained assuming a linear

77



Interlayer exciton engineering in TMD alloys heterobilayers

Fig. 4.8 Band offsets of the MoxW(1-x)Se2/MoSe2 HBLs. a, Band offsets of
MoxW(1-x)Se2/MSe2 HBLs as a function of Mo composition x in the alloy monolayers. Red
(black) lines indicates the predicted values of conduction (valence) band offsets for direct K-K
transitions, without taking into account any band structure hybridisation. The band offsets
∆E1 and ∆E2 extracted from the experimental IX energies are displayed as filled red and
black circles respectively b, Sketch of the band structure evolution for MoxW(1-x)Se2/MoSe2
HBLs. Starting from the MoSe2/WSe2 configuration (left panel), the band structure hy-
bridizes (central panel), moving towards the MoSe2 homobilayer one (right panel), where the
offset ∆E1 becomes the energy difference between the K and Γ points in the valence band.

change of the valence band energy and a parabolic change of the conduction band energy

in the alloy[141], as detailed in Appendix A.2.3. The metal orbitals involved in the valence

band edge composition for both WSe2 and MoSe2 are the same (dxy and dx2−y2), leading to a

uniform shift of the VB energy varying the alloy composition. In contrast, the metal orbitals

which contribute to the conduction band edges of the two materials are different, resulting

in a non-linear energy shift.[142]. This is also reflected in the parabolic dependence of DX

energy in alloy monolayers, shown in Appendix A.1. Comparing the experimental with the

predicted band offset estimates, we notice a large deviation. In particular, large concentration

heterobilayer move from a decreasing offset trend to increasing and, eventually approach a

value just above 200 meV at concentrations close to a homobilayer.

This behaviour can be explained if we consider major modifications of the band-structure.

For high concentrations (≈ x≥0.8), the Γ point of the valence band in the HBL becomes

higher in energy than the K point, and the momentum indirect transition moves to lower

energy than the direct one (Fig. 4.8b, right panel). For high concentrations ∆E1,∆E2

account for the energy offset between the Γ and K points of the MoSe2 valence band.
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4.3 Tuning of IX with Alloy Concentration

This in combination with the PL spectra intensity drop, broadening and lifetime reduction

observed in both sets of alloy heterostructures indicate we are moving from a K-K direct

to a momentum indirect transition. However, the exact concentration when this becomes

dominant is not clearly deduced from our data. We also note that after the intermediate

regime of x>0.4 (middle schematic in Fig 4.8b, the band offsets become so small that we

expect hybridisation effects to become significant, due to efficient hopping of charge carriers

from the valence (conduction) band of one layer to the valence (conduction) band of the

other layer. If this happens, the hybridised exciton energy and absorption intensity will be

affected. The aforementioned effect is best studied in the RC spectra which we present in the

next subsection as a function of concentration.

Fig. 4.9 Hybridized moiré excitons in MoxW1−xSe2/MoSe2. a RC spectra as a function of
concentration. From x=0.33 onwards the emergence of additional resonances is apparent.
b (left) Aligned (top) and strongly misaligned (bottom) heterostructures (twist angles θ =
0.5 °and θ = 12 °, respectively), both with the same alloy concentration x = 0.49. (right)
Corresponding theoretical RC curves at concentration x = 0.5, where dashed (solid) lines
indicate that moiré mini band folding effects has been neglected (included) in the calculation.
The theoretical hybridized moiré exciton spectrum shows the additional transitions observed
in experimental. (c) (left)Schematic of the resonant excitons resulting in two hybridised
modes. On the right the band schematic shows that this mechanism is mediated through
carrier tunnelling forming two hybridised excitons IX1,2. The tunnelling and the moiré
periodicity depends on the momentum mismatch ∆K, illustrated in the top right inset.
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Fig 4.9 shows the RC of the alloy structures studied in the range of concentrations. At

low concentrations x<0.3, the band offset is large. We therefore see only two peaks in the low

energy region, coming from the constituent monolayers intralayer excitons. As mentioned

before, due to the large bowing parameter of the alloyed layer, the two monolayer excitons

become degenerate already at x ≈0.49. However this is not enough to explain the multi-

peak RC structure seen from already x≥0.3. As shown the theoretical spectra of alighned

heterostructures in Fig 4.9b if only resonant hybridisation occurs the calculated spectra

(dashed lines) only give two resonances in reflectance contrast. We , therefore, propose the

moire pattern periodicity to play a significant role in the measured spectra, in a similar way to

the resonantly hybridised moiré excitons in other heterobilayers [124]. This is qualitatively

confirmed by theoretical calculations from collaborators (solid line in theory panel of Fig

4.9) In small angle structures, the large moire pattern causes mini-band folding in the first

Brillouin Zone as illustrated in Fig 4.9c. As expected, the RC spectrum of a large angle

twisted structure with the same composition shows no signs of moiré effects or hybridisation

as we observe a broader single peak at the energy of DX (Fig 4.9). However, for a complete

explanation of the origins of these transitions, their position and their separation, we expect

lattice reconstruction effects to be dominant [143, 86]. Hence, we note that the exact origin

of these spectral features is complex subject and calls for a separate investigation outside of

the scope of this study.

4.4 Conclusions

To summarise, we study MoxW1−xSe2/MoSe2 alloy heterostructures for a variety of compo-

sition x using cryogenic temperature (T=10 K) photoluminescence spectroscopy. We present

the concept of alloyed monolayers to broaden the variety of atomically thin semiconductors

available. This enhances the choice of 2D materials that can be stacked together, increasing

further the degrees of freedom offered by two dimensional semiconductor heterostructures

for material properties engineering. We observe interlayer exciton species with an out of

plane dipole moment and demonstrate significant tuning of their PL energy as a function of
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molybdenum concentration. The IX energy shows asymptotic behaviour with a maximum

energy for high values of x approaching that of the indirect bandgap in MoSe2 bilayer. Power

dependent measurements show a large noninearity of IX which becomes smaller as a function

of concentration. This IS also accompanied by a reduction of the lifetime in similar structures

that approach the homobilayer configuration.

This behaviour is explained by a momentum direct to indirect transition of the band-

structure caused by the replacement of the transition metal atoms in one layer. In addition,

we use RC to observe hybridisation effects which are further modified by the moire potential

found in nearly aligned HBL. Given the sample non-uniformity and the uncertainty of the

origin of of such excitonic species which could be dictated by lattice reconstruction effects,

we note capability of future studies on this structures as a systematic platform to observe

these effects.
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CHAPTER 5

HYBRIDISED INTERLAYER EXCITON IN MOS2 BILAYERS

5.1 Introduction

Excitons in monolayer semiconductors have attracted great scientific interest. In particular,

as explained in Chapter 2 the confinement and decreased dielectric screening of excitons in

TMDs give them high oscillator strengths and large binding energies. These, in combination

with the valley degree of freedom make them attractive for light matter interaction studies,

up to room temperature.

With the advance of heterostructure stacking, studies of interlayer excitons in TMD

heterobilayers have revealed some very interesting physics such as moiré superlatices and

the interfacial phenomena governing interlayer exciton spectral characteristics. However as

seen in the previous section, the interfacial contaminants (which are inevitable with current

fabrication processes) and the sensitivity to many effects, such as twist angle and lattice

reconstruction, make their subtle spectral characteristics largely non-uniform and of unknown

origin.

Despite the scientific communities significant focus on heterobilayers, interlayer excitonic

species also exist in homobilayers. Specifically, as-exfoliated MoSe2 and MoS2 bilayers

encapsulated in hBN were recently discovered to host hybridized interlayer excitons (hIX)

[88, 89]. hIX in 2H MoS2 biayers in particular possess a large oscillator strength, comparable

to that of the intralayer exciton, arising from interlayer hybridisation of valence band states,
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aided by a favourable orbital overlap and a relatively small spin-orbit splitting among

semiconducting TMDs [89]. Importantly, these do not suffer from inhomogeneity imposed

by artificial stacking, allowing for more conclusive studies. Such hybridized interlayer

excitons (hIX) are highly tunable using out-of-plane electric field [70, 144] when their valley

degree of freedom persists up to room temperature [145].

The first optical characterisation of monolayer TMDs has been on MoS2. However,

due to the spectrally broad features, the interest was quickly switched to the other TMD

semiconductors, such as MoSe2 which has a clean spectrum due to the absence of defect

states. Since then, heterostructure stacking has allowed encapsulation of monolayers in

hBN. The more symmetric dielectric environment and the suppression of inhomogeneous

broadening resulting from atomically flat encapsulation has lead to significant narrowing of

each transition [37], allowing to spectrally resolve the excitonic characteristics of originating

from different transitions. Encapsulation also makes hIX much more prominent which

resulted in their observation

Here we take the approach of encapsulated MoS2 homobilayers to study hIX dipolar

excitonic species, observe their non linear interactions and understand their many body

physics.

The results presented in this Chapter are part of preprint [146], which is currently under

review. The author of this thesis is the first author of this work. Our results we supported

with a theoretical microscopic model from collaborators, which can be found in it’s more

detailed form in Appendix B

5.2 Hybridised interlayer exciton in MoS2 homobilayers

Figure 5.1 a,b shows the fabricated heterostructures encapsulated bilayer MoS2 in an optical

microscope image and a schematic of the cross section, respectively. Fig. 5.1a shows a bright

field microscope image of the encapsulated BL MoS2. A sketch of the side view of the device

is displayed in Fig. 5.1b. To probe the optical response of the excitonic species present in this

material reflectance contrast (RC) spectra were undertaken at 4K, displayed in Fig. 5.2. This
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Fig. 5.1 Homobilayer MoS2 encapsulated sample a, Bright field microscope image of
an encapsulated BL MoS2 transferred on top of a DBR. Scale bar: 10 µm. b, Schematic
side-view of the fabricated heterostructure comprising a BL MoS2 sandwiched between
few-layer hBN.

shows three distinct absorption features at 1.937 eV, 2.004 eV and 2.113 eV for XA, hIX and

hXB , respectively. The measured linewidths are 20, 23 and 64 meV, respectively. This is

unlike the well reported monolayer spectra where two peaks are observed, attributed to the

neutral intralayer A and B series excitons. In the bilayer these are associated with transitions

at 1.937 eV (see Fig. 5.2) and 2.113 eV, respectively. The additional peak observed has been

recently attributed to the hybridised interlayer excitons[89]. For charges to delocalise over

both layers, two conditions have to be met. Firstly, the charge hoping should be allowed by

orbital symmetry. The second condition that affects charge tunnelling from one layer to the

other, is the band splitting between the second lowest and lowest bands of the two layers,

where the charge will tunnel to. The configuration specific to bilayer MoS2, is depicted by

the schematic shown in Fig 5.3a, where the K point in the bilayer momentum space is shown

at Layer 1 and Layer 2 of the structure. Orbital symmetry allows for hole delocalisation over

both layers. Specifically, holes from the second lowest valence band tunnel to the lowest

band of the other layer. As MoS2 has the smallest valence band splitting out of the TMDs,

this effect is particularly prominent for this material. However, this is not allowed for the

electrons in the conduction band. It can therefore be inferred that the interlayer exciton is

hybridised with the B-series intralayer exciton. The ratio of the integrated intensities of

XA and hIX is 4.5, showing an unusually large oscillator strength compared to interlayer

excitons in most heterobilayers, due to their hybridisation with intralayer excitons. Based
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Fig. 5.2 Homobilayer MoS2 Reflectance contrast (RC) spectrum RC spectrum of the
sample measured at low temperature (4 K) showing three distinct absorption features at
1.937 eV, 2.004 eV and 2.113 eV for XA, hIX and hXB, respectively. RC is calculated using
the formula in the top-right corner of the graph.

on these data, our collaborators from the University of Exeter estimate the electron-hole

separation d = 0.55 nm (see details in Appendix B.2) in agreement with previous studies

[145]. Recently, the application of out-of plane electric fields where the anticrossing observed

at the B exciton energy and the giant stark splitting of hIX has confirmed both its hybridised

nature and the large out-of plane dipole moment [70, 144].

The interlayer nature of hIX is further confirmed by its response under a magnetic

field of 8T in Faraday configuration, where the spin degeneracy is lifted. Using opposite

circularly polarised detection, the chiral properties of this system were probed in RC at 4 K

(Fig. 5.3b). A Zeeman splitting of 1.5 meV was observed for XA. Interestingly, the hIX

shows an opposite energy shift and a larger Zeeman splitting of −3.5 meV. Recent studies

reporting similar behaviour have suggested that this effect comes from the holes residing

in the opposite layer[144], leading to an additional valley and orbital contribution in the
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Fig. 5.3 Band edges and Zeeman splitting a,Sketch of the conduction and valence bands in
two adjacent layers of MoS2, displaying the allowed optical transitions of A and B direct
intralayer excitons (XA and XB) and interlayer excitons (IX) for spin-up states (black lines)
at the K point in the bilayer momentum space. IX hybridizes with XB through the hole
tunnelling between the two layers (red dashed arrow). At the K’ point of the bilayer Brillouin
zone, the same configuration applies for the states with the opposite spins. b, RC spectra of
excitons in BL MoS2 detected in two circular polarizations in an out-of-plane magnetic field
of 8 T at T =4 K.

opposite direction. In addition, a signal from intralayer trions (X∗
A) is observed only in σ+

polarisation, suggesting the presence of fully spin-polarised charge carriers, similarly to

monolayer MoS2 under high magnetic fields [147].

5.3 Non-linear behaviour: NB vs BB illumination

5.3.1 Experimental Observations

Now the origin of the spectrum and resonances in this platform are understood, we investigate

the non linear responce of BL excitons as a function of the laser power using resonant narrow

band (NB, full-width at half maximum, FWHM=28nm) illumination. For comparison,

we also perform the same measurement on a fully encapsulated monolayer at the neutral

intralayer exciton energy.

As can be seen in Fig. 5.4, when subjected to increased fluence, the response from ML

excitons is significantly different to that of BL excitons. It is evident from the RC spectral

shapes, shown in Fig. 5.4 a,b,c, that the broadening and saturation (bleaching) in the BL
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Fig. 5.4 Exciton nonlinearity in MoS2 bilayer vs monolayer. a, b, c, RC spectra measured
with the NB (FWHM=28nm) excitation for the XA in monolayer (a), XA in bilayer(b) and hIX
(c).d, e, Comparison of bilayer excitons to monolayer XA energy shift ∆E (top), linewidth
variation ∆FWHM (middle) and normalized integrated intensity (bottom) as a function of the
exciton density for the intalayer excitons (d) and hIX (e). Solid (open) symbols show the
results for the BB (NB) excitation. For the normalized intensity we divide the intergrated
intensity at each laser power by that at the maximum intensity.
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excitons is significantly more prominent. However, the blueshift observed is common to all

the three exciton species shown here. Fitting the spectra to lorenzians, the energy position,

linewidth and integrated intensity was extracted.

How the above quantities change with exciton density (calculated following [148] with

the procedure shown in Appendix B.1) is illustrated in Figures 5.4 d,e. Specifically, we see

that BL XA reaches same normalised broadening and saturation values, at 3 times lower

densities(Fig 5.4d). The blueshift also indicates an enhanced non-linearity, but the low

number of points after threshold does not allow for conclusive comparisons.

A much clearer blueshift can be seen when the hIX in BL is compared to conventional

monolayer intralayer excitons. The broadening and bleaching values are also significantly

more prominent. In particular, we can see that the same non-linear saturation is observed at

≈ 8 times lower densities for hIX.

To understand the results of intralayer excitons, the sensitivity of monolayer TMDs

to their environment (mentioned in 2.4) needs to be considered. Due to close proximity

of another layer of high dielectric constant, an increased screening is induced. Hence,

the excitonic binding energy is reduced, creating larger electron-hole pairs. Owing to the

increased excitonic Bohr radius, the onset of the nonlinear behaviour for XA in bilayers

occurs at a lower exciton density than for XA in monolayers. Regarding non-linearity of hIX,

we attribute this to the increases dipole moment arising from the larger spatial separation of

these interlayer species. Combined to the aforementioned screening effect in bilayers, the

result clear enhancement of non-linearity compare to XA in monolayers, observed in Fig 5.4

Interestingly, as shown in Fig 5.5 our observations differ under simultaneous pumping of

intralayer and hIX excitons. More specifically, the bleaching of hIX is significantly faster

while a redshift is observed. In contrast, X A behaviour does not seem to be qualitatively

different under the two illumination regimes. Fig. 5.6a quantifies the trends observed in

Figs. 5.5 showing for the BB excitation an abrupt bleaching of the hIX peak above the hIX

density 5× 103 µm−2 accompanied by a redshift of ≈ 4 meV and a 12 meV broadening.

For the NB case, a similar decrease in peak intensity is observed only around 4×104 µm−2,

accompanied with a peak blueshift of ≈ 7 meV and a broadening exceeding 15 meV. In
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Fig. 5.5 Fluence dependence in MoS2 bilayer spectra. a, b, c, RC spectra measured with the
NB (FWHM=28nm) excitation for the XA (a) and hIX (b), and with the BB (FWHM=50nm)
excitation (c) at different fluences. The dashed curves are guide for the eye.

contrast, Fig. 5.6b, shows that for XA a similar blueshift, broadening and saturation are

observed under the two excitation regimes and at slightly higher densities compared to the

hIX under the NB excitation.

5.3.2 Discussion: Nonlinear Interactions Interpretation

To further understand the non-linear processes governing exciton-exciton interactions, we

collaborated with theoretical physicists from the Univeristy of Exeter, where microscopic

model to describe the contrasting phenomena under the NB and BB excitation was developed.

The details of the mathematical model can be found in Appendix B. Here we present the

main points the aforementioned model alongside our intuitive interpretation of the non-linear

mechanisms.

Under the NB excitation, either XA or hIX excitons are created. In this case, nonlinearity

arises from Coulomb exciton-exciton interactions causing blueshift and dephasing [64]. This

Coulomb potential, VCoul consists of exchange and direct terms. As in monolayers[64, 149],

the bilayer intralayer excitons are dominated by exhange interaction processes. In contrast,
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Fig. 5.6 Exciton nonlinearity from RC in MoS2 bilayer under two illumination regimes
.a, b The energy shift ∆E (top), linewidth variation ∆FWHM (middle) and normalized
integrated intensity (bottom) as a function of the exciton density for the hIX (a) and XA
(b). Solid (open) symbols show the results for the BB (NB) excitation. For the normalized
intensity we divide the intergrated intensity at each laser power by that at the maximum
intensity.

in interlayer hIX, due to their larger size and partially out-of plane dipole moment, the direct

Coulomb (dipole-dipole) interaction is the main mechanism of hIX-hIX scattering[150].

From the energy separation of hIX from the intralayer exciton energies, an interlayer distance

of d = 0.55 nm can be implied (see Appendix B.2). Considering this out-of plane dipole

moment VCoul is overall 2.3 times stronger for hIX compared with XA, which agrees with the

experimental observations.
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Hybridised interlayer exciton in MoS2 bilayers

The shapes of the NB reflectance contrast spectra can also be analysed to probe the

interactions present, as they depend on the rates of radiative (ΓR) and non-radiative (ΓNR)

processes. Namely, the area under RC curves is described by the ratio ΓR/(ΓR +ΓNR).

Under increased excitation, the scattering induced non-radiative processes change this ratio.

More specifically, non radiative processes scale as ΓNR ∝ |VCoul|2n, since they depend on

the combined matrix elements for the Coulomb interactions and the exciton density n. [64].

With this process the RC can be reproduced to follow the bleaching. In addition it explains

stronger nonlinearity for XA in bilayers compared to monolayers, X(ml)
A , owing to the larger

Bohr radius(VCoul ∝ α) in bilayers due to enhanced screening .

Layer 1 Layer 2

IXX
AHole

crowding

NB excitation BB excitation

Layer 1 Layer 2

IXElectrons
Holes

a b

Fig. 5.7 Band schematics and hole crowding in MoS2 bilayers. Schematic diagram
showing exciton generation under the NB, a, and BB, b, excitation

In the BB case, both XA and hIX excitons are generated simultaneously, and together

with intraspecies scattering (XA-XA and hIX-hIX), interspecies scattering (XA-hIX) occurs,

similarly to the direct-indirect exciton Coulomb scattering in double quantum wells [151].

Since XA and hIX are formed by the holes from the same valence band (Fig. 5.7a), an

additional contribution arises from the phase space filling, i.e. the commutation relations for

the excitons (composite bosons) start to deviate from the ideal weak-density limit once more

particles are created [152]. For particles of the same flavour, the phase space filling enables

nonlinear saturation effects , similar to polariton saturation observed in [153]. However, in
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the presence of several exciton species, we reveal a distinct phase space filling mechanism

which we term the hole crowding. Crucially, we observe that the commutator of the XA

annihilation operator (X̂) and hIX creation operator (Î†) is non-zero, [X̂(p), Î†(q)] =−B̂p,q.

Here p, q are exciton momenta and B̂p,q is an operator denoting the deviation from the ideal

commuting case (B̂p,q = 0) of distinct bosons where holes do not compete for the valence

band space. This statistical property of modes that share a hole has profound consequences

for the nonlinear response. Namely, the total energy is evaluated as an expectation value over

a many-body state with both XA and hIX excitons, |NX,NhIX⟩ := (∏
NX
p X̂†)(∏

NhIX
q Î†)|Ωmax⟩,

where NX and NhIX particles are created from the ground state |Ωmax⟩. If the excitonic modes

are independent, the contributions from XA and hIX simply add up. However, the hole

coexistence in the valence band induces the excitonic interspecies scattering. The phase

space filling combined with the Coulomb energy correction leads to a negative nonlinear

energy contribution. This nonlinear term scales as ∆EhIX =−η
√

nXnhIX, where η > 0 is a

coefficient defined by the Coulomb energy and Bohr radii and nX,hIX are the exciton densities

(see Appendix B.4). This nonlinearity also modifies the non-radiative processes leading to

substantial broadening for the hIX states. Using the estimated nonlinear coefficients caused

by the hole crowding, we model the RC in the BB regime and qualitatively reproduce the

strong bleaching and redshift for hIX at the increased density, as shown in Fig 5.8c.

Fig. 5.8 Theoretical reproduction of nonlinear optical response in MoS2 bilayers Theo-
retically calculated absorption spectra for the BB excitation case (see Appendix B), providing
qualitative agreement with the experiment. The dashed black curves are guides for the eye.
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Fig. 5.9 Illustration of hole crowding self-amplification a, b,c Schematic diagram of the
valence band hole occupation under three illumination configurations for a given power.
Namely the XA holes under NB illumination, (b) simultaneous BB illumination an (c) NB
illumination at the energy of hIX. Even though holes are indistinguishable, a proportion of
the population is statistically ascribed to each exciton. Empty circles signify holes ascribed
to XA and slashed circles to hIX. d Ratio of experimental XA to hIX exciton density as a
function of fluence.

Merging the mathematical model with the intuitive band diagram considerations of

Fig 5.7a,b, we deduce there is large co-dependence of the two excitonic species upon

simultaneous pumping. This is induced by a coexistence of their holes in the same valence

band causing phase-space filling, which apart from enhanced optical saturation uniquely

results in attractive coulomb scattering. The magnitude of this effect depends on the relative

number of excitons in each species nX,hIX. According to this analysis, the effect of the

BB excitation should be most pronounced for hIX as the stronger XA absorption leads to

enhanced Pauli-blocking. In simple terms, let us consider the hole configurations in the

valence band for each illumination case at a given power, illustrated in Fig 5.9. For XA if we

compare Fig 5.9a with 5.9b we see that the excess number of holes due to BB illumination is

very small. However, for hIX comparing Fig 5.9b and 5.9c one can see that BB illumination

introduces a large number of excess holes. Hence, hole crowding bleaching and scattering

effects are felt more for hIX. When the illumination power is increased, the hIX fast saturation
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further grows this hole population imbalance, as shown in Fig 5.9d, enhancing the effective

nonlinearity on the low population species. Through this process the hole crowding effect on

hIX, therefore, becomes a self-amplifying mechanism. In contrast, the more the fluence the

less apparent the effect of hole crowding on XA. Therefore, other non-linear mechanisms

become dominant and its behaviour remains unaffected by the illumination regime. To the

best of our knowledge this is the only semiconducting system that showcases this collective

series of interspecies saturation, attraction and self-amplification effects that lead to our

observations.

5.4 Conclusions

To summarise, we encapsulated 2H bilayers of MoS2 to study the linear and non-linear

of new interlayer excitonic species. This species uniquely combine an out plane dipole

moment with a significant oscillator originating from their hybridised nature with intralayer

excitons. Under a magnetic filed we observe an opposite Zeeman splitting to neutral intralayer

excitons due to the exciton constituents residing in adjacent layers, giving this system a layer

pseudospin. Then the many body interactions of excitons in this system are studied under

single pulses at increasing fluence. In particular we find that hIX is about 8 times more

non-linear than monolayer neutral excitons due to their larger size and out of plane dipole

moment. In fact, we observe that intralayer excitons of bilayers are as well more interacting

than in monolayers, due to the increased screening induced by the adjacent layer. We support

the previous conclusions with theoretical models developed by collaborators for this work.

Interestingly, we find that in the case of simultaneous pumping of intralayer and inter-

layer excitons a new type of non-linearity arises. Namely, for hIX the previously observed

blueshift becomes a redshift while the non-linear behaviours happens at up to a further order

of magnitude lower densities. hIX excitons hence posses up to a total of two orders of magni-

tude more non-linear interactions than monolayer intralayer excitons. The aforementioned

enhancement under simultaneous excitation is a consequence of the fact that holes of the two

excitonic species reside in the same valence band. It is hence a type of phase space filling
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which induces interspeces scattering. The aforementined is confirmed by microscopic theory

calculations of the system. We call this new mechanism hole crowding and we note this is

special to the conditions of TMD bilayers. Additionally worth-note is the binary selection to

reverse non-linear shift, offered through hole crowding, in the same sample platform over a

uniform area which may be of interest for logic gate devices of the future.

Hence we have excitons of high oscillator strength, chiral degrees of freedom and high

non-linnearity in prestine atomically thin samples. the unique combination of oscillator

strength and interacting properties in these new excitonic species are particularly attractive

for coupling quantum tunnelling to cavity photons, in order to realise dipolar polaritons. The

latter will be the topic of the next chapter.
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CHAPTER 6

DIPOLAR INTERLAYER POLARITONS

6.1 Introduction

Coherent superposition of light and matter enables for the creation of hybrid quasiparticles

called polaritons. Excitons in two-dimensional transition metal dichalcogenides (TMDs)

have large oscillator strengths and binding energies [16], making them attractive as a platform

for studies of strong light-matter coupling in optical microcavities [100, 99, 154, 27]. A

variety of polaritonic states have been realised using monolayers of MX2 (M=Mo, W; X=S,

Se) embedded in tunable [99] and monolithic microcavities [155, 156, 106]. These include

exciton- and trion-polaritons (also described as Fermi-polaron-polaritons [27]), Rydberg

polaritons involving excited exciton states [157] and, very recently, moiré polaritons in

stacked TMD monolayers forming a van der Waals heterostructure[148]. Polariton states in

TMDs inherit the valley pseudo-spin degree of freedom of their excitonic counterparts, and

respond sensitively to externally controlled doping (e.g. by using gate voltages) [27, 158,

159], polarization of light [102], exciton hybridization [148] and magnetic field [159].

One of the central research themes in polaritonics is the study of nonlinear interactions

that lead to extremely rich phenomena such as Bose-Einstein condensation [160, 161],

polariton lasing [162, 163] or optical parametric amplification [164]. Polaritons formed from

tightly bound neutral intralayer excitons in TMDs, having both the electron and hole in

the same monolayer, are not expected to show strong nonlinearity. However, pronounced
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nonlinear behavior was observed for trion [153, 159] and Rydberg polaritons [157], having

respectively a more pronounced Fermionic character or a larger size.

In conventional semiconductor systems, one approach to increase polariton interactions

was the use of excitons of increased special extend, where electrons and holes are physically

separated residing in adjacent quantum wells. Typically, however, interlayer excitons (in

double quantum wells also called ’indirect’) possess low oscillator strength [132, 165].

Thus, in order to access strong coupling regime, hybridisation with high-oscillator-strength

intralayer excitons is required [166, 167, 150]. In conventional double quantum well systems,

this was achieved by the application of electric fields. These polaritonic species inherit

the enhanced interactions arising from the out of plane excitonic dipole orientation and are

therefore called dipolar polaritons or dipolaritons. It is therefore easy to notice that the system

studied in Chapter 5.1, would be an ideal canditate for realising dipolaritons if atomically

thin heterostructures are embedded in microcavities.

In this work we realise dipolaritons in atomically thin semiconductors in encapsulated

homobilayers of MoS2 in Distributed Bragg Reflectors (DBRs). Recently, similar phenomena

were realized using hybridized excitons in MoSe2/WS2 heterostructures [124], where moire

polariton nonlinearities have been reported [148]. The approach of MoS2 bilayers having

naturally occurring 2H stacking [89, 168] allows for a more spatially uniform sample over

large scales. They employ straightforward fabrication of high-quality directly exfoliated

MoS2 bilayers encapsulated in hexagonal boron nitride (hBN) resulting in uniform samples

suitable for the observation of macroscopic many-body phenomena [169]. As such, the high

crystallinity unperturbed by stacking order variation or interlayer contaminants makes MoS2

bilayers as yet the only platform among TMD systems that can provide dipolar excitons

with high oscillator strengths, large binding energies and chirality without compromising the

spatial uniformity of the system. We therefore study this sytem linear properties in the strong

coupling regime and then proceed to engineer dipolaritons of large non-linearity .
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6.2 Microcavity design

6.2 Microcavity design

To achieve strong exciton photon coupling, the active semiconducting layer must coincide

with the antinode of the electric field of the wavelength of resonance confined in the cavity.

Therefore, carefull design of the thicknesses and refractive indexes of the microcavity

structure is needed. We do this with the use of open source transfer matrix method simulations,

which work considering the continuity arising from Maxwells equations to calculate the

electric field distribution. We consider the bottom mirror to be a commercially availabe

highly reflective DBR of 12 pairs composed of Nb2O5 and SiO2, terminated with the latter

with a stopband centred at 625 nm.

First the reflectivity spectrum of the bare heterostructure is taken and lorenzians are

fitted to reproduce the spectrum. From the fits and Kramers-Kronig relations the complex

and real refractive indices of the MoS2 bilayer sample can be extracted. Subsequently, the

thickness of top and bottom hBN are measured using atomic force microscopy. Taking the

refractive indices of the materials involved from literature [170–173] we are then in a position

to find the right the cavity length, such that the antinode of the electric field at our desired

wavelength, spatially coincides with the bilayer. As mentioned earler in this thesis,there are

two types of Fabry Perot cavities that one can experimentally study. For monolithic cavities

(fixed length) we choose Polymethyl methacrylate (PMMA) as the spacer layer between the

mirrors as we find that hBN has a good adhesion to PMMA which allows for uniformity

without airgaps at the interface. In a tunable open cavity system the spacer layer is air.

As 2D materials are more easily transferred on rigid substrates, we work on a λ /4

configuration. This means that the bottom mirror is terminated with the low index SiO2

layer, such that the antinode of the elecric field is at its top surface, instead of the middle

of the cavity length usually found in conventional semiconductor and organic microcavites.

An example of the electric field distribution is shown in Fig 6.1. It can be seen that the

configuration of choice is the 3λ / 4 , while the bilayer (high refractive index) coincide the

second antinode of the field distribution in the cavity. The first antinode is only a few tenths

of nanometers from the top mirror. This cavity length is usually difficult to achieve, either
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due to the presence of thicker flakes in a tunable cavity or due to the non- reliable spin coating

deposition of the PMMA layer at these thickness.

Fig. 6.1 Electromagnetic Field distribution in DBR cavity. The x axis is the position on
the microcavity along the out of plane direction starting from the top and moving to the
bottom. The blue curve is the absolute value of the electric field multiplied by its complex
conjugate. With red, the real part of the refractive index is used for each layer of the structure,
including the high index MoS2.

One other factor to consider when designing the cavity is the reflectivity of the top and

bottom mirrors, in accordance to the geometry the measurement is done. Since we are

working in reflection geometry, it is important for the relative reflectivity of the mirrors to

allow the reflected light in the direction of optical access. In addition, as can be seen from

if the contrast between the high and low index layers of the DBR or if the number of pairs

are too high, the amount of light that gets into or escapes the cavity is very little. On the

other hand, the lower the losses from the mirror the higher the quality factor of the cavity,

minimising the dissipations of the system resulting in narrow linewidths. The design of each

microcavity is therefore a trade-off between these two contrasting outcomes. Figure 6.2

presents a comparison of the simulated spectra at the hIX anticrossing for DBR and Ag top

mirrors at different number of pairs or thickness, respectively. One can see how the Rabi

splitting changes as a function of pairs/thickness of the top mirror, but also the visibility of
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polaritons from the evolution intensity of the peaks. It can be seen that for DBR top mirrors,

the Rabi splitting increases but the intensity decreases very rapidly as a function of number

of pairs. In contrast, the Ag mirror enables a large Rabi splitting, even at low thickness where

the visibility of the peaks are more prominent. It is therefore concluded that a cavity with

bottom DBR mirror and a top Ag mirror allows for an easier balance of the trade-offs needed

experimental observation of strong coupling.

Fig. 6.2 Simulated spectra at hIX anticrossing. a For a cavity with a Ag top mirror the
evolution of the spectra at different thickness b . Simulated spectra at anticrossing for
different number of pairs.

The simulations of the resulting dispersions and the electric field distribution is shown

in Fig 6.3 a,b respectively. We can see that a Ag-DBR cavity results in well pronounced

polariton modes with strong coupling for both the intralayer and hybridised interlayer excitons

in simulation. In addition, the magnitude of the electric filed in the cavity is calculated to be

higher than the one shown with top/bottom DBR in Fig 6.1. This can be explained by the

fact that the metal mirror promotes the localisation of the field, as in similar configurations of

Tamm-plasmon polaritons in literature [174, 175]. In contrast to a top DBR which, despite

the much higher Q-factors, allows for distribution of the field in the pairs. This would, also,

spport why the large splitting in Fig 6.2 is retained at low Ag thickness. By using a Ag

top mirror we partly sacrifice the Q factor of the cavity to achieve better field confinement,
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hence better coupling, and increase visibility of the polariton peaks. We note that while we

believe this is the best choice for experimental observation of interlayer polaritons in bilayer

TMDs this may not be case in other systems as it depends heavily on the exciton linewidths,

oscillator strength and the collection efficiency of the set-ups involved.

Fig. 6.3 Simulation for the chosen cavity design a Dispersion simulation of a cavity
dispersion that allows for dipolariton observation . b Simulated electric filed distribution
(blue) and the refractive index of each layer (red) along the length of the cavity

6.3 Observation of Dipolar polaritons

A tunable planar micro-cavity, illustrated in Figure 6.4a, is formed introducing a silver mirror

above the bottom DBR, where our device is placed, inside a 4.2 K helium bath cryostat. Piezo

actuators with 5 degrees of freedom are used to translate, align and approach the mirrors. The

bottom DBR with the encapsulated MoS2 BL sits on a set of piezo nanopositioners, allowing

precise tuning of the cavity length, ∆L, and cavity mode energy. With optical access from the

top of the cavity, RC spectra are taken at each ∆L, collecting only angles within 5 degrees

from normal incidence.
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6.3 Observation of Dipolar polaritons

Fig. 6.4 Strong coupling in homobilayers and hybridised interlayer polaritons. a,
Schematics of the tunable open microcavity system. b, c, Low temperature (4K) RC cavity
scans across b XA and c hIX energies as a function of cavity-exciton detuning (∆ = Ecav −
Eexc). d, Cascade plot of the RC spectra extracted from c showing unambiguously the UPB
and MPB appearing from the anticrossing between hIX and the cavity mode.

RC scans as a function of the cavity detuning ∆ = Ecav−Eexc, where Ecav and Eexc are the

cavity mode and the corresponding exciton energy respectively, are shown in Fig. 6.4 b,c,d.

Strong coupling of the cavity mode with XA and hIX resonances occurs, resulting in two

clear splittings and three visible polariton branches. The clear anticrossing observed at hIX

energy is a direct consequence of the large oscillator strength acquired after the hybridization

of IX with XB. The extracted Rabi splitting is ΩX = 38 meV for XA and ΩhIX = 19 meV for

hIX.

The unambiguous observation of strong coupling is also apparent in the clearly resolved

peaks of MPB and UPB through the tuning of the cavity, as shown in the spectra in Fig. 6.4d.

As expected in strong coupling regime, the visibility of each polariton branch decreases as a

function of the excitonic character of the mode, becoming dark at increasingly positive (neg-

ative) cavity detunings for the MPB (UPB). The polaritons linewidth increases accordingly,
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approaching that of the bare excitons. The larger Rabi splitting of ΩX = 38 meV observed

for XA, is expected from its stronger absorption relative to hIX in the bare flake. In fact, the

polariton coupling strength scales as the square root of the corresponding exciton oscillator

strength. Hence, taking the ratio of Rabi splittings ΩhIX/ΩX = 0.5, we see a good agreement

with out-of-cavity data, which indicate a ratio of about 4 between the oscillator strengths of

XA and hIX.

A full picture of our system, corresponding to MoS2 homobilayer, has to take into account

4 different modes coupling to each other: only IX and XB hybridise through a tunneling

parameter, while XA and XB can couple with the cavity due to their high oscillator strength.

We can then simplify this picture by rewriting the IX and XB states in terms of the new basis

of hybridised modes, hIX and hXB, all of them now capable of a coupling with the cavity

mode. The corresponding Hamiltonian reads

H =


Ec ΩXA ΩhIX ΩhXB

ΩXA EXA 0 0

ΩhIX 0 EhIX 0

ΩhXB 0 0 EhXB

 , (6.1)

where Ec in the energy of the cavity mode, and EXA , EhIX, EhXB denote energies of the

respective excitonic modes. Here, ΩXA , EhIX, and ΩhXB are corresponding matrix elements

for light-matter coupling (Rabi splittings).

Due to the large energy separation between the resonances, each splitting can be fitted

to a two level oscillator model independently. In our case, the spectra from piezo voltages

close to resonant anticrossings of XA and hIX, were fitted to Lorenzian functions. The

energies of the polariton branches at each spectrum were then collected to find the best fit

respective Hamiltonians of two level coupled oscillators, such that HA =

 Ec ΩXA

ΩXA EXA


and HhIX =

 Ec ΩhIX

ΩhIX EhIX

 and the values of Rabi splittings and resonant energies were

extracted. The aforementioned is shown in Fig. 6.5. A Lorenzian peak (orange) is fitted to
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the data (blue dots) and the linewidth is extracted to be equal to 11 meV, confirming that the

condition for strong coupling regime is met, Ω2 > (γc
2 + γx

2)/2 as stated by [176].

Fig. 6.5 Coupled oscillator model fits. a), b) Orange and blue dots represent the extracted
peak energies of individual spectra near the a) XA and b) hIX energies. The solid purple
(UPB) and red (LPB) curves are the solutions to the fitted coupled oscillator Hamiltonians,
and the green solid line is the extracted cavity mode energy as a function of voltage. c) shows
a spectrum(dots) and the fit (line) of the uncoupled cavity mode.

By performing polarisation-resolved cavity scans at high magnetic fields of 8T in the

Faraday geometry, we show that the layer pseudospin inherited chirality is preserved in

the strong light matter coupling regime (Fig. 6.4e,f). A similar behaviour to the uncoupled

excitons is observed, with the polariton Zeeman splitting increasing as a function of exciton

fraction. Dipolar polaritons show an opposite and larger Zeeman splitting relative to the

intralayer polaritons (Figure 6.6). The magneto-optical response of the dipolaritons is in

agreement with the bare flake observations. A detailed analysis is outside the scope of this

project, and a full study of the interplay of magnetic and electric fields with the exciton pseudo-

spins in this rich polaritonic system will be investigated in a different study. The extracted

exciton energy difference (2.8 meV) is comparable with the Zeeman splitting measured on

the bare flake, while the Rabi splitting remains equal between the two polarization (23.2

meV). Specifically, the Rabi splitting measured under magnetic field is higher than at 0T.

Such effect was previously observed in microcavities of GaAs QWs under high magnetic

fields [177], being ascribed to a shrinkage of the exciton wave-function. Here, the opposite

Zeeman splitting for XA and hIX (shown in Fig. 6.6) offers an additional degree of freedom

for the tunability of polariton properties. For example since the two anticrosings decrease in
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energy separation, the effective mass of the MPB can be further tuned, within a fixed cavity

length.

6.4 hIX dipolariton nonlinearity

To investigate the nonlinear properties of strongly-coupled dipolar excitons, a monolithic

cavity was fabricated, covering an encapsulated MoS2 homobilayer placed on a DBR with

a PMMA spacer (245 nm) and a silver mirror. The cavity, now with a fixed length, was

investigated using a microscopy setup optimized for Fourier-plane imaging. The measured

dispersion, shown in Fig.6.7(a) displays the LPB and UPB at the anticrossing between

the hIX and cavity resonance, showing a similar value of Rabi splitting compared to the

tunable cavity experiment in Fig.6.4. At increased fluence at 58.5 µJcm−2, only a weakly

coupled cavity mode is visible, as illustrated in Fig.6.7(b). A cascade plot of the spectra

taken at the anticrossing angle (∼ 6.5°) for the different fluences is presented in Fig.6.7(c),

clearly showing the collapse of the polariton peaks into one weakly coupled cavity mode

after a threshold of 25 µJcm−2. The LPB and UPB energies extracted from the coupled

oscillator model and the related normalised Rabi splitting (Ω/Ω0) are shown in Fig.6.7(d,e)

as a function of the total polariton density. The normalised Rabi splitting value drops to

0.6, before the collapse of strong coupling regime. As the polariton density is increased, the

LPB and UPB approach each other almost symmetrically, converging to the exciton energy.

Remarkably, we thus observe a complete density-induced transition of the TMD cavity from

strong to weak coupling regime.

In this experiment, the cavity mode at all angles lies at higher energies compared to XA,

which therefore is not coupled to the cavity, being analogous to the case of NB excitation

for hIX in Fig.5.5(b). Hence, the extracted Rabi splittings are fitted with a theoretically

predicted trend of Ω as a function of polariton density, Rabi splitting at low density Ω0, Bohr

radius α and the nonlinear coefficients taking into account the optical saturation and the

exciton spectral broadening calculated for the NB illumination regime B.3. For the fit, Ω0

and α are left as free parameters giving values of Ω0 = 20 meV and α = 2.28 nm, in good
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Fig. 6.6 Polariton Zeeman Splitting Tunable cavity RC scans near XA (a,b) and hIX (c,d)
energies under 8 T magnetic field, with a circularly polarised detection. Orange and black
colours represent σ+ and σ− detection respectively. a,c Dots represent the extracted peak
energies of individual spectra. The solid orange and black curves are the solutions to the
fitted coupled oscillator Hamiltonians and the golden solid line is the extracted cavity mode
energy. The extracted exciton energies are shown in as the dashed horizontal lines of the
corresponding colour. b,d Cascade plot of the spectra near resonance in the two polarisations
for each exciton-polariton energy. a,bThe deviation of the σ+ LPB datapoints from the
coupled oscillator model solution (solid line) is due to the presence of the fully polarised
trion at ≈ 1.91 eV. This can be seen as a broadening due to weak coupling of the lower energy
peak of the orange (σ+) spectra in b), where a cascade plot of the spectra near resonance in
the two polarizations is shown.
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Fig. 6.7 Dipolariton nonlinear behaviour. a, b Reflectance contrast maps of the BL MoS2
monolithic cavity dispersion as a function of the incidence angle measured at different
incidence fluence. At a low fluence (0.6 µJcm−2)(a) a clear anticrossing is observed at
about 6.5°, which can be fitted with a two coupled oscillator model as shown in the figure:
the dashed orange lines refers to UPB and LPB, the cavity mode dispersion is depicted by
the white dashed line, while the hIX mode is in dark yellow. The vertical blue dashed line
shows the anticrossing angle. In (b) the fluence is increased to 58.5 µJcm−2, causing a
complete collapse of the strong coupling regime, with the disappearance of the anticrossing
in favour of a weakly coupled cavity mode. c, Cascade plot of the cavity spectra taken at
the cavity-exciton resonance angle with increasing excitation fluence, clearly displaying the
collapse of strong coupling regime. d, UPB and LPB peak energies at the anticrossing and e,
Rabi splittings normalised by the Rabi splitting measured at the lowest power(Ω/Ω0). The
above extracted from the coupled oscillator model fit are shown as a function of fluence
(top horisontal axis) and total polariton density(bottom horisontal axis). The experimentally
deduced values for (Ω/Ω0) are fitted with our theoretical model (black solid line in (e)).

108



6.5 Conclusion

agreement with the expected values, hence confirming the validity of our results. A nonlinear

polariton coefficient β = 0.86 µeVµm2is extracted by differentiating the fitted function with

respect to the polariton density. Comparing our results to XA intralayer exciton polaritons for

encapsulated monolayers in similar cavities [148], we observe that the nonlinearity factor in

dipolar interlayer polaritons is about an order of magnitude larger. This is in good agreement

with the theoretically predicted intrinsic nonlinearity of hybridized interlayer polaritons, and

with the experimental comparison of hIX and monolayer XA outside the cavity. We predict

that by tuning the cavity mode at lower energies in order to couple both hIX and XA, the

nonlinear polariton coefficient will be enhanced owing to the inter-exciton saturation of the

hole crowding effect, discussed in in their common VB. The foreseen nonlinearity factor

can be thus increased further by almost an order of magnitude, reaching values significantly

higher than TMD monolayers in strong coupling regime.

6.5 Conclusion

In summary, we report the non-linear exciton-polariton behaviour in MoS2 homobilayers.

The later is unique material platform that provides high oscillator strengths in dipolar excitons,

with many degrees of freedom, over a uniform large area. To achieve access to the strong

light-matter coupling regime, we embed the active layer in hybrid Ag/DBR microcavities.

This leads to the first experimental demonstration of dipolar polaritons in TMD homobilayers.

Their chirality is further investigated with the application of an out-of-plane magnetic field,

leading to a Zeeman slitting of an opposite direction to intralayer polaritons. By increasing

the polariton density, we observe the non-linear behaviour as a quenching of the polariton

Rabi-splitting. Analysing the rate of nonlinear changes we extract a nonlinearity factor which

is an order of magnitude larger than TMD monolayer polaritons. This is in agreement with

the theoretical microscopic model and experimental evidence, previously developed in a

collaborative study on the hIX exitons. In fact, this system offers a unique possibility to

exploit delocalised holes shared between different intra- and interlayer exciton species in

the same sub-band.We expect that in microcavities where the cavity mode is coupled to both
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hIX and XA in MoS2 bilayers, and the excitation similar to the broad-band regime can thus

be realized, the nonlinear polariton coefficient will be dramatically enhanced owing to the

hole crowding effect, allowing highly nonlinear polariton system to be realized. We also

note the possibility to further increase the nonlinearity with the use of gated bilayers in such

cavities. These would allow to independently apply change doping levels while controlling

the intra-interlayer component, with the potential for further study and enhance the non-

linear mechanisms. We thus predict that MoS2 bilayers could be an attractive platform for

realization of quantum-correlated polaritons with applications in polariton logic networks

[178] and polariton blockade [179, 180].
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CHAPTER 7

CONCLUSION

7.1 Summary of findings

To summarise, in Chapter 4 we use alloying of TMD to study the tunability of IX in

MoxW1−xSe2/MoSe2 structures. We observe a fine tuning of IX with concentration by more

than 50 meV before we approach the energy of homobilayer indirect excitons. It is also

apparent from the IX spectral feutures of PL linewidth and intensity that they undergo a

substantial change in nature from spacially indirect to momentum indirect. Thisis confirmed

by a similar clear trend we observe MoxW1−xSe2/WSe2 structures in a collaborative work

for this study which was also supported by lifetime measurements. Power dependencies on

both sets of structures show the enhanced exciton-exciton interaction of IX, compared to

intralayer excitons, which is also seen to be affected as we approach concentrations where

the momentum indirect transition is dominant. Due to the small band offsets achieved by the

MoxW1−xSe2/MoSe2, we are able to resolve further changes in IX in medium Molybdenum

concentrations, even before reaching the homobilayer configuration. Namely, signatures of

hybridised interlayer excitons were observed in RC. Using theory from collaborators in the

univerity of manchester, we confirm that the multiple absoption dips apparent in our spectra

are induced by the moire periodicity mini band folding. We conlcude that alloying is a good

method to increase further the variety of 2D semiconductor that can be stacked together,

opening noumerous combinations that can be studied to fine-tune IX nature. However,
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more work is needed is scrutinising the exact origin of IX transitions observed, due to their

multifaceted depenance on several physical and fabrication-induced parameters.

Instead, Chapter 5 proposes homobilayers as a system that possesses interlayer excitons

of equally interesting physics, but more straightforward origin and fabrication processes. We

encapsulate as-exfoliated 2H MoS2 homobilayers in hBN to observe hybridised interlayer

excitons (hIX). The combination of atomic orbital symmetry and the fact that the valence

band splitting is the smallest in MoS2 out of the TMDs allows for very efficient delocalisation

of holes over both layers, forming an exciton which has both inter and intra-layer components.

We measure hIX to have 23 % of the oscillator strength of A series intralayer excitons, which

is an unusually large oscillator strength for interlayer excitons. By applying an out of plane

magnetic field toe break the spin degeneracy, we observe the opposite Zeeman splitting of

hIX compared to intralayer excitons, confirming their interlayer nature. Next, we increase

the fluence to observe the denisty dependent behaviour and non-linear interactions of MoS2

bilayer excitons. We find that both hIX and A series intralayer excitons are more non-linear

that intralayer excitons in monolayer, with hIX saturating at 8 times lower densities. From

the absorption transitions in this system and the energy separation of hIX to intralayer

excitons, our collaborators from the University of Exeter can deduce the dipole moment

of this excitons to be accounted into the non-linear interaction mechanisms in play in this

system. We attribute the increased interactions to increased coulomb interactions, arising

from the larger size of dipolar excitons and the fact that both excitonic species are larger

in size than monolayer excitons due to the increased dielectric screening induced by the

presence of another layer. Our most striking finding is the significant enhancement of in

non-linearity of hIX by an extra order of magnitude and the switching of its density dependent

energy shift, upon simultaneous excitation with intralayer excitons. In collaboration with

theoretical physicists we analyse microscopically this system. We interpret this non-linearity

as a result of the interdependency of excitons caused by the holes of the two excitonic species

residing in the same valence subband. Specifically, we find this interdependency to result

in a phase space filling effect which causes both enhanced optical saturation and attractive

interspecies scattering. To our best of knowledge this is a mechanism unique to 2D bilayers
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which we term as hole crowding. The combination of mechanisms described above result in

the observation of hIX to interact up to a total of two orders of magnitude more strongly than

monolayer excitons.

In Chapter 6 we use the high oscillator strength dipolar hIX studied in the previous

chapter, to realise dipolar exciton polaritons. We simulate designs of planar microcavities

and find that a hybrid Ag/DBR mirror cavity will work best in our case, due to a combination

of increased visibility of the polariton branches and localisation of the electric field. Using

tunable open microcavity systems at low temperatures, we tune through the hIX energy

and observe distinct hybridised polariton branches, signifying we are well into the strong

coupling regime. We, also, observe that the Zeeman splitting is transferred in the strong

coupling regime. We later increased the fluence in similar monolithic cavities and observe

a fast quenching of the Rabi splitting. Analysing this quenching as a function of polariton

density we observe hIX dipolaritons to have an order of magnitude larger non-linear factor

than monolayer polaritons.

7.2 Outlook

In this section we discuss promising advances on fabrication and scalability. In addition, we

state possible directions for future studies, based on the findings presented in this thesis.

7.2.1 Fabrication and Scalability

While the properties of TMDs have proved them to be a system of great potential and the

ability of vdW stacking opens virtually countless avenues, the quality and scalability of

their fabrication is what hinders their large scale implementation in everyday life. While

exfoliated samples are still believed to give the best optical spectra, there have been some

noticeable advances in literature, that may allow for large scale devices, automation and clean

interfaces. Namely, studies have demonstrated the exfoliation of centimeter sized monolayers

via gold assisted exfoliation immediately after the growth of gold in a variety of 2d materials

[181, 182]. Meanwhile, an impressive study on the automation of heterostructure fabrication
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has been reported [183]. In this study a fully automated inert environment glovebox system

allows for the identification of up to 400 graphene monolayers per hour, doing four stacks per

hour and with the capability to stack up to 29 layers. In addition, other studies have managed

to fabricate high quality centimetre sized heterostructures of atomically sharp interfaces, by

stacking CVD grown samples in vacuum. While still these are not close to conventional

systems wafer-scale sizes, the combination of this advances allows to talk about the future of

2D materials.

7.2.2 Future studies

Lattice reconstruction Optical Signatures

a b

Fig. 7.1 Schematic illustration of lattice reconstruction effect a Antiparallel and parallel b
configuration of WSe2 bilayers. Bottom panels show the atomic overlap at the different
stacking energy regions. [86]

In chapter 4 we have seen moire hybridised interlayer exciton signatures in the RC

spectrum. These spectra are believed to be largely influenced by lattice reconstruction ef-
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fects deviating from the ideal moire periodicity. Lattice reconstruction effects have been

investigated theoretically and observed using SPF and conductive AFM imaging techniques.

However, to the best of our knowledge their exact influence on the optical signatures of

IX have not been studied. Heterobilayers with one layer for pure TMD stack in parallel

alignement with an alloyed TMD would allow for finely tuning the lattice mismatch between

each layer, and therefore the severity of lattice reconstruction effects. We propose that our

set of MoxW1−xSe2/MoSe2 structures as a good platform to study the influence of lattice

reconstruction on the optical spectra of TMD heterostructures. This may be investigated with

both µPL but also s-SNOM PL to compare and contrast localised over collective effects.

Gate tunable MoS2 bilayers

The non-linearity of hIX in homobilayers of MoS2 may be further explored, tuned and even

enhanced further through the use of gated structures. Below we present a list of anticipated

studies and results with the application of electrical field in this system:

• With the use of a vertical electrical field, one should be able to fine tune the interlayer

vs intralayer component. We expect the coulomb interactions arising from the out-of

plane dipole moment to increase significantly, since that would align the dipoles in

the same vertical direction. Hence, the nonlinearity can be potentially increased and

balanced according to the application or up to the point that the oscillator strength is

still enough to couple to a cavity.

• With fabrication capabilities of clean interfaces and multilayer stacking, one can make

a gated device with the two layers having antiparallel orientation and also introduce

one or few layers of hBN as a spacer between the layers. The spacer layer should

not exceed few layers since that woud hinder strongly the hole delocalisation. Upon

application of a vertical field, interlayer coupling will be activated to form new hIX of

much larger size and vertical dipole moment, enabling for strongly interacting species

in direct analogy to InGaAs double quantum wells [166].
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• A vertical electric field would create dipoles facing in one direction. These would

allow to couple the layer pseudospin to the valley pseudospin securing the one-one

correspondence of valley and selection rules. Combining the large nonlinearity of

dipolar polaritons with the valley addressable of TMD polaritons can be of great

scientific and technological interest.

• In addition, with the contacted gates one may study the doping effects in this system.

It was, recently, found that high doping of trions can increase their nonlinearity [159].

An interesting future direction would be to investigate the effects of positive doping

on the hole-crowding effect and the dependence of the resulting non-linearity on the

valence band Fermi level.

Hole crowding in the strong coupling regime

Fig. 7.2 Cavity coupling to both hIX and XA. The blue solid line is the cavity mode and the
orange dashed lines are the XA and hIX energies. The white dashed lines are the coupled
oscillator model fitted polariton branches
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In Chapter 6, we study the interlayer exciton polariton non-linearity in a cavity that

couples to only the hIX. That may be considered as being analogous to the NB illumination

scheme of excitons in Chapter 5. Very recently, a cavity that couples to both XA and hIX was

fabricated, shown in Fig 7.2. A future direction would be to study the hole crowding effect

in the strong coupling regime in such cavities, analogous to the broadband scheme. Since

the excitons would couple to the same cavity mode, one can expect intracavity polariton

correlations mediated through hole crowding effect in the exciton reservoirs. Scrutinising this

effect in different illumination regimes (NB vs BB) can help us learn more about intracavity

and hole crowding mechanisms. In addition, detuning dependent studies can add another

degree of freedom to enhance the tunability of the hole crowding mechanism and control on

the interdependence of hIX to XA polaritons through their relative hopefield coefficients.
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APPENDIX A

ALLOY EXCITONS AND IX IN MOxW1−xSE2/WSE2

The data in this section are believed to support the findings of Chapter 4. My contribution

to the data shown here is partial with other PhD students and postdocs being the main

contributors.
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Alloy excitons and IX in MoxW1−xSe2/WSe2

A.1 MoxW1−xSe2 monolayers and bilayers

Fig. A.1 A and B excitons in MoxW(1−x)Se2 monolayers. Reflectance contrast (RC) spectra
measured at low temperature of isolated MoxW(1-x)Se2 alloys monolayers with different Mo
concentrations (x). The trends of A and B excitons as a function of x are clearly displayed.
In some samples a small feature ascribed to the trion A- is also visible
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A.1 MoxW1−xSe2 monolayers and bilayers

Fig. A.2 Excitons transitions in MoxW(1−x)Se2 alloy bilayers.a, PL spectra measured at
low temperature of isolated MoxW(1-x)Se2 alloys bilayers with different Mo concentrations
(x). The indirect transition (I) appears to be prominent compared to the direct one (A) in
all the samples, as expected from generic TMD bilayers. b, RC spectra measured at low
temperature of isolated MoxW(1-x)Se2 alloys bilayers with different Mo concentrations (x).
A and B exciton energies as a function of x are displayed.
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Alloy excitons and IX in MoxW1−xSe2/WSe2

A.2 IX in MoxW1−xSe2/WSe2 heterobilayers

A.2.1 IX energy tuning with concentration

Fig. A.3 Intra- and inter-layer excitons emission in alloys monolayers and heterostruc-
tures. a, Normalized PL spectra measured at 10K of isolated MoxW(1-x)Se2 alloys mono-
layers with different Mo concentrations (x), showing the neutral exciton (X0) and the trion
(X*) peaks. X0 peak position follows a parabolic trend, as shown in c. b, Normalized PL
spectra of the MoxW(1-x)Se2/WSe2 HBLs measured at 10K for different alloys compositions
x. The label IX1 (IX2) refers to interlayer (indirect) excitons. c, Peak position of the highest
energy IX peak in the alloy/WSe2 (blue squares) HBLs as a function of Mo composition x in
the alloy layer, together with the neutral exciton peak position of the alloy monolayers (sky
blue diamonds) and bilayers (red triangles). The error bars depict the spreading in energy of
multiple indirect transitions peaks. Sky blue and orange solid lines are parabolic fits of the
DX peak energy in isolated alloy monolayers and bilayer respectively. The dashed red (blue)
horizontal line refers to the IX energy in MoSe2/WSe2 HBLs (WSe2 homobilayers).
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A.2 IX in MoxW1−xSe2/WSe2 heterobilayers

A.2.2 IX lifetimes with concentration
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Fig. A.4 Interlayer excitons temporal dynamics and emission a, Transient PL traces of IX
in different MoxW(1-x)Se2/WSe2 HBLs measured at 10K. The Mo composition x in the alloy
layer is indicated in the legend. b, (top)IX decay times as a function of the Mo composition
in the alloys/WSe2 HSs extracted from the PL temporal traces. The dashed line indicates
the temporal resolution limit given by the instrument response function of the experimental
setup (IRF).(bottom) The average PL intensity at each concentration. The sharp intensity
decrease approaching the homobilayer suggests moving to a momentum indirect transition.

A.2.3 Conduction and valence bands offsets predictions

We can predict the energy band offsets in each alloy monolayer simply knowing the ex-

perimental direct exciton energies of WSe2 and MoSe2 (DXMoSe2 and DXWSe2), the one in

MoxW(1−x)Se2 at different Mo compositions (DXalloy) and the interlayer exciton energy in

the WSe2/MoSe22 HS (IXMoSe2/WSe2), then performing a linear interpolation. The contribu-

tion of the excitons binding energies has not been taken into account for this estimation. In

the case of WSe2/MoxW(1−x)Se2 HSs, the band offsets have been calculated relatively to
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Alloy excitons and IX in MoxW1−xSe2/WSe2

the CB energy of WSe2 (at 0 energy in Figure A.5). For this reason the WSe2 VB energy is

equal to its DX energy, which can be extracted from the experiments . Hence, the conduction

and valence bands offsets of MoSe2 (∆CBMoSe2 and ∆VBMoSe2 in Fig. A.5) are calculated

according to:

∆CBMoSe2 = DXWSe2 − IXMoSe2/WSe2

∆V BMoSe2 = ∆CBMoSe2 +DXMoSe2 −DXWSe2

The VB offset for each MoxW(1−x)Se2 alloy (∆VBalloy in Fig. A.5) can be interpolated

assuming a linear variation of the valence band energy with the Mo content. As previously

reported, the metal orbitals involved in the valence band edge composition for both WSe2

and MoSe2 are the same (dxy and dx2−y2), leading to a uniform shift of the VB energy varying

the alloy composition. In contrast, the metal orbitals which contribute to the conduction

band edges of the two materials are different, resulting in a non-linear energy shift.[142] The

quadratic dependence of the experimental alloys exciton energies and the related bowing

parameter are a direct consequence of this effect. From the interpolated VBalloy offsets,

∆CBalloy are then calculated for each different composition, applying the following formula:

∆CBalloy = DXWSe2 +∆V Balloy −DXalloy

Regarding the MoSe2/MoxW(1−x)Se2 HSs, the band offsets are easily calculated as a dif-

ference between the previously found values for MoSe2 and alloys: ∆CBalloy/MoSe2 =

∆CBMoSe2 −∆CBalloy/WSe2 and ∆V Balloy/MoSe2 = ∆V BMoSe2 −∆V Balloy/WSe2.
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A.2 IX in MoxW1−xSe2/WSe2 heterobilayers

Fig. A.5 Band offsets schematic diagram for WSe2, MoSe2 and MoxW(1−x)Se2 monolay-
ers.
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APPENDIX B

MOS2 BILAYER: DENSITY CALCULATIONS AND THEORETI-

CAL MODELS

B.1 Exciton and Polariton density estimation

Exciton and polariton densities were calculated using an experimental approach consid-

ering a convolution of the laser profile and the Reflectance Contrast spectra, as in [148].

Reflectance contrast, Ares, represents with good approximation the absorption of the each

excitonic/polaritonic resonance [148]. Power absorbed by each exciton/polariton, Pres, can

be calculated as

Pres =
P
∫

L(E)Ares(E)dE
Ilaser

, (B.1)

where P is the experimentally measured power,
∫

L(E)Ares(E)dE is the convolution of the

laser spectrum profile, L(E), and the Reflectance Contrast spectrum in the range of energies of

the resonant transition peak and Ilaser =
∫

L(E)dE is the laser spectrum integrated intensity.

The expression (B.1) can then be used to calculate the particle density, nres, considering

the laser repetition rate, Rlaser, laser spot size, Slaser, and the excitation central energy, Eres.

Explicitly, an estimate for the density reads

nres =
Pres

RlaserEresSlaser
. (B.2)
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MoS2 bilayer: Density calculations and theoretical models

We note that for the polariton density estimations, since Ares is dependent on the angle, Pres

was calculated integrating all the spectral quantities in both the energy and angular range of

LPB and UPB. As such, the densities calculated with this procedure are the total polariton

densities, which consider both LPB and UPB.

For the values of polariton/exciton densities the error, εn =

√(
εPres
Pres

)2
+
(

εEres
Eres

)2
, is

propagated with respect to standard error analysis rules [184]
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B.2 Theoretical estimate of exciton properties — energy and hybridisation

The rest of this Appendix is a detailed theoretical microscopic model to support the

experimental findings in Chapter 5,6 and is the work of collaborators Salvatore Chiavazzo

and Dr Oleksandr Kyriienko from the Univeristy of Exeter

B.2 Theoretical estimate of exciton properties — energy

and hybridisation

In this section, we describe details of theoretical description of MoS2 homobilayers. Proper-

ties of excitons in a bilayer system have been discussed in the main text, and we support them

by modelling. The optical response of the system is characterised by the response of three

different species of quasi-particles, namely XA, hIX and hXB. Here we provide an intuitive

picture of the homobilayer physics and estimate the system parameters. In particular, we

estimate exciton Bohr radii and a hole tunnelling rate as relevant parameters when studying

nonlinear properties.

Molibden

Sulfur

d

Fig. B.1 Side view of 2H-stacked MoS2 bilayer. Blue spheres are Mo (molybdenum) atoms
and green are S (sulphide) atoms. We picture a hole wave function in each layer, constructing
a hybrid state through tunneling process (hole delocalisation). This allows for hybrid hXB
and hIX excitons. We define the distance between the layer as the distance between particle
centres of charge. In absence of external fields, the centre of charge is located in between the
S planes [185].

We consider a MoS2 homobilayer system with 2H stacking (see Fig. B.1). This is

comprised of two parallel layers of MoS2, with centres located at a distance d from each

other (charge separation distance). The physics of bilayers is defined by properties of
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MoS2 bilayer: Density calculations and theoretical models

electrons and holes that interact through the Keldysh-Rytova potential [186, 25, 20], being

different for in-plane and out-of-plane interaction [187]. Within the k · p framework, electrons

and holes are treated as particles with effective mass provided by a band dispersion. In MoS2

the typical values for effective masses are 0.46 me for conduction bands and 0.56 me for the

valence bands (with me being the electron mass) [89, 18]. The attractive Kledysh-Rytova

potential has a different form depending on the relative position between particles. We call

V intra
KR the attractive potential of particles being in the same layer, and V inter

KR the attractive

potential of particles being in separate layers. In momentum space the different potentials

read as

V intra
KR (q) =− e2

4πεε0

1+(r0q/ε)(1− exp(−2qd))
(1+ r0q/ε)2 − (r0q/ε)2 exp(−2qd)

, (B.3a)

V inter
KR (q) =− e2

4πεε0

exp(−qd)
(1+ r0q/ε)2 − (r0q/ε)2 exp(−2qd)

, (B.3b)

where e is the electron charge, ε0 is the vacuum permittivity, ε in an average environment

permittivity, r0 is a screening length (defined as for monolayers), and q is an exchanged

particle momentum [187]. We compute a binding energy of an exciton bound state by

assuming the Keldysh-Rytova attractive potential and free particle dispersion defined by

the effective masses. To provide a simple understanding of the system, we approach the

problem using an ansatz wavefunction φ(ρ) =
√

2/πα2 exp(−ρ/α), with ρ being the in-

plane projection of electron-hole distance and α the exciton Bohr radius. This describes well

an internal structure of an exciton, and gives the information about its shape, collected in the

Bohr radius. In Fourier space, the function φ(q) reads

φ(q) =

√
2
π

α

(1+q2α2)3/2 . (B.4)

With the given wave function [Eq. (B.4)], and the given potentials [Eq. (B.3)], we can find the

binding energy and the Bohr radius of the excitons by minimizing the energy of the system.

This procedure is performed in the range of possible interlayer separation d. Fig. B.2(a)

shows the energy change with the separation. The blue curve corresponds to the hIX mode,

146



B.2 Theoretical estimate of exciton properties — energy and hybridisation

while orange and red curves correspond to XA and hXB, respectively. We considered a

band-gap of 2.12 eV, and spin-orbit splitting of 13 meV for conduction band and 150 meV

for valence band, as suggested by the ab initial calculations [18].

Fig. B.2 Evolution of particle properties with interlayer distance. a) Energy of quasiparti-
cle modes with distance. The blue line is the hIX mode, and the orange and red respectively
are XA and hXB. The redshift of direct modes with the increase of interlayer distance is due
to reduced screening effects, as characteristic of Keldysh-Rytova potential in Eq. (B.3). On
the contrary, the hIX mode sees a blueshift that is due to the lower attraction of particles
located in separate layers. The purple dashed line is the distance to match with the experi-
mental data. b) Dependence of Bohr radius with interlayer distance. Here we only report
one direct exciton as both A and B excitons have the same behavior. The orange one is the
evolution for direct excitons, and the blue line is for indirect excitons. Both plots (a) and (b)
show similiar increase (or increase) with distance as the screening mechanism affects the
considered parameters the same way. This analysis reveals the hIX Bohr radius to be roughly
twice as much as the X one.

Here we estimate the interlayer distance d thanks to experimental knowledge of energy

distance between exciton energy modes. Note the peak of XA mode is not shifted by

any tunneling, while XB and IX are coupled through tunneling constant J [84]. That is,

the theoretical energy distance ∆0 between the two modes has to be fixed to match the

experimental result ∆ = 109 meV. With considering two coupled harmonic oscillators, we

find the corrected energy shift to be

∆ =
√

∆2
0 +4J2. (B.5)

By matching with the experimental data for the energy distance between modes, we extract

d = 5.5 Å and estimate the effective tunneling rate to be J = 45 meV. As a consequence, 21%
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of XB oscillator strength is transferred to IX mode, in agreement with previous observations

[89]. Finally, Fig. B.2(b) shows the evolution of particle Bohr radii with the interlayer

distance. We respectively call the Bohr radius of direct and indirect exciton αD and αI. The

blue curve is the Bohr radius of hIX, while the orange one described the X modes. With XA

and hXB being very similar, we describe both with one orange curve. The energy separation is

provided only by the spin-orbit splitting. Typical values of αD are approximately 1 nm, with

αI being approximately 2 nm. Note the opposite behavior of αD and αI with distance. hIX

Bohr radius grows with distance due to the reduced attraction between particles in separate

layers. On the contrary, by increasing the interlayer distance, we see the reduced screening

for particles in the same layer, resulting in a decrease of the Bohr radius and consequent

increase of the binding energy.

B.3 Theoretical discussion on interaction constants

In our work we observed several nonlinear effects with contributions that depend on excitation

conditions. In the BB regime, we already discussed the presence of two main species

(flavours) of particles, namely direct X and indirect hIX excitons, determining the features of

the sample’s optical response. This can be seen from the reflectance spectra in Fig. 6.4a,b. We

observe both the energy shifts (discussed above), and additional bleaching of the peaks. This

hints that the presence of conservative nonlinear processes (energy shifts) is accompanied

by dissipative nonlinear processes. Below, we discuss various contributions, including the

Coulomb-mediated scattering, optical saturation due to phase space filling, and nonlinear

change of non-radiative decay and dephasing processes.

We stress that in general all the aforementioned processes contribute to the spectral

signal we observed. The peak shape is due to the competing contribution of radiative and

non-radiative decay processes. Both radiative ΓR and non-radiative ΓNR rates depend on

the particle densities nD and nI, for direct and interlayer excitons respectively. Here we

simply refer to some generic density n, without specifying the particle flavour involved, as

similar consideration apply to both. We relate the exciton radiative decay rate and the Rabi
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B.3 Theoretical discussion on interaction constants

frequency Ω for polaritons, as they are both proportional to the particle oscillator strength

ΓR,Ω ∝ fosc [160]. More accurately, we know that ΓR ∝ fosc, and Ω(n) ∝
√

fosc. With

Ω(n) = Ω0
√

1−ξsatn, we write the relation: ΓR(n) = Γ0−gsatn, with gsat being a saturation

constant to be determined (gsat ∝ ξsat). As consequence of geometrical properties of excitons,

the saturation factor shape ξsat ≃ 4α2 [153], where α is the exciton Bohr radius.

In parallel to this process, non-radiative processes play a major role in bleaching. As

there are many decay and dephasing channels, the full treatment of possible processes if

formidable. Here, we address as the key effect the decay process due to Coulomb scattering

[64]. As a result, the Coulomb scattering induced decay is proportional to the Coulomb

scattering matrix

ΓNR ∝ ∑
q̸=0

|V dir(q)−V exch(q)|2δ (E(q)+E(−q)−2E(Q ∼ 0)), (B.6)

where E is the energy of involved particles and V dir,exch(q) are direct and exchange particle

scattering amplitudes, as discussed in Sec. S9. Note that in the main text for brevity we refer

to the combined effect of different Coulomb-based processes using the combined interaction

constant VCoul. The discussed decay properties of generic particles combine into the final

shape of spectral peak L (E), see Fig. 5.8 [188]:

L (E) =
1
π

ΓR(n)2

(E −E0)2 +[ΓR(n)+ΓNR(n)]2
, (B.7)

where E0 is the position of the peak, ΓR is the radiative decay rate and ΓNR is the non-

radiative rate. Analysing the experimental data with minimal square method, we estimate

the non-radiative decay rate to be of the order of ∼ 1 meV for direct excitons and ∼ 10

meV for indirect excitons. The ratio between the two agrees well with the estimates for

the interaction constants (see the discussion below). With combining both radiative and

non-radiative bleaching, we find the experimental data are well described by the relation

Ω(n) =
√

Ω2
0(1−ξsatα2 n)2 −Γ2

NR(1+ξNRα2 n)2, (B.8)
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where the discussed experimental observation are well described by ξNR ∼ 10, and ξsat ∼ 7

describes the nonlinear saturation of the Rabi splitting. The origin of the saturation term

comes from the interlayer exciton phase space filling, and is reminiscent to phase space

filling effects discussed in Ref. [153].

Finally, let us consider the exciton-exciton Coulomb scattering. We provide here the

estimates for interaction constants, with considering our gained knowledge of the effective

interlayer distance d and particles Bohr radii αD,I. We build the interaction by following

the procedure in Refs. [150, 189]. As a signature of particle indistinguishability, we have to

consider both direct scattering V dir(q) and exchange scattering V exch(q) amplitudes, with

q being the exchanged momentum. We omitted particle momenta as we consider total

momentum to be zero. Explicitly, the two contributions read

V dir(q) =
∫

d2re d2rh d2re′ d
2re′φ

∗(re,rh)φ
∗(re′,rh′)

Φ
tot(re,rh,re′,rh′)φ(re,rh)φ(re′,rh′),

(B.9)

and

V exch(q) =
∫

d2re d2rh d2re′ d
2re′φ

∗(re,rh)φ
∗(re′,rh′)

Φ
tot(re,rh,re′ ,rh′)φ(re′,rh)φ(re,rh′),

(B.10)

where we define Φtot(re,rh,re′,rh′) as the sum of mutual particle interaction. For the scatter-

ing elements above, we shall consider two separate cases for direct and indirect excitons, as

both wavefunctions and Coulomb terms differ.
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B.3 Theoretical discussion on interaction constants

Fig. B.3 Scattering amplitudes for exciton-exciton Coulomb interaction. (a,b) We show
the change of scattering amplitudes with the interlayer distance. In (a), note the behavior
of exchange scattering amplitude for indirect excitons, becoming negative past a threshold
distance. Direct scattering amplitude grows linearly with distance. (b) We plot characteristic
scattering amplitudes for direct excitons, where the direct process is zero at the negligible
exchanged momentum (orange line), and the blue line corresponds to the exchange processes.

With direct excitons, we have V dir
X−X(q = 0) = 0, and

V exch
X−X(q = 0) =

(
2
π

)2 e2

4πεε0
αD

∫
dxdydθ

2πxy
δ (x,y,θ)

1

(1+ r0δ (x,y,θ)/αD)2 − (δ (x,y,θ)r0/αD)2e−2δ (x,y,θ) d
αD

·(
1+

r0

αD

(
1− e−2δ (x,y,θ) d

αD

))
·
(

(−1)
(1+ x2)3

1
(1+ y2)3

+
1

(1+ x2)3
e−δ (x,y,θ) d

αD

(1+ y2)3/2(1+ x2)3/2

)
,

(B.11)

where δ (x,y,θ) =
√

x2 + y2 −2xycosθ . With indirect excitons, the direct scattering ampli-

tude recovers the capacitor formula V dir
I−I(q = 0) = e2/(εε0A)d, where A is the sample area.
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Finally, the indirect exciton exchange potential has to be evaluated as

V exch
I−I (q = 0) =

(
2
π

)2 e2

4πεε0
αD

∫
dxdydθ

2πxy
δ (x,y,θ)

1

(1+ r0δ (x,y,θ)/αI)2 − (δ (x,y,θ)r0/αI)2e−2δ (x,y,θ) d
αI

·[
(−1)

(1+ x2)3
1

(1+ y2)3

(
1+

r0

αI

(
1− e−2δ (x,y,θ) d

αI

))
+

1
(1+ x2)3

e−δ (x,y,θ) d
αI

(1+ y2)3/2(1+ x2)3/2

]
.

(B.12)

Figs. B.3(a) and (b) show the dependence of scattering amplitudes on the interlayer distance.

We note the behavior of exchange scattering amplitude for indirect excitons, becoming

negative past threshold distance (see Fig. B.3(a)). Characteristically, for intralayer (i.e.

direct) excitons we have a zero direct scattering amplitude, with non-zero contributions only

due to the particle exchange process. With the estimated parameters, we find interlayer

exciton-exciton interaction to have a scattering constant of VI−I(q = 0) ≃ 2.5 µeV µm2,

setting the scale for the Coulomb-based interactions.

B.4 Theory for energy shift

The out-of-cavity results (see Fig. 5.5, 5.6) reveal an opposite behavior of the sample

response depending on the excitation regimes, where narrow bandwidth (NB) and the broad

bandwidth (BB) regimes are considered. In the NB case, we observe a blueshift for the

hIX peak, as already reported in literature for dipolar excitons [190, 191, 150], while in the

BB regime we observe a redshifted signal. The latter is unexpected, as in the system with

dipolar excitons and predominantly positive scattering matrix elements for exchange terms,

the emergence of some effective attractive nonlinearities requires a new possible mechanism.

Below, we motivate the emergence of such a mechanism unique to the bilayer system.

First, let us analyse the energy of system as the expectation value of the full Hamiltonian

Ĥ . We consider electrons and holes distributed over bilayer as shown in Fig.5.3a. We call
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NI(D) the number of indirect (direct) excitons in the sample, and nI(D) the particle density.

The spin indices are omitted for brevity. The Hamiltonian of the system can be written as

Ĥ = ĤT +Ĥsm +Ĥdf, (B.13)

where ĤT is the kinetic term, Ĥsm and Ĥdf are the Coulomb interactions. With Ĥsm we

refer to interacting particles belonging to a same band, and Ĥdf corresponds to different

dispersion bands. Explicitly, the kinetic energy reads

ĤT = ∑
k

[
ε

t
c(k)â

†
kâk + ε

t
v(k)b

†
kbk + ε

b
c (k)c

†
kck

]
, (B.14)

where â†
k and b̂†

k are creation operators for conduction and valence bands of the top layer,

respectively. ĉ†
k is an electron annihilation operator for the conduction band of the bottom

layer. Each operator is labelled with a crystal momentum k. ε
t(b)
c(v)(k) are dispersions for

conduction (valence) bands in the top (bottom) layer. The interactions are mediated through

the Keldysh-Rytova potential. The corresponding interaction Hamiltonian reads

Ĥsm =
1
2 ∑

k,k′,q

[
V intra

KR (q)(a†
k−qâ†

k′+qâk′ âk + b̂†
k−qb̂†

k′+qb̂k′ b̂k + c†
k−qĉ†

k′+qĉk′ ĉk)
]
, (B.15)

Ĥdf = ∑
k,k′,q

[
V inter

KR (q)(â†
k−qĉ†

k′+qĉk′ âk + b̂†
k−qĉ†

k′+qĉk′ b̂k)+V intra
KR â†

k−qb̂†
k′+qb̂k′ âk

]
. (B.16)

We define the exciton creation operators in the form

D̂†
µ(Q) =∑

k
φ

µ

D (k)â
†
k+γeQb̂k−γhQ, (B.17)

Î†
ν(P) =∑

k
φ

ν
I (k)â

†
k+γePĉk−γhP, (B.18)

with D̂†
µ(Q) [Î†

ν(P)] and φ
µ

D (k) [φ ν
I (k)] being the direct [indirect] exciton creation operator

and wave function, respectfully. Q,P are crystal momenta, and µ,ν are state indices. When

we omit the µ and ν indices, and the total momentum, we refer the ground state at crystal

momentum Q = 0. To take into account for particle non-bosonicity and consequent nonlinear
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behaviour, we consider the expectation value of a system over a multi-particle state created

by exciting the vacuum state |Ω0⟩. It includes ND direct excitons and NI indirect excitons.

The expectation ⟨Ω0|D̂ND ÎNIĤ D̂†ND Î†NI|Ω0⟩ then denotes the total energy of the many-body

system. By following a procedure for accounting non-bosonic correction at increasing

order [152], we first commute the Hamiltonian with the product of exciton operators D̂†ND ,

leading to

[H , D̂†ND ] =NDEDD̂†ND−1 +NDD̂†ND−1V̂D

+
ND(ND −1)

2
D̂†ND−2

∑
µ,ν ,q

V µ,ν
D−D(q)D̂

†
ν(q)D̂

†
µ(−q),

(B.19)

where V µ,ν
D−D(q) is the scattering matrix element of two direct excitons exchanging a momen-

tum of q. V̂D is the scattering potential [152], which arises from the commutator [H , D̂†]

and is a signature of the phase space filling. Similarly, for indirect excitons we get

[H , Î†NI] =NIEIÎ†NI−1 +NIÎ†NI−1V̂I

+
NI(NI −1)

2
Î†NI−2

∑
µ,ν ,q

V µ,ν
I−I (q)Î

†
ν(q)Î

†
µ(−q),

(B.20)

with the notation being similar to Eq. (B.19). We note the property of the scattering potential

such that V̂D,I|Ω0⟩= 0. With the given commutators, we can rewrite the total energy as

⟨Ω0|D̂ND ÎNIĤ D̂†ND Î†NI |Ω0⟩=

= NIEI⟨Ω0|D̂ND ÎNID̂†ND Î†NI|Ω0⟩+NDED⟨Ω0|ÎNID̂NDD̂†ND Î†NI |Ω0⟩

+
NI(NI −1)

2
Î†NI−2

∑
µ,ν ,q

V µ,ν
I−I (q)⟨Ω0|D̂ND ÎNID̂†ND Î†NI−2Î†

ν(q)Î
†
µ(−q)|Ω0⟩

+
ND(ND −1)

2
D̂†ND−2

∑
µ,ν ,q

V µ,ν
D−D(q)⟨Ω0|D̂ND ÎNID̂†ND−2D̂†

ν(q)D̂
†
µ(−q)Î†NI|Ω0⟩

+NDNI ∑
µ,ν ,q

V µ,ν
D−I(q)⟨Ω0|D̂ND ÎNID̂†ND−1D̂†

µ(q)Î
†
ν(−q)Î†NI−1|Ω0⟩.

(B.21)

Eq. (B.21) describes various energy contributions (linear and nonlinear) that are present in the

system. We note that each term is proportional to the expectation value ⟨Ω0|D̂ND ÎNID̂†ND Î†NI |Ω0⟩,
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which deviates from 1 due to the non-bosonicity of composite excitons. This reveals three

possible creation potentials V̂ µ,ν
D−D,V̂

µ,ν
I−I , and V̂ µ,ν

D−I, which noticeably generate cross-flavour

interaction. The presence of creation potentials, as well as quadratic scaling of these terms in

the total energy, is the signature of nonlinear behaviour. Terms in lines 2 and 3 of Eq. (B.21)

are the energy shifts for direct and indirect excitons due to phase space filling within the same

exciton flavour. The last term in line 4 is the cross interaction of direct and indirect excitons,

allowing for extra energy shifts in modes that are not statistically independent. Namely, the

corresponding operators for intralayer and interlayer excitons do not commute as they share a

hole, but formed by different electrons in conduction bands. This leads to the negative valued

commutator, and here we identify the origin of unusual redshift, as observed in the work. We

refer to this effect as hole crowding, where hole population being shared between the two

different particles (hIX and XA). This is different from statistical deviation of same excitons,

where both carriers are exchanged, which we simply refer as interlayer exciton phase space

filling, in analogy to the monolayer case. The effect of intra-flavour terms has already been

discussed in Ref. [153], and leads to positive energy shifts. However, the cross-flavour terms

only emerge in bilayers, and to date remained unexplored. We evaluate the considered term in

q ≃ 0, as it gives the dominant contribution observed in experiments, and we consider parti-

cles being in the ground state as a main occupation at low temperatures. With this, we rewrite

the mutual energy shift ∆EI = ∑µ,ν ,qV µ,ν
D−I(q)⟨Ω0|D̂ND ÎNID̂†ND−1D̂†

µ(q)Î†
ν(−q)Î†NI−1|Ω0⟩ as

∆EI =−ξ
e2

4πεε0A
I α, (B.22)

with A being the sample area, and parameter ξ of the order of unity, ξ ∼ 1, is tuned to match

with experimental data setting an effective area. Here, α = (α−1
D +α

−1
I )−1 is the reduced

155



MoS2 bilayer: Density calculations and theoretical models

particle Bohr radius. The dimensionless exchange integral I has the form

I =
∫

d2xd2yṼ intra
KR (|x−y|) 1

(1+α2
1 x2)3/2

1
(1+α2

2 y2)3 ·

·
(

1
(1+α2

1 x2)3/2 −
1

(1+α2
2 y2)3/2

)
+Ṽ inter

KR (|x−y|) 1
(1+α2

2 y2)3/2
1

(1+α2
1 y2)3/2

1
(1+α2

2 x2)3/2 ·

·
(

1
(1+α2

1 x2)3/2 −
1

(1+α2
1 y2)3/2

)
,

(B.23)

where Ṽ inter
KR (|x− y|) is Keldysh-Rytova potential in dimensionless form, α1 and α2 are

respectfully equal to αD/α and αI/α . By estimating the exciton density as proportional

to oscillator strength, we find nI ≃ nD/4. Numerically, we estimate the shift with ε = 4,

α ≃ 6.7 Å. The resulting shift can be estimated as ∆EI =−0.24ξ µeV µm2√nDnI.
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