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Abstract

The number of internet-connected smart objects, known as the Internet of Things (IoT),

has increased significantly in recent years. The low cost of manufacturing has enabled a

proliferation of smart devices across many tasks and domains. Such devices, however, are

typically resource constrained. This has led to the emergence of Low-Power and Lossy Net-

works (LLNs) which require efficient communication protocols. The Routing Protocol for

Low-Power and Lossy Networks (RPL) has been designed for such a purpose. The RPL

is the de-facto standard routing protocol for the IoT. Nevertheless, RPL-enabled networks

are susceptible to many attacks as these devices are unattended, resource-constrained, and

connected via unreliable networks.

Deploying Intrusion Detection Systems (IDSs) in such a large and resource-constrained

environment is a challenging task. The resource-constrained nature of many devices and

nodes restricts what tasks those nodes can realistically expect to perform. There may be

a great many choices as to what detection functionality is allocated and where. There are

cost/benefit trade-offs between them and inappropriately favouring one over the another

may cause an ineffective IDS deployment. In this research, we investigate the use of a meta-

heuristic-based optimisation method, namely a Genetic Algorithm (GA), to discover optimal

IDS placements and configurations for the Low Power and Lossy Networks (LLNs). To the

best of our knowledge, this is the first attempt to optimise IDS configurations for emerging

and constrained networks while incorporating a wider set of aspects than currently considered.

Our approach seeks to optimise and balance detection performance (either detection rate or

F1 score), coverage (nodes are monitored by an appropriate number of probes), feasibility

cost (nodes host detection functionality within their capability), and deployment cost (seeking
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to reduce the number of probes deployed). We propose a framework that makes trades-offs

between these functional and non-functional constraints.

A genetic algorithm-based optimisation approach is developed to address the IDS optimi-

sation task. However, the fitness function is evaluated in part via a computationally expensive

simulation. We show how a neural network can be used as a surrogate fitness function eval-

uation, providing better results more cheaply. Experimental results show that the proposed

function approximation is more computationally efficient. Our approximation-based GA sys-

tem is 1.6 times faster than the corresponding simulation-based GA system. It also gives

better results. Furthermore, when used repeatedly to generate candidate placements and

configurations the resource costs per generation reduce drastically.

The surrogate model is valuable as it significantly reduces the evaluation time and com-

putation. However, generality is still a limitation. Therefore, we propose a transfer-learning

Deep Neural Networks (DNNs) approach, that harnesses the experience of previously trained

neural networks, to develop a general proxy model for evaluating IDS configurations of variant

newly-presented networks more accurately.
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Chapter 1

Introduction

Computer and network security is an ever-growing research area. There are many proposals

and techniques to enhance protection against malicious activities, for example, access control,

authentication, firewalls and others. However, an attacker on occasion may bypass these

mechanisms and, hence, there is a need for a second line of defence.

The first attempt to detect intrusions was in 1980 by Anderson [6]. He suggested methods

to analyse audit logs for signs of intrusion. This sort of system would become known as an

Intrusion Detection System (IDS). Heberlein et al.[7] extended the idea to scrutinise not only

historic logged data in a host-based manner but also stream data to monitor the network

traffic for any security violations.

Even though intrusion detection systems have succeeded in detecting various threats in

an efficient and effective way in traditional networks, the emergence of new paradigms such

as ubiquitous computing, embedded systems and wireless communications have introduced

further difficulties [8].

The Internet of Things (IoT), as one type of rapidly growing and adopted modern network,

includes a large number of interconnected and heterogeneous devices with limited resources in

terms of power, computation, storage and communication capabilities [9, 10]. Such networks

are known as low-power and lossy networks (LLNs). Resource efficiency is a critical issue

in some systems. Routing efficiency has emerged as a particularly important problem for

1
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IoT LLNs. The Routing Protocol for Low-power and lossy networks (RPL) is proposed as

the IETF standard IPv6 routing protocol for large-scale LLNs [11]. However, the devices

in LNNs are resource-constrained. This means these devices may not be able to support

complex defence mechanisms. RPL nodes are not tamper-resistant and are vulnerable to

several attacks1.

These limitations in capabilities have to be taken into consideration when designing an

IDS for RPL-based IoT because they may affect its detection capabilities. One of the least

studied fields in IDS is how to determine optimal configurations where not all the nodes are

sufficiently well-resourced to host sophisticated (or even any) IDS functionality [12]. In this

PhD research, we investigate the use of a specific type of optimisation approach, namely

Evolutionary Algorithms (EAs), to find effective and efficient IDS sensors2 placement and

configuration for the RPL-based IoT constrained networks. We also investigate means of

decreasing the resources needed to perform optimisation searches.

1.1 Problem statement and motivation summary

IoT is emerging as one of the most exciting architectural developments in modern-day net-

working technology [13]. The provision of intrusion detection services for RPL-based IoT is

a natural development that researchers have begun to address. Many of the state-of-the-art

IDS proposals for the RPL-based IoT tend to focus on the functional criteria such as in-

creasing the detection rate and reducing false alarms. These are (unsurprisingly) prominent

evaluation metrics for intrusion detection systems. However, in a constrained and vulnerable

network, other non-functional metrics are important too. The non-functional metrics include

the study of where these IDS sensors are placed, what are the resources available on the

hosted nodes, and how many monitoring nodes are needed to maintain resiliency.

There is a real issue as to how high-performing IoT/RPL IDS deployments may be deter-

mined. One means is via optimisation-based approaches. Optimisation methods have been

1The terms attack, adversary, intruder, and malicious node are used interchangeably throughout this thesis
2The terms IDS sensor, probe, and monitoring node are used interchangeably throughout this thesis
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widely applied in many real-world complex problem domains. They explore relevant search

spaces seeking to optimise a fitness function or minimise a cost function. Most real-world

applications involve complicated factors and parameters to determine how a system performs

[14]. The search landscape will often be non-linear and require nonlinear optimisation ap-

proaches to be applied. These often require significant computing power [15]. This is indeed

the case with application to IDSs. This is particularly so when the usefulness of a specific can-

didate IDS configuration is evaluated via a simulation. Attacks are launched on a simulation

of the system to be protected and measures are taken as to how a candidate IDS performs.

The attacks will generally follow some hypothesised distribution. A single evaluation may re-

quire the simulation of a significant number of attacks. Using a simulation environment in the

context of a nonlinear search may be computation-expensive and time-consuming. Resource

usage is important and we need to minimise the amount of effort involved in determining a

high-performing configuration.

In this PhD thesis, we aim to provide an optimisation-based framework to produce high-

performing IDS configurations for RPL-based IoT networks, and do so rapidly. To make

this practical and much more useful, we are going to address the efficiency and effectiveness

aspects.

1.2 Research hypotheses

IoT is a complex distributed network with resource-deficient electronic devices. The

environment is known to be self-configured and mostly operates unattended [16]. RPL-

based IoT networks are susceptible to both cyber (logical) and physical attacks. Finding

optimal IDS configurations, in terms of both the functional (e.g., detection rate) and non-

functional (e.g., deployment cost) criteria, for such a constrained and vulnerable network

is an important and difficult task. We investigate whether evolutionary optimisation can

automatically determine high-performing IDS configurations. Evolutionary approaches have

proven to be an effective tool for deriving intrusion detection components [17]. However,

there is no comprehensive application in the configuration of IDS for the RPL-based IoT
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ecosystem. The first hypothesis of this thesis is as follows:

Hypothesis 1: Evolutionary algorithms can discover resource-efficient and detection-capable

security configurations for intrusion detection systems that are suitable for RPL-based

Internet of Things networks.

Even though Evolutionary Algorithms (EAs) can provide us with optimal (or near-

optimal) IDS configurations and be able to reconfigure them as needed, it is time-consuming

and computation-expensive. EAs often require thousands of function evaluations to locate a

near-optimal solution3[18]. We propose that the computation complexity of function evalu-

ation can be radically reduced by seeking to employ function approximation. One technique

is by using Artificial Neural Networks (ANNs) to learn the underlying function via mapping

inputs to outputs using historical or available observations from the domain. The ANNs

can approximate a complex or unknown function with high-fidelity [19, 20]. Accordingly,

we propose a Feedforward Neural Network (FNN) technique for IDS configuration function

approximation. The second hypothesis is as follows:

Hypothesis 2: Machine learning approaches can allow us to perform function approxima-

tion for the framework’s fitness evaluation function and so greatly reduce the time and

computation taken to produce near-optimal security configurations using such a frame-

work.

Accelerating the optimisation evaluation of the IDS configurations for a network is advan-

tageous and important. However, when dynamically changing environments (or in general,

newly presented networks) require optimising, the costly optimisation process needs to be

started from scratch again. It is, therefore, beneficial to build an approximation model (a

fast proxy) that can make accurate fitness evaluations not only for one specific network but

also for new networks. As such, there is a need for a generalised function approximation

technique. The third hypothesis is given next:

3The terms chromosomes, individuals, solutions and candidate solutions are used interchangeably through-
out this thesis
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Hypothesis 3: A transfer learning based deep neural networks approach can provide a

highly efficient fitness approximation with acceptable fidelity for newly-presented RPL-

based Internet of Things networks.

Thus, we seek to develop an approach whose fitness approximation is not tied to a specific

network, i.e. it is more generally applicable.

1.3 Contributions

This thesis has the following contributions:

• An IDS optimisation framework for RPL-based constrained networks. This finds opti-

mal placements and configurations of the IDS sensors. It incorporates a much wider

set of constraints than other IoT IDS researchers consider. The studied objectives in

this research are comprehensive and valuable for any IDS deployment. Further, the

framework is extendable and further objectives can be included if desired.

• A function approximation surrogate model. This provides an extremely efficient ap-

proximate evaluation of IDS configurations for the network under consideration, greatly

reducing the resources required for an IDS configuration evaluation.

• A generalised proxy model. We extend the capability of the function approximator

model using the transfer-learning method to make possible fast, efficient and accurate

IDS configurations evaluation for new variant networks.

1.4 Structure of the thesis

The rest of the thesis is organised as follows:

• In Chapter 2, we start with a brief background of the IoT and RPL. We then cover

some security issues of these technologies. We also present a detailed description of

the IDSs and related works concerning the deployment of the IDS in RPL-based IoT
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networks. Further, we address some optimisation issues of IDS configurations and the

usage of evolutionary algorithms to solve the problem. Then we describe the function

approximation concept and its usage in fitness evaluation.

• In Chapter 3, we summarise the originality of the research contributions given the

literature review, indicating how the research hypotheses follow from it.

• In Chapter 4, we present a Genetic Algorithm (GA)-based IDS optimisation frame-

work. This includes the architecture, implementation and evaluation of our optimisa-

tion framework. This chapter details the building blocks of the fitness function and

objectives to be optimised the configuration of IDS sensors for RPL-based constrained

networks.

• In Chapter 5, a surrogate-assistant-based Neural Network (NN) to accelerate the optimisation-

based discovery of IDS configurations is described. We show how a Feed-forward Neural

Networks (FNNs) model is built, trained and adopted to replace the expensive evaluator

for the IDS configurations.

• In Chapter 6, we discuss the usage of a transfer-learning Deep Neural Network (DNN)

to overcome the generalisation issue (i.e., a surrogate-model trained to make IDS eval-

uation for only one specific network). This is to generate high-performing IDS configu-

rations for different networks. We show how a transfer-learning DNN model performs

better than a stand-alone DNNs model (and other ML-based regression models) for

enabling IDS configuration evaluation with reduced error.

• In Chapter 7, we evaluate the evidence produced in our investigation of the research

hypothesis. We present a summary of the thesis and identify potential future work.

1.5 Publications

Research in this thesis has appeared in the following publications:

• On Optimal Configuration of IDS for RPL Resource-Constrained Networks Using Evo-
lutionary Algorithm.
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Alshahrani, A., Clark, J.A.
Future Technologies Conference (FTC) 2022, Volume 2. FTC 2022. Lecture Notes in
Networks and Systems, vol 560. Springer, Cham. https://doi.org/10.1007/978-3-031-
18458-1 35

• Neural Network Approximation of Simulation-based IDS Fitness Evaluation
Alshahrani, A., Clark, J.A.
25th IEEE International Conference on Computational Science and Engineering (IEEE
CSE 2022).

• Transfer Learning Approach to Discover IDS Configurations Using Deep Neural Net-
works
Alshahrani, A., & Clark, J. A. (2022, October). In 2022 International Conference
on Communications, Computing, Cybersecurity, and Informatics (CCCI) (pp. 1-8).
IEEE.l Conference on Communications, Computing, Cybersecurity, and Informatics
(CCCI 2022).

The following paper is a collaboration work with others in the Security of Advanced Systems
research group:

• Intrusion detection systems in RPL-based 6LoWPAN: a systematic literature review
Pasikhani, A. M., Clark, J. A., Gope, P., & Alshahrani, A.
IEEE Sensors Journal,2021.



Chapter 2

Literature Review

2.1 Overview of IoT

The world is much smarter thanks to the Internet of Things (IoT). It is defined as the

collection of connected uniquely identifiable smart objects that communicate via the global

internet. IoT services have increased rapidly in recent years and are set to continue to play a

significant role [21]. The number of IoT-connected devices is expected to reach 83 billion by

2024 [22]. These smart objects and technologies have assisted companies increasing revenue

and lowering costs, creating $200−$500 billion in profits per year by 2025 [23]. The IoT

ecosystem connects people, machines, tablets, smartphones and other smart objects via very

large-scale interconnected networks to innovate intelligent applications and services.

Some emerging applications are the smart home, smart city, smart health, cyber-physical

systems, smart transportation, connected cars and smart grids. The things are physical sen-

sors and actuators that gather information about the social life of humans or the environment

in general to provide intelligent services. The IoT enables communication between heteroge-

neous smart devices, automobiles, fridges, ovens and other items or things through different

networks at any time and from anywhere [24]. The flexible connectivity between humans and

things is provided by the so-called 6A vision: Anywhere, Anytime, Anyone, Anything, Any

network/path and Any service.

8
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Figure 2.1: Internet of Things architecture and protocol stacks

Due to the rapid increase in the number of interconnected IoT smart objects and the

resource-constrained nature of these nodes, The Internet Engineering Task Force (IETF) has

formed a Working Group (WG) called ROLL (Routing Over Low power and Lossy networks)

to work on the standardisation of efficient protocols to support IPv6 communication across

wireless sensor or IoT networks. The standard routing protocol for the Internet of Things

is the RPL (Routing Protocol for Low Power and Lossy Networks)[8]. It is an efficient

routing protocol designed for Low Power and Lossy networks (LLNs). These networks include

resourced-constrained nodes in terms of memory, power and CPU processing. In section 2.2,

we will provide more details about the RPL protocol.

2.1.1 IoT architecture and layers

There are several proposed architectures of the IoT ecosystem; however, there is no agreed

standard [25]. The most common architecture consists of four layers as shown in Figure 2.1.

These are Perception Layer, Network Layer, Processing Layer and Application Layer. A brief

introduction to each one is provided next.
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2.1.1.1 Perception layer

This layer involves the physical devices and actuators that connect and communicate with

each other. Most nodes or devices here are sensors, which is why this layer is sometimes called

the sensing layer. They collect and gather information about the surrounding environment

such as humidity, temperature and personal movements [26]. Identifying the analogue data

and then digitising it is basically how this layer works. Some of the adopted technologies

at this level are Radio Frequency Identifier (RFID) tags, Global Positioning System (GPS),

sensor gateways, temperature sensors, and surveillance cameras. In some studies, this layer

is further divided into two sub-layers: perception nodes (responsible for controlling data) and

network nodes (used to send data to the controller and which connect the network layer)[27].

2.1.1.2 Network layer

This layer is above the sensors level and responsible for transmitting the acquired and digitised

data from the sensors layer to the upper level. It is network communication software and

physical components with receiving, transmitting and routing capabilities [9]. Data can be

transmitted through a wired or wireless channel; some of these technologies are 3G, DSL,

LTE, WiFi, Near-Field communication (NFC), and Bluetooth. Some of the routing protocols

that have been adopted in this layer are the RPL and AODV (ad hoc on-demand distance

vector).

2.1.1.3 Processing layer

Before information reaches end users, it has to be processed through this supporting layer.

It is where a tremendous amount of data is processed, analysed and stored [28]. Some main

technologies involved are cloud computing and big data processing [29]. Some researchers

have combined it with the application layer since it works near the applications demanded

by users.
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2.1.1.4 Application Layer

This is where users and organisations visually interact and communicate with the gathered

information via the services provided. Many IoT applications enable smart cities, smart

transportation, smart healthcare, smart homes etc. The application layer supports standard

transfer protocols such as CoAP (Constrained Application Protocol), MQTT (Message Queue

Telemetry Transport), Extensible Messaging and Presence Protocol (XMPP) and DDS (Data

Distribution Service). These protocols enable the constrained devices that run on low-power

networks to communicate efficiently.

2.1.2 Securing the IoT

Integrating smart objects and devices with the physical world poses many security issues.

Daily activities are sensed, recorded, processed, and transmitted through untrusted networks

creating an excellent opportunity (i.e., multiple attack surfaces) for attackers to intercept

information and destroy resources [29].

Attacks on critical systems such as Supervisory Control and Acquisition Systems (SCADA)

and Industrial Control Systems (ICS), where IoT has been embraced, will have hazardous

consequences for whole cities or even countries [30]. The IoT-embedded devices are shipped

with weak configurations (e.g. with default passwords) and provide critical functions (e.g.

door locking). Compromising these devices became easy and serious. For instance, tests on

popular smart home appliances show the vulnerability of these devices to being compromised

and leaking some sensitive personal information [31]. The adversary can exploit the wire-

less medium that connects these devices and exfiltrate information from the payload of the

transmitted packets. This may reveal some information about the users and their activities.

2.1.2.1 Securing IoT versus conventional networks

There are several key security and privacy differences between IoT networks and other wired

networks. IoT networks are deployed over Low Power and Lossy Networks (LLNs). In

contrast, other networks employ more powerful devices and have secured communication



CHAPTER 2. LITERATURE REVIEW 12

[32]. Embedded devices in LLNs are resource constrained. They are limited in processing

capability, storage capacity and power supply (mostly battery-based) [13]. For traditional

networks, these constraints are not particularly important considerations. In LLNs, however,

inadequate computation power and insufficient storage capacity make applying cryptography

solutions and other high-level security mechanisms impractical [32]. Lightweight encryption

and security mechanisms are preferred to secure communication between IoT nodes and the

global internet.

Additionally, the IoT era brings with it novel communication protocols such as the CoAP,

which is similar in function to the HTTP in conventional networks, and the MQTT, which

utilises a publish/subscribe mechanism that supports energy-efficient communication. An-

other unstable (in terms of security development) protocol is the RPL which directs the

traffic flows efficiently between the tiny devices. IPv6 over Low power and Wireless Personal

Area Networks (6LoWPAN) enables constrained devices to connect to the Internet through

IPv6 standard [33]. These newly developed communication protocols and standards require

further effort regarding security.

The most obvious building blocks of the IoT ecosystem are Wireless Sensor Networks

(WSNs). WSNs are mostly used for gathering data such as monitoring and surveillance

services. The collected data is transmitted to a sink node via multi-hop communication.

Communication is mostly in one direction (the reverse direction serves principally to manage

the sensor) and does not seek to have any effect in the physical world (i.e., largely reading

information and passing it back) [29]. WSNs often consist of homogeneous sensors whereas

heterogeneity is common in IoT systems [34]. This raises interconnection and security chal-

lenges. Furthermore, WSNs are peer-to-peer wireless networks where each WSN is mostly

separated from other WSNs and enables different applications. Contrarily, the IoT connects

many domains, applications, autonomous systems, and ad hoc networks, with WSNs as a

part of it (often at a very large scale). In IoT networks, the sensors are globally identifiable

by IPv6 addresses [8], which means they can interact with external agents. Table 2.1 outlines

the main differences between IoT and WSN.
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Attacks on IoT and WSN could be similar. However, the aforementioned extra features

of the IoT network make designing effective security solutions a tricky task.

Table 2.1: The difference in characteristics between IoT and WSN

Characteristics IoT WSN

Physical world Coupling High Medium
Power constraints Medium High
Memory constraints Medium high

Heterogeneity High Low
Scalability High Medium
Mobility High Low
Privacy High Medium

Globally identifiable High Low

2.1.3 Security challenges in IoT

It is important to develop and improve IoT security solutions to protect sensitive data and

critical information, and to gain user and industry confidence. However, there are some

critical challenges as described in the following subsections.

2.1.3.1 Integration

The cyber-world is intertwined with the physical world. Any threats to any part of the

IoT system will affect (have a negative impact on) the whole process. Another integration

issue is when IoT applications are integrated with Cloud computing [35]. This coupling

raises security concerns such as the trust of service providers, knowledge about the Service

Level Agreement (SLA) and the physical location of data. In addition, there are some cases

where legacy devices (with an old OS version) are still used and not updated [36]; that weak

link could be used to compromise the cyber world. There is a need to study access control

techniques that restrict the rapid propagation of security breaches [37].

2.1.3.2 Heterogeneity

Most IoT appliances run across a diverse range of operating systems deployed on different

hardware specifications using various communication channels [38]. Each one has its own
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security methods and mechanisms, and such heterogeneity makes conventional security so-

lutions unsuited to IoT systems. IoT networks consist of different devices with different

computation capabilities. According to [39], a smartphone is capable of running an advanced

learning method while a simple sensor can only perform a simple learning method. Conse-

quently, the security level and learning outcomes required for each part of an IoT system

differ. These multiple devices are provided by many companies with a variety of operating

systems that require different security solutions.

Seamless interoperability is another related challenge. Interconnected devices are made

of different entities connected through different communication protocols. They still need to

function and interact as requested, no matter the circumstances. All levels and components

of the IoT ecosystem have to be secured efficiently regardless of their hardware and software

capability.

There are many potential entry points for attackers to break into and compromise an IoT-

based system. Adversaries may choose to attack via the weakest link and so a comprehensive

approach to security is needed. Securing IoT-based systems is often very hard.

2.1.3.3 Resource constraints

There will be more than 83 billion connected IoT devices on the Internet by 2024 [10]. The

reason behind the rapid spread of IoT systems is that the companies that produce these

devices make them low-cost yet resource-constrained. They have small memory space, low

computation capability, low communication bandwidth and limited battery power.

The limited capabilities of IoT devices often mean they cannot afford complex cryptogra-

phy algorithms due to their computation cost, energy consumption (mostly battery-powered),

and limited storage [40]. Moreover, as these devices are resource-deficient, the Internet Secu-

rity Protocol (IPsec) at the network level may not efficiently function because the negotiation

is computationally heavy and the data overhead is high [41]. Furthermore, other conventional

cryptography approaches to preserve data integrity such as Advance Encryption Standard

(AES) are inadequate too. Therefore, lightweight solutions, either IDS, firewall or crypto-
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graphic, should be deployed on resource-constrained devices.

2.1.3.4 Privacy

IoT devices generate a huge amount of data that can be further analysed and processed

for decision-making. There are many applications such as smart surveillance cameras and

patient monitoring devices where penetrating the sensitive recorded information may lead

to dangerous consequences. These pieces of personal information are sometimes revealed to

the outside world and may be exposed by intruders. Mutual authentication protocols, strong

(yet lightweight) cryptography and effective access control policies are required to preserve

privacy in the dynamic and large-scale constrained IoT system. As stated by [42], we do not

yet have comprehensive standard privacy policies that specifically address the IoT paradigm.

2.1.3.5 Large scale/scalability

The interactions between heterogeneous devices complicate possible security solutions and

deployments. Moreover, IoT ecosystems are scalable by their nature; thus there is a need

for scalable and resilient security solutions. In some IoT applications, updating an enormous

number of devices cannot be performed in a short time due to large-scale and incompatibility

issues [36]. Another challenge is regarding “automatic control.” Most IoT nodes are not

controlled and supervised by humans. Therefore, they need to involve self-configuring, self-

optimising, self-management, self-healing and self-protecting mechanisms.

2.1.3.6 Trust management

Preserving trust relationships between nodes in IoT ecosystem is still challenging. Cross-

layer trust is required to achieve user acceptance of IoT services and applications. Gaining

trust is based on the stability of identity management and access control mechanisms [43].

In addition, the associations and connections between IoT devices are changing; they may

be replaced or moved (i.e., mobility aspect) over time. This makes the design of trusted

solutions complicated.
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2.1.4 Security goals

As aforementioned, the beauty of the IoT era is that exchanged information can be accessed

anywhere at any time. Moreover, smart devices can interact with each other with minimal

human intervention. In fact, they provide new applications and services to end users such as

smart homes, smart transportation, etc. However, for these smart nodes to provide continued

benefits, they must meet and consider the five pillars of Information Assurance (IA). These

are now addressed below.

2.1.4.1 Confidentiality

Keeping transmitted information confidential is crucial for the Internet of Things ecosystem.

It means only authorised parties can disclose the data. Access to information must be re-

stricted to those who are eligible to view it. Adversaries can discover the communicated data

and violate data confidentiality [44]. Thus, transmission should be secured and encrypted for

the IoT network.

2.1.4.2 Integrity

The message in transit (or even at rest) must be secured from being altered or modified.

The data has to reach the receiver device in the same condition as it was sent from the

sender node. Integrity ensures that an attacker or unauthorised party has not changed the

information while in transmission.

2.1.4.3 Availability

Availability is all about providing data or services as needed. The resources and information

should not be unavailable whenever nodes or users request. In the IoT ecosystem, nodes

are talking to each other. They need each other’s data to satisfy the main goal of the IoT

paradigm. Attackers can affect the availability of devices and servers by overwhelming the

network bandwidth with significantly increased network traffic making resources unavailable

upon request. Such attacks that compromise availability are denial of service (DoS), flooding,
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and jamming attacks.

2.1.4.4 Authenticity

To ensure that only authenticated parties are allowed to access specific resources, authenticity

requires proof of identity. Nodes should be able to authenticate each other to communicate.

The authentication process is invoked to ensure access is restricted to identified legitimate

parties.

2.1.4.5 Non-Repudiation

Generally, non-repudiation means ensuring that a sender and receiver cannot deny what they

send or receive. Therefore, nodes in IoT networks should not be able to repudiate packets or

data they have previously initiated (e.g., via clone-ID/sybil attack).

2.1.5 The need for an efficient routing protocol

The Internet Engineering Task Force (IETF) created the IPv6 low-power wireless personal

area networks (6LoWPAN) as an adaption layer (as shown in Figure 2.1) to allow sensor nodes

to implement the Internet protocol (IP) stack and become accessible by other devices on the

network. These adaption layers enable these nodes to implement routing protocols at the

network layer and provide end-to-end connection, allowing for a wide range of applications.

With the Internet’s exponential expansion and the emergence of the vast number of resource-

constrained IoT nodes, traditional routing protocols can no longer be used. As a result, the

RPL was standardised specifically for the IoT-constrained environment and recently gained

favour in the research community. Currently, many researchers accept it as the routing

protocol for the IoT [45].

2.2 RPL

The Routing Protocol for Low Power and Lossy Networks (RPL) creates efficient routes

between the devices to preserve their resources [46]. In LLNs networks, the nodes are resource-
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constrained in terms of memory and processing and they usually operate using a battery-

enabled energy source. The communication between these devices incurs a low packet delivery

ratio (PDR) and high packet loss (or dropped packets) due to a high collision rate. In general,

LLNs that use RPL as a routing protocol inherit two features: a meagre data rate and very

high collision/dropping packet rates, which negatively impact the application throughput.

The RPL-based network uses a distance vector routing mechanism to construct a hi-

erarchical structure in a tree topology called Destination Oriented Directed Acyclic Graph

(DODAG). The RPL creates the Directed Acyclic Graph (DAG) based on the ranks assigned

to the nodes. These ranks are imposed by the IPv6 Boarder Router (6BR). The ranks are

calculated using different methods such as Link Quality (LQ), Expected Transmission Count

(ETX) and Hop-Count. The 6BR usually has a rank of 1 and the nodes in the DAG are

assigned ranks based on their distance from the 6BR. The closer the nodes are to the 6BR,

the lower the rank and the more valuable they are. Nodes that are close to the 6BR become

parents to other nodes down the tree. An example of a DAG is illustrated in Figure 2.2.

The DODAG is created based on several exchanged control messages as follows:

• DODAG Information Object (DIO): during the RPL network initialisation, the

6BR or root node starts the process by multicasting the DIO messages to all its neigh-

bouring nodes. The DIO includes important information such as the rank, RPL in-

stance, parent list, siblings list and others. Based on the rank, a receiver node will

choose a parent node, in this case, the 6BR. Then, nodes that are in radio range of the

6BR and have received its DIOs, become parent nodes to other nodes by advertising

their new calculated ranks in their DIO messages.

• Destination Advertisement Object (DAO): The receivers of the DIO packets

respond with unicasted DAO messages to confirm the sender as a parent node.

• DAO-acknowledgement (DAO-ACK): The parent nodes reply with DAO-ACKs to

each child node as an acknowledgement of parenthood.

• DODAG Information Solicitation (DIS): For new nodes to join the DAG, they
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Figure 2.2: RPL DAG

need to multicast DIS messages to discover the neighbourhood for any DIO messages,

i.e., a possible parent node.

The process of exchanging these control messages continues until the DAG is formed and

completed.

2.2.1 Threats to RPL-based Internet of Things

RPL is the most common and standardised routing protocol for IoT networks [11]. However,

the network is vulnerable for two fundamental reasons. First, the RPL protocol standards

do not provide a routing security mechanism when configuring the network [47]. Thus,

malicious nodes can carry out their activities while packets are being routed, allowing various

types of attacks on the routed data. Second, the nodes are not tamper-proof and are easy

to compromise [48]. The previously applied countermeasures to the traditional IP-enabled

networks may not work well in RPL-based IoT networks for several reasons: the computation

capabilities for the devices or nodes are limited, the power supply is restricted, a vast number

of devices are interconnected via unreliable and lossy connections, and the storage or memory

size of these constrained devices is insufficient. These limitations make the RPL networks

more vulnerable than other conventional networks.

Figure 2.3 presents a taxonomy of the most common attacks. We can see that the ad-
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Figure 2.3: A taxonomy of the most common RPL attacks

versary could target the nodes’ resources by draining their energy, the network topology by

creating an unoptimised routing path, the nodes’ ID by impersonating them, or the commu-

nication by dropping application packets. Consequently, integrity, confidentiality, availability

and non-repudiation are at risk. Next, we detail the common attacks targeting RPL networks.

2.2.1.1 Sinkhole, Blackhole and Selective forwarding

In the sinkhole attack, the attacker node advertises a fake rank when multicasting the DIO

messages. This rank is higher than that of the neighbouring nodes to mislead the nodes in the

neighbourhood to select it as a parent node. This attack affects the optimised path created

by the RPL where the child nodes of the attacker nodes choose it as a preferred parent to

deliver their packets. As shown in Figure 2.4, the blackhole takes a step further and drops

all received packets. On the other hand, the selective forwarding attack drops some of the

received packets and forwards others. The selection of which to forward or drop is based on

either the sender ID, the packet type or just random. Algorithm 1 demonstrates the process

of these attacks.

2.2.1.2 DIS Flooding

The aim of this attack is to increase the network overhead by generating a huge number

of exchanged control messages. As presented in Figure 2.5 and Algorithm 2, the DIS-based

attacker node overwhelms the network with many DIS control messages. It continuously
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Figure 2.4: Sinkhole, blackhole and selective forwarding attacks

Algorithm 1: Sinkhole, Black-hole, Selective forwarding attacks

1 Initialisation
2 A: Attacker node
3 N: Neighbour list ⊂ legitimate LLN nodes
4 B: a neighboring node ∈ N
5 P: Current packet
6 R: a lower more powerful rank, usually assigned as the sink node rank
7 Attack type = {Sinkhole, Black-hole, Selective forwarding}
Input: “A” receives DIOs from A.N and calculates Min(advertised ranks)
Output: “A”obtains a lower, malicious rank and multi-casts it with DIO to all

nodes, ∀ node ∈ A.N
if (P is DIO) ∧ (P.sender id ∈ A.N) then

if P.sender id ∈ A.N ∧ P.sender id ̸= root id then
if DIO.rank ≤ A.malicious rank then

A.malicious rank ←− R

if (A.received(DIS from B)) ∨ (A trickle timer activated) then
A.multicast((DIO with malicious rank) to node ∀nodes ∈ A.N)
B.receive(DIO from A)
if DIO.rank < B.rank then

B nominate A as preferred parent

B unicast application packets to its preferred parent, which is “A” now, in order
to transfer it to the destination

if Attack type is Sinkhole then
A collect packets from B and transfer it to next hop

else if Attack type is Blackhole then
A collect packets from B then drop all of them

else if Attack type is Selective forwarding then
A collect packets from B and selectively or randomly drop some and transfer
others to next hop

broadcasts DIS packets to all its neighbours (in case of a multicast DIS flooding) or to a

specific neighbour node (in case of a unicast DIS flooding). This affects the resources of the
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neighbouring nodes as they need to reply with DIO messages every time they receive DIS

packets. As mentioned in Section 2.2, the DIS control messages are only used by either a

node that lost its connection or a new node that wants to join the network. They use the

DIS to discover the area searching for a DODAG to connect to.

Figure 2.5: DIS flooding attack

Algorithm 2: DIS Flooding attack

1 Initialisation
2 A: Attacker node
3 N: Neighbour list
4 I: Current node id
5 B: a neighboring node ∈ N
6 V: Victim list
7 P: Current packet
8 Attack type = {Unicast DIS Flooding, Multicast DIS Flooding}
9 Control Packet = {DIO, DAO, DIS, DAO-Ack}
Input: “A” uni-casts or multi-casts DIS to node(s), ∀ nodes ∈ A.N
Output: “B” uni-casts or multi-casts DIO message
if A.Attack type is Unicast DIS Flooding then

A.unicast(DIS =⇒ B, B ∈ A.N)
B.unicast(DIO =⇒ A)

else if A.Attack type is Multicast DIS Flooding then
A.Multicast(DIS, ∀B ∈ A.N)
for ∀B ∈ A.N do

B.Multicast(DIO, ∀node ∈ B.N)



CHAPTER 2. LITERATURE REVIEW 23

2.2.1.3 Increase Rank

This attack targets the resources of LLN nodes, causing victim nodes to run out of energy.

It also disrupts the communication within the LLN. The intruder starts the attack, as shown

in Figure 2.6 and illustrated in Algorithm 3, by raising its rank and multicasting this fake

rank (less valuable) to its neighbouring nodes via the DIO messages. This forces the children

to look for a new parent to reach the border router (6BR). When the children locate a new

parent after generating a significant network overhead, the adversary node returns back to

the old rank or broadcasts a lower (better) rank to entice the neighbours to re-nominate it

as a parent.

Figure 2.6: Increase rank attack

2.2.1.4 Wormhole

The adversary nodes (usually more than one node) create an unoptimised route to the 6BR

for the neighbouring nodes. Two or more distributed wormhole nodes create a private tunnel

between them to pass in the collected packets/information from each part. In this kind of

attack, the attacker node attracts the neighbouring nodes by advertising a wider radio range

capability (i.e., lower rank). The collected packets from one part of the network are then sent

to the other wormhole node via the private channel. Figure 2.7 and Algorithm 4 present a

demonstration of such an attack.
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Algorithm 3: Increase rank attack

1 Initialisation
2 A: Attacker node. N: Neighbour list. P: Current packet. R1: is the initial, legitimate

rank. R2: is a high, less valuable rank.
Input: “A” increases its rank to much higher rank and multi-casts it with DIO
Output: “A” receives a DIO containing a lower rank from a neighbouring node,

then decreases its rank and multi-casts it with DIO
if (P = DIO) ∧ (P.sender id = A.id) then

if A.rank = R1 then
A.rank ⇐= R2

else if A.rank ̸= R1 then
A.rank ⇐= R1

A.Multicast(DIO to A.N)

if (P is DIO) ∧ (P.senderid ∈ A.N) then
if (P.Rank < A.Rank) ∧ (P.sender id ̸= rootnode id) then

A.rank ⇐= R1

A.Multicast(DIO, ∀ nodes ∈ A.N )

Figure 2.7: Wormhole attack

2.2.1.5 Worst parent

As the name indicates, the intruder selects the worst possible parent rather than the one

with the optimal (lowest) rank. This means the route of the packets will go through a long

path to reach the border router (6BR). An illustration of this attack is given in Figure 2.8

and Algorithm 5. This attack affects not only the compromised node, but also the children

nodes of it, especially if it was in a strategic position with many children nodes.
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Algorithm 4: : Wormhole attack

1 Initialisation.
2 A1, A2 :Attacker 1 and 2. N: Neighbour list. B: a neighboring node ∈ N. P:

Current packet
3 Control Packet = {DIO, DAO, DIS, DAO-Ack}
Input: B Multi-casts Control Packet to nodes, ∀ node ∈ B.N
Output: A1orA2 transfer the received Control Packet from B to its counterpart
if (P is Control Packet) then

if P.source id ∈ A1.N then
A1.transfer(P to A2)
A2.multicast(P, ∀ node ∈ A2.N)

else if P.source id ∈ A2.N then
A2.transfer(P to A1)
A1.multicast(P, ∀ node ∈ A1.N)

Figure 2.8: Worst parent attack

Algorithm 5: Worst Parent Attack

1 Initialisation
2 A: Attacker node
3 N: Neighbour list
4 P: Current packet
5 Control Packet = {DIO, DIS, DAO, DAO-Ack }
Input: “A” discovers the neighbouring node with the highest, least valuable rank,

providing the worst OF
Output: ”A” selects the discovered worst parent as the preferred parent to reduce

routing performance
if (P = DIO) ∧ (P.sender id ∈ A.N) then

if (A.preferred parent[rank] < Node.Rank, ∀ Nodes ∈ A.N) then
A.preferred parent = Node.id
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2.2.1.6 DIO suppression

The DIO suppression attack aims to slow down the transmission of DIO packets in the

network. To make this happen, the attacker exploits the Trickle mechanism as illustrated

in Figure 2.9. The intruder sends DIO messages continuously that are considered consistent

by the neighbouring nodes. After receiving enough of the same DIO messages, neighbouring

nodes suppress their own DIO messages [1]. The DIO, in general, is required to inform the

internal nodes about the DODAG information, as described in Section 2.2. However, this

continuous suppression leads to some nodes and routes not being discovered.

Figure 2.9: DIO suppression [1]

2.2.1.7 Sybil attack

The Sybil attack in the conventional internet is when an adversary controls several accounts

(e.g. on Twitter) to perform malicious activities. Similarly. In the RPL network, the Sybil

adversary clones identities (MAC or IP address, rank,...etc.) of several victim nodes to

function as them. The same malicious node operates with multiple identities, as demonstrated

in Algorithm 6. Later, the attacker node multicasts or unicasts the control messages of those

cloned nodes.
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Algorithm 6: Sybil Attack

1 Initialisation
2 A: Attacker node.
3 N: Neighbour list.
4 P: Current packet.
5 L: Target List.
6 S: sender node
7 Control Packet = {DIO, DIS }
8 Attack Types = {Sybil, Clone Id}
Input: Control packet initiated by victim node(s)
Output: “A” steals victim nodes credentials, then uni-casts or multi-casts control

packets with their identities
if (P ∈ Control Packet) ∧ (P.sender id ∈ A.N) then

//attacker can select the victim(s) selectively or target its children
if (S.node id ∈ A.children list) then

if (Attack Type = Sybil) then
if (S.node id ∈ A.L) then

A.clone(S.credential)

A.Multicast(Control Packet =⇒ A.N) ∨ A.Unicast(Control Packet =⇒
A.N[node id])

else if (L.length = 1 ∧ Attack Type = Clone Id) then
A.clone(S.credential)
A.Multicast(Control Packet =⇒ A.N) ∨ A.Unicast(Control Packet =⇒
A.N[node id])

Figure 2.10: Sybil attack
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2.2.1.8 Replay attack

The intruder collects some control packets (such as DIO, DAO and DIS) from its neighbouring

nodes. Subsequently, it distributes these recorded messages among the neighbouring nodes.

The process is given in Algorithm 7. These packets contain old information and multicasting

them could cause unoptimised routes and wrong node information such as parent and sibling

lists. A similar attack is called a neighbour attack (or DIO replay attack) where the malicious

node multicasts the received DIO messages (without update) to its neighbouring nodes [49].

They consider these nodes, the sender of these DIO messages, as their neighbours (while they

are not). Consequently, they may update their routes to the out-of-range neighbours. This

leads to creating wrong routes, disrupting the DAG topology, or consuming more energy.

Algorithm 7: Replay Attack

1 Initialisation
2 A: Attacker node N: Neighbour list P: Current packet L: Target List R: List of

recorded control packets
3 Control Packet = {DIO, DIS, DAO, DAO-Ack }
Input: “A” records Control Packet initiated by ”L”
Output: “A” multi-casts R
if (P ∈ Control Packet) ∧ (P.sender id ∈ A.N) then

//attacker can select the victim(s) selectively or target its children
if (P.sender id ∈ A.L) then

Add(R ⇐= P)

if (Attack triggertimer.status = Activated) then
A.multicast(R, ∀ nodes ∈ A.N)

2.2.2 RPL-based IoT security vulnerability

The IoT infrastructure involves four layers. Compromising any one of them may have a

significant impact on the others. It is essential to consider security at each layer: security

measures at the physical layer to ensure the confidentiality and integrity of the gathered data;

security measures at the network layer to protect the transmitted data; Security measures

at the processing layer to provide trustworthy decision-making about the supplied data; and

security measures at the application layer to maintain secure and beneficial operation.
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Focusing on the network layer where the routing protocol lies, community researchers

have proposed many projects to enhance the security side of the RPL-based IoT network.

This is to provide strong defence mechanisms to maintain data confidentiality, integrity and

availability. Some of these defence mechanisms are cryptography [50], authentication [51], and

trust-based [52]. The architecture has to be highly secured and privacy should be preserved

to gain users’ satisfaction to deploy and utilise the IoT applications.

However, because the RPL nodes are resource-deficient and lack tamper-resistance [48],

intruders may find novel ways of penetrating provided defence mechanisms and countermea-

sures. Therefore, the RPL-based IoT networks require another line of defence to provide

continuous protection. Intrusion Detection Systems (IDSs) exist to serve such a purpose.

2.3 Intrusion Detection Systems in the IoT/RPL

An Intrusion Detection System (IDSs) are tools or software to detect unauthorised access to

a network or system. IDSs have been around for over three decades to efficiently provide

security solutions for traditional IP networks. The concept was first introduced in 1980

by James P. Anderson [6], a pioneer in information security and regarded by many as the

founder of the Intrusion Detection System field. IDSs gather information about a system or

network to execute a security status diagnosis. The aim is to identify security breaches or

open vulnerabilities that might result in breaches.

The IDS can detect both internal and external attacks. Internal intrusions are launched

on the network by compromised nodes that are part of a network. On the other hand,

external intrusions are initiated by third parties from outside the network. As depicted in

Figure 2.11, there are three main components of most IDSs [53]. The first module is the

IDS Sensor or Data Collection module. It is responsible for monitoring the network and

collecting data. Generally, sensing capability can be distributed (DIDS) on the network or

centralised (CIDS) at a specific collection point. The second module is the Detector engine

where the data collected is then analysed to detect any unauthorised activities. It uses the

knowledge, whether this is previous attacks’ fingerprints or anomaly training, to make a
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Figure 2.11: IDS components

decision. The Response module is the third component. It generates an alert or else takes an

action concerning malicious activities. If the latter, then this is called an Intrusion Prevention

System (IPS), which can function alongside the IDS.

The IDS is an effective extra line of defence when other security measures, such as authen-

tication, access control and others, fail to protect the target assets. However, the constrained

nature of many IoT network devices and nodes makes the deployment of IDSs difficult and

sometimes impossible. Devices integrated into IoT networks have limited processing capa-

bility, low storage capacity, and lower battery life. Therefore, hosting an IDS agent (e.g.,

ML-based) on these constrained nodes is sometimes inapplicable, or else it may affect the

fundamental operational function of these IoT devices (e.g., sensing the environment) [54].

Another issue is related to the communication techniques of IoT networks. Unlike tradi-

tional networks where nodes communicate and are connected to a specific router or access

point to forward packets, nodes in IoT mostly communicate hop-by-hop and each node can

both forward messages and act as an end-system. Therefore, there is a need for in-network

distributed monitoring. Another difficulty is related to the protocols used explicitly for

IoT-constrained networks, which are still in their infancy. Some of the protocols are IEEE

802.15.4, RPL, 6LoWPAN, Constrained Application Protocol (CoAP),and Message Queuing

Telemetry Transport (MQTT). Each of these protocols has its specific vulnerabilities and

requires a specially designed IDS.
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Figure 2.12: IDS classification

The following section provides an overview of several techniques integrating the IDS into

the IoT/RPL network. All reviewed IDS proposals are summarised in Table 2.3. The struc-

ture of any RPL-IDS is classified into four main categories: monitoring source, deployment

architecture, detection methods, and response. Intrusion detection taxonomy is demonstrated

in Figure 2.12.

2.3.1 Monitoring source

IDSs are classified, based on the data source they monitor, into Host-based IDSs (HIDSs)

and Network-based IDSs (NIDSs) [55].

• In the HIDS approach, the detection system is installed in a device or node to protect

the system from any malicious activities. It monitors the audit trails of system logs

and calls, file system changes and application logs.

• The NIDS, on the other hand, captures and analyses the network packets looking for

intrusions. It is either connected to intersection points of the network traffic, such as

routers, or distributed over the network.



CHAPTER 2. LITERATURE REVIEW 32

2.3.2 Intrusion detection architectures

The system architecture can be classified based on where the monitoring module (i.e., the

probe) and analysis module (i.e., decision-making) are located. The placement strategy for

the IDS modules can be divided into three categories: distributed, centralised, and hybrid.

Next, we detail each one of them.

2.3.2.1 Distributed IDS (DIDS)

In this architecture, distributed monitor nodes hold all IDS components such as sniffing,

analysis and reporting modules. The detection agent could be placed at different locations

(either on network’s sensor nodes themselves or on separate stand-alone nodes) in the IoT

network. Every monitoring node is responsible for monitoring itself and the neighbour nodes

for possible attacks. The decision on an intrusion could be taken locally. As such, the

communication overhead might be decreased, yet, it requires more resources such as storage,

processing and energy for each node. Therefore, detection modules need to be optimised to

reduce the resources usage while maintaining high detection rate. Figure 2.13 presents an

example of such deployment.

Cervantes et al. [56] propose an approach targeting the detection of Sinkhole attacks on

6LoWPAN where each node is responsible for monitoring its neighbours (i.e., in a watchdog

mode). When a node detects an attack, it broadcasts a message to alert the other nodes and

isolates the compromised node. This approach organises the network into clusters to maintain

scalability. The network’s nodes are divided into free nodes (not belonging to any cluster

and can move around), member nodes and leaders. However, all nodes including leaders are

responsible for monitoring neighbours. Their proposal aims to address the mobility issue of

IoT networks.

2.3.2.2 Centralised IDS (CIDS)

In this strategy, there are two approaches. The first approach is when the information-

gathering modules are distributed on the network for either system monitoring or network
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Figure 2.13: Typical distributed IDS

packet inspection. The analysis engine is hosted at a centralised powerful device for either

carrying out correlations or mining further information. In RPL-based IoT networks, analysis

modules are usually placed in the border router, while the sniffing modules are hosted either

in the IoT sensors themselves or in separate sensor nodes. It may create a communication

overhead as these monitor nodes need to send network or neighbour status periodically to a

centralised analysis device.

This technique is used by [57] where they propose an IDS framework for IoT that has a

monitoring system and detecting engine. It is targeted at the 6LoWPAN networks. They

introduce IDS probes to sniff packets and provide information to the IDS. They adopt the

Suricata (an open-source IDS), but since it cannot support 6LoWPAN protocols, they imple-

ment a crafted decoder to inspect the incoming packets. The Suricata works as a detection

model and Prelude (Event monitoring system/Security information and event management

(SIEM)) as a management module.

The second centralised approach places the IDS (both monitor and analysis units) in

the border router (i.e., 6BR) where all network traffic (those going to the global/external

networks) passes. An example of such a topology is illustrated in Figure 2.14. This approach

could eliminate the communication overhead and allow the IDS to inspect and analyse the

network traffic travelling between internal nodes and the global network. Nevertheless, the
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multi-hop aspect of the RPL-based network allows the nodes to communicate internally

without border router knowledge. Thus, a compromised node could spread malware or nasty

packets inside the network. In the research presented in [58], the IDS instance is placed

on the edge. They propose the integration of Complex Event Processing (CEP) with the

detection module to improve the real-time detection of malicious traffic. The authors deploy

the IDS processing at the edge since it offers low response time, incurs reduced bandwidth

and provides high computation capabilities.

For both approaches and since the heavy-duty work is centralised, traffic inspection for

each node will be reduced and processing capacity will be increased. Yet it represents a single

point of failure.

Figure 2.14: Typical centralised IDS

2.3.2.3 Hybrid IDS (HIDS)

This type of deployment combines the two previously discussed strategies. It seeks the best

of both approaches. In the hybrid deployment architecture, there are two approaches that

have been discussed in the literature.

The first is when the network is divided into two or more groups or clusters. One dedicated

node in each cluster hosts the IDS agent to monitor other nodes in its group. This node is

called a cluster head and is usually resourced with more energy and processing capabilities.

Each member node periodically sends information about itself and its neighbours to the
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cluster head. Figure 2.15 shows an example of such deployment. A watchdog or leader node

has a set of detection techniques to decide whether the nodes in its region are compromised

or not. According to [59], a leader node is often more robust. The authors in [60] have

adopted this approach. In order to maintain the resources of the cluster heads, they make

the members send their status to cluster heads at each time interval rather than having them

overhear all network traffic.

Another way of adopting the hybrid deployment approach is by having different lightweight

detection modules on different nodes (i.e. probes) for monitoring/detection purposes and ded-

icating a more resourced node or nodes (i.e. a centralised analysis unit) for further detection.

The distributed modules are able to make local decisions. Yet, they might need the cen-

tralised units for correlation and aggregation purposes. In an IoT-based IDS proposal called

SVELTE [8], the IDS functionality is hosted in both the border router (6BR) and each net-

work node. It has a sense of centralisation where the intensive work, like intrusion detection

by analysing gathered data, is at the border router (6BR). The other nodes hold lightweight

detection tasks like sending routing-based data to the border router and informing it about

any malicious traffic they notice. Another research that embraced this method is proposed by

[61]; they deploy two modules: local and global. In the local stage, detection sniffers (DS) are

distributed, in promiscuous mode, to classify the network traffic (packet counts) based on a

decision tree classifier to generate Correctly Classified Instances (CCIs). When the calculated

CCI is sent by a DS to the Super Node (SN), the global stage collects CCIs and applies Iter-

ative Linear Regression to create a time-based profile and threshold to differentiate between

malicious nodes and normal ones.

2.3.3 Detection methodologies

There are four intrusion detection methods: signature-based, behaviour-based, specification-

based (also known as rule-based) and hybrid-based. Next we detail each one of them.
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Figure 2.15: Typical hybrid IDS

2.3.3.1 Signature-based approach

In the signature-based, also known as misuse-based, approach, the IDSs can detect attacks

based on their previous signatures stored in a database. Essentially, a signature-based detec-

tor looks for known patterns (fingerprints) of malicious behaviours. This technique is very

accurate and can effectively detect known intrusions. However, attacks change and new at-

tacks emerge rapidly over time and this approach can not generally detect previously unseen

threats (i.e., zero-day attacks). Furthermore, the number of attacks signatures stored in a

database will increase over time requiring more storage capacity [62], which is usually not

available in the RPL-based IoT networks. The misuse-based method has been used in [63]

to protect IoT devices against internal and external attacks especially DoS types of attacks.

They use the Cooja simulator for their experiments and target the RPL protocol. They

conclude that these attacks affect IoT devices’ availability and power consumption.

2.3.3.2 Anomaly-based approach

Unlike the signature-based approach, the Anomaly-based method, also known as Behaviour-

based, has the ability to detect some new threats. It compares traffic and activities with the

profile of ‘normal’ behaviour. If system activities or network behaviour exceed a predefined

normal threshold, it generates an alert indicating suspicious activity. However, this approach
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considers all activities that do not match normal behaviour as intrusions to the system. This

may raise the false positives rate [53]. The idea of the intrusion detection technique proposed

by [64] is to look for any contradiction in the network by monitoring the specification of

1-hop communication such as packet size and data rate. The system then can distinguish

normal from abnormal behaviour. Furthermore, they propose an internal anomaly detection

mechanism integrated with RPL (the routing protocol). They utilise a Distress Propagation

Object (DPO) control message to report the anomaly to parent nodes and then to the edge-

router. The latter performs periodic consistency checks. It processes the received information

from nodes to make a decision and issue a report to users. The system involves three modules:

monitoring, reporting and isolating.

2.3.3.3 Specification-based approach

The term specification-based refers to a set of rules (with thresholds) applied to distinguish

network or system normal activities and malicious ones based on the behaviour of the net-

work/system when it deviates from specified behaviour. This method is sometimes referred

to as rule-based IDS. Thus, it is an anomaly-based approach that raises an alarm whenever

network behaviour deviates from a specified normal state. Network administrators mostly

define these specifications (protocols) manually [62]. Alternatively, these rules can be gen-

erated or evolved using Artificial Intelligence (AI) techniques such as Genetic Programming

(GP) and Decision Trees (DTs). This approach is claimed to have lower false positive rates

and be less computation-hungry than anomaly-based approaches.

Le et al. [60] utilise a specification-based IDS to detect topology-based attacks in RPL-

based networks. A set of specifications of RPL are obtained based on profiling the nodes’

behaviours and are deployed (as rules) on the IDS agents. The work was motivated by the

authors’ assessment that anomaly detection is not feasible for topology-based attacks. They

divided the network into clusters where the head of each cluster hosts an IDS. Based on a

set of implemented rules, cluster heads monitor members in their clusters. The members are

required to report their current state to their cluster head at each time interval. The authors
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involve Finite State Machines in profiling RPL operation. During the simulation, they run

the network normally and record the state and transitions in a trace file.

2.3.3.4 Hybrid-based approach

The fourth approach aims to achieve the best outcomes and minimise the drawbacks of

signature and anomaly-based approaches [53]. One of the most effective hybrid approaches

for IoT networks is Kalis [65]. This knowledge-based system is able to detect attacks in real

time. Knowledge is shared between the network nodes to make better decisions. The design

does not require changing the IoT nodes’ software since it can be deployed in a separate device

as a standalone tool. It can work with multiple protocols and the performance overhead is

reduced compared to other traditional IDSs and Snort [66]. Another relevant proposal is

SVELTE[8]; it uses a hybrid detection method and hybrid placement strategy as stated

earlier.

More related works and details are presented in Section 2.3.6 and Table 2.3.

2.3.4 Response

The IDS recognises malicious activities or violations and provides alerts to the network ad-

ministrator. Intrusion detection reaction could be either passive or active.

• In passive responses, the IDS logs abnormal activities and alerts a user or network

administrator about the detected behaviour.

• An active IDS, in addition to logging and alerting, may initiate specific countermeasures

against perceived suspicious or malicious behaviour, for example by arranging for the

blocking of a specific node’s communications. This is known as an Intrusion Prevention

System (IPS).

2.3.5 Intrusion detection performance metrics

There have been many IDSs developed by either industry or the research community. A

confusion matrix, also known as an error matrix, is often used to evaluate their performance.
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It represents, in a tabular format, how many predictions a classifier algorithm made correctly

and incorrectly. It is a technique to effectively derive the functional metrics and compare

different kinds of IDSs performance. However, the effectiveness of any IDS is based not only

on these functional measures such as detection rate and false positive rate but also on other

non-functional metrics such as deployment cost and resource consumption.

2.3.5.1 Functional metrics

The following evaluation metrics, as also illustrated in Table 2.2, are calculated to measure

the ability of an IDS to distinguish malicious events from normal activities:

• True Positive (TP): when a malicious event is correctly classified as malicious.

• True Negative (TN): when a normal event is correctly classified as normal.

• False Positive (FP): when a normal event is incorrectly classified as malicious.

• False Negative (FN): when a malicious event is incorrectly classified as normal.

Table 2.2: IDS confusion matrix

Normal(Actual) Attack(Actual)

Normal(Predicted) TN FN

Attack(Predicted) FP TP

The following basic metrics are the commonly used performance measures:

Accuracy =
TP + TN

TP + TN + FN + FP
(2.1)

Detection Rate(True Positive Rate/Recall) =
TP

TP + FN
(2.2)

Precision =
TP

TP + FP
(2.3)

F1score =
2 ∗ Precision ∗Recall

Precision+Recall
=

2 ∗ TP
2 ∗ TP + FP + FN

(2.4)
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False Positive Rate =
FP

FP + TN
(2.5)

False Negative Rate =
FN

FN + TP
(2.6)

2.3.5.2 Non-functional metrics

Due to the resource-deficiency of the RPL networks, other non-functional metrics need to be

considered for the IDS deployment. Some of the non-functional criteria are:

• Deployment cost: Any extra IDS sensor placement incurs an extra cost [67]. This cost

could be management cost, financial cost or communication cost. So we need to reduce

the number of IDS sensor placements while maintaining the functional criteria.

• Feasibility cost: The RPL-based IoT networks involve heterogeneous nodes with different

capabilities. We need to take into consideration the resources available on the nodes.

Some of them may be able to hold a heavyweight detection mechanism while others

may not.

• Coverage: In the case of a distributed IDS deployment, which is the preferred architecture

for the RPL networks [68, 69], nodes are usually used to monitor their neighbouring

nodes for any malicious activity. Nodes may be attacked themselves or may go into

sleep mode, thus we need the deployment to be resilient. In other words, the monitored

nodes need to be monitored by at least two monitoring nodes.

2.3.6 IDS proposals for RPL-based IoT

In this section, we will present some of the common proposals of IDS for IoT/RPL networks.

Table 2.3 illustrates the techniques used in each proposal.

Amouri et al. [61] deploy detection sniffers and super-nodes. The detection sniffers are

distributed on the network to collect data from neighbour nodes. These probes employ

a decision tree mechanism to classify packets being exchanged in their radio range. The
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classified instances are then sent to the super node. The latter performs linear regression to

identify the malicious nodes based on the classified instances received from sniffers.

The work in [57] proposes a framework that has monitoring probes and an analysis engine.

They utilise Suricata as their IDS or detection engine and integrate a decoder since Suricata

cannot interpret WSN and 6LoWPAN protocols. To protect their IDS probes from DoS

and jamming attacks, they connect them via an Ethernet cable. The evaluation is based

on physical IoT devices and the PenTest approach using Linux Metasploit to launch DoS

attacks, flooding attacks. However, the framework may consume the IoT nodes’ resources

and degrade the overall performance [49]. Moreover, it cannot detect novel attacks.

The authors in [56] present INTI, a routing-based IDS to detect attacks in 6LoWPAN

networks. The main contribution is to detect Sinkhole attacks in a mobile and dynamic

environment. Node roles change over time based on the network configuration and attacks.

The monitoring node measures the probability of a node being abnormal by counting the

incoming and outgoing streams of packets. They use Cooja simulator to evaluate their work.

They claim it outperforms SVELTE [8] in achieving low false positive and false negative

rates. They did not address the effect of their proposal on nodes with memory and power

constraints.

Another work [64] allocates the detection modules between the monitoring nodes (i.e.

probes) and the bridge router. Probes work in a cooperative way to watch their neighbours’

behaviour. An alert is sent to a centralised analysis unit if an anomaly is detected. The latter

correlates alerts from monitoring nodes and makes the final decision.

SVELTE [8] has two main components: a 6LoWPAN mapper (6Mapper) and an IDS.

They utilise the Boarder Router (6BR) to hold the analysis engine of the IDS. Distributed

lightweight detection modules are hosted in the IoT nodes. 6mapper is used to construct

the DODAG tree. It checks for inconsistencies in the network routing state and for the

authenticity of each node to avoid Sybil and Clone ID attacks. To protect the constrained

nodes from global attacks, they introduce a mini-firewall to each node. They evaluate their

proposal using Cooja simulation and test it against Sinkhole and Selective forwarding attacks.
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Table 2.3: IDS deployment techniques.

Ref
Monitoring source Detection method Placement architecture Evaluation strategy

HIDS NIDS SG SP AN HD CIDS DIDS HIDS Functional Non-functional

[61] - ✓ - - - ✓ - ✓ - ✓ ×
[57] - ✓ ✓ - - - ✓ - - ✓ ×
[56] - ✓ - - ✓ - - - ✓ ✓ ×
[64] - ✓ - - ✓ - - - ✓ ✓ ×
[8] - ✓ - - ✓ - - - ✓ ✓ ✓ –

[65] - ✓ - - - ✓ ✓ - - ✓ ✓ –

[59] - ✓ ✓ - - - - - ✓ ✓ ✓ –

[70] - ✓ - - ✓ - - - ✓ ✓ ✓ –

[71] - ✓ - - - ✓ - - ✓ ✓ ✓ –

[58] - ✓ ✓ - - - ✓ - - ✓ ✓ –

[72] - ✓ - - ✓ - - ✓ - ✓ ✓ –

[73]* - ✓ - ✓ - - ✓ - - ✓ ✓ –

[74]* - ✓ - ✓ - - - - ✓ ✓ ×
[75]* - ✓ - ✓ - - - ✓ - ✓ ✓ –

[76]* - ✓ - - ✓ - - ✓ - ✓ ×
[77]* - ✓ - ✓ - - - ✓ - ✓ ×
[78]* - ✓ ✓ - - - ✓ - - ✓ ×
[79]* - ✓ - ✓ - - - - ✓ ✓ ✓ –

[80]* - ✓ - ✓ - - ✓ - - ✓ ×
[81]* - ✓ ✓ - - - - - ✓ ✓ ×
[82]* - ✓ - - - ✓ ✓ - - ✓ ×
SG: Signature. SP: Specification. AN: Anomaly. HD: Hybrid
* Taken from our joint literature review paper [55] and not detailed in this thesis. ✓ –Partially

Their proposal demonstrates effective and efficient results in terms of detection rate, power

consumption and memory usage. However, it has some false positive alarms [69]. Also, they

consider a static-nodes-based environment, which is not common in IoT networks.

The authors in [65] design an IDS that can derive knowledge from a network and attack

features to detect intrusions. The IDS can configure dynamically to provide proper detection

mechanisms for the monitored network. In order not to affect the IoT nodes’ performance,

the detection, analysis and reporting modules are hosted in a separate (external) device

placed near IoT devices. The detection process is based on signature, rules and anomaly

detection. They involve different IoT network constraints such as heterogeneity, mobility,

dynamicity and scalability. Even though Kalis, their proposed system, can detect routing

and DoS attacks effectively, a single point of failure is still a concern.

This work [59] proposes an adaptive NIDS with a set of configured rules deployed on

watchdog nodes to monitor the traffic pattern of neighbour nodes. The monitoring node runs
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in promiscuous mode to sniff packets sent from one node to another. In case packets match a

set of a predefined set of rules, an alert is generated. An Event Management System (EMS)

correlates alerts and decides on an intrusive node. Since the network is heterogeneous, they

provide different rules for different monitor nodes. The IDS power consumption and the kind

of attacks detected are not identified.

In another work [70], the intrusion detection modules are divided between the 6BR and

distributed sensor nodes. The latter cooperate to detect any changes in their neighbourhood.

Any malicious behaviour is sent to the border router for further analysis. The detection

mechanism is based on the location and neighbour information. Also, signal strength is

used to identify attacker nodes. During the deployment, the location information is set and

monitoring nodes store information about their neighbour nodes. Any deviation is considered

an indication of intrusion. Moreover, as the network is static, if the neighbours of a monitoring

node are not in its transmission range that means an attack. They target the detection of

wormhole attacks. In this attack, many DIO control messages are sent from one node to

another. However, they deploy random placement with random detection modules. Even

though they show how efficient their IDS is in terms of power consumption and memory

usage, they focus only on one kind of attack.

The proposal in [71] is an extension of SVELTE [8] by incorporating dedicated detection

modules to monitor the ETX metrics of each monitored node. These have already been

defined by the network owner. Parent nodes always have lower ETX values and any changes

are considered anomalies. They declare that this approach can effectively detect routing

attacks and is efficient in memory usage and battery consumption.

An intrusion prevention system based on Complex Event Possessing (CEP) mechanism

is proposed in [58]. CEP is a method of inferring a meaningful conclusion from a data

stream by analysing its patterns. It aggregates different information to derive cause-and-

effect relationships in real-time. The mechanism generates CEP rules that are used to detect

DDoS attacks, namely SYN flooding, ICMP flooding, UDP flooding, and port scanning.

They adopt a centralised architecture where the IDS resides at the network edge. To generate
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traffic, they run the IDS on a Raspberry Pi node with five desktop computers. Even though

the proposed technique could effectively analyse a large stream of data, it has not been

evaluated on low-resourced devices.

The work presented in [72] exploits the distributed passive monitored approach to detect

anomalies in RPL networks. The monitoring nodes are dedicated to intrusion detection to

preserve nodes’ resources. They monitor the network for any topology attacks and incon-

sistencies. However, they do not consider the optimal placement of the passive monitors as

well as the minimum required number to collect and make a decision. They require only that

every node be within range of one monitoring node. Here, we investigate imposing require-

ments for higher levels of resilience (i.e. requiring each node to be within the range of k > 1

monitoring nodes).

2.4 IDS configurations optimisation

In large networks such as the Internet of Things, the configuration of an Intrusion Detection

System (IDS), including sensors’ placement, plays an important role in detecting unauthorised

activities [83]. The resource-constrained nature of many devices and nodes restricts what

tasks those nodes can realistically expect to perform. There may be a great many choices as

to what detection functionality is allocated and where.

Placement problems of intrusion detection nodes have been intensively researched in the

context of traditional networks. The problem is known to be computationally intractable and

defining the best placement of a node is NP-complete [17]. Furthermore, finding the optimal

configuration makes it even harder. There are several proposals for achieving the optimal

IDS placement (and configuration to some extent) in WSNs (e.g.[17] and [84]). However, to

the best of our knowledge, there is no such work in the field of RPL-based IoT.

There are different optimisation approaches in the literature. A major one is a branch

of evolutionary algorithms (EAs) known as the Genetic Algorithm (GA). Next, we give a

detailed overview of this algorithm followed by some related work in the context of IDS

configurations optimisation.
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Figure 2.16: Local and global optima. (A) shows an example of a minimisation
problem with multiple objectives; (B) shows an example of a maximisation problem
with one objective).

2.4.1 Genetic Algorithm overview

The Genetic Algorithm (GA) is a stochastic-based and meta-heuristic optimisation approach

inspired by the natural selection (biological evolution) concept. The GA is a one type of

the evolutionary algorithms (EAs) which is based on the principle of “survival of the fittest”

that was first laid down by Charles Darwin. Moving the idea to solving real-world optimi-

sation problems was first introduced by John Holland in his book “Adaptation in Nature

and Artificial System” in 1975 [85]. This laid the foundation for later developments. How-

ever, the technique was not popular due to the lack of computation capabilities at that time.

Nowadays, the algorithm is extensively used to solve a wide range of complex optimisation

problems [86]. GAs are robust optimisation approaches that are different from other tradi-

tional optimisation methods in several fundamental ways [87, 88]:

• GAs search from a population of points, not a single point.

• GAs use payoff (objective function) information, not derivatives or other auxiliary

knowledge.

• GAs use probabilistic transition rules, not deterministic rules.

• GAs may converge to an optimal solution regardless of the chosen initial population.

Conventional approaches, such as (gradient-based) hill-climbing, often get stuck in local
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optima.

• GAs is a high-level problem-independent algorithmic (i.e., metaheuristic).

• GAs involve effective operators to avoid being stuck in suboptimal or local optimal

solutions (see Figure 2.16).

Global optima are not guaranteed, but GAs have been found to give excellent results over

a great range of optimisation problems. We opted here for a GA, and not any other meta-

heuristic approaches, for the following reasons:

• It has flexible representations.

• It is easy to use (prototype) and implement.

• It is able to handle multiple criteria and able to handle more/fewer criteria as appro-

priate.

• It can facilitate the use of different multi-objective approaches (e.g., weighted sum or

Pareto Front based approaches).

• It is computationally efficient [89].

• We are concerned with placement and configuration problems and has been considerable

success in using GA from the direct literature [90, 91] or other areas.

Here we adopt a GA. However, the results of our work have good chances of applying to

any optimisation approach for our target problem. For example, in Chapter 5, although our

NN-based function approximation model provides fitness evaluation assistance to a hybrid

GA-NN approach, the created approximation model can also be used similarly by simulated

annealing to make simulated annealing more efficient via a hybrid SA-NN approach.

The flowchart in Figure 2.17 and the Algorithm 8 demonstrate the whole GA process.
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Figure 2.17: Flow chart of a basic GA

2.4.1.1 preliminary

In a genetic algorithm, each possible solution to a problem that needs to be solved is repre-

sented as a chromosome. A chromosome contains genes and alleles, which are the parameters

of the problem at hand. The genes are the location of the solution’s components while the

alleles are the values taken by those components.

Encoding and decoding the chromosomes are crucial steps to mapping a genotype to a

phenotype. A genotype (e.g., a string of bits) may be decoded into a phenotype (a poten-

tial solution from the solution space). The phenotype may then be evaluated. Some of the

representation (encoding) methods are binary representation (a string of bits), real number

representation, and integer representation. An example of a binary representation of a pop-

ulation is given in Figure 2.19. In this research, we adopt the binary (bitwise) representation

for two main reasons:

• It is simple and easily manipulated.

• Many of our configuration (placement) issue is based on On/Off decisions.
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Algorithm 8: Classical Genetic algorithm

Input: Population size, Popsize;

Generation size, Gensize;

Chromosome length, Chromsize;

Mutation rate, Mutrate;

Crossover rate, Crosrate

Output: Global best solution, Yb
1 Generate initial population of Popsize chromosomes Yi of length chromsize,

(i = 1, 2, ..., Popsize);

2 Compute fitness of each solution Yj ;

3 Set counter t = 0;

4 Save them in the population Popt;

5 while t < Gensize do ▷ Or any other termination criterion

6 Select solutions from Popt to Popt+1 ; ▷ Based on the selection method

7 for j = 1 to Popsize/2 do

8 Select two pairs of chromosomes from Popt+1;

9 Apply crossover by Crosrate ; ▷ Based on the crossover method

10 for j = 1 to Chromsize do

11 Select one chromosome from Popt+1;

12 Apply mutation by Mutrate; ▷ Based on the mutation method

13 Replace Popt with Popt+1;

14 Compute fitness of each solution in Popt+1;

15 Increment t by 1;

16 Return best solution Yb;

2.4.1.2 Initialisation

The algorithm typically starts by initialising a set of candidate solutions randomly. (Less

often, this set may be generated by some another technique.) Based on the specified number

of population (Popsize), this will construct a diverse population to form the first generation.

The length of the chromosomes (Chromsize) is based on the set of parameters that defines a

candidate solution to the problem to be solved or optimised.
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Figure 2.18: Two common selection methods: (A) Roulette wheel selection (B)
Tournament selection

2.4.1.3 Evaluation

A fitness function needs to be defined to interpret the objectives being optimised. Each

possible solution is evaluated against a fitness function. This will assign a fitness value to

each solution that represents its goodness among other solutions in the population. Based on

the optimisation requirements, there are some problem domains where the fitness function

is either maximised (e.g. objective function), minimised (e.g. constraints) or both (multi-

objective function).

2.4.1.4 Selection

Selection is one of the GAs’ core operators (together with crossover and mutation) that helps

the algorithm to find its way to optimal solutions. This is where the idea of “survival of the

fittest” takes place. Two or more candidates (parents), with large fitness values, are selected

to create a mating pool and pass on their genetics to the next generation. There are a couple

of selection methods for the GAs. The most widely used approaches are the roulette wheel

and tournament.

In the roulette wheel method, all individuals in the population are given a probability-

of-selection value based on their fitness value. The larger the fitness value, the higher the

probability-of-selection value they receive. For instance, in Figure 2.18 (A), there are 5
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Algorithm 9: Algorithm of roulette wheel selection

Input: Population size, Popsize

Output: Selected individuals

1 for j = 1 to Popsize do

2 sum fit ← fitness

3 prob = (fitness/sum fitness)

4 r = random (0,1)

5 if prob > r then

6 select jth individual

7 create offspring

Algorithm 10: Algorithm of tournament selection

Input: Population size, Popsize

Output: Selected individuals

1 for j = 1 to Popsize do

2 selected = select k individuals

3 for i = 1 in selected do

4 if ith individual > others then

5 select ith individual

6 create offspring

candidate solutions that have been assigned with a probability value (converted here into

percentage). The wheel will spin and the particular slot that it rests in will be chosen.

Clearly, solution number 2 will be selected more frequently. This gives a chance (though it is

low) for other chromosomes to be selected as well. The probability a specific individual will

be selected is:

pi =
fi∑n
j=1 fj

where fi is the fitness value of the ith individual and n is the number of individuals.

Tournament selection, on the other hand, is much simpler (see Figure 2.18 (B)). As

the name indicates, a l (tournament size) number of solutions from the population enters
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Figure 2.19: The crossover and mutation operators

a tournament game and the winner (i.e., the one with the highest fitness value) is selected,

with or without replacement, to contribute to the mating pool. The common size of the

tournament selection scheme is ≤ 4 (this is to avoid duplicate candidates [92]). Setting the

size to 1 will lead to random selection while a large value may lead to a loss of diversity [93].

Whichever method is chosen, the algorithm will repeat the selection process until the

number of the specified population is met.

2.4.1.5 Crossover

Sets of two parents from the mating pool are randomly nominated to undergo the crossover

(also known as recombination) process by swapping their genes to generate new offspring.

It is likely that the combined good parents will create better new individuals. The created

offspring, of the exchanged parents, will form the population of the next generation. Common

methods of conducting the crossover method are the simple crossover (single-point, two-points

and multi-point cuts) and random crossover. Figure 2.19 shows an example of a simple

crossover method, more specifically the single-point crossover.

2.4.1.6 Mutation

The main concept of mutation is to randomly alter a value (i.e., allele) of one or more genes.

This is an important step so that the new generation might be different from their parents

and create diversity within the population. For binary representation, the value of a gene will
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be mutated in a way that 0 becomes 1 and vice versa (as shown in Figure 2.19). Real numbers

encoding mutation can be done by replacing the current allele with a random number from a

range of min-max values of the problem. Mutation of an integer encoding could be performed

by inversion, insertion or displacement mutation [86].

Choosing optimal parameters of the crossover and mutation rates is crucial for the GAs to

converge to compelling results. For stability reasons, the mutation rate (Mutrate) is preferred

to be set to a very small value such as 0.01 [94]. Thereby, the algorithm will have more local

search capability. A high mutation rate leads the search to be random. On the other hand, it

is preferred to set the crossover rate (Crosrate) to a high value to create more diversity in the

population (i.e., more global search capability). For instance, the “0.03MR0.9CR” approach

is a well-known predefined parameter setting for the crossover and mutation rates [94].

2.4.1.7 Termination

There are various termination criteria that will make the GA stop further searching. This is

when any of the following is reached:

• Threshold or high fitness value.

• Maximum number of generations.

• High usage of computation resources.

• No further improvements after successive iterations (or specified delay).

• Manual interruption.

• Combinations of any of the above.

Unlike other search-based optimisation techniques such as brute force or random search,

the GA is computationally cost-efficient [89].

2.4.2 Related work in IDS configuration optimisation

In this section, we present some relevant work on optimising the IDS configurations.



CHAPTER 2. LITERATURE REVIEW 53

The authors in [17] propose a model to find the optimal placement and configuration

of the distributed network-based intrusion detection system (NIDS) in WSNs. Their work

is motivated by the infeasibility of deploying a single IDS in WSNs as the devices involved

are constrained and there are a variety of IDS modules (tuning parameters). They used a

heuristic-based search method to find the optimal solution. The model analyses and consid-

ers the trade-offs between the computation cost (e.g. resource consumption) and detection

rate. However, it is only a mathematical model with no real attack evaluation. In addition,

heterogeneity is not considered.

Another remarkable work is provided by [84] to help wireless sensor network operators to

select the right detection configurations for their specific application. They propose a frame-

work to obtain semi-automatic optimal IDS configurations in terms of detection accuracy

and memory usage. They utilise the evolutionary algorithms (EAs), more specifically the

eoEasyEA algorithm, to optimise the IDS configurations. They adopt the idea of majority

voting where monitoring nodes overhear their neighbours and decide whether any of their

neighbours are malicious or benign based on the number of packets received and forwarded.

They consider one type of attack, selective forwarding.

Researchers in [95] propose algorithms to decide on either enabling or disabling the IDS in

a specific node. Having all the nodes sniff all the packets passing through consumes significant

resources. Thus, they propose minimising the number of activated IDSs that inspect packets

while ensuring that every packet forwarded from a source node to a sink node is inspected

at least once.

Multi-objective Genetic Algorithm (MOGA) has been presented by [90] to optimally find

the IDS placement. The fitness function maximises the detection rate and minimises the

number of nodes, false alarm rate, and communication costs. As they stated, different kinds

of attack yield different optimal placements. The evaluation of any placement is either by

information gain (e.g., location of the firewall and servers) or attack simulation. Therefore,

they simulate a network and intrusive behaviour using NS2 where client and server nodes are

grouped into different clusters. They aim to protect the more critical asserts; hence servers.
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Their proposal, however, considers placement with no configurations.

Introducing a logic-based model to describe a network and its possible intrusions is pro-

posed by [96]. Accordingly, it provides a suitable decision about the IDS sensors’ placement

and information needed to detect an attack. The properties of the network have been anal-

ysed and implemented in Prolog to infer the solutions. As they stated, NIDS comprises many

sensors distributed on the network to monitor the traffic. Yet, to detect topology-dependent

attacks, it is better to understand the underlying network topology. The model can auto-

matically determine the location and/or the information needed by a NIDS sensor to detect

the attack. They address the placement and configuration in general but not in constrained

networks.

The authors in [97] propose using an attack graph to find the best location for placing

nodes that hold an IDS. They adopt the idea of placing the IDS sensors only within the

attack paths to critical mission assets. It might reduce the number of sensors deployed, and

as a result, reduce the cost and overheads. The network configuration, including hosts, OS,

applications and vulnerabilities, is scanned and then the predicted path is formed. They

propose using a greedy algorithm to find the optimal selection of placements that covers all

vulnerable connections for the attack graph. The more paths passing through a node, the

more opportunity of placing the IDS at that node. Finally, they prioritise the alerts based

on the distance of the attacker from the critical assets. Such that the closer to any valuable

resources, the higher the priority. Nevertheless, the attack path approach may not address

the optimal placements in a dynamic environment. Moreover, the detection technique and

configuration are not discussed.

The authors in [67] define the characteristics of a network and nodes to determine the best

deployment of IDS sensors in a network. The characteristics of the network are location type,

load factor, risk profile and disruption cost. The characteristics of the sensors are interaction

ability, efficiency and cost. Based on that, they specify the deployment value of a sensor. As

they stated, the higher the deployment flexibility to minimise the potential risk, the lower

the deployment cost. In other words, optimal IDS sensor placement aims to maximise the
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Table 2.4: Optimisation-based IDS proposals.

Ref
IDS sensor placement Targeted domain

Minimising placement Resilient placement Heterogeneous network Constrained environment

[90] ✓ × × ×
[17] ✓ × × ✓
[98] × × × ×
[84] ✓ × × ✓
[99] × × × ✓
[100] × × ✓ ✓
[101] × × ✓ ✓
[102] ✓ × ✓ ✓
[95] ✓ × ✓ ✓
[96] × × × ×
[67] × × × ×
[97] ✓ × × ×
[103] ✓ × × ✓

deployment value.

An essential criterion of an intrusion detection system (IDS) is that to be effective. It

should identify a high proportion of threats while maintaining an acceptable false alarm

rate. To achieve this goal, the IDS’s model and algorithm must be calibrated or configured

accordingly. The authors in [98] provide sveral variables that influence the ideal configuration.

The first element is the IDS’s performance as demonstrated by its ROC (receiver operating

characteristics), which is a curve that combines detection accuracy and false alarm rate. The

second element is the firm’s cost of employing the IDS. The third component is the hackers’

strategy. The possibility that a hacker will be detected influences their behaviour, which

is dependent on the configuration of the IDS. The authors provide an optimisation model

based on game theory that gives insights into optimum IDS configuration. They study the

incorporation of strategic interactions between IDS, firm, and hackers in the development of

optimal configuration and algorithm.

Another notable work is provided by [84]. The authors propose a framework to achieve

semi-automatic optimal IDS configurations in terms of detection accuracy and memory us-

age. To perform the optimisation they use a population-based algorithm, an Evolutionary

Algorithm (EA); more specifically, the eoEasyEA algorithm. They adopt the idea of majority

voting where monitoring nodes overhear their neighbours and decide whether a neighbour
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is malicious or benign based on the number of packets received and forwarded. The aim is

to optimise the following objectives: false positives, false negatives and memory usage. A

weighted single-objective optimisation is used to solve the trade-offs between the objectives.

The work is extended in [99] via the use of a multi-objective optimisation algorithm. They

demonstrate the effectiveness of NSGA-II over SPEA2 in terms of speed of convergence and

the number of evaluations. Their work does not incorporate minimising the number of de-

ployed IDS sensors. Here, we investigate how to minimise the number of IDS sensors or

monitoring nodes (generally leading to reduced costs of installing, managing, maintaining

nodes and reducing communications traffic in collaborative approaches).

The authors of [100, 101] provide a genetic algorithm based optimisation technique for

finding optimal cooperative IDS monitoring nodes in the constrained WSN. Different valu-

able properties such as energy consumption, event reporting delay, network coverage and data

accuracy are studied to provide an optimal monitoring approach. They targeted a one-hop

attack (i.e., a malicious node can only attack nodes within its radio range) of the following

attacks: SYN/ICMP flooding, port scanning, and web exploits. These attacks could either

exhaust resources, scan for open ports or disclose information. The authors consider a hetero-

geneous network where nodes have three levels of resources. These are, from less resourced

to more powerful, Joined or orphan nodes, aggregators and leaders. As such, three types

of intrusion detection engines are considered: lightweight (LWDS), medium (RE-DS), and

heavy (HW-DS). They are employed by joined and orphan nodes, aggregators, and leaders

respectively. They consider the network to be clustered and the cluster leader node is always

powerful to operate heavy-duty intrusion detection. Networks can be in variant topologies

such as mesh or star. Furthermore, this assumption of a clustered network with a more

powerful cluster head cannot be always guaranteed in many LLN networks.

A proposal in [102] utilises anomaly-based distributed watchdogs to detect attacks tar-

geting Bluetooth mesh networks. The detection of the Denial of Service attacks is based on

observing each received packet by the watchdogs in N observation windows and calculating

a set of features such as the average number and standard deviation of packets per source
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and destination address. The authors determine the optimal placement of the watchdogs

based on some already recommended locations. However, there is a need for investigating

all locations based on performing a series of placements experiments. This will ensure the

generality of the evaluation where all locations are considered. Furthermore, they propose

dedicated powerful devices for intrusion detection purposes; however, this is not always the

case when it comes to constrained networks such as the LLNs where ordinary nodes may

assign some monitoring and detection tasks.

The authors in [103] investigate the use of a neighbouring-based monitoring approach

(i.e. watchdog) to detect blackhole attacks in Ad hoc On-Demand Distance Vector Routing

(AODV) based networks. Nodes listen promiscuously to the transmissions of their neighbours

and determine whether they correctly forward the packets they receive. If the monitored node

does not transmit the received packets in a threshold time (t), the node is considered to be

malicious, i.e. a blackhole node. To preserve the monitoring nodes’ energy, they listen to

their neighbours periodically and not continuously. The selection of the watchdogs takes place

during the initialization phase based on the connectivity level. Nodes with more neighbouring

nodes are assigned the duty of monitoring and intrusion detection. While this might be

effective with slowly arranged networks, on other networks, where the density of information

is different, this technique may fail. Monitoring nodes should be placed at locations that

best achieve stated goals, such as a high detection rate, and not placed using properties such

as the level of connectivity. (We appreciate the implied correlation but believe it is more

beneficial to evaluate configurations based on direct measures of actual sought achievement

rather than proxy measures.)

More limitations of the above works are presented in Table 2.4.
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2.5 Function approximation

2.5.1 Overview

The expensive optimisation problem (EOP) is a term used to describe an issue where evaluat-

ing potential solutions is extremely expensive or perhaps unaffordable [2, 104]. This problem

is common and applies to optimisation based approaches to the solution of many real-world

applications. Evolutionary Algorithms (EAs) have been effectively utilised to optimise many

hard real-world problems. (Later in this thesis we too will adopt a GA, a form of EA.) How-

ever, two main issues stated by [104] make deploying EAs to complex optimisation problems a

difficult task. First, the processing time required for an optimisation algorithm to evaluate a

huge number of fitness functions before converging to an adequate solution is high. Secondly,

individual evaluations may be computationally expensive.

The overall cost of using EA for solving the EOP can be expressed as [2]:

total cost = O(N)×O(C) = O(N × C) (2.7)

where the O(N) is the time complexity of the algorithm to solve the problem (N is the number

of evaluations needed to converge to a satisfactory solution) and O(C) is the average cost of

every expensive evaluation.

The aim is to solve EOP with a minimal cost. This is made by decreasing the O(N) and

O(C) as much as possible while maintaining acceptable solutions. To reduce the expensive

optimisation cost, there are three directions to follow (as illustrated in Figure 2.20): problem

approximation and substitution (to reduce O(C)), algorithm design and enhancement (to

reduce O(N)) and parallel and distributed computation (say this is PL, the Equation 2.7

becomes O(N × C)/PL, where PL ≥ 1).

Therefore, the function approximation, as one branch of problem approximation and

substitution, seeks to define a function that closely matches (“approximates”) an original

function more cheaply. Approximating a function is needed for two main reasons:

• The underlying function is unknown and needs to be defined with the available data
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Figure 2.20: Three directions to reduce expensive optimisation costs [2].

points.

• The computation of the original function is expensive.

In many real-world optimisation problems, there is no analytical fitness function for ac-

curately evaluating the fitness of a candidate solution [3]. Instead, there is either a more

accurate or less accurate fitness evaluation mechanism. Thus, this creates a trade-off be-

tween the computation cost and the fidelity, as shown in figure 2.21.

Even though approximation techniques can reduce the expensive evaluation cost, they

may not evaluate the candidate solutions accurately (i.e., incur some estimation error). How-

ever, they can be useful in the evolutionary search (see Figure 2.22).

Many researchers have proposed using an approximation model (a surrogate model or

meta-model) with evolutionary optimisation. The fitness approximation model has been

used for fitness evaluation to reduce each fitness calculation or evaluation cost [105]. As

a result, it may reduce the overall computation cost and time consumption. The fitness

evaluation may involve an expensive simulation with a long iterative process. Many useful

data points (or samples) are produced during the simulation process that can be used to train

a surrogate model for predicting a fitness value for a candidate solution. An example of such

an approach is given in Figure 2.23.

To obtain a global function approximation, the work in [104] asserts two measurements

to be taken. The first one is that the original fitness function should be included within



CHAPTER 2. LITERATURE REVIEW 60

Figure 2.21: An illustration of a trade-off between fidelity (approximation accu-
racy) and computational cost. Usually, high-fidelity fitness evaluations are more
time-consuming. By contrast, low-fidelity fitness evaluations are often less time-
consuming [3].

Figure 2.22: An Example of a surrogate model that has a large approximation
error but is adequately good for evolutionary search [4].

the function approximation model, this is called model management or evolution control.

Secondly, given a limited number of data, the performance of the approximation model

should be enhanced as much as possible. A reduced quality could be due to poor choice

of a model, training method, weights and error parameters. There are some obstacles that

may affect the utilisation of an approximate model for fitness evaluation such as the high

dimensionality of the optimisation space and the limited number of training samples.

The most widely used function approximation models are the polynomial model, the krig-

ing model, the feed-forward neural network (multi-layer perceptron) and the support vector

machine (SVM). In this PhD research, we target using NNs as a surrogate model for function
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Figure 2.23: An illustration of learning iterative fitness evolutionary process
using neural networks for predicting converged fitness value [3].

approximation, which is now addressed below

2.5.2 Fitness approximation via neural networks

Artificial Neural Networks (ANNs) have been proven to be an effective approach to approx-

imate nearly any function to any degree of accuracy [19, 20, 104]. According to [106], Deep

Neural Networks (DNNs), i.e. with several layers, are more efficient in function approxima-

tion than shallow neural networks (i.e. a single layer) even with a high number of neurons.

In other words, extra hidden layers (depth) may exponentially reduce the number of neurons

(size) for approximating a large class of functions.

Many proposals [106, 107] have adopted ANNs as a function approximator because of

their powerful characteristics such as self-learning (adaptivity), nonlinearity, parallelism, fault

tolerance and generalisation capability to map inputs to outputs [5]. When using ANNs for

function approximation purposes, the model learns by training the algorithm on input-output

samples to approximate the underlying rules connecting the inputs to the outputs. However,
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Figure 2.24: An illustration of the Overfitting-to-noise issue.[5]

there is a need for regulating the model complexity to avoid overfitting (as shown in figure

2.24).

2.5.2.1 Feedforward Neural Network

Feedforward Neural Networks (FNN) are a subset of Artificial Neural Networks (ANNs).

An ANN network consists of nodes or neurons and layers. As shown in Figure 2.26, the

information is passed from the input layer to the output layer passing via the hidden layer.

Most of the calculations and computations happen in the hidden layer. In this layer, the

nodes include the so-called activation function. This decides whether a neuron should be

activated or not.

There are several activation functions in the literature, but here we will describe the most

commonly used ones: Rectified Linear Unit (ReLU), Hyperbolic Tangent function (Tanh)

and Sigmoid. As illustrated in figure 2.25, the difference between these activation functions

is in the output they produce or the conclusion they draw. The output of a node employing

RelU as the activation function ranges between 0 to +infinity while the output of Tanh and

Sigmoid ranges between -1 to 1 and 0 to 1, respectively. This function determines whether a

node is “activated” (”fires”) based on the weighted sum of its inputs.

A node i in layer l calculates its output Sj as:

Sj = σj

( k∑
i=1

wij × l + bj

)
(2.8)
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Figure 2.25: Example of the activation functions

where Sj is the output of node i, σ is the activation function, l is the jth input to the

node i, wij is the connection weight between the node and input l, and bj is the bias of the

layer l. The NNs learn to map the input to the output via a comprehensive iterative process

based on trial and error. In fact, there are two passes in the process of the neural network:

forward propagation pass and backpropagation pass. The former is to fit the data to the NNs

with some initial parameters (mostly randomly generated). Then based on the error rate (i.e.

loss), between the predicted value (or classified class) and the actual value, the parameters are

updated accordingly using the backpropagation method. This is used to adjust the weights,

biases, learning rate (this controls how much these parameters should be changed with respect

to the received error) and other parameters. This is called hyperparameter tuning or fine-

tuning. It takes the gradient descent approach, using some optimisation algorithms such as

Adam [108] and stochastic gradient descent (SGD)[109], to reduce the error to a minimal

value. Each two-passes process (i.e., forward and backward) is called an epoch and many of

them are performed until a satisfactory output (or a maximum number of specified epochs)

is achieved. There are several loss functions (also known as cost functions) such as mean

square error (MSE) and mean absolute error (MAE) for regression problems, and accuracy

for classification problems.
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Figure 2.26: Architecture of an ANN model

The MSE measures the average of the squares of the errors or residuals. That is the

average squared difference between the predicted value ŷi and the actual value yi.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2

where n is the number of observations.

The MAE measures the average of the errors or residuals. In other words, the average

absolute difference between the predicted values ŷi and the actual value yi.
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MAE =
1

n

n∑
t=1

| yi − ŷi |

In general, function approximation, or surrogate models, have been used to efficiently

reduce the computation complexity for the EoP. However, it is also known that they may

not provide accurate fitness evaluations. Therefore, there is a need to regulate the approach,

mainly by increasing the number of training samples, to enhance the fidelity as much as

possible while maintaining low computation complexity. In terms of the IDS configuration

optimisation, we obtain the training samples via an expensive network simulation. This lies

in the “2D full simulation” as shown in Figure 2.21.

2.6 Summary

IoT networks are adopted in many critical real-world applications, including health care,

smart cities, smart homes, and industrial contexts. The nodes are resource-constrained and

require efficient routing protocols to enable them to communicate their information efficiently.

The RPL is proposed as the most commonly utilised routing protocol for the IoT. However,

it is vulnerable to a variety of routing attacks. In this chapter, we detailed the RPL-based

networks and their most common attacks. Furthermore, IDS proposals to mitigate such

attacks for such a network were reviewed. We revealed the need for a specifically optimised

IDS configuration (in terms of both functional and non-functional criteria) to satisfy the

LLNs’ requirements. IDS solutions for traditional networks cannot be simply utilised in the

RPL networks due to the difference in the attack characteristics and available resources. We

then provided a description of the evolutionary algorithm as a possible optimisation approach

to optimise the IDS configurations along with some related work. Finally, a brief introduction

to the field of fitness approximation and some applications were presented. Approximation

models can be used in evolutionary algorithms with the aim to reduce the computation

required.
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The Work of This Thesis

3.1 Brief motivation statement

Every detection of an attack improves security and any undetected attack may be costly. As

demonstrated in Chapter 2, RPL networks are prone to many attacks. Intrusion detection

systems are the security solution when other mechanisms fail to protect against attacks.

However, they need to be configured appropriately to satisfy the resource constraints of IoT

networks.

In Section 2.3.6 we reviewed many IDS proposals for IoT/RPL networks to establish

the state-of-the-art. Usually, the presented IDS solutions focus on functional criteria such as

enhancing the detection rate and reducing false alarm rates but omit non-functional measures

such as the deployment cost.

There may be a huge number of possible configurations for an IDS for a system. Find-

ing an optimum or excellent one may present significant computational difficulty. Section

2.4.2 showed that several attempts have been made to seek optimal IDS configurations for

either conventional networks or WSNs but not for the RPL-based networks. To this end,

an optimisation approach is explored in this thesis to optimise the IDS configurations for

RPL-based IoT networks. Furthermore, although optimisation-based approaches have been

highly successful across many domains, the computational costs may be prohibitive for cer-

66



CHAPTER 3. THE WORK OF THIS THESIS 67

tain applications. Making the search more efficient remains a challenge. In this thesis, we

explore how leading concepts in function approximation (using a neural network) and model

reuse (transfer learning) can be beneficially exploited. Thus, we bring leading contemporary

machine learning concepts to bear on our target problem.

3.2 Research originality

The principal research hypotheses of this Ph.D thesis are restated below:

Hypothesis 1: Evolutionary algorithms can discover resource-efficient and detection-capable

security configurations for intrusion detection systems that are suitable for RPL-based

Internet of Things networks.

Originality: We propose an extensible optimisation framework that incorporates a much

wider set of constraints (functional and non-functional) than other IoT/RPL IDS researchers

consider. This is an original contribution in itself, but the framework also serves to generate

data as input for the following work on approximation and transfer learning.

Hypothesis 2: Machine learning approaches can allow us to perform function approxima-

tion for the framework’s fitness evaluation function and so greatly reduce the time and

computation taken to produce near-optimal security configurations using such a frame-

work.

Hypothesis 3: A transfer learning based deep neural networks approach can provide a

highly efficient fitness approximation with acceptable fidelity for newly-presented RPL-

based Internet of Things networks.

Originality (Hypo 2+3): To the best of our knowledge, there is no use of fitness ap-

proximation in the context of IDS configurations optimisation for IoT/RPL networks in the

literature. Its use here is therefore original in its own right and the refinement via transfer

learning is consequently also an original contribution.



Chapter 4

IDS Configuration Optimisation

using Evolutionary Algorithm

As stated in the literature review chapter, Chapter 2, RPL-enabled Low Power and Lossy

Networks (LLNs) involve constrained, unattended, and globally identifiable devices which

require more optimised IDS solutions than traditional networks. In this chapter, we explore

the application of a Genetic Algorithm (GA), a meta-heuristic-based optimisation technique,

to identify the best IDS placement and configurations for LLNs. The effort is to optimise

IDS settings for vulnerable and constrained networks while taking into account important

objectives. The detection rate, F1 score, coverage, feasibility cost, and deployment cost are

the objectives that our strategy aims to balance and optimise. We develope a framework

that incorporates these functional and non-functional requirements.

4.1 Background

The Routing Protocol for Low Power and Lossy Networks (RPL) is the standardised routing

protocol for the Internet of Things (IoT)[110]. It is used for the IP-connected wireless sen-

sors that enable IPv6 over Low Power Wireless Personal Area Networks (6LoPANs). Such

networks are also known as Low Power and Lossy Networks (LLNs). For these constrained
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devices to share their data to the outside world via the IPv6 border router (6BR) while

preserving their power, they communicate in a multi-hop way. RPL-based networks are sus-

ceptible to several internal threats [111]. The nodes in LLNs lack effective self-protection due

to low capabilities and resources [60]. Once an adversary gains access to a node, they may

manipulate the node’s functionality and operation to compromise the performance or the op-

timality of a network’s topology. Some of the widely discussed attacks on RPL networks are

Rank-based attacks (e.g. Blackhole and Selective Forwarding) and Denial-of-Service (DoS)

attacks (e.g. DIS Flooding).

The Intrusion Detection System (IDS) is an important countermeasure when other secu-

rity solutions fail to protect against attacks. It consists of several sensors or monitoring nodes

distributed across the network for monitoring and detection purposes. As described in Sec-

tion 2.3.1, IDSs are commonly divided into Host-based IDS (HIDS) and Network-based IDS

(NIDS). The NIDS has a (often large) number of sensors to monitor the network. Effective

intrusion detection for a large Internet of Things (IoT) network requires multiple monitoring

sensors [112]. Detecting internal threats such as topology or routing-based attacks requires

the IDS sensors to be placed not only on the gateway but throughout the network. The

placement of the IDS sensors plays an important role in the accurate and timely detection of

unauthorized activities [67][83]. Moreover, a more detailed configuration of these monitoring

nodes (or probes) enhances their detection of malicious incidents.

Deciding where to place and how to configure IDS probes on a large network is a demand-

ing task. The optimisation of several criteria may be simultaneously sought, e.g., maximising

the detection rate while minimising deployment cost. The presence of conflicting criteria

increases the difficulty of obtaining effective and efficient IDS. Furthermore, when it comes to

a heterogeneous network such as the IoT [113], hosting the monitoring and detection tasks on

constrained nodes may either be impractical or at least affect their principal functional oper-

ation. Last, but not least, in a rule-based IDS where rules are dependent on threshold values,

finding effective thresholds is a difficult task, especially in dynamic environments [114]. A

lower threshold value may increase the false positives while a higher one may come at the
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cost of more false negatives. To this end, we investigate the use of a meta-heuristic-based

optimisation technique to discover excellent IDS placements and configurations with respect

to chosen evaluation criteria. Specifically, we investigate the use of the GA to search the

space and find optimal IDS sensors placements as well as their configurations. To the best

of our knowledge, this is the first attempt to optimise IDS configurations for emerging and

constrained networks such as the LLNs while incorporating a wider set of constraints than

considered so far.

4.2 Our contributions and organisation of the chapter

In this chapter, we propose a meta-heuristic method based on a Genetic Algorithm (GA)

to investigate IDS probes placement and configurations. The contributions of this work are

summarised as follows:

• We present a GA-based framework for optimising the IDS sensors’ placement and con-

figuration.

• We present an effective fitness function targeting several valuable objectives such as:

– Maximising the detection rate and F1 score.

– Minimising the number of IDS sensor nodes.

– Minimising the hosting of resource-heavy intrusion detection tasks on the most

constrained nodes.

– Maximising the number of nodes within range of a specified number k of monitoring

nodes (a detection resiliency measure).

• We investigate the allocation of the detection rules as well as finding effective firing

threshold values for those rules.

• We investigate probe placement and configuration using predefined numbers of monitor-

ing nodes and also investigate the automatic determination of the number of monitoring

nodes by the framework itself.
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Table 4.1: Related works

Ref Scalability Adaptive
detection
threshold

Constrained
environment

Resiliency Rules
allocations*

Optimising
placement

Parametrisable
placement**

Heterogeneity

[103] × × ✓ × × × × ×
[72] × ✓ ✓ × × × × ✓
[90] ✓ × × × × ✓ × ×
[17] ✓ × ✓ × ✓† ✓ × ×
[98] × ✓ × × × × × ×
[84] ✓ ✓ ✓ × ✓ ✓ × ×
[99] ✓ ✓ ✓ × ✓ × × ×
[100] ✓ ✓ ✓ × ✓ × × ✓
[101] ✓ ✓ ✓ × ✓ × × ✓
[102] × ✓ ✓ × × ✓ × ×

This work ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
*Or rules selection. **In terms of the number of IDS probes. †They consider different detectors (detection modules)
allocations.

• We compare the results with the Random Search technique and show the effectiveness

of the GA.

The chapter is organised as follows. In Section 4.3 we discuss the related work empha-

sising monitoring approaches and placements and configurations of IDS sensors. Section 4.4

describes our threat model and attacks targeted in this work. An overview of the IDS model,

including the adopted monitoring approach, detection method and decision technique, are

detailed in Section 4.5. The proposed GA-based IDS configuration is described in Section

4.6 followed by the performance evaluation and results in Section 4.7. Discussions and some

future insights are given in Section 4.9. Section 4.10 summarises the chapter.

4.3 Related works

There have been several attempts to optimise the IDS placements and configurations in the

literature. Chapter 2 presents an overview of the literature that relates to the work presented

in this chapter along with their limitations. A more detailed comparison of related works is

provided in Table 4.1
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4.4 Threat model

Low Power and lossy networks (LLNs) (as in RPL-based networks) are resource-constrained

by nature and are susceptible to several attacks [111]. Adversaries aim to disrupt the network

communication and topology. The targeted attacks discussed in this work are the Blackhole,

Selective forwarding and DIS flooding attacks. They affect the network in different ways, as

described next.

4.4.1 Blackhole attack

Here, the attack has two stages. First, the attacker node decreases its rank in order to attract

more nodes and traffic towards it. Neighbour nodes of the attacker node will be misled by the

advertised low rank. Thus, they choose this node as their parent node and send their data

via it. Next, it drops all the received packets. Algorithm 11 illustrates the process. In our

experiments, we recorded its behaviour and effect on the network. The most disruptive and

affected network performance metric is throughput. (All packets routed via the malicious

Blackhole node are dropped.) Therefore, we monitor the Packet Dropping Ratio (PDR) to

detect this attack.

4.4.2 Selective forwarding attack

Here the malicious behaviour is similar to the blackhole attack. However, the adversary

node drops only selected packets to avoid being detected. As can be seen from Fig. 4.1 and

Algorithm 11, the attacker could choose the probability of dropping and forwarding (i.e.,

low/high selective forwarding attack). The selective forwarding (also known as grey hole

attack) is hard to detect in the context of LLN networks as packet loss, due to erroneous

data transmission or network congestion, is naturally incurred in these networks [115]. To

detect this attack the Packet Dropping Ratio (PDR) is carefully monitored.
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Algorithm 11: Blackhole and Selective forwarding attacks

1 Initialisation
2 A: Attacker node, N: Neighbour list ⊂ legitimate LLN nodes
3 B: a neighboring node ∈ N, P: Current packet
4 R: a lower more powerful rank,
5 Attack type = {Black-hole, Selective forwarding}
Input: “A” receives DIOs from A.N and calculates Min(advertised ranks)
Output: “A” obtains a lower, malicious rank and multi-casts it with DIO to all

nodes, ∀ node ∈ A.N
if (P is DIO) ∧ (P.sender id ∈ A.N) then

if P.sender id ∈ A.N ∧ P.sender id ̸= root id then
if DIO.rank ≤ A.malicious rank then

A.malicious rank ←− R

if (A.received(DIS from B)) ∨ (A trickle timer activated) then
A.multicast((DIO with malicious rank) to node ∀nodes ∈ A.N)
B.receive(DIO from A)
if DIO.rank < B.rank then

B nominate A as preferred parent
B unicast application packets to its preferred parent, which is “A” now, in
order to transfer it to the destination

if Attack type is Blackhole then
A collects packets from B then drops all

else if Attack type is High Selective Forwarding then
A collects packets from B and randomly drops ≈ 70%− 90% of the received
packets and transfers others to next hop

else if Attack type is Low Selective Forwarding then
A collects packets from B and randomly drops ≈ 20%− 40% of the received
packets and transfers others to next hop

4.4.3 DIS flooding attack

The attacker node in this kind of attack overwhelms the network with many DIS control

messages. This affects the neighbouring nodes of the malicious node in terms of power

consumption, more collided packets, and delay in the end-to-end packet delivery. Every time

neighbouring nodes receive these DIS packets, they need to respond with broadcasted DIO

control messages. In the normal scenario, the transmission of DIS messages happens when a

new node wants to join the DODAG topology. They send enough DIS control messages to

discover the neighbourhood and find parent nodes to connect to. However, the compromised

node sends these control messages continuously. Furthermore, the attacker node may adjust
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Figure 4.1: Illustration of the blackhole and variants of selective forwarding at-
tacks.

Figure 4.2: The Difference in DIS intervals between normal and malicious sce-
nario.

the RPL trickle timer to increase the rate at which malicious DIS messages are sent and so

cause more disruption to the network [75]. Fig. 4.2 illustrates such a technique and Algorithm

12 describes the process. Therefore, to detect the DIS flooding attack, we monitor the DIS

Transmitting Rate (DTR).

4.5 Intrusion Detection System (IDS) model

In this section, we will describe the architecture of our proposed system. These are the moni-

toring technique, detection method and decision approach. These are the major components

of our IDS model.
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Algorithm 12: DIS Flooding attack

1 Initialisation
2 A: Attacker node, N: Neighbour list
3 B: a neighboring node ∈ N, P: Current packet
4 Attack type = {Multicast DIS Flooding}
5 Control Packet = {DIO, DAO, DIS, DAO-Ack}
Input: “A” multi-casts DIS to node(s), ∀ nodes ∈ A.N
Output: “B” multi-casts DIO message
if P is DIS and A.Attack type is Multicast DIS Flooding then

A.Multicast(DIS, ∀B ∈ A.N)
set DIS interval to very low
set time to infinity
for ∀B ∈ A.N do

B.Multicast(DIO, ∀node ∈ B.N)

Figure 4.3: The monitoring node, s1, promiscuously overhears the communica-
tion of node s3.

4.5.1 Monitoring technique

Wireless sensors utilise their radio range for transmitting and receiving packets. These packets

can be sniffed for either security or malicious purposes. We exploit this fact to investigate the

placement of monitoring nodes or probes on the network. Each monitoring node (or watchdog

[116]) monitors its neighbours within its radio range [117]. We are mainly adopting a Network-

based Intrusion Detection System (NIDS) approach to monitor the network communication

(i.e. packet traffic) and identify any abnormality. As can be seen from Fig. 4.3, a monitoring

node s1 can snoop on the in-bound and out-bound link from node s3. The range of monitoring

nodes may overlap. When calculating the functional evaluation metrics, detection rate and

precision, we ensure that there is no “double counting” of malicious events.
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4.5.2 Detection method

In this work, we adopt a rule-based intrusion detection approach to detect the aforemen-

tioned attacks. The rule-based detection approach is regarded as an effective and lightweight

mechanism to detect RPL attacks [60]. A set of designed rules act as a baseline for normal

activities and if any activity exceeds a developed threshold value (T), it will be reported as

an intrusion. A rule for detecting a blackhole or selective forwarding attacks would require

the monitoring nodes to generate an intrusion alert if:

EXIST a node x in any IDS sensor neighbourhood such that PDR(x) ≥ T in t sec.

The rule is to be varied to generate other rules to detect each of low/high selective

forwarding attack; e.g., EXIST a node x in any IDS sensor neighbourhood such that PDR(x)

< Tmax & PDR(x) ≥ Tmin in t sec.

An alert will be generated by a probe for DIS flooding attacks if:

EXIST a node x in any IDS sensor neighbourhood such that DTR(x) ≥ T in t sec.

4.5.3 Decision approach

The monitoring nodes detect malicious behaviours locally and independently. This is for

illustrative purposes; a variety of collaborative decision-making schemes can be incorporated

into the framework. Furthermore, we are concerned solely with intrusion detection and not

intrusion response.

4.6 Proposed GA-based IDS configuration

According to Goldberg [87], one of the pioneers of evolutionary algorithms, Genetic Algo-

rithms (GAs) are robust search-based optimisation techniques. They are distinct from other

traditional optimisation methods in several ways such as searching from a population rather

than a single point and searching using stochastic or non-deterministic operators. It involves

effective operators, such as crossover and mutation, to generate more diverse and fitter new

individuals that can discover global optimum and avoid trapping in local optima. More
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benefits are given in Section 2.4.1.

Problem formulation: Placement problems of intrusion detection nodes have been

researched in the context of traditional networks. The problem is known to be computation-

ally intractable [17]. There are a great many choices as to what detection functionality is

allocated and where. Hence, there are a great number of IDS configurations. The complexity

has three sources: any node in the network is a potential placement of the probes and the

resources available on each node affect the decision, each probe node could host any num-

ber of rules or even none depending on the resources available, and each rule has a (global)

configurable threshold.

Encoding the problem: Candidate solutions have a binary encoding. The solution

format is shown in Fig. 4.4. For each node the solution records which rules are active at that

node: 1 indicates that the corresponding rule is activated and 0 means that it is idle. The

solution also contains a binary representation of the (global) threshold value for each rule.

The number of the rules-related bits is based on the number of investigated rules. The

bits at the end of each candidate configuration are for the threshold value to be applied

to a corresponding rule. These are to be decoded into a non-negative integer value when

implemented. For the node referencing, when all rules’ indices of a node are 0s (i.e. Off),

this indicates that there is no monitoring on this specific node. When the index of at least

one rule is 1, then a monitoring-detection task is assigned to that node and is running the

rule that is turned into ON. Therefore, the length of the chromosome is calculated based on

the number of nodes, rules and threshold indices.

Figure 4.4: The IDS candidate configuration representation.
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Initial population: The GA starts with a randomly generated initial population.

This will allow the approach to start with a diverse set of feasible solutions. The length of

the chromosome is calculated as follows. Let S={s1,s2,s3,. . . ,sn} be the set of the network

nodes where n is the total number of nodes. sj is the jth node. Let R be the number of

implemented rules. Each threshold value, Tj , is represented by a b-bit field, where b depends

on the granularity needed to convert a binary set into a non-negative decimal number. The

number of bits required for the threshold is then Thr = b × R. Therefore, the chromosome

length = (n × R) + Thr. The initial population is comprised of randomly generated bit-

strings of this length.

Fitness function: To evaluate each possible solution, a fitness function is required. The

fitness function evaluates each solution in terms of its performance regarding both functional

criteria (here, detection rate and f1 score) and non-functional criteria (here, deployment cost,

coverage and feasibility cost). In particular, we aim to optimise the following four objectives.

Detection rate and F1-score : Candidate configurations should provide a high capa-

bility of detecting attacks. Configuring the threshold value of the rules correctly, selecting

the rules properly and placing the IDS sensors deliberately contribute to increasing the True

Positives (TP ) and reducing both False Negatives (FN) and False Positives (FP ). We take

into account the synchronization of the detected attacks where monitoring nodes work in a

cooperative manner to eliminate the “double counting”.

The detection rate (recall), is the fraction of actual attacks that give rise to alerts. It is

a common and critical performance measure. However, high detection rates are practically

traded off against precision (the fraction of alerts that are actual attacks). In our experiments,

we trial two explicit targets: detection rate only, but also record the precision that results;

and F1 score, which gives an explicit equal weighting to detection rate and precision. In the

latter, we explicitly target precision too. (F1 score is usually defined in the machine learning

community using the more general term recall in place of our more application-specific term

detection rate. It is the harmonic mean of recall and precision.) The detection rate, precision

and F1 score are calculated as indicated by the following equations:
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Detection rate(recall) =
TP

TP + FN

Precision =
TP

TP + FP

F1 score = 2× Recall × Precision

Recall + Precision

where TP indicates the correctly detected attacks, FN indicates the missed attacks, and

FP indicates the incorrectly classified normal traffic as malicious.

Now, the first objective function will be formed as the following:

Objective1 = maximise fit1 = Detection rate

or

maximise fit1 = F1 score

(4.1)

Coverage cost: As stated earlier in Section 4.5.1, each monitoring node or probe moni-

tors its immediate neighbourhood for any anomalous behaviour. As the targeted network is

susceptible to many attacks and as these nodes (i.e. possible monitoring nodes) operate with

low energy capabilities, they may turn off due to running out of energy or even being attacked

themselves. We need to ensure the placement of the monitoring nodes is resilient. For this

reason, we investigate requiring that each node be monitored by more than one monitoring

node. We aim to incorporate a level of resilience into our monitoring operations and so we

target k as the desired number of monitoring nodes within range of any node. Each node

should be within the range of k monitoring nodes.

For each node sj , let vj be the number of monitoring nodes within the range of sj . So, vj

is in the setj = {0, 1, 2, ...,m} where m is the number of neighbouring nodes. Let k be the

target number of monitoring nodes within range, then ∀ sj ∈ S we calculate the coverage of

sj as:
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cov(sj) =


k, if vj ≥ k.

vj , otherwise.

There is no “reward” for additional coverage, i.e. for a node being within range of more

than k monitoring nodes. Our requirement is viewed as a “satisficing” one. (We note also

that it would be possible to adopt node-specific values for k, should there be compelling

system-specific reasons to do so, but we do not do so here.)

We now build the second objective function:

Objective2 : maximise fit2 =
1

n× k

∑
sj∈S

cov(sj) (4.2)

Feasibility cost: to depict the real-world scenario of IoT networks, we consider a

network of heterogeneous nodes. All the nodes are static in nature. These nodes differ in

their capabilities; mainly in energy. As adopted by other researches (e.g., see[118]), we study

three types of nodes: low-level energy (LE), medium-level energy (ME) and high-level energy

(HE). Nodes at the high level are equipped with sufficient energy to hold more rules. Nodes

at the low level cannot hold a probe. Nodes at the moderate level can hold a probe but with

only a subset of the rules enabled (e.g., half of the ruleset R) and nodes at the high level can

hold all rules. For practical purposes, nodes may be overloaded. Thus, we allow tradeoffs to

be made with the understanding that if the loading on a node is ‘infeasible’ there may be

significant effects on other aspects of that node’s operation.

Let rj be the number of rules that sj is hosting and mrj be the maximum number of rules

that sj can host; then, ∀ sj ∈ S the feasibility cost is calculated as:

fCost(sj) =


0, if rj ≤ mrj .

(rj −mrj), otherwise.

Where R is set to the total number of rules introduced to the system, the third objective

function is defined as the following:
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Objective3 : minimise fit3 =

∑
sj∈S fCost(sj)∑
sj∈S |R−mrj |

(4.3)

Deployment cost: There is always a cost for introducing an IDS sensor to a network,

e.g., for installing, configuring or maintaining the sensor [67]. We assume here that all sensors

incur the same deployment cost. Each node in the network is a potential placement of the

IDS probes. We need to find the minimum number of probes placement and still fulfil k

coverage. The next binary variables define the cost of hosting a probe on a node sj :

depCost(sj) =


1, if sj is selected as a probe placement.

0, otherwise.

minimise
∑
sj∈S

depCost(sj)

subject to:

vj ≥ k (4.4)

The constraint (4.4) ensures that each node sj is covered by at least k monitoring nodes.

Therefore, equation (4.5) defines the fourth objective as:

Objective4 : minimise fit4 =
1

n

∑
sj∈S

depCost(sj) (4.5)

4.6.1 Single-Objective Optimisation (SOO)

We next form our proposed fitness function. The above objectives may conflict with each

other. Sometimes one needs to be maximised and others need to be minimised. Our fitness

function works in a way that accepts the trade-offs by using a “weighted sum” method [119]. It

is a well-known approach for converting a Multi-Objective Optimisation (MOO) function into

a single scalar objective function. Furthermore, by varying the weight values, we illustrate
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Algorithm 13: The implementation of GA

Input: Popsize, Gensize, Crossrate, Mutrate,Chromnode,Chromthre, Nnodes,Rrules,
Tthresh

Output: Best individuals
for (x=1 to ((Nnodes × Rrules) + Tthresh) do

Pop0 ← generate initial population()

evaluate initial population(Pop0) (4.6)
initialise generation counter(): g ← 0
while (g < Gensize) do

select from population(Pop0): Popg+1 ← Pop0
for i = 1 to (Popsize/2) do

select two parents()
r ← random number generator()
if r < Crossrate then

//Chromnode is the rules allocation part
rc ← random(1,Chromnode)
crossover(P1, P2) on rc
//Chromthre is the threshold part
rc ← random(Chromnode,Chromthre)
crossover(P1, P2) on rc

if r < Mutrate then
rm ← random(1,Chromnode)
mutate(P1andP2) at rm
rm ← random(Chromnode,Chromthre)
mutate(P1andP2) at rm

add to population (P1andP2)

evaluate new population(Popg+1) (4.6)
increment generation counter(): g ← g + 1

output best individual()

the importance of each objective. As such, we build the fitness function as follows:

maximise→ fitness = (W1×fit1)+(W2×fit2)+(W3×(1−fit3))+(W4×(1−fit4)) (4.6)

where W1 +W2 +W3 +W4 = 1

i.e., fitness =
(
W1 × detection rate or F1 score

)
+
(
W2 ×

( 1

n× k

∑
sj∈S

cov(sj)
))

+

(
W3 ×

(
1−

∑
sj∈S fCost(sj)∑
sj∈S |R−mrj |

))
+
(
W4 ×

(
1− 1

n

∑
sj∈S

depCost(sj)
))
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Table 4.2: Genetic Algorithm parameters

Parameter Value Parameter Value

Population size 100 Population type Bit strings
Number of Generation 200 Selection method Tournament
Crossover method Two-point Crossover probability 0.9
Mutation method Bitflip Mutation probability 0.01

4.7 Performance evaluation

We study the placement and configuration of the IDS from different perspectives. We study

the placement of the IDS sensors where there are a specific number of them and we need to

find the optimal placement and configurations. This will eliminate the deployment cost as

we do not need to search for the minimum deployed probes. Also, we investigate letting the

framework decide on the number of probes. As stated earlier, we investigate the optimisation

of the IDS in terms of a diverse and constrained network such as the LLN networks. Meaning,

nodes incur variant levels of resources (i.e., a heterogeneous network).

4.7.1 Experiments settings

In this section, we will detail the settings used to conduct the experiments of the GA-based

IDS framework and the network simulation to evaluate each possible IDS configuration.

4.7.1.1 GA Oriented Settings

We implement the Genetic Algorithm (GA) using its well-known genetic operators. these are

selection, crossover and mutation. As illustrated in Algorithm 13, it starts with the random

generation of possible solutions. A particular number of these (the population size) forms

the initial generation of the population. These candidate solutions are evaluated using the

fitness function described in Equation 4.6. Candidates are selected to go forward to the next

generation using their fitness values, implementing the “survival of the fittest” aspect of the

genetic algorithm. We adopt the tournament selection method. As advised in Section 2.4.1.4,

it is more effective to set the tournament size to a relatively low value (but not 1). Thus, we

set the tournament size to l = 3. This means 3 candidates are randomly selected from the
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Figure 4.5: The conceptual architecture of the framework.

current population and the fittest of them forms the next offspring, going forward to the next

generation of the population. Tournaments are held repeatedly (with replacement) until the

next generation is complete.

The GA’s crossover operation allows candidate solutions to “exchange DNA”. Single-

point crossover is applied to the rule allocations part of the genome and also to the threshold

part. Thus, a point along the rule allocation part of the genome is selected for a pair of

candidate solutions and the rule allocation elements to the right of that point are swapped

between the genomes. Similarly with the threshold parts of the genome pair.

Our crossover points are chosen randomly with a high crossover probability to engage

more parent candidate solutions to participate in the genetic recombination and form the

new offspring.

Finally, since we adopt a bit-oriented representation for a solution (see Fig. 4.4), the GA’s

mutation operator is implemented as a bit-flip. Each bit in a solution can be flipped with a

small probability. Table 4.2 illustrates the list of GA parameters used in our experiments.

The high-level overview of the framework is given in Fig. 4.5. The GA optimisation engine

generates a set of feasible solutions to be evaluated. Each candidate solution is evaluated via

a set of packet traces and log files generated from the network simulator. The optimisation

engine computes the fitness function which involves the set of aforementioned objectives. A

fitness value will be assigned to each individual which represents the goodness of the current

IDS configuration in terms of both functional and non-functional criteria.
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4.7.1.2 Network settings

We carried out the RPL network and attack simulations using NetSim v12.1 [120]. This is to

construct the nodes’ connections, protocols, communications, and attacks implementations.

NetSim is a well-known network simulator of modern networks such as WSN and IoT. The

RPL per RFC6550 [46] is supported in Netsim. We simulated a network of 64 nodes running

the RPL as the routing protocol in the network layer. Nodes are heterogeneous in terms

of energy. We simulated the heterogeneity as such 10% of the nodes were from the low-

level energy nodes and 10% were from the medium-level energy nodes. Nodes are randomly

assigned to either of these levels. The rest are assigned to the high-level energy nodes.

The latter does not mean powerful nodes that can host a powerful IDS but rather powerful

enough to hold the experimented 4 rules. (All nodes are assumed to be resource-constrained

and hence adopting the rule-based IDS approach as it’s known to be efficient (and effective)

for the RPL-based networks [60].)

Table 4.3: The network simulation parameters

Parameter Value Parameter Value

Simulator NetSim v12.1 Node Type IoT sensors

Number of Nodes 64 and 1 gateway Channel Type Wireless channel

Routing Protocol RPL Transport Proto-
col

UDP

Area 400m x 400m Simulation Time 500s

Packet Generated
at Source

500 application
packets

Nodes initial en-
ergy

Varied
(6480mJ,32400mJ,64800mJ)

Receiver sensitiv-
ity

-77 dBm Distance between
nodesuniform

50m

DIS initial delay 200ms DIS
intervalsnormal

1000ms

DIS intervalsattack 100ms Traffic type Sensing

Topology Uniform/Random

We also acknowledge that the distance between the nodes affects the performance, and we

want to evaluate the robustness of the framework on variant networks in terms of topology.

Thus, we investigated a random and uniform placement of the wireless sensor nodes. The

distance between the nodes in the uniform scenarios is 50m. Precisely, the received sensitivity
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Figure 4.6: The best found IDS sensor placement (random 64-node network with
w1=0.5,w2=0.15, w3=0.15 and w4=0.2).

is set to -77dBm which makes the radio range of the nodes be ≈ 50m. Sensors are configured

to send data packets constantly to a destination server node at the rate of 1 per second.

This will allow us to study the behaviour of forwarding packets and monitor the normal and

anomalous behaviour properly. The packets are transmitted in a multi-hop way in order to

reach the IPv6 Border Router (6BR). Table 4.3 lists the network simulation parameters.

4.7.2 Results

To evaluate the proposed framework properly, we conducted an extensive set of experiments.

The required computation to run these experiments is significant; thus we used our university

High-Performance Computing (HPC) cluster. The execution time complexity for each single

IDS configuration evaluation can be represented as O(n×np×R); where it scales significantly

with respect to the number of nodes n, the number of packets np and the number of rules R.

We have carried out extensive simulations, with each node in turn playing the role of

attacker. This is because we aim to be resilient against any node’s compromise. We run the

attack with different attacking rates, blackhole attacks and low and high selective forwarding

attacks. Hence, variant rules and in total four rules are investigated (as described in Section
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4.5.2). Similarly, and as stated in Section 4.4, the transmission interval of the DIS control

packets is varied between the normal nodes (i.e. new nodes that want to join the network)

and DIS flooding-based attacker nodes. This is to study the ability of the framework to find

optimal rule firing-threshold values as well as rules allocations. Thresholds are determined

on a rule-type basis; there is a threshold for each rule type and all deployed instances of

that rule type have the same threshold. This is for illustrative purposes only; node-specific

rule-thresholds could be adopted.

From Table 4.4, we can find that the threshold value is evolved and that the algorithm

was able to converge to a high detection rate and f1 score; especially when they were more

highly weighted. Our approach was able to discover high-performing threshold values for

the aforementioned attacks. In Fig. 4.6, the proposed IDS sensors placement and rules

allocation are presented with respect to the given weights for each objective. Rules allocation

is dependent on the resources available on the node a probe is placed on. We set the mrj =

0, R/2 and R to the nodes in low-resourced, moderate-resourced and high-resourced levels

respectively. To avoid overwhelming the network with monitoring nodes and still provide a

plausible measure of resilience, our target monitoring coverage was set to k = 2, i.e. each

monitored node should be within a range of two monitoring nodes.
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(a) 64-Node (Random)

(b) 64-Node (Uniform)

(c) 64-Node (Random)
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(d) 64-Node (Uniform)

Figure 4.7: The evaluation of the objectives and the fitness function over gener-
ations for different networks with w1=0.5, w2=0.15, w3=0.15 and w4=0.2 (Fit1
as detection rate (top two figures) and Fit1 as f1-score (bottom two figures)).

We investigate different placement-configuration approaches. One approach is when we

have a fixed number of probes, and we want to find the optimal placements and configurations.

Another approach is when we do not restrict the number of monitoring nodes and let the

framework decide on the number of them. We furthermore, consider different weights to

illustrate the importance of each objective and how they can be varied to satisfy specific

system needs.

From Table 4.4, we can see that when there is a parametrised number of probes we omit

the deployment cost as the framework does not have control over that (i.e. to increase or

decrease it). Hard-coding the number of monitoring nodes may fail to achieve appropriate

coverage and detection (i.e. if the number is too low), or otherwise be wasteful (if the number

is too high). Allowing the framework to choose the optimal number of them may be more

efficient as it will take into consideration all objectives. However, if an administrator has a

specific financial or operationally practical budget in mind, then fixing the number of probes

may serve a useful purpose. This further illustrates the flexibility offered by our approach.
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A list of objectives and fitness evaluations of different networks with different weights is

provided in Fig. 4.7.

We compared the results of the Genetic Algorithm with the Random search (RS). As can

be seen from Fig. 4.15, the GA approach outperforms the RS approach. Exhaustive search,

as one of the common search techniques, could be brought to bear; however, brute force is

simply infeasible, especially when there are many parameters to tune [121]. Given enough

time, RS explores all possible combinations; nevertheless, it could not achieve the high-

performing configurations obtained by the GA in the given number of evaluations. Even for

networks of moderate size, some heuristic approach must be used.

4.8 Interpreting IDS configuration samples

In this section, we consider 5 examples of high-performing solutions found in this work and

look for points they share. These high-performing configurations are taken from 5 runs of

the optimisation framework on the same network. Figure 4.8 indicates what each bit of each

configuration represents. The number of times a specific node is enabled for probe placement

is illustrated in Figures 4.9 and 4.14 (with w1 = 0.5, w2 = 0.15, w3 = 0.15 and w4 = 0.2).

We can clearly see that there are nodes (e.g., 31, 33 and 43) in strategic locations that have

been enabled for probe placement in all runs. On the other hand, there are only few nodes

that are never chosen for probe placement (e.g., 2, 3 and 13). Figures 4.10, 4.11, 4.12 and

4.13 show the number of times a rule is selected on each node over the 5 different runs.

Most nodes have at least one rule enabled. Very few have none enabled. This might seem a

little unusual but there are good reasons why this is so. For example, the requirement to have

redundancy in monitoring inevitably leads to more nodes hosting probes. Additionally, we

make an assumption that all nodes share the same wi-fi range. Deployments are a function of

that range. If the wi-fi range were larger, then the patterns of rule distributions might change

significantly. Even if significant patterns of deployment could be identified for this network

with its specific parameter choices, it is far from clear that they would remain applicable

when those parameters are changed. Also, if different nodes had different wi-fi ranges then
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this would add further difficulty to extracting high-performing and generalised deployment

and configuration patterns.

It is clear from the results reported in this section that for a specific network there will

be a large degree of commonality in the configurations obtained by repeated runs. However,

determining a generalised characterisation of high-performing configurations would require

analysis of very many runs over many different networks with varying parameters. Such anal-

ysis would typically require an ML-based approach to characterisation. Our considerations

here would suggest that optimal configuration mining is potentially a fruitful task for the

Explicable Machine Learning community. Indeed, we recommend it to that community.

Figure 4.8: An example of high-performing IDS configurations

4.9 Discussion

Overall, when problems get sufficiently complex there is often no feasible alternative to adopt-

ing a heuristic of some form. In this work, we have shown that optimisation-based approaches

can be adopted to advantage to address problems of considerable significance in modern-day

networks. Were we to significantly extend the number of probes or the number of available

rules, it seems unlikely that any other approach could identify high-performing deployments
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Figure 4.9: The number of times a node is enabled for 5 different runs

Figure 4.10: The number of times rule 1 is selected on each node over 5 different
runs
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Figure 4.11: The number of times rule 2 is selected on each node over 5 different
runs

Figure 4.12: The number of times rule 3 is selected on each node over 5 different
runs
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Figure 4.13: The number of times rule 4 is selected on each node over 5 different
runs

Figure 4.14: An Illustration of the number of times a node is chosen for probe
placement over 5 different runs
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with the flexibility of an optimisation-based heuristic.

The weighting profiles used express a form of relative importance. Security management

will need to experiment with different weightings and decide for themselves which outcomes

they prefer. Our approaches, however, will furnish management with high-performing out-

comes given specific input weighting profiles.

Figure 4.15: A Comparison between the Random search and Genetic Algo-
rithm on finding optimal candidate solutions. (64-random nodes with w1 =
0.7(detection rate), w2 = 0.1,w3 = 0.1,w4 = 0.1).

For illustrative purposes we have chosen to fix certain aspects of the problem, e.g. we have

adopted global thresholds for rule threshold values. These constraints can readily be lifted,

i.e., node-specific thresholds can be evolved for the rules. It would be prudent to position

such node-specific thresholds alongside corresponding node information in the representation

shown in Fig. 4.4.

Additional objectives can be adopted. The ones given here are for illustrative purposes;

they are plausibly motivated, but we do not maintain they are always the best for specific

system circumstances. Detection rate, for example, is an important metric for IDS. However,

there are other plausible evaluation criteria for binary classifications; detection rate is an IDS

form of what is referred to as “recall” in machine learning, but “False Positive Rate (FPR)”,

“False Negative Rate (FNR)” “accuracy”, “Area Under the Curve (AUC)”, and others are

all reasonable evaluation objectives that could readily be adopted. Likewise, alternative or
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further cost-related objectives can be incorporated. Such flexibility is a major strength of

optimisation-based approaches.

Finally, although we have been concerned solely with intrusion detection, we are aware

that aspects of intrusion response configuration may also be targeted by our optimisation-

based framework. We recommend further consideration of optimisation-based approaches to

system configuration to the research community.

4.10 Summary

In this chapter, we presented an optimisation framework based on a Genetic Algorithm for

IDS configuration on RPL networks. These networks are now of major importance in many

sectors. We have investigated the trade-offs between detection rate, F1 score, coverage,

feasibility, and deployment costs. We investigated a single-objective weighted sum approach.

We have also investigated both fixed and variable numbers of probes. The performance

of the framework has been evaluated using extensive simulations with different networks,

weights and numbers of monitoring nodes. Our framework can determine high-performing

(and potentially optimal) configurations. The framework is also flexible; incorporating further

objectives or dropping current ones will often be easy. The approach does, of course, assume

that there is some underpinning notion of a gradient in the objective function. For many

useful objectives this is the case.

Overall, the work shows that a major network administration task can be effectively

automated, achieving levels of performance unattainable by manual means, and freeing the

administrator to focus on critical higher-level tasks.



Chapter 5

Fitness Approximation of IDS

Fitness Evaluation

In Chapter 4, we built a framework to help network administrators optimise IDS configura-

tions based on a set of useful objectives. The framework is extendable and further desired

objectives can be included. However, obtaining optimal (or near-optimal) configurations is

time-consuming and computation-intensive. In this chapter, we aim to reduce the complexity

by adopting a fitness approximation technique (i.e, surrogate modelling).

5.1 Introduction

As discussed in Chapter 4, developing high-performing IDS configurations in the presence

of conflicting objectives is a hard task, particularly in the context of resource-constrained

networks. An optimisation-based approach such as an Evolutionary Algorithm (EA), more

specifically the Genetic Algorithm (GA), is a natural avenue to pursue. However, and as

stated in [105], deploying an EA to complex optimisation problems is far from straightforward.

The fitness evaluation of a huge number of candidate solutions before converging to an optimal

solution is computationally very intensive and time-consuming.

The evaluation of the fitness function for determining high-performing IDS configuration

98
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may be computationally highly intensive. Our research aims to find an efficient proxy for the

fitness evaluation that is far less computationally intensive, yet still usefully accurate. In this

chapter, we investigate Neural Networks (NNs) for such a purpose. (Technically we seek to

use NNs as function approximators for the fitness function used.) The research questions we

address are:

• Can optimisation-based approaches to search for high-performing IDS configurations

be made more computationally efficient by the adoption of neural networks as fitness

approximators for the fitness functions they use?

• To what extent can fitness approximation models used for fitness evaluation be accurate

and efficient?

Our main contribution is the development of a fitness approximation model (also known

as a meta-model [122]) based on an Artificial Neural Network (ANN), specifically the Feed-

forward Neural Network (FNN). This model allows us to radically reduce the time and com-

putation complexity to produce near-optimal IDS configurations. We will use multiple runs

of a GA-based approach to solve this problem. Initially, we use a simulator to provide the

cost function. The individuals (configurations) in the populations that arise during these

runs are evaluated and recorded along with their fitness values. These are used to train the

surrogate fitness model. Once trained, this proxy fitness function can be used directly in GA

runs, replacing the actual simulation-based approach.

We refer to the GA system using the simulator as GA-Sim (as illustrated in Figure. 5.1),

and the GA system with the proxy as GA-FNN. The latter is vastly faster than GA-Sim (as

we shall show). Of course, the fitnesses obtained via GA-FNN are approximate. Generally, we

aim to find better solutions more quickly. GA-FNN can be used in different ways practically.

It can be used to generate high-performing configurations that can be used directly in the

system of interest. It can be used to generate a set of individuals with high approximate

fitness that can then be evaluated using the simulator (time-wise equivalent to an evaluation

of an initial population using GA-Sim). The final population of a GA-FNN run can also be
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Figure 5.1: The GA-Sim evaluation process

used to seed a run of GA-Sim with a high-performing initial population. The above set of

uses is not exhaustive.

The rest of the chapter is organised as follows. Section 5.2 presents some relevant previous

work concerning optimising IDS configurations. The procedure taken to build the GA and

FNN, and to collect the IDS configurations is detailed in section 5.3. The data sampling

technique for preparing the training dataset for the FNN is described in section 5.4. Exper-

imental results are given in section 5.5. Discussions and some future insights are given in

section 5.6. Section 5.7 concludes the chapter.

5.2 Related work

The literature, as detailed in Chapter 2, proposes various effective approaches to finding

optimal configurations of IDS, but they still suffer from significant computation cost issues

(which will ultimately limit their usefulness as systems scale up). Below, we propose a

computationally efficient approach for optimising IDS configurations.

5.3 System detail

In this section, we will detail the GA-based framework and the NN-based surrogate model.

The former is used to optimise the IDS configurations based on set valuable objectives. The

generated candidate configurations together with their evaluated fitness measures are then
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used to train the latter, i.e., the NN model.

5.3.1 GA-based IDS configuration optimisation

The building blocks of the framework (i.e., the dataset generator), which is based on a genetic

algorithm to optimise the IDS configurations based on four objectives, are detailed in Section

4.6.

Fitness function: This is designed as a single scalar fitness function (to be maximised).

It is presented in the following equation.

fitness = ((W1 × fit1) + (W2 × fit2) + (W3 × (1− fit3)) + (W4 × (1− fit4)))× 100 (5.1)

It is convenient to scale all objective results by a factor of 100, as shown in Equation 5.1.

(Other factors could easily be used.). We assign W1=0.5, W2=0.15, W3=0.15, and W4=0.2.

These are the weights used in this chapter and are given for example only. Different system

analyst priorities will give rise to different weights.

The framework generates thousands of IDS configurations where some have high fitness

and others do not. As illustrated in Figure. 5.1 and Figure. 5.2 (phase 1), each candidate

configuration is evaluated against log traces of network packets generated during simulation.

These are processed to provide a fitness evaluation. These configurations are in binary for-

mats and represent the nodes (i.e., possible locations of the IDS probes), which detection

rules are deployed at each node and the threshold values used in the rules, as illustrated in

Figure. 4.4. Along with their fitness values, all candidate solutions are logged to be used in

our dataset. The GA-Sim framework is computationally intensive and time-consuming. To

run the experiments, we used HPC facilities at the University of Sheffield.

Hyper-parameters of the GA: The GA runs for 100 generations, with a population

size of 100 candidate configurations (bitstrings). It has the standard mutation and crossover

routines (see Table 5.1). It uses a 3-tournament selection (i.e., with 3 candidates in each
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Table 5.1: Genetic Algorithm hyperparameters

Parameter Value

Population size 100
Population type Bit strings

Number of Generation 100
Selection method 3-Tournament
Crossover method Two-point

Crossover probability 0.9
Mutation method Bitflip

Mutation probability 0.01

tournament) with fitness value computed using Equation 5.1. The full list of parameters is

given in Table 5.1. The evolution will continue until a termination criterion (in our case,

completion of 100 generations) is met.

5.3.2 FNN based fitness approximation

To reduce complexity, we have developed a Feedforward Neural Network (FNN) model to

approximate the actual fitness function mentioned in Equation 5.1 which is used in the genetic

algorithm framework to optimise the IDS configurations. The neural networks method, in

general, and FNN in specific, is chosen as it is known for its accuracy in approximating

any nonlinear function [19]. The network’s learning rule is to utilise the steepest descent

approach to fine-tune the network’s weights and biases via backpropagation to minimise the

error. In regression problems different loss functions are available, e.g. Mean Square Error

(MSE) or Mean Absolute Error. A variety of optimisation methods may be used to manage

the process, e.g. Adam or Stochastic Gradient Descent. The learning process of the neural

networks is shown in Figure. 5.2 (phase 2). Firstly, the signal is transferred from the input

layer to the output layer via the hidden layer, and the difference between the true value and

the predicted value is calculated. Secondly, the output error is then transmitted from the

output layer to the input layer (i.e., backpropagation), and the weights of the neurons are

modified in accordance with the error. Finally, the new weight is applied to the signal and

the error is calculated again. This process is repeated until a satisfactory minimised error is

obtained or the number of epochs (iterations) is reached.
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Table 5.2: The Neural Network hyperparameters

Parameter Value Parameter Value

Input neurons 280 Optimiser Adam
Hidden neurons 190 Activation function ReLU
Output neurons 1 Output activation

function
Linear

Dataset size 30,000(+5,999
sampled)

Layers 3

Training set 80 % (20% validation) Epochs 1000
Testing set 20% Learning rate 0.01
Batch size 32 Cost/loss function MSE

Phase 2 and 3 (in Figure. 5.2), which are the aim of this research, are dependent on phase

1 where we have to generate a great number of IDS configurations along with their fitness

values to be used as a dataset for training the FNN. Then the pre-trained FNN model is used

as a fitness approximation (i.e., meta-model) to replace the use of the network simulator as

fitness evaluation.

Hyper-parameters of the FNN model: We use Keras library v.2.7 [123] to develop

the neural networks model. It is a Python-based sub-library inherited from the TensorFlow

backend. The optimal number of neurons and learning rate is chosen by the KerasTuner hy-

perparameter tuning library [124]. Several search techniques are implemented in KerasTuner

and we adopt the Random Search method. We employ the ReLU activation function for

the hidden layers as it is the most commonly utilised activation function for modern neural

networks [125]. As this is a regression problem, we use the linear activation function for the

output layer. We adopt the Mean Square Error (MSE) as the loss function, but we keep

track of the other evaluation metrics as will be demonstrated in section 5.5. The complete

list of the hyperparameters is shown in Table 5.2.

5.4 Dataset preparation

We run the GA-Sim twice (with different seeds) with a generation and population size of 100.

During the genetic algorithm evolution, we log the candidate configurations at each generation
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Algorithm 14: Inverse sampling for balancing a dataset based on bins

Input: datasetimbalanced, B,Bwidth

Output: datasetsemi−balanced

1 begin
2 datasetimbalanced.sort();
3 datasetimbalanced.divide(B,Bwidth);
4 freqi ← size(bi);
5 for i = 1 to D do
6 Randomly select bin bi ; ▷ Based on Pi

7 if freqi < n then
8 / ∗ n decided experimentally ∗ /

datasetimbalanced ← randomly uniformly select from within bi

along with their fitness values. In other words, the GA-based dataset, which includes 20,000

candidate configurations, is taken from the populations of the genetic algorithm. The key

optimisation technique of the algorithm is to keep the best solutions to move on to the next

generation; this is called the “survival of the fittest”. Consequently, we obtained a skewed

dataset where many solutions in the later generations exhibit little improvement in fitness

value (i.e., the target variable in our dataset). The dataset, as can be seen in Figure. 5.3 (A),

is highly negatively skewed. Consequently, the model may lean more toward the more highly

represented instances; and this leads to poor model performance [126].

There have been several methods to deal with skewed datasets in the machine learning

community. One of the common techniques for solving imbalanced target distribution is called

SMOTE (Synthetic Minority over-sampling Technique) [127]. However, this is intended for

classification problems and not for regression problems. Log transformation and square root

transformation are other methods, but they usually work well with positive-skewed label

problems. We are also aware of the other techniques such as SMOTER and SMOGN [128],

Cox-Box [129], but implementing them did not provide satisfactory results.

Therefore, we built a technique based on inverse sampling or inverse probability trans-

formation to enhance the distribution of the samples. We intend to oversample the low

represented instances (in classification problems this is called the minority class) and under-

sample the highly represented instances (in classification problems this is called the majority
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Figure 5.3: The process of balancing the GA-based dataset

class) to create a balanced dataset. We divided the dataset into different bins and calculated

the probability of selection based on the frequency of each bin. Thus, we select inversely

according to the frequency of fitness values of each bin. For instance, let B is the number

of bins and D is the number of samples on the intended dataset, ∀bi ∈ B, the ratio of how

often bin bi is sampled is calculated as 1
freqi

, where freqi refers to the number of samples of

di in bi. The probability of each bin is then calculated as the following equation:

Pi =

1
freqi∑B

j=1
1

freqj

(5.2)

We adopted 10 bins with equal fitness ranges (i.e., bin’s widths) as shown in Figure. 5.3

(A). The number of instances is not uniform across bins. Thus, some fitness ranges are

more highly represented than others. Such imbalances may lead to a poorly trained FNN.

Accordingly, we have chosen a biased sampling regime for the generation of the dataset to be

used for FNN training. To select which instance to be sampled back to the dataset, we first

select a bin with a probability inversely proportional to the number of instances that bin has,

and then select uniformly from the selected bin. We only select from bins, b, with freq <2000.

The procedure is demonstrated in Algorithm 14. The reason behind this threshold value is

that the sampling technique based on bin probability creates many duplicate instances from



CHAPTER 5. FITNESS APPROXIMATION OF IDS FITNESS EVALUATION 107

those bins with low freq trying to balance the bins. However, this did not allow successful

training of the model. Therefore, the sampling from any bin is based on a threshold. Our

approach mixes a strict inverse sampling regime (to some extent) with keeping some samples

(i.e., those in a bin that is above the threshold n) to avoid loss of information on the high-

performing solutions. Accordingly, the distribution of the dataset is slightly enhanced as

shown in Figure. 5.3 (C).

Furthermore, in order to include candidate configurations not generated by the GA-based

approach, we randomly generated 10, 000 evaluated configurations and combined them with

the GA-based dataset (see Figure. 5.3 (B)). Note random search alone could not reach near-

optimal or optimal candidate solutions as obtained by the GA. This has been illustrated

in Section 4.7.2. Having low- and high-performing samples is important to train a model

effectively.

5.5 Experiments and results

We applied the genetic algorithm IDS configurations optimisation framework on a 64-node

random network. We carried out the network simulation using NetSim v12.1 [120]. We used

the university HPC to run the GA-Sim framework to generate the set of IDS configurations.

We run the experiments of building, training and using the FNN on a Windows machine

with the following specifications: Intel(R) Core(TM) i7-9700 CPU @ 3.00GHz, 3000 Mhz, 8

Core(s), 8 Logical Processor(s), and with 16 GB of RAM available.

5.5.1 FNN model evaluation

The dataset (i.e., a set of IDS configurations) is saved as a CSV file to train the FNN model.

We use Mean Square Error (MSE) as the loss function for training but also provide the results

of evaluating the model on the most common evaluation metrics for regression problems. The

IDS configuration-based FNN model has demonstrated excellent performance as reported in

Table 5.3 and visualised in Figure. 5.4.
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Figure 5.4: The FNN model evaluation.

Table 5.3: Performance evaluation of the IDS configuration-based fitness approx-
imation neural network model

Metric value

Mean Square Error (MSE) 1.003

Root Mean Square Error (RMSE) 1.002

Mean Absolute Error (MAE) 0.788

Mean Absolute Percentage Error (MAPE) 0.015

Coefficient of Determination (R2) 0.997

5.5.2 FNN as fitness evaluation

The work presented in this chapter investigates the effectiveness of using the neural network

as a fitness approximation meta-model to reduce the time and computation required for the

traditional optimisation techniques when optimising the IDS configurations. We have studied

two approaches:

Approach 1: We can now replace the costly fitness evaluation function with the model.

We run the GA with the pre-trained FNN model (GA-FNN) as a fitness evaluation, as shown

in Figure 5.2 (phase 3). Table 5.4 includes examples of 10 configurations taken from the last

population of the GA-FNN. We demonstrate the significantly reduced time for evaluating a

single configuration using the FNN model with a small error. On average, the time taken to
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Table 5.4: The difference between the GA-FNN and GA-Sim (in accuracy and
time) for evaluating ten configurations

Samples GA-FNN⋆ Time∗ GA-Sim⋆ Time∗ Error Time ratio

config1 85.7 0.026 81.1 30.0 4.6 1153:1
config2 85.5 0.028 81.2 29.0 4.3 1035:1
config3 85.9 0.028 81.4 29.0 4.5 1035:1
config4 85.8 0.026 81.4 29.0 4.4 1115:1
config5 85.9 0.026 81.4 29.0 4.5 1115:1
config6 85.9 0.028 81.4 29.4 4.5 1035:1
config7 85.9 0.027 81.4 29.0 4.5 1074:1
config8 84.0 0.026 81.1 29.3 2.9 1126:1
config9 85.9 0.030 81.4 29.0 4.5 966:1
config10 85.2 0.028 81.4 28.9 3.8 1032:1
⋆ Fitness value. ∗Evaluation time (in seconds).

evaluate one configuration and retrieve the fitness value via the simulator is ≈ 29.2 seconds

while via the FNN is ≈ 0.027 seconds. The ratio of the reduced time of evaluating each single

configuration can be represented as ≈ 1:1081 times.

Furthermore, we can find that the GA-FNN model, running for 200 generations and 200

populations, was able to find high-performing configurations (i.e., fitness value = 81.4 as

can be seen in Table 5.4 compared to the highest score achieved over 5 averaged extended

(500 generations) runs of the GA-Sim = 80.6 as shown in Figure 5.5 (A)). Note that, the

approximation-based scores here systematically overestimate the performance but the corre-

sponding configurations are still high performing when evaluated using the simulator. The

approximation is simply a means to an end. Of course, we have had to invest a considerable

amount of time in generating test data to develop the approximation function. The over-

all cost required to obtain this high fitness value is calculated as the following: the 30.000

candidate configurations (i.e., the dataset), generated via the GA-Sim and random, cost ≈

30.000 × 29.2 seconds (on average) = 243.3 hours. The time required to train the FNN

model is 4.6 hours. Running the GA-FNN algorithm costs ≈ (200 × 200) × 0.027 seconds

(on average) = 18 minutes. Therefore, the total running time is ≈ 248.2 hours. On the other

hand, the GA-Sim could not reach the high fitness value obtained by the GA-FNN even after

500 iterations; this costs ≈ (500 × 100) × 29.2 seconds = 405.6 hours. Showing that the
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Algorithm 15: The implementation of GA-based FNN/Sim fitness evaluation

Input: ngen, npop, ngene, crossrate,mutrate
Output: Best configuration

1 // The GA initialisation and detailed process follow what in Algorithm 13
2 begin
3 last pop[] ; ▷ Record last pop configurations

4 g ← 0
5 initialise config(Pg)
6 evaluate via FNN(Pg)
7 while ngen < g do
8 Pparent(g+1) ← P (g).selectParent()
9 for c = 1 to (npop/2) do

10 Pchild(g+1) ← Crossover(Pparent(c), Pparent(c+1)) by crossrate
11 Pchild(g+1) ←Mutate(Pparent(c) and Pparent(c+1)) by mutrate

12 Pg+1 ← creatNextGeneration(Pchild(g))
13 g ← g + 1
14 last pop.add(gngen);
15 / ∗Next start the GA− Sim ∗ /
16 g ← 0
17 last pop(Pg) ; ▷ configurations from above

18 evaluate via sim(Pg)(5.1);
19 / ∗ Same evolution (while loop) process as above ∗ /
20 return(Best configuration)

GA-FNN is faster by a factor of over 1.6.

Approach 2: We extended this work by combining the two evaluation approaches (i.e.,

the GA-Sim and GA-FNN). This was done by using the FNN-based model as the first eval-

uation method (i.e., a surrogate model). The last population, which is filtered and obtained

by the FNN model, is used as the initial population of the GA-Sim method using the true

fitness evaluation. Algorithm 15 demonstrates the process. This will have two benefits. One

is that we will obtain true (simulator-based) optimal solutions (rather than optimal as judged

by the approximated fitness). Second, the low-performing candidate configurations will be

quickly filtered out, and this will result in reducing the number of configurations evaluated.

The GA-Sim will start from a much better population rather than being random. Figure 5.5

(B) illustrates the much better starting point for the GA-Sim. Therefore, it was able to

reach new optimal solutions in fewer generations. We have run the GA-Sim and GA-FNN

five times and taken the average maximum fitness value of each generation.

As far as time is concerned, the time taken to form the initial population using GA-
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Figure 5.5: The number of reduced evaluations to reach a high fitness value (on
average) between (5 runs of) the GA-Sim with a random initial population (A)
and initial population produced by GA-FNN (B)

FNN, with 200 generations and 100 populations (9 minutes), is ≈ 248.1 hours (as detailed

in approach 1). Running the GA-Sim (with 100 generations and 100 populations) consumes

≈ 10.000 × 29.2 seconds = 81.1 hours + 248.1 hours = 329.2 hours. On the other hand, the

whole GA-Sim consumes 50.000 × 29.2 seconds ≈ 405.6 hours.

5.6 Brief discussion

The evaluation of a solution via a meta-model is faster than evaluation using simulation soft-

ware because it involves the use of surrogate models or approximations that can provide an

estimate of the system’s behaviour. Surrogate models are typically simpler and computation-

ally less expensive. They capture the essential features and behaviour of the system while

sacrificing some level of accuracy. This simplification allows for faster evaluations compared

to running the full-scale simulations. There are several reasons why Machine Learning (ML),

and Neural Networks in particular, can make provide faster predictions than simulations:

• ML models are trained on large data samples to learn patterns and relationships within

the data. Once the training is complete, the model is optimised and ready for inference.

During making the evaluation, the model utilises the learned parameters and structure

to make predictions efficiently. The prediction process often entails performing a series
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of fast mathematical operations, such as calculations within neural network layers,

which can be executed quickly.

• Many ML frameworks and libraries are designed to take advantage of parallel processing

capabilities of modern hardware, such as multi-core CPUs or GPUs. These frameworks

can efficiently distribute the computational workload across multiple cores, allowing for

faster prediction times.

• ML frameworks and libraries often provide optimised implementations of common al-

gorithms and operations used in ML models. These implementations are usually highly

optimised and fine-tuned to take advantage of hardware-specific features, such as vec-

torised instructions or GPU acceleration. This optimisation significantly speeds up the

prediction process.

The above characteristics of surrogate-models make the evaluation of a single IDS config-

uration 1000x faster than a simulation-based evaluation.

In our case, we are motivated in significant part by a desire to allow configurations to

change regularly. This is needed when ‘fingerprinting’ of the system is perceived to be a

problem. If attackers can learn the configuration of the IDS system they can exploit that

knowledge to their advantage. Shifting configuration regularly makes such fingerprinting more

difficult. With such multiple uses, the performance enhancements provided by our approach

become overwhelming.

We have adopted straightforward objectives in our work. However, detection strategies

may become collaborative and far more complex. In such cases, the complexity of the simu-

lation will increase and so the need for fast approximation will become greater.

Further performance criteria can easily be added. These could include diversity criteria to

ensure the generation of configurations is sufficiently different to previously used ones. The

evaluation of plausible diversity metrics will likely be computationally insignificant compared

to aspects of system simulation.

The GA-FNN is trained to approximate a fitness landscape for one specific 64-node net-
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work. As future work, it would be highly desirable if the learning for one particular network

can be reused for another. This could radically reduce the overall costs of approximation (the

greatest part of which is in generating training data). In the next Chapter we investigate

whether transfer learning, a well-established concept in Deep Learning, can be harnessed to

provide such benefits for fitness approximation.

5.7 Summary

IDS probe placement and configuration is a promising target for optimisation-based ap-

proaches. Evolutionary algorithms have been developed, by ourselves and others, that are

quite effective at making the important multi-criteria tradeoffs. However, these are always

computationally highly intensive and time-consuming.

In this chapter, we have shown how our approximation-based approach GA-FNN is faster

(more than 1.6x) and produces better results than the simulation-based GA-Sim. This means

that advanced applications, such as regular changing of configuration to avoid fingerprinting,

will not be impaired by the speed of optimisation. Furthermore, for such applications, the

speed of response (finding an appropriate new configuration) may be more important than

squeezing out the last ounce of performance. Either way, the excellent level of performance

of GA-FNN will prove highly beneficial.

Approximating complex simulation-based fitness functions using neural networks for gen-

erating high-performing IDS configurations has been shown to be feasible, enabling better

solutions to be obtained more quickly. We believe the need for further approximations re-

search in this area will grow.



Chapter 6

A Transfer Learning Approach to

Discover IDS Configurations

Reducing the computation required for a simulation-based optimisation technique to obtain

high-performing IDS configurations for a particular network is achieved in Chapter 5. How-

ever, when it comes to new networks, we would then need to run the process again, from

scratch. Here, in this chapter, we aim to build a generalised fitness approximation model

that can produce high-performing IDS configurations not only for one specific network but

also for variant networks.

6.1 Introduction

Runs of the optimisation algorithm are computationally intensive and time-consuming [105].

As networks scale, the resource consumption problem increases. Furthermore, analysts may

desire to have multiple runs of an algorithm and compare the results before making a specific

choice. It may also be desirable to be able to generate many possible high-performing config-

urations to allow the IDS deployment to evolve, e.g., where a static configuration might lead

to ‘fingerprinting’. The major cost in all search approaches is evaluating the performance of

a configuration, which for difficult criteria such as detection rate may require a simulation.

114
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The surrogate model has been shown to be effective and efficient in optimising the IDS

configurations for a specific network. The generalisation of the approach is still a limita-

tion. The main contribution of this chapter is to build a generalised IDS fitness approxima-

tion model using a transfer learning Deep Neural Networks (DNNs) approach. The transfer

learning method allows prior experience of evaluation of other networks to provide a more

accurate and efficient means of evaluating newly presented networks. First, we use a specific

evolutionary-based optimisation method -- a Genetic Algorithm (GA) -- to generate a set of

evaluated IDS configurations for various network typologies. We use these as the training set

for our DNN model. We test the ability of the pre-trained model to approximate the fitness

function of IDS configurations on unseen networks. The evaluation using such a model is

extremely fast and can significantly reduce the computational expense of traditional optimi-

sation approaches. The knowledge learned by a model trained on a set of variant networks is

transferred to a model trained on a smaller number of networks (i.e., fewer data samples). We

show how transfer-learning-assisted DNNs can perform better (with fewer training epochs)

than standalone DNNs. This reduces the training time while maintaining high prediction

accuracy (or minimum error).

The remainder of this chapter is organised as follows. A brief explanation about the IDS

and the targeted attack is presented in Section 6.2. In Section 6.3, we present the fitness

function adopted in this chapter, which involves the objectives detailed in Section 4.6. The

same framework is used to produce the data for our DNN training. Section 6.4 details the

network simulation, the network generator, feature engineering, DNN implementation and

the transfer-learning technique. The results are given in section 6.5. Section 6.6 presents a

summary of the chapter.

6.2 Rule-based IDS to detect greyhole attacks

In this chapter, we investigate how NIDS can best discover RPL attacks, more specifically

the Greyhole attacks (also known as selective forwarding attacks). The IDS sensors monitor

their neighbourhood for any malicious activities. We also adopt the rule-based IDS as it
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is effective in detecting RPL attacks and efficient for resource-constrained networks [130].

The adversary node selectively drops packets; hence, we monitor the Packet Dropping Ratio

(PDR) of each node in the network. This is the threshold value and is encoded into a binary

format as shown in Figure 6.1. Thus, a rule in our system fires if:

EXIST a node x in an IDS sensor neighbourhood such that PDR(x) ≥ T in t seconds.

6.3 Dataset creation

In this section, we describe the building blocks of the optimisation framework that is used to

find optimal IDS configurations. These are mainly used to generate datasets to be used to

train a deep learning model to approximate a fitness function. This reduces the computation

complexity required by the optimisation mechanism. Further, we show how transfer learning

can help achieve better results than a standalone deep learning model.

In order to train the DNN model, we need to generate a dataset. Our dataset includes a

set of IDS configurations. Each configuration is evaluated against four objectives as described

in Section 4.6. These are optimised using a framework based on an Evolutionary Algorithm

(EA). (Our dataset needs to include high-performing configurations and an EA optimisation

approach is a good way of obtaining them. Randomly generating configurations will not

suffice, as shown in Section 4.7.2). Configurations are stored in a binary format and they

describe the nodes, probe placement and a threshold value (used to define when a specific

rule should ‘fire’). Figure 6.1 illustrates the IDS configuration representation.

6.3.1 Fitness measurement

The fitness of each configuration is assessed by its ability to satisfy a set of objectives as

detailed in Section 4.6. In this work, we adopt the detection rate for the first objective.

Regarding the feasibility cost objective, we have two different types of nodes, low-energy-

nodes and moderate-energy-nodes. Thus, this objective will punish (and so discourage)
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Figure 6.1: Example of IDS sensor configuration representation.

placing IDS sensors on the low-energy-nodes. We target only one rule (R = 1) hosted

by a probe with the aim of detecting selective forwarding attacks. However, the objective

is generalised and can be used with a wider set of hostable rules. We therefore either host

(place) a probe or we do not. We set the mrj (in Equation 4.6) of the low-energy-nodes to 0

and to 1 for moderate-energy-nodes.

Fitness Function: We adopt aWeight Based Genetic Algorithm (WBGA) [131], formulating

a multi-objective problem as a single-objective one. The objective functions are weighted by

a vector of scalars (weights). Different system analyst priorities will give rise to different

weights. For illustration purposes, we have used the following weighting values: W1 =

0.5,W2 = 0.15,W3 = 0.15 and W4 = 0.2. The fitness function, which is a combination

of the Objectives 4.1 - 4.5, is defined as follows.

maximise→ fitness = 100×((W1×fit1)+(W2×(1−fit2))+(W3×fit3)+(W4×(1−fit4)))

(6.1)

We note that each objective fj can reach an optimum of 1 or 0, depending on whether it

is to be maximised or minimised. It is convenient to scale all objective results by a factor of

100, as shown in Equation 6.1. (Other factors could easily be used.) Since the weights are

sum to 1, the overall fitness function is seen to lie between 0 and 100. However, because of the
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interaction between the objectives, we cannot know for sure what the achievable maximum

is.

6.4 Experimental set-up

6.4.1 Network simulation

We use Netsim v12.1 [120] to simulate our experimental networks. The whole network consists

of 32 wireless nodes. These nodes differ in terms of available energy. 20% of the nodes are

low-energy and the rest are moderate-energy. All nodes generate two types of packets: the

control message packets, which are used to construct the DODAG topology and connections,

and application packets. The radio range between the nodes is set to 78 dBM which means

they can communicate within a distance of ≈ 50 meters. We have experimented with each

node being attacked for the sake of finding the best placement wherever an attacker node

happens to be.

6.4.2 Network generator

To evaluate the DNN-based approximator on different networks, we designed a Random

Network Generator (RNG). This takes as an input a configuration file (xml format) of a

specific network and generates random topologies of the same network size (see Figure 6.2).

In total, we generated 33 random networks. Nodes can be placed on any location on a 200 x

200 meter plane (except the border router which is fixed in the centre). The RNG takes into

consideration an important condition, which is that the nodes are not closer than a predefined

minimum distance (i.e., distance > 10 meters). In a Wireless Sensor Network (WSN), if the

radio ranges of two or more nodes are significantly overlapped and they transmit or broadcast

packets at the same time, this may cause packet collision [132]. To maintain the connectivity

between the nodes, each node should be within range of at least one node to avoid any node

being disconnected from the network. This is checked via the network simulation.
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6.4.3 Feature engineering

We have extracted two main features that were important factors when optimising the IDS

deployment for RPL networks. These are the number of neighbouring nodes and the rank

of each node. The rank of each node is calculated based on the location of a node from the

border router (6BR). The lower the rank, the closer to the 6BR. Thus, the rank indicates the

location of the node in the DODAG.

The current configurations are in a binary format. However, the number of neighbouring

nodes and the ranks are integer inputs. Thus, to avoid the model being impacted by these

large values, we normalised the extracted features (i.e., min-max scaling between 0 and 1).

Figure 6.2 illustrates the whole process of generating networks, optimising the IDS con-

figurations of each network, extracting the configuration, and feature engineering.

6.4.4 Neural Network building

We use Keras [123] to build the DNN model. It is a Python-based library that is imple-

mented on top of the TensorFlow framework. The whole network configuration is reported

in Table 6.1. We adopt the Mean Absolute Error (MAE) as a performance loss function.

We recorded other evaluation metrics such as Mean Square Error (MSE), Root Mean Square

Error (RMSE), Mean Absolute Percentage Error (MAPE) and R2 square. These are detailed

next.

MSE (Mean Square Error). This measures the average of the squares of the errors

or residuals. That is, the average squared difference between the predicted value ŷi and the

actual value yi.

MSE =
1

n

n∑
i=1

(yi − ŷi)
2

where n is the number of observations.

MAE (Mean Absolute Error). This measures the average of the absolute error or

residual values. In other words, the average absolute difference between the predicted value

ŷi and the actual value yi.
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Table 6.1: The Neural Network hyperparameters

Parameter Value Parameter Value

No. input neurons 100 Optimiser Adam

No. hidden neurons 67 (in each layer) Activation function
(hidden layers)

ReLU

Cost/loss function MAE Activation function
(output layer)

Linear

No. output neurons 1 No. hidden layers 3

Learning rate 0.001% Batch size 32

Epochs 500

Dataset size
(source-model)

270,000 Dataset size*
(target-model)

10.000

Dataset size† 60,000

Training set* varied (20% validation) Testing set* varied

Training set† 50 % (20% validation) Testing set† 50 %

*Experiment 1. † Experiment 2

MAE =
1

n

n∑
t=1

| yi − ŷi |

RMSE (Root Mean Squared Error). While MSE measures how far the predicted

values are from the regression line (i.e., prediction error), RMSE shows how spread out these

errors are.

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2

MAPE (Mean Absolute Percentage Error). This measures how accurate a predic-

tion model is.

MAPE =
1

n

n∑
i=1

∣∣∣∣(yi − ŷi)

yi

∣∣∣∣
R2 (R-squared). This is also called the coefficient of determination. It measures the

relationship between the dependent and independent variables. In other words, in a regres-

sion model, it represents how much variance in a dependent variable is explained by the

independent variable(s).

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳi)2
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Figure 6.3: Learning process of transfer learning.

ȳ indicates the mean of the actual data and is calculated as ȳ = 1
n

∑n
i=1 yi

6.4.5 Transfer Learning

In Machine Learning (ML), transfer learning seeks to transfer the knowledge gained from one

problem to a different yet related one (see Figure 6.3). The benefit of using such a technique

is to reduce network training time while maintaining high accuracy. Deep transfer learning

is classified into four categories [133]: instances-based deep transfer learning, mapping-based

deep transfer learning, network-based deep transfer learning, and adversarial-based deep

transfer learning.

We adopt the network-based deep transfer learning which refers to the re-use of parts of

the neural networks of the source domain pre-trained model (including the network structure

and parameters) on the target domain deep neural network. As illustrated in Figure 6.3, we

transfer the hidden layers’ parameters of a neural network model (i.e., source model), that

we train on a large set of IDS configurations of many randomly generated RPL networks,

into a neural network model (i.e., target model) trained on fewer new RPL networks. Here

we hope that with fewer data samples and with the help of transfer learning, we will still

obtain an excellent prediction model (i.e., with low error).
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Table 6.2: Genetic Algorithm hyperparameters

Parameter Value

Population size 100
Population type Bit strings

Number of Generation 100
Selection method 3-Tournament
Crossover method Two-point

Crossover probability 0.9
Mutation method Bitflip

Mutation probability 0.01

6.5 Results

We have trained a DNN model on a large set of IDS configurations generated from 27 ran-

domly generated RPL networks. For each network, we run the genetic algorithm optimisation

to optimise the set of objectives mentioned in Section 4.6. The parameters used during the

genetic algorithm process are presented in Table 6.2. We have run our genetic algorithm,

with a population size of 100 (i.e., 100 candidate configurations). The population is evolved

over 100 generations. This generates 10,000 IDS configurations with a fitness value assigned

to each one that represents its goodness in terms of the studied functional and nonfunctional

objectives. For 27 training networks (this is from Network 1 - 27 of the total 33 networks),

we have obtained 270,000 IDS configuration samples. This forms the dataset used to train

the source model. This is the pre-trained model we utilised for the transfer learning method.

The aim here is to study and compare the ability of two approaches, namely the standalone

and transfer learning DNN approaches, to approximate a fitness function for new variant

networks. This is to show the ability of a model that has been trained over a set of variant

network configurations to accurately predict the fitness value of new networks. We try to

solve a generalisation problem here using a cheap (yet approximated) model to replace the

traditional complex and expensive optimisation methods. We study the problem using the

two approaches outlined below.
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6.5.1 Experiment 1: retraining model vs transfer learning model

As mentioned in Section 6.4.5, the benefit of transfer learning is when there is limited access

to training data samples. This is the case with newly presented networks where there is no

knowledge/data about the IDS configurations for these networks unless running the expensive

optimisation technique. Therefore, we evaluated the performance of the retraining model and

the transfer learning model over different dataset sizes. An explanation of each technique is

given next.

The standalone (retraining) model: This is a DNN model that is trained from

scratch. Meaning, there is no prior knowledge about the problem at hand and the neural

network parameters are initiated randomly.

The transfer learning model: Here, we have trained a source DNN model on very

large configuration samples of 27 networks (i.e., 270,000 samples). The general process of the

transfer learning approach is illustrated in Figure 6.3 and the hyperparameters are presented

in Table 6.1. We then transfer the knowledge (i.e., the trainable parameters such as weights

and biases) from this model to support a target DNN model during the training. Therefore,

these parameters will start from some enhanced values, based on the harvested knowledge of

the source model, rather than random.

Both models were trained on different training set sizes of IDS configurations. Here we

have access to limited samples to train the models. Figure 6.4 demonstrates the prediction

accuracy of the two schemes. The transfer learning based model was able to make a more

accurate fitness evaluation than the retraining model over all training set sizes. We trained

the models on the specified training sets (i.e., 10%, 20%...etc) and tested on the rest. Fur-

thermore, during the training, the transfer learning approach was able to quickly converge

to a low training error (as shown in the right-hand side of Figure 6.4) in a fewer number of

epochs than the retraining approach. Note, the usage of the early-stopping technique [134]

breaks off the training in fewer epochs than specified (500 epochs); this is used to prevent

the model from over-fitting. More error measures are reported in Table 6.3.

Figure 6.5 shows the mean absolute error (MAE) and mean square error (MSE) with
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Figure 6.4: Performance illustration between retraining and transfer learning
approaches using different dataset sizes (on Network 28).
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Table 6.3: Performance evaluation of the retraining and transfer learning ap-
proaches.

Traning data (%) Metric Retraining Transfer-learning

MSE 1.126 0.66
RMSE 1.061 0.812

10 MAE 0.596 0.24
R2 0.948 0.969

MAPE 0.007 0.003

MSE 0.707 0.408
RMSE 0.841 0.638

20 MAE 0.272 0.09
R2 0.97 0.983

MAPE 0.004 0.001

MSE 0.965 0.465
RMSE 0.983 0.682

30 MAE 0.393 0.1
R2 0.962 0.982

MAPE 0.005 0.002

MSE 0.994 0.442
RMSE 0.997 0.665

40 MAE 0.308 0.102
R2 0.964 0.984

MAPE 0.004 0.002

Network1† MSE 0.998 0.398
RMSE 0.999 0.631

50 MAE 0.159 0.093
R2 0.963 0.985

MAPE 0.003 0.002

MSE 0.962 0.299
RMSE 0.981 0.547

60 MAE 0.193 0.077
R2 0.964 0.989

MAPE 0.003 0.001

MSE 0.983 0.37
RMSE 0.991 0.608

70 MAE 0.189 0.089
R2 0.967 0.988

MAPE 0.003 0.002

MSE 0.94 0.472
RMSE 0.97 0.687

80 MAE 0.153 0.091
R2 0.972 0.986

MAPE 0.003 0.002
† This is Network 28 of the total 33 networks.
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Figure 6.5: The Mean Absolute Errors and Mean Square Errors of the transfer
learning and retraining approaches using different training set sizes (on Network
28).

respect to the training set size. The errors tend to be reduced as the training set size

increases. The mean absolute errors and mean square errors produced by transfer learning

are lower than those produced by the retraining approach

6.5.2 Experiment 2: Other ML models vs transfer learning model

To evaluate the performance further, we compared the results of the transfer learning ap-

proach (and the retraining model for completeness purposes) with two common machine

learning models for regression problems, namely Random Forest Regression (RFR) and Sup-

port Vector Regression (SVR). To reduce the confusion of showing many evaluation metric

values and illustrations, we evaluated the performance of the models on a dataset that com-

bines the IDS configuration datasets of 6 networks (this is from Network 28 - 33). The models

were trained on 50% of the dataset and tested on the other 50%.

The hyperparameters of the transfer learning model (and the retraining model) are the

same as presented in Table 6.1. The two important parameters of the RFR model are the

number of regression trees and the depth of each tree. We set the former to 500 and the

latter to 5 and 10. As a kernel function for the SVR, we used Radial Basis Function (RBF)

and polynomial. These kernels are known to be effective for non-linear high-dimensional

feature spaces [135]. The evaluation performance is reported in Table 6.4 and Figure 6.6.
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Figure 6.6: The prediction performance between the transfer learning, retraining,
RFR and SVR models on a combined configuration dataset of six networks

The transfer learning approach outperforms both of them.

Table 6.4: Performance evaluation of different schemes.

Metric Retraining Transfer-learning SVR RFR

RBF Polynomial 5∗ 10∗

MSE 3.294 0.609 5.148 1.442 9.272 2.896
RMSE 1.815 0.78 2.269 1.201 3.045 1.702
MAE 0.562 0.195 0.526 0.244 1.361 0.5
R2 0.947 0.99 0.917 0.977 0.85 0.953

MAPE 0.009 0.003 0.01 0.004 0.019 0.008

*Depth of the tree.

6.6 Summary

Using evolutionary algorithms for optimising IDS configurations is computationally expen-

sive. Our function approximation model based on deep learning evaluates IDS configura-

tions vastly quicker (and so can be used as a proxy fitness evaluation in optimisation-based

searches). However, when a new network requires optimising, the process starts from scratch
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again. We have shown how a transfer-learning approach achieves better results than a stan-

dalone (i.e., from scratch) model for generalising the function approximation for variant

networks. Thus, previous experience can be effectively harnessed to efficiently generate high-

performing deployments for newly presented networks. The approach can be generalised with

the addition of further objectives.



Chapter 7

Conclusions and Future Work

In this PhD thesis, we introduced an optimisation methodology for IDS placement and con-

figuration for the RPL networks based on a Genetic Algorithm (GA). These networks are

currently quite significant in many industries. The RPL is designed to make the commu-

nication of the nodes efficient. These devices are resource-constrained in terms of power,

memory and processing. Deploying a heavy intrusion detection mechanism might not be

applicable. Furthermore, the deployment incurs trade-offs between different functional and

non-functional criteria. The GA is described to solve the problem. However, IDS configu-

ration evaluation is computationally expensive and time-consuming. Therefore, we investi-

gated fitness approximation as a means to reduce the evaluation complexity. This is called

meta-modelling or surrogate modelling. Neural Networks (NNs) are utilised to build fitness

approximation models to accelerate the fitness evaluation of the IDS configurations. The

approach targets a specific supplied network. However, we wished to exploit previous ex-

perience when presented with new networks. This motivated our investigation of transfer

learning. The harnessed knowledge of training a model over different networks shows effec-

tive outcomes. An evaluation section is provided next to illustrate how the accomplished

contributions provide evidence for our research hypothesis.

130
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7.1 Contributions evaluation

The three research hypotheses for this thesis are as follows:

Hypothesis 1: Evolutionary algorithms can discover resource-efficient and detection-capable

security configurations for intrusion detection systems that are suitable for RPL-based

Internet of Things networks.

Chapter 4: RPL networks are resource-constrained, making IDS placement and con-

figuration an especially challenging task. In general, when a task becomes highly complex,

there is sometimes no practical alternative to applying some sort of heuristic. We have

demonstrated that optimisation-based approaches can be used effectively to address issues

of substantial significance in widely adopted and constrained networks. The research pro-

vided in this chapter shows that optimisation-based methodologies have a lot to offer. It

appears unlikely that any other approach could discover high-performing allocations with

the flexibility of an optimisation-based heuristic.

In our genetic algorithm optimisation framework, we targeted four important objectives.

These are the classification measure (detection rate or F1 score), coverage, feasibility cost,

and deployment cost. We investigated how to find optimal or excellent combinations of

these objectives. A single-objective weighted sum technique (i.e., a Weight Based Genetic

Algorithm (WBGA)) was developed to solve the problem. We heavily use the weightings

of objectives. Different weightings correspond to different aims and priorities and give rise

to different outcomes. However, mapping such profiles to de facto notions of importance

as judged by analysts remains a tricky task. In practice, security management will need to

experiment with different weightings and decide for themselves which outcomes they pre-

fer. Our approach, however, will furnish management with high-performing outcomes given

specific input weighting profiles.

Hypothesis 2: Machine learning approaches can allow us to perform function approxima-

tion for the framework’s fitness evaluation function and so greatly reduce the time and
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computation taken to produce near-optimal security configurations using such a frame-

work.

Chapter 5: We demonstrated that using machine learning for fitness approximation is a

valid approach to be used as a surrogate model to accelerate the convergence of the genetic

algorithm to optimal or excellent IDS configurations. The Genetic Algorithm-based Feed-

forward Neural Network (GA-FNN) strategy, based on approximation by a FNN, is faster

(more than 1.6x faster) and yields better results than the simulation-based GA. This means

that the speed of optimisation won’t affect complex applications, such as frequent changes of

configurations to prevent fingerprinting attacks. It has been demonstrated that it is possible

to approximate sophisticated simulation-based fitness functions using neural networks to

produce high-performing IDS configurations. This makes it possible to find better solutions

more quickly. A great deal of time is expended in generating appropriate data (configurations

and their evaluations) on which to train the approximator. If multiple candidate solutions are

required by the analyst then this resource consumption can be amortised over such multiple

(and possibly a great many) uses.

Hypothesis 3: A transfer learning based deep neural networks approach can provide a

highly efficient fitness approximation with acceptable fidelity for newly-presented RPL-

based Internet of Things networks.

Chapter 6: In this contribution, we generalised the fitness approximation surrogate

model. Therefore, we utilised the benefit of a transfer-learning approach to gain knowledge

from variant networks and be able to find IDS configurations for other new networks. We

showed how a transfer learning DNN outperforms a stand-alone DNN. The technique provides

better results (even with variant dataset sizes) with very low error (mean absolute error).

Furthermore, we evaluated the transfer learning approach with the most common state-of-

the-art machine learning regression models: support vector regression (SVR) and random

forest regression (RFR). With different regression evaluation metrics, the transfer-learning

still provides the best performance. This shows that the transfer-learning is an effective eval-
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uation approach to produce optimal (or near-optimal) IDS configurations for newly presented

networks. We think there will be a growing demand for more studies on approximations in

this field.

7.2 Future work

As a future direction, we aim to target the following:

7.2.1 A multi-objective framework for optimising IDS configurations

The problem involves competing objectives and we adopted a weighted-sum optimisation-

based approach. We can, however, avail ourselves of various multi-objective optimisation

frameworks. One of the widely adopted approaches is called the Non-dominated Sorting

Genetic Algorithm (NSGA-II) where objectives are optimised independently and a non-

dominated set of solutions is sought, usually referred to as a Pareto Front. (A solution

is non-dominated if every other solution in that set has at least one fitness component with

worse performance.)

7.2.2 Rigorous evaluation metrics

The detection rate is the prominent evaluation metric for intrusion detection systems. How-

ever, we can enrich the framework by making richer use of the underpinning true and false

positive and negative measures. The framework is extendable and that allows us to include

more functional or non-functional objectives as desired.

7.2.3 Mobile environment

RPL-based networks are currently stationary environments [8]. However, there are some

extensions to the protocol to be used for mobile networks. One example is Co-RPL: RPL

routing for mobile low-power wireless sensor networks using the Corona mechanism [136].

Our work could be extended by the inclusion of mobile nodes and adopting the framework

accordingly to find optimal IDS configurations.
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7.2.4 Dedicated sniffers placement optimisation

Rather than hosting the IDS sensors in the networks’ nodes, IDS probes could be placed

on separate stand-alone nodes that can have more placement options on the network. Of

course, this will require more equipment (and thus a greater financial budget) yet the hosting

nodes can have more resources available and therefore the ability to perform heavy and more

sophisticated intrusion detection mechanisms.

7.2.5 Collaborative intrusion detection

The subject of optimising the configuration of Collaborative IDS sensors is an interesting

research topic to target in the future. There are many strategies that could be adopted as

to where and how detection decisions are made. Collaborative decision-making is technically

more complex and our underpinning simulation-based evaluation may be the only feasible

means of evaluation in many cases.

7.2.6 Intrusion Prevention System (IPS)

Although we have been solely concerned with intrusion detection, we are aware that aspects of

intrusion response configuration may also be targeted by our optimisation-based framework.

We note that one response to a suspected attack would be to reconfigure the IDS to provide

more evidence regarding specific hypotheses

7.2.7 Dynamic reconfiguration

We have observed earlier that highly efficient determination of effective configurations is

particularly important when repeated use of the framework is envisaged. It would be possible,

for example, to repeatedly shift to a new configuration after a period of time as a means of

preventing an adversary exploiting information learned about the current one during that

period. This approach will raise issues, e.g. repeated change may impair a system manager’s

understanding of the operation of the system, but we believe the approach is worthy of

investigation.
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7.2.8 Explicable Machine Learning for Optimal Configurations

In Chapter 4, we argued that extracting insight from sets of reached configurations could

be highly beneficial. In particular, we indicated that patterns of high performing solutions

could be extracted. We argued that extracting such patterns was not easy and, indeed, an

ML-based approach would be best suited to handle the inevitable complexity that would arise

from network parameter variation (e.g., node wifi-range). This will likely be a challenging

task for the Explicable Machine Learning community and a significant research topic in its

own right.

7.2.9 Relaxing simplifying assumptions

For reasons of establishing proof of concept, we have made some simplifying choices. Most

obviously, we adopted a very small set of very simple rules that could be deployed at a

probe. These are simple representatives of detection capability. We could greatly extend

the number and complexity of such rules. These rules could even be evolved as part of an

advanced framework. Thus, we would not only evolve placement and rule choice, the very

nature of those could be determined. A good deal of work has been done in this direction

already (e.g. using genetic programming and grammatical evolution). Bring together place-

ment, rule selection and rule nature under one optimisation-based framework will likely be

computationally hugely intensive, but is a worthwhile goal.

Some simplifying assumptions can be easily relaxed. For example, we used single (global)

thresholds for rule firing. Node-specific thresholds can readily be incorporated. Similarly, it

is readily possible to use node-specific coverage levels.

7.3 Final remarks

We have explored the effectiveness and efficiency of an optimisation-based framework for IoT

RPL network IDS configuration and have provided efficiency enhancements based on neural

network models. Our approach has been shown to be beneficial and the future work above
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indicates that a great deal more can be done. We recommend the area of optimising IDS

configurations to the IoT IDS research community.
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[136] O. Gaddour, A. Koubäa, R. Rangarajan, O. Cheikhrouhou, E. Tovar, and M. Abid,
“Co-rpl: Rpl routing for mobile low power wireless sensor networks using corona mecha-
nism,” in Proceedings of the 9th IEEE international symposium on industrial embedded
systems (SIES 2014). IEEE, 2014, pp. 200–209.

https://doi.org/10.1088/1742-6596/1168/2/022022
https://doi.org/10.1088/1742-6596/1168/2/022022

	Introduction
	Problem statement and motivation summary
	Research hypotheses
	Contributions
	Structure of the thesis
	Publications

	Literature Review
	Overview of IoT
	IoT architecture and layers
	Perception layer
	Network layer
	Processing layer
	Application Layer

	Securing the IoT
	Securing IoT versus conventional networks 

	Security challenges in IoT
	Integration
	Heterogeneity
	Resource constraints
	Privacy
	Large scale/scalability
	Trust management

	Security goals
	Confidentiality
	Integrity
	Availability
	Authenticity
	Non-Repudiation

	The need for an efficient routing protocol

	RPL
	Threats to RPL-based Internet of Things
	Sinkhole, Blackhole and Selective forwarding
	DIS Flooding
	Increase Rank
	Wormhole
	Worst parent
	DIO suppression
	Sybil attack
	Replay attack

	RPL-based IoT security vulnerability

	Intrusion Detection Systems in the IoT/RPL
	Monitoring source
	Intrusion detection architectures
	Distributed IDS (DIDS)
	Centralised IDS (CIDS)
	Hybrid IDS (HIDS)

	Detection methodologies
	Signature-based approach
	Anomaly-based approach
	Specification-based approach
	Hybrid-based approach

	Response
	Intrusion detection performance metrics
	Functional metrics
	Non-functional metrics

	IDS proposals for RPL-based IoT

	IDS configurations optimisation
	Genetic Algorithm overview
	preliminary
	Initialisation
	Evaluation
	Selection
	Crossover
	Mutation
	Termination

	Related work in IDS configuration optimisation

	Function approximation
	Overview
	Fitness approximation via neural networks
	Feedforward Neural Network


	Summary

	The Work of This Thesis
	Brief motivation statement
	Research originality

	IDS Configuration Optimisation using Evolutionary Algorithm
	Background
	Our contributions and organisation of the chapter
	Related works
	Threat model
	Blackhole attack
	Selective forwarding attack
	DIS flooding attack

	Intrusion Detection System (IDS) model
	Monitoring technique
	Detection method
	Decision approach

	Proposed GA-based IDS configuration
	Single-Objective Optimisation (SOO)

	Performance evaluation
	Experiments settings
	GA Oriented Settings
	Network settings

	Results

	Interpreting IDS configuration samples
	Discussion
	Summary

	Fitness Approximation of IDS Fitness Evaluation
	Introduction
	Related work
	System detail
	GA-based IDS configuration optimisation
	FNN based fitness approximation

	Dataset preparation
	Experiments and results
	FNN model evaluation
	FNN as fitness evaluation

	Brief discussion
	Summary

	A Transfer Learning Approach to Discover IDS Configurations
	Introduction
	Rule-based IDS to detect greyhole attacks
	Dataset creation
	Fitness measurement

	Experimental set-up
	Network simulation
	Network generator
	Feature engineering
	Neural Network building
	Transfer Learning

	Results
	Experiment 1: retraining model vs transfer learning model
	Experiment 2: Other ML models vs transfer learning model

	Summary

	Conclusions and Future Work
	Contributions evaluation
	Future work
	A multi-objective framework for optimising IDS configurations
	Rigorous evaluation metrics
	Mobile environment
	Dedicated sniffers placement optimisation
	Collaborative intrusion detection
	Intrusion Prevention System (IPS)
	Dynamic reconfiguration
	Explicable Machine Learning for Optimal Configurations
	Relaxing simplifying assumptions

	Final remarks


