
Optimising the Experimental Approach to
Nuclear Excitation by Electron Capture

Benjamin Wallis

Doctor of Philosophy

Physics, Engineering and Technology

University of York

June 2021



2

Abstract

Nuclear Excitation by Electron Capture (NEEC) is a complex process which is at the

boundary between atomic and nuclear physics, defined as the inverse of internal con-

version. It requires a broad expertise in nuclear, atomic, laser, plasma, and accelerator

physics, and so the work is presented from an interdisciplinary perspective. NEEC is

part of a wider branch of exotic nuclear excitation mechanisms under the name ‘nuclear

isomeric triggering’ or ‘depletion’ and this thesis provides a road-map to constructing

NEEC experiments that are able to be compared with the present theoretical models for

NEEC. This helps us achieve better numerical estimates as to how feasible NEEC can be

as a depletion mechanism in various environments and contexts. We rigorously present

a ‘figure of merit’ that can be applied to all NEEC experiments across the different tech-

niques, and provide the first exhaustive candidate search of both the nuclear and sub-

sequent atomic species. This has resulted in an experimental design and astrophysical

calculation tool, which is made available to the research community.
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Introduction

Nuclear excitation by the capture of free electrons (NEEC) is an unlikely situation to oc-

cur in nature, but if it is realised, it is powerful in a way that would have a significant

impact on energy storage technology and nuclear astrophysics.

Nuclear Excitation by Electron Capture (NEEC) was first proposed in 1976 by Goldanskii

and Namiot [1] in which it was asserted that there is a an inverse process to internal con-

version (IC); where the nucleus becomes more energetic (excited) when capturing a free

electron into the surrounding electron cloud. NEEC was considered to have limitations

due to the availability of open electron shells, and we examine in this thesis if this is a

significant problem.

Internal conversion (IC) exists, where an excited nucleus can eject an atomic electron

to the continuum, rather than decaying via gamma emission.

Both processes must occur at some kind of equilibrium in the universe so long as

there is a consistent reversibility argument, and the right conditions can be created.

We remind ourselves here of the scale of physics in this energetic realm, a nuclear

excitation is typically ∼ 1MeV yet an (energetic) atomic transition is ∼ 1eV. So clearly

we are looking at low energy nuclear transitions and energetic atomic transitions with an

overlapping boundary, and many orders of magnitude at play.

If the smaller energetic system is able to directly influence the larger, through macro-

scopic parameters, then one could release a reasonable amount of nuclear energy, by

influencing the smaller energetic system, vastly changing the timescale of the nuclear

relaxation.

This continues to be highly topical in current literature, especially since NEEC is rele-

vant in both nuclear astrophysics and high energy-density transportable power sources.

One must be adept in finding the best nuclear transitions that can couple well with the

atomic wavefunctions, and macroscopic ion-electron collision controls, in order to ad-

vance. The inverse process (IC) is well understood, and can provide a useful insight into
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finding the right kind of nuclear-atomic couplings.

We are limited by the principle of detailed balance (PDB) [2] [3] in being able to re-

verse a process; which says that (paraphrasing) "corresponding to every individual [mi-

croscopic] process there is a reverse process, and in a state of equilibrium the average

rate of every process is equal to the average rate of its reverse process." [4]. It is difficult

of course to produce an environment where a nuclear process is at equilibrium with its

inverse process, as this is extremely unlikely in an entropic sense, however we can use

reversibility, which arrives from the principle of detailed balance, allowing us to make

theoretical shortcuts. Nontheless it is also notable that a detailed balance of nuclear pro-

cesses ferments the production of observable matter [in nuclear astrophysics].

To produce this equilibrium requires entirely non-terrestrial (or Astrophysical) sce-

narious and time-frames [5], inaccessible by last century’s high power Laser-Plasmas,

with such viable environments only just coming into fruition.

Theoretically, and notwithstanding, is the complication of the coupling between the

immensely complex nucleus and the atomic electrons, and then representing and calculat-

ing this situation accurately ab initio. One is reminded of Godel’s incompleteness theorem

when considering such a profound scale change; in which it is implied universally that

everything is either incomplete or inconsistent.

We will see that the nucleus quite easily emits energy as it wishes, but to excite the

nucleus in a precise way via the inverse process, or any process, is very difficult. De-

excitation is a natural process since the emitted products can go anywhere as entropy

increases and the energy dissipates; excitation conversely requires a lot of control since

we are trying to introduce order on a much smaller scale. We cannot define analytically

the expression of a varying number of interacting sub-systems on this scale (typically nu-

clear dynamics are extremely complex and hard to compute ab initio even with today’s

computing power, however electron dynamics are accurately yet incompletely approxi-

mated using the Multi-Configuration Dirac-Fock method). We will avoid getting lost in

such algebra as it is the experimentalist’s role to observe how nature is, and then use these

observations to predict further behaviour. This thesis essentially presents a regularisation

on our ability to control the nuclear system via atomic parameters.

Repeatable observations of NEEC has been a longstanding goal in atomic and nuclear
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physics, and with a road-map in mind, one can outline a critical path towards readily pro-

ducing observations. The originality comes from the inclusion of all possible species and

scenarios. It is understood a connection needs to be made between the different exper-

imental approaches in order to readily challenge theory in parallel with separating the

many different nuclear excitation techniques. The race is certainly on to produce fur-

ther observations, yet for this to be productive, one must be systematic and meticulous,

without getting lost in the inevitable complexity of the subsystems and experimental me-

chanics.

The structure of this thesis then is as follows:

Chapter 1 and 2 Introduces and confines the concepts of eigenstates and transitions, and

resonant interactions in-between them. The NEEC resonance strength is defined as a re-

sult, via the principle of detailed balance.

Chapter 3 allows us to count the upper limit NEEC rate and yield, and we check our

theoretical technique by calculating rates with ab initio data.

Chapter 4 is an encompassing search over all elements and nuclides to find the most

promising candidates that are constrained by the maximal available macroscopically ad-

justable parameters for each experimental approach, limited by the principle of detailed

balance.

Chapter 5 Is the optimisation of a beam experiment based on 84mRb at TRIUMF, for which

we have composed and had accepted an experimental proposal. This chapter will be

made as useful as possible for the final planning and execution of this experiment, al-

though it has received the least attention due to the prospect of many years of COVID

restrictions ahead.

First we will summarize the necessary background, but mainly we will establish an

infallible method.
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Chapter 1

Background and Theory

We begin our examination of NEEC by introducing the necessary background in quan-

tum mechanics. This will allow us to define the current state-of-the-art in NEEC theo-

retical calculation, and also make some generalisations that will allow us to speed up

calculating NEEC rates.

One only knows truly what has been observed in nature, and we hope to use experi-

mental database’s as a way to circumvent theoretical complications and complexities and

computational limits which are described in this chapter. No doubt internal-conversion

(IC) is a good place to start in ascertaining a natural understanding of the NEEC process,

since IC has been well observed and well tabulated, to a similar extent as gamma-decay.

Understanding an inverse process surely enlightens our knowledge of the forward pro-

cess but introduces limitations, which we will assess in chapter 2.

1.1

Internal Conversion

Internal Conversion (IC) is a prevalent process in nuclear physics in which an excited

nucleus, instead of emitting a gamma ray, transfers its energy to an orbiting electron,

ejecting it into the continuum with residual kinetic energy Eres. The exit channel (right

hand side) of this interaction is readily observed, due to the energy balance

Q− |V i| = Eres (1.1a)

Energy excess from deexcitation = Residual electron kinetic energy (1.1b)
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which requires the change in energy of the nucleus Q is greater than the magnitude of

the electron binding energy |Vi|. As is evident in 1.1, the difference in energy between

the bound and un-bound systems is carried away as kinetic energy of the free electron.

The range of available states in the continuum does not restrict the probability of de-

excitation, and thus this process is readily observed. The ejected electron can take any

momentum and energy value, as the continuum is indifferent to what momentum state

it can take, unless the continuum is extraordinarily dense. The IC coefficient (ICC) is

defined explicitly as

α =
AIC

Ar
(1.2)

which is the IC rateAIC divided by the the gamma emission rateAr, i.e. this ratio defines

how many internal conversions occur (s−1) for every gamma decay. Ar will be defined

shortly. There are limitations in computing theoretically the IC coefficient, largely due to

approximations in computing the many-body Breit interaction (approximating the elec-

tron wavefunctions) [6] or approximations due to nuclear structure and non-sphericity

[7]. A useful summary of the IC theory in order to calculate the IC coefficient via interpo-

lation of experimental data is available in [6]. Where interpolation is not possible or fea-

sible, theoretical models are used via the frozen orbital approximation. Uncertainties in

calculating ICC’s theoretically have been minimised and characterised by comparing to

experimental data, and recalculating wavefunctions for ICC’s under extrapolated physi-

cal conditions [7], starting with an increasingly intelligent trial wavefunction. Theoretical

ICC’s are assessed to be within an accuracy of 5% or better [8].

The total IC coefficient αtot can be decomposed into constituent contributions depending

on the atomic principal quantum number n (K ⇒ n=1, L ⇒ n=2, etc )1. The partial IC

coefficients for atomic sub-shells are additive, as are their total probability amplitudes

which overlap the nucleus [6].

1The nomenclature here stems from the first atomic spectral observations being due to early measure-
ments by Kamen and Lymann (and the principal quantum number labels carried on down the alphabet
from there). Each shell is split into its subshell’s numerically (L1,L2,L3 etc.). This is an annoying simplifica-
tion by atomic spectroscopist’s, as although quicker to notate, one isn’t informed about a subshell’s angular
momentum quantum numbers without a conversion table.
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αtot = αK + αL + αM + ... =
∑
n

αn (1.3)

The primary/principle atomic contributions can be further decomposed into spin-

orbit shell contributions where appropriate, obeying the rules of Slater determinants [9];

for example, for the L atomic shell, there are three possible j quantum numbers which

cause a noticeable variation in the L shell IC coefficients (ICC’s) across the subshell.

αL = αL1 + αL2 + αL3 (1.4)

i.e. the contributions of neutral atom subshell ICC’s are associative and their configura-

tion determined by the diagonal of the atom’s Slater determinant (described in the next

section).

The IC coefficients are well observed for most nuclear transitions that obey equation

1.1, so neutral subshell constituents are well tabulated. It gets more difficult to resolve

internal conversion spectra for spin-orbit splitting that takes into account pairing terms

within a subshell with a large (n>2) principal quantum number (eg. any M shell; or

O1, O2, O3, O4, O5 subshell etc.) for heavy ions [10]. So IC coefficients are generally only

tabulated in terms of their atomic principle quantum number and, if possible, constituent

subshells. We use the program BrIcc[6] in later chapters in order to calculate ICC’s. BrIcc

calculates ICC’s using the frozen orbital approximation, or where appropriate by inter-

polating experimentally observed values [6].

The proper ICC value for an atomic charge state will require adjustments from the

values produced via BrIcc (which is for neutral atoms) due to three factors:

• Subshell occupancy adjustment. We must account for partially filled shells by mul-

tiplying the filled partial subshell ICC by the fraction of total unoccupation: i.e.,

nh
nmax

, where nh is the number of vacancies as a fraction of the total number of va-

cancies nmax within the subshell [11].

• Charge state adjustment. The ICC for a valence electron orbital in an ion can vary

up to 40% when compared to the same electron in a neutral atom [12]. We multiply

by the ratio of the valence electron ionisation energy to the associated neutral atom

binding energy [11]
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• Excited state adjustment. When capturing into excited states, ICC’s are not tabu-

lated, although by over-scaling the inner shell ICC’s we propose in chapter 2 and 3

that this fully accounts for possible excited state ICC’s.

To calculate NEEC rates it is important to include a three step process to account for

a detailed balance that involves photons and electrons 2. Depending on what part of the

nuclear decay sequence one wants to detect, one has to include the relevant branching

ratios, which will be discussed in chapter 2. This is essentially a ‘rare’ resonance followed

by a ‘difficult to detect’ deexcitation. To be rigorous, we now define stationary states of

the atom and its nucleus and define strengths of transitions between these states, in order

to define a complete picture of a NEEC resonance channel which can be expanded into an

overall NEEC rate in an environment. We first include the theory to evaluate the NEEC

rate per ion, and then expand this into a figure of merit which includes an effective ion-

electron density.

1.2

Energy Levels - Defining the Stationary States in the Atom and Nucleus

One quickly discovers that there are stationary states of a quantum mechanical system

when finding solutions to the time-independent Schrodinger equation. This defines the

energy levels of the system, from which one can gain information about the microscopic

structure of an atom as a theorist.

Stationary states emerge in both the nuclear and atomic systems via the application

of an appropriate Hamiltonian and state-vector (wave-function) in nuclear and electron

sub-spaces separately 3.

The time-dependant Schrodinger equation is defined as

iℏ
dΨ

dt
= HΨ (1.5)

where the statefunction Ψ has a time-independent eigenvector ϕwith Ψ = ϕe−iωt, and the

Schrodinger equation simplifies to the time-independent Schrodinger equation

2we account for this by using a non-local thermodynamic equilibrium in chapter 3
3although electronic energy eigenvalues do depend partly on the charge of the nucleus
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Hϕ = Enlϕ (1.6)

This is known as an eigenvalue equation, where the eigenvalues are the energies (Enl)

of the system of bound fermions. One methodically approximates the energy operator

H, so that the wave equation 1.6 reproduces realistic values of the energies of the system.

One also formulates a functional structure of ϕ so that its square amplitude physically de-

fines the probability of a fermion appearing somewhere in the region of an appropriately

chosen coordinate system.

One is reminded of wave-particle duality here which is essential in quantum mechan-

ics, particles become non-local and behave as waves, pertinently in the scenario where

their wavefunction is in a strong potential or confined or both.

When a fermion is in a spherical potential there emerges a separable distinction be-

tween the radial and angular parts of the wavefunction [13].

ϕ(q) =
1

r
P (nl; r)Ylml

χms(σ) (1.7)

where q defines a multi-index for the space and spin coordinates.

This allows us the definition of a spin-orbital, which is defined by a specific value

of the principle quantum number n, and orbital angular momentum quantum number l

[13].

We know very little about ϕ throughout this work, but we know as much as pos-

sible about all possible energy eigenvalues Enl through experimental data or through

state-of-the-art theoretical calculation which are tabulated in a database. We explore the

general form of the Hamiltonian for the atomic and nuclear systems separately in the

next subsections. In the same manner as equation 1.6, there are several other eigenvalue

equations whose operators commute with the Hamiltonian. This means that there are

several simultaneous operators with which the Hamiltonian is invariant when applied

to the wave-function, these will be discussed in the next sections. Essentially, for the

nuclear and atomic systems, there are ‘good’ quantum numbers, who’s eigenvectors are

orthogonal, and which simultaneously define its eigenstate, along with its energy.

Eigenstates of both the nucleus and electron cloud follow the same basic rules [13]

[14]:
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• Pauli exclusion principle - no two fermions can occupy the same quantum state

(configuration).

• Spin-orbitals - the quantum state of the fermions will be defined via spin-orbitals if

the potential is spherically symmetric. A fully occupied spin-orbital will contribute

zero angular momentum to the system.

• Aufbau principle - fermions added to the bound system will occupy the lowest

energy available quantum state and minimise the interaction energy by filling the

least occupied spin-orbital (Hunds rule).

• Computationally solving the time independent Schrodinger equation is futile with-

out a central field or effective field approximation.

The Hamiltonian operator of an eigenvalue spectrum depends on both the atomic

system and quantum mechanical formalism; the normal starting point is Schrodinger’s

time-independent equation, but many approximations have to be made in choosing an

appropriate wavefunction and many-body potential in the Hamiltonian [15]. In the next

section we derive the necessary theory to understand a proper labelling of the nuclear

and electronic energy eigenvalues, so we can evaluate the probability of transitions be-

tween them. An important point to remember is that these states have a well defined

angular momentum and the angular momentum operators invariably commute with the

Hamiltonian

[H,J2] = [H,Jz] = 0 (1.8)

1.2.1 Atom Energy Levels

Essentially the NEEC problem is an atomic one, so long as the nuclear aspects remain

only PT invariant as described in chapter 2. As such, we focus much of our theoretical

attention on the atomic perspective.

The simple 1 electron Hamiltonian is written as

H1e− = −1

2
∇2 − Z

r
(1.9)
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where there is a kinetic energy term and an attractive potential term between the electron

and the nucleus. The one electron wavefunction has the form of 1.7. Each energy state

is described purely by the principle quantum number n and angular momentum quan-

tum number l and so there are degenerate spin-orbitals for each subshell and degenerate

subshells in each shell. This degeneracy is lifted once the many electron Hamiltonian is

applied, and each subshell contains these spin-orbits resulting in the configuration label

α := nlmlms. A shell thus describes quantum states with the same n, and a subshell

describes quantum state with the same n,l, and j and a spin-orbital describes a quantum

states with the same n,l,ml and ms.

j is the total angular momentum of an electron and can take the values |l+ s|...|l− s|.

The magnetic projections ml and ms can cause a splitting in a subshell.

Contributions that define the many electron energy eigenvalues are defined in the

atomic Hamiltonian [13]

Hatomic =
∑
i

H1e− +Hres +HSO (1.10a)

= −
N∑
i=1

(−1

2
∇2 − Z

ri
) +

∑ N∑
j>i

1

rij
+

N∑
i=1

ξi(ri)(li · si) (1.10b)

where the Hamiltonian contains a single electron Hamiltonian for each electron along

with a residual term Hres (describing many-body electron repulsion) and a spin-orbit

term HSO describing the interaction between the orbital and intrinsic angular momen-

tum of any unpaired electrons. The importance of these terms are paramount when

calculating the electronic excitation spectrum of the atom as they determine the extent

of coupling between unpaired electrons. They are of less importance in calculating the

ground state energies of the atom, as (in general) all electrons except the valence electron

are in closed shells.

The many electron wavefunction ϕatom can be seen as similar to a product of all the

possible 1e- wavefunctions (so long as residual and spin-orbit interactions are ignored),

although this would not preserve the anti-symmetry of the fermionic statefunction.
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The actual many electron wavefunction requires a matrix formulation of quantum

mechanics along with a central field approximation to allow for the many-body interac-

tions in equation 1.10 [13] and to preserve the wavefunction anti-symmetry. Slater de-

terminants are used to represent the many electron statefunction, which when combined

with the many electron Hamiltonian allows for 2 dimensional permutations of coordi-

nates of the electrons. Slater determinants are insufficient on their own to account for

all permutations of electron coordinates in describing the full many electron eigenvalue

spectrum; linear combinations of Slater determinants are required to describe a configu-

ration state-function (CSF). There is no general way of defining CSF’s across the periodic

table of elements, without the use of machine learning techniques that are just coming

into fruition [16].

ϕatom = ϕ(q1, . . . ,qN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ϕ(α1, q1) ϕ(α1, q2) ϕ(α1, q3) . . . ϕ(α1, qN )

ϕ(α2, q1) ϕ(α2, q2) ϕ(α2, q3) . . . ϕ(α2, qN )

...
...

...
...

ϕ(αN , q1) ϕ(αN , q2) ϕ(αN , q3) . . . ϕ(αN , qN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
(1.11)

where qi describes the space and spin coordinates and αi describes the spin-orbital con-

figuration. The hydrogenic configuration of this determinant using a 1e− Hamiltonian

would only require the diagonal of this matrix as a product wavefunction.

1s2s2p3s3p3d4s4p4d4f5s5p5d5f5g6s6p6d6f6g6h7s... (1.12)

This would describe the state of a many electron atom with a 1e− Hamiltonian, i.e. the

electrons are not interacting. Although this is unphysical in itself, this labelling is used

to describe the closed shell configuration of any atom, since electrons in closed shells are

considered inert other than their screening effect on the nuclear charge [13].

To this end, we make approximations using averages in the angular momentum

eigenvalue in this work, which uses hydrogenic configuration labelling, in order to speed

up the theoretical process. Averages are taken, especially in energies and many electron

wave-functions (configurations) by adopting this hydrogenic labelling for the valence
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NEEC resonance channel, labelling it p = {n, l, j}, with j = l + s the total electron angu-

lar momentum of the valence electron in its hydrogenic configuration, and αp the internal

conversion coefficient in this configuration. We examine the impact of this, along with

appropriately scaling αp, comparing the resonance strength to a fully ab initio dataset in

chapter 2 and 3.

Atomic ground states are defined by their lowest available energy eigenvalue due to

a certain number of bound electrons, i.e. the lowest energy (highest binding energy), of

the vacant spin-orbitals. Considering this energy w.r.t. a continuum, or zero energy, this

allows the definition

Ebind = −Vi = |Vi| (1.13)

where Vi is inherently negative compared to the zero energy; energies above zero will be

kinetic and energies below zero will be potential.

1.2.2 Nuclear Energy Levels

In the nuclear system the Hamiltonian is described in a similar manner

Hn =
A∑
i=1

(− ℏ2

2m
∇2

i ) +
∑ A∑

i<j

(Vcoulomb(i, j) + Vstrong(i, j)) (1.14)

where we have an independent particle part due to the kinetic energy of each nucleon,

and a residual part to include many-body forces between nucleons [17]. The potential

terms in the Hamiltonian are described by electromagnetic and strong nuclear interac-

tions between each particle and all other particles along with permutations of many-

body forces. For nuclear systems where N>4 this is extremely difficult to compute in its

entirety (ab initio) [18] and effective theories have to be employed, such as mean field

theories, chiral effective theories or in heavier nuclei, density functionals.

Symmetries emerge when the nucleus is spherical. This allows the definition the com-

muting operators [9]:

[H,P ] = [H,J2] = [H,Jz] = [H,N ] = [H,Π] = 0 (1.15)
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where P is the centre of mass momentum vector, J2 and Jz are the total angular momen-

tum operators, N the particle number operator and Π the parity operator. In a spherical

nucleus we can describe the emergence of a shell model, with the nucleons moving in

a mean field generated by all other nucleons, which has spin-orbit terms, similar to the

atomic Hamiltonian [10]. A collective Hamiltonian can be defined when the structure of

this core of nucleons changes its mode of oscillation via phonon’s. Typically NEEC rates

are only known to be calculated using these collective Hamiltonians.

Hn =
∑
λµ

ΩλB
†
λµBλµ (1.16)

where Ωλ are the phonon frequencies, and B†
λµ is the phonon creation operator [19].

So long as the electromagnetic transition decay rate is known for a nuclear transition,

then we can assess its tendency to internally convert and as such, NEEC, in a model

independent fashion.

1.2.3 Transition Multipolarity and Mixing - Nuclear

Gamma decay and internal conversion are electromagnetic processes that are strongly

affected by the multipolarity of a nuclear transition. The multipolarity defines generally

the change in the charge distribution of protons within the nucleus (E - electric), or the

change in currents caused by the change in motion of the protons (M - magnetic). An

electromagnetic nuclear transition is thus the redistribution of the Z protons, and their

motion, in order to arrive at a lower (or inversely NEEC excited) energy state. Of course,

proton and neutron numbers are conserved in such transitions and so the nucleus stays

of the same type.

This classification via multipolarity of nuclear electromagnetic decay arrives from the

semi-classical theory of radiation [20], and relies on conservation in the first of the ax-

ioms defined on page 17. A direct result of this proton redistribution in the decay is that

the neutrons reorganise themselves, to minimise their interaction potential, generally in

the strong field. We assert that the movement and location of the neutrons in an electro-

magnetic decay is irrelevant in this analysis, other than to define the nuclear excitation

spectrum eigenvalues. In gamma decay the radiation is carried away with L quantized

units of angular momentum, which is the difference in angular momentum between the
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two quantized states of the nucleus. The resulting boson is called a photon. For example;

L=1 dipole radiation is the spatial oscillation of the resulting EM field distribution caused

by charge oscillating on a 2D line during the decay, causing a distribution in intensity of

the emitted radiation that peaks twice in the angular distribution, due to the new spatial

configuration of protons. There are higher order moments of this action that can result in

quadrupole (E2), octupole (E3) etc. radiation fields, defined by the angular momentum

change of the transition = 2L.

There can however be a mixture of contributions due to the complex reordering of

these motions, dictated by selection rules. Clearly the change in state of protons can be

a mixture of their new movement and new position within the nucleus w.r.t. the motion

of surrounding nucleons, and quantum mechanics makes this highly discrete if using an

appropriate approximation in perturbation theory. The change in spin and parity of the

nuclear state can take diminishing multipole types as the order of perturbation increases

i.e.

|Ji − Jf | ≤ L ≤ |Ji + Jf | (1.17)

The mixing ratio for an electromagnetic nuclear transition is defined as

δ(π′L′/πL) =
Ar(π

′L′)

Ar(πL)
(1.18)

where for two type mixing L′ = L+ 1 and π′ is the multipolarity of the opposite type in

table 1.1 [6]. The total radiative transition rate for a mixed transition is thus defined most

accurately by using the electromagnetic decay rates defined for a known mixing ratio in

equation 1.18.

Similarly the IC coefficient can also be defined for a non-zero mixing ratio:

α =
α(πL) + δ2α(π′L′)

1 + δ2
(1.19)

For a transition such as the deexcitation of the first excited state Jπ = 3
2

−, to the

ground state Jπ = 1
2

− in 57Fe; using equation 1.17, 1 ≤ L ≤ 2. Hence there will be an

L = 1 (M1) component and a smaller L = 2 (E2) component, and a vanishingly small M3
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TABLE 1.1: Allowed mixing types, table from [6] ∆π = −1 implies a
change in parity

component, by using table 1.1. Notably then

Ji = Jf + L (1.20)

1.2.4 Transition Rates

When evaluating the transitions between stationary states, the time-dependant Schrodinger

equation must be used. This manifests the requirement for an additional interaction term

in the Hamiltonian, H’.

The transition probability (per unit time) between two eigenstates of an interaction

Hamiltonian is expressed using first-order Dirac perturbation theory (also known as

Fermi’s golden rule) [14]4:

P i→f =
2π

ℏ
| ⟨f |H ′ |i⟩ |2g(Ef ) (1.21)

where g(Ef ) is the final density of states. The basis |i⟩ is the the action on the overall

nuclear wavefunction |i⟩ = |ψi⟩ |...nλ...⟩ = |ψf ⟩ |...nλ + 1...⟩ = |f⟩ for the creation of

photons due to its decay.

Overall, using 1.21, one can evaluate the lifetime of a nuclear state electromagnetically

[21] by using Weisskopf estimates for the reduced transition probability, and scaling by a

a factor in Weisskopf units. This avoids the difficulty in units conversion, so long as one

has a table of Weisskopf estimates for the different multipolarities [14]. The lifetime via

the Wigner-Eckhart (W-E) theorem is strongly dependant on the transition energy and

matrix element of the transition.
4see appendix B4 in ref [14]
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T i→f ∝ | ⟨f |Tλ |i⟩ |2/(∆E)2λ+1 (1.22)

where Tλ is the electromagnetic transition operator. The transition rate depends then on

the reduced transition probability using the transition operator matrix element. Which

via orthonormality, can be expressed in terms of the matrix element of the electromag-

netic operator between nuclear spin states:

B(EMλ, Ji → Jf ) =
1

2Ji + 1
| ⟨Jf |Tλ(EMλ) |Ji⟩ |2 (1.23)

Via W-E, we can assert that the radiative transition rate of an unstable nuclear level is

expressed as follows

Ar =
8π(L+ 1)

L((2L+ 1)!!)2
Q2L+1

c
B(EMλ, Ji → Jf ) (1.24)

This is our link between the quantum mechanical nature of the nuclear transition, and

a macroscopically calculable excitation / decay rate. All of the nuclear parameters are

contained within equations 1.23 and 1.24, and as long as we know the reduced transition

probability ("B-value") then we can assess the nuclear transition rate between a two level

nuclear system in a model independent fashion. B-value’s are tabulated in the ENSDF

database.

Normally an unstable system decays and emits its energy easily. In the reverse, of

course the energy must be matched almost exactly to the energy of the transition, and

this is commonly referred to as a resonance, but in our case, the resonance is inducing

an ordered effect on a diminishingly small scale, from a macroscopic one, so one would

expect the reverse of entropy to dictate the probability of this to be diminishingly small.

1.2.5 Transitions from the Electron Continuum

In 2006 the most detailed NEEC theoretical formalism was published by A. Pálffy et al

[12], using the Feshback formalism, which arrives from the theory of dielectronic recom-

bination (DR)5. As the nuclear analogue of DR, NEEC has an intermediate state of an

excited nucleus, and so one must account for the photonic state as an extra subspace

5Excess energy from electron capture resonantly excites another electron
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within the basis. In this formalism, projectors are defined between each of the electronic,

nuclear, and photonic, subspaces and a completeness relation postulated:

P =

∫
dε

∑
α

|αε⟩ ⟨αε| (1.25a)

Q =
∑
q

|q⟩ ⟨q| (1.25b)

R =
∑
q

∑
kσ

a†kσ |q⟩ ⟨q| akσ (1.25c)

where a†kσ is the photon creation operator, α in this case is a multi-index used to represent

the spin-orbital atomic quantum numbers, q is a multi-index to describe a newly bound

electron and excited nucleus and ε is the kinetic energy of the electron being captured

from the continuum.

In essence the postulate that the sum of the subspace projections in the Fock space

P + Q + R = 1 in [12] may not provide the appropriate completeness to analyse atomic

induced depletion scenarios, and although extra terms (such as electroweak interaction),

should be analysed, the tools in this thesis at least can provide a yardstick for purpose of

the extension of this theoretical postulate.

Some of the original NEEC theorists, in the early 2000s, initially proposed a simpler

structure for the NEEC and IC rate using only the bound and continuum electronic wave-

functions and a two level nuclear system [5], which allows the use of Fermi’s golden rule:

λNEEC =
2π

ℏ
| ⟨ψfϕb|H ′ |ψiϕc⟩ |2ρb(Eb) (1.26)

and similarly

λIC =
2π

ℏ
| ⟨ψiϕc|H ′ |ψfϕb⟩ |2ρc(Ec) (1.27)

with ρb and ρc the bound and continuum density of states respectively, ψ the nuclear

statefunciton and ϕ the electron statefunction. Essentially, the rate of IC and NEEC would

be at a detailed balance if the Boltzmann relation holds:
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λNEEC

λIC
=

2Jf + 1

2Ji + 1
eQ/Te (1.28)

The validity of this statement is examined in chapters 2 and 3, and we hope to answer

the question as to the astrophysical conditions where this could occur.
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Chapter 2

NEEC Resonance Strength

With NEEC being a resonance, one must understand the origins of such phenomena, and

how they affect the equilibrium of a system which involves a plethora of interactions

and final states, as entropy increases naturally. More unnaturally or perhaps, unlikely, IC

and NEEC might exist in an equilibrium and be tilted in the reverse from an equilibrium

where the rate of NEEC briefly outweighs the rate of IC, and the entropy could be forced

to decrease. It is surmised in chapter 4 that the conditions required for a NEEC/IC equi-

librium are non-terrestrial, and for NEEC to be observable terrestrially we must fine tune

our conditions so NEEC may occur statistically. This said, assuming NEEC and IC could

be at an equilibrium, then this allows us to put an upper limit on the quantum mechani-

cal NEEC rate, which via the principle of detailed balance allows us to define a quantum

mechanical reciprocity relation [3]:

w(i→ f) = w(f → i) (2.1)

where w is the microscopic rate of some quantum mechanical process.

This argument can be extended to the scattering matrices Sif and Sfi [3], which equate

when the forward and reverse reactions are averaged by the total magnetic spin multi-

plicity of the quantum states available

1

gfgi
|S2

if | =
1

gigf
|S2

fi| (2.2)

where the multiplicities g are defined as 2J + 1, which counts the total mJ projections,

where J is the total angular momentum quantum number. This relationship is implicit to
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equation 1.23.

Internal conversion is known to be entirely electromagnetic in nature [6], so to make

assumptions about its inverse, we rely on two main axioms of particle physics in the

electromagnetic regime.

• Translational and rotational invariance (that is, conservation of linear and angular

momentum)

• Symmetry in parity and time-reversal (PT-symmetry... a reaction behaves the in-

verse way in reverse and obeys spatial symmetry).

We are essentially using a particle physics perspective to treat ions as massive parti-

cles which obey the above two axioms and exhibit internal conversion and γ decay.

One of the main requirements of this thesis is to lay out a method for constructing

viable experiments which could observe NEEC. Based on the single "observation" [22]

that has occurred, the method proposed is more robust via brute-force elimination and

provides a grounding for the future of observing the process. We stand in the middle of

the theoretical and experimental perspectives and try and engineer a connection between

the two, hoping the rate of useful NEEC experimental proposals increases. Similarly

we are able to advise, via this method, candidate systems that are in need of further

theoretical study to get the maximum NEEC rate out of an environment.

One only knows truly what has been observed in nature, and we hope to use this

as a way to circumvent theoretical complications and complexities and computational

limits. No doubt internal-conversion is a good place to start in ascertaining a natural

understanding of NEEC/IC balance, since IC has been well observed and well tabulated,

to a similar extent as gamma-decay.

On the nuclear and hadron scale there could be some significant asymmetries in time

reversal if not considering the the above axioms correctly. Significantly, to use the PDB

the continuum electrons must not be polarized [3], and even more pressingly the inter-

action must not exhibit interactions that are also CPT invariant [20]. Effectively here, one

assumes there is no electro-weak component to this inverse decay.
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2.1

Resonances

We review in this section the concept of resonance, purely as an introduction. The anal-

ogy used should not be used to infer anything other than an understanding of resonant

systems and the shape of a resonant curve.

A resonance in nature occurs frequently, and is observed in systems that involve vi-

brations. Technically one can consider a resonant system when a driving force is at the

resonant frequency of an oscillatory system that has a restoring force back to equilib-

rium. A good example is when a pendulum is pushed towards the center at its maxima

(v=0) at every instant this occurs (i.e. at the correct frequency), and thus it is driven

into resonance. The frequency of this driving force must match the natural frequency

of the resonant state; in this case defined by the length and mass of the pendulum, the

frequency at which there is never any net resistance to driving the system back to the

center. Evidently then there is a well defined frequency ω0 that such a driving force can

induce a resonance on a pendulum, and one can extend this example to all systems that

are resonant [23]. One must make a distinction here, the difference between the forced

frequency and the natural frequency of a driven resonant system. A system reaches its

maximum amplitude at the natural frequency, and close to this frequency the system is

still driven, but to a much lesser extent. The amplitude, or ‘response’, of such a system is

characterised by the response function

Response ∝ f

(ω − ω0)2 + (∆ω/2)2
(2.3)

with f referred to as the oscillator strength; the strength at which the driving force affects

the oscillator to a maximum extent. The driving frequency ω and natural frequency ω0

of the oscillator can mismatch slightly, but the response will be reduced. The damping

∆ω is the frequency range for which the response drops to half its maximum, indicated

in figure 2.1.

Once the driving force is removed, the amplitude of the system will decay exponen-

tially, until the amplitude is 1/e of its original value, after the mean lifetime τ . The damp-

ing of the system will decay the system to its next lowest energy eigenvalue in quantum
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mechanical systems (which with a simple pendulum would be zero energy). The damp-

ing is well characterised with macroscopic variables:

amplitude ∝ e−t/τ (2.4)

In the pendulum case, the frequency band ∆ω is related to the lifetime τ , through the

relationship ∆ω = 1
τ , and is a property of the damping of the resonator (such as friction

applied to a pendulum).

There is no doubt that, for an energy conserving set of interacting swings of a pendu-

lum, a larger amplitude will mean a shorter lifetime.

We move quickly away from this analogy, but the concepts remain the same.

In nuclear physics, the resonant cross-section σ1 varies just like this oscillator response

function, as a function of the center of mass energy of the collision. This is analogous to

the amplitude response of a pendulum pushed into resonance. When slightly off reso-

nance, the response is lower than the maximum and falls off sharply

σ ∝ ΓaΓb

(E − Eres)2 + (Γ/2)2
(2.5)

This is the well known Breit-Wigner formula and accounts for the lineshape (known

as a ‘Lorentzian’ lineshape) of resonant atomic phenomena. The width of the resonant

system, Γ is similarly related to the mean lifetime of the resonant state, through the un-

certainty principle in quantum mechanics

Γ ≈ ℏ
τ

(2.6)

where the analogue of the oscillator strength is f = ΓaΓb which are derived from the

force laws of the resonance interaction, a.k.a. the product of the matrix elements. The

total width Γneec, or damping ∆ω, in this resonant system is composed of widths from

nuclear and atomic damping, i.e. it is dictated by the partial widths of all open decay

channels in the process

Γneec = Γnuclear + Γatomic (2.7)
1a cross section is a viable area of interaction per particle pair which essentially provides a probability

when combined with macroscopic experimental conditions
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A good way of judging the efficacy of a resonant system is via the resonance strength,

also known as the integrated cross-section, in which the effective cross section magnitude

is integrated over the continuum electron impact energy distribution function. The cross-

section of a resonant reaction varies with the impact energy due to a three parameter

Lorentzian, Lor(E,Eres,Γneec).

Lor(E,Eres,Γneec) =
Γneec/(2π)

(E − Eres)2 + (Γneec/2)2
(2.8)

For brevity, we normally represent this Lorentzian as just Lor(E,Γneec) or Lor(E),

since the resonance energy and width of a resonance is implicit. Such a function is repre-

sented in figure 2.1.

FIGURE 2.1: A Normalised Lorentzian lineshape peaked at the resonance
energy Eres

2.1.1 Resonance Strength

In this section, and all computations of the resonance strength, atomic units are used. In

atomic units, a rate [ ℏ
Eh

] is equal to a an energy width [Eh], where [Eh] is an atomic unit

expressed in number of Hartree energies. Once the resonance strength is calculated it is
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converted to [beV] and then [cm2 eV] allowing subsequent reaction rates to be expressed

in SI units.

By definition, the resonance strength is the integral of the cross-section of a resonant

interaction, over the collision energy:

S =

∫
σ(E)dE (2.9)

and at a specific energy one uses the Lorentzian to evaluate the magnitude of the cross-

section

σ(E) = SLor(E) (2.10)

The resonance strength for NEEC can be calculated according to [12]

S =

∫
2π2

p2
Ad→f

r Y i→d
neec

Γd
Lor(E − Ed)dE (2.11)

where Y i→d
neec is the microscopic NEEC rate, and is calculated ab initio by evaluating the

product of the probabilities (matrix elements) of the nuclear and atomic subsystems in-

teracting, using overlap integrals of the nuclear and atomic wavefunctions.

For NEEC to be detectable, the excited nuclear level d must decay electromagnetically,

and so this is accounted for in the term Ad→f
r
Γd

where
∑

f A
d→f
r = Γd in atomic units. These

terms will be discussed in more detail shortly, especially as a measurable of a NEEC

figure of merit (FOM).

In the first instance of a narrow resonance approximation, it is assumed [12], if the

resonant nuclear state Ed has a width in the range 10−8 - 10−5eV, then the electron mo-

mentum p and the microscopic NEEC rate Y i→d
neec can be considered constant. Therefore,

the resonance strength can be written as

S =
2π2

p2
Ad→f

r

Γd
Y i→d
neec (2.12)

The 2π2

p2
term arrives from taking the physical size of the captured particle, it is essen-

tially the area of the electron wavepacket using the deBroglie relation. It is the absolute

maximum size the interaction area can take, due to the size of the electron2[24].
2remember we are using atomic units
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2π2

p2
=
λ2e
2

(2.13)

where λe is the deBroglie wavelength and p is the momentum of the captured resonant

electron, which for a resonant collision its required energy is dictated by equation 1.1 and

a relativistic energy momentum formula described in section 3.2.3.

The total electromagnetic decay width of the resonant nuclear state is expressed be-

low. The electromagnetic decay rate, equal to the width of the resonant nuclear state (in

atomic units), is just the sum of the gamma plus IC decay rates

Γd =
∑
f

(Ad→f
r +Ad→f

IC ) (2.14a)

=
∑
f

(Ad→f
r (1 + αd→f

tot )) (2.14b)

Indubitably then one must have an idea of all the final levels, gamma rates and ICC’s

in order to get a good idea of the measurable NEEC resonance strength

Ad→f
r

Γd
=

Ad→f
r∑

f A
d→f
r (1 + αd→f )

(2.15)

where Ad→f
r is the electromagnetic (EM) transition rate from the resonant state d to the

final state f , which depends on the EM decay we chose to observe as a signature of NEEC,

and itself can include IC electrons, and so 2.15 is sometimes expressed as unity, assuming

one has both electron and photon detectors.

We must define certain computable parameters of the microscopic NEEC environ-

ment, to make a link between microscopic and macroscopic, but first we define the reso-

nance strength using the principle of detailed balance.

2.1.2 Resonance Strength from the Principle of Detailed Balance

One can calculate the limit of the size of the resonance strength by using the principle of

detailed balance [12], which is a postulate of PT symmetry described above. The micro-

scopic NEEC rate (Yneec) is, at a maximal equilibrium, some statistically weighted fraction
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of the IC rate Ad→f
IC . Rearranging equation 2.2 we can equate the microscopic NEEC and

IC rates:

Y i→d
neec =

(2Jat + 1)(2Jd + 1)

(2Jc + 1)(2Ji + 1)
Ad→i

IC (2.16)

where Jat is the atomic capture level total angular momentum, and Ji and Jd are the

initial and resonant nuclear angular momentum respectively (sometimes referred to as

spin and represented with Ii), and Jc is the continuum electron angular momentum that

will be captured, and typically Jc = 0.5. Thus we can produce an upper limit for the

microscopic NEEC rate by estimating the IC rate using the IC coefficient defined above,

and the ratios of the multiplicites of the initial and final angular momentum states.

One can use the Wigner-Eckart theorem to evaluate the radiative transition rate Ar,

which is formulated based on a theoretical or measured value of reduced transition proba-

bilities B(πL). This depends on the matrix element of the nuclear transition: the overlap

integral of the the two nuclear wavefunctions, as shown in equation 1.23.

So combining 2.16 with 1.2 we have a way of estimating the NEEC resonance strength

within an order of magnitude (...or as an absolute upper limit, since one would have

to violate PT symmetry to get more than this). The microscopic NEEC rate, using the

principle of detailed balance is:

Y i→d
neec =

(2Jd + 1)(2Jat + 1)

2(2Ji + 1)
αd→i
p Ad→i

r (2.17)

Overall in our calculations, the NEEC resonance strength is defined as

Spdb =
2π2

p2
(2Jd + 1)(2Jat + 1)

2(2Ji + 1)
αpA

d→i
r bd→f (2.18)

where the branching ratio bd→f is set at unity if one assumes we can detect every type of

decay from the depletion level.

With a view for evaluating a figure of merit of a NEEC environment, when intro-

ducing an electron flux on this single resonance channel, arrives the generalised NEEC

probability

Pneec(E) =
Nneec(E)

Ncoll(E)
=

∫
ϕres(E, t)σneec(E, t)dt

Ncoll(E)
(2.19)
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where the numerator is the number of NEEC’s that occur, and requires a double integral

over collision energy and time during the NEEC environment. The demoninator is the

total number of electron-ion collisions that could occur.

Over the collision energy explored in the experiment we thus define a time dependant

resonance flux, in which a distribution function of impact energies varies over time

ϕres(E, t) = ncoll(E, t)v(E, t)F (E, t) (2.20)

where v is the relative velocity of the ion-electron collision in the COM frame, ncoll is the

collision density, or can be expressed as an ion-electron density ni−e (an intrinsic prop-

erty of the experimental system), and F (E, t) is a distribution function of ion-electron

collisions that varies over time, such as a Maxwell-Boltzmann distribution or a Gaussian

distribution. As already defined, we can remove σ from the energy and time integral,

since it is such narrow resonance.

Nneec = SneecLor(Eres)

∫ ∫
ϕneec(E, t))dtdE (2.21)

We will thoroughly examine the most compact and accurate way of computing the

NEEC probability and rate in chapter 3.

2.2

Accuracy of Our Resonance Strength Technique

There were some calculations of the resonance strength for fully stripped ions carried out

using the ab initio NEEC theory first published in 2006 [12], which provided a microscopic

NEEC rate using the Feshback formalism to estimate the overlap integrals (equation 1.25)

within the Born approximation. Here we compare these values to calculations using IC

coefficients using the PDB prescribed in equation 2.18.

Very recently the accuracy of the PDB method has been improved upon in [11], by

suggesting a scaling of neutral ICC’s

αp = (
|Vi|
Eq=0

b

)a(
nh
nmax

)bαq=0
IC (2.22)



Chapter 2. NEEC Resonance Strength 37

FIGURE 2.2: Comparison of the detailed balance resonance strength to the
theoretical calculation using the Feshback formalism by A.Pálffy [12]. This

is for capture into the ground state atomic orbital of fully stripped ions

where a=b=1; |Vi| and Eq=0
b are the valence electron ionisation energy and equivalent

spin-orbital binding energy in the neutral atom respectively; nh and nmax are the number

of subshell holes in the charge state q and maximum number of subshell holes respec-

tively; αq=0
IC is the neutral subshell IC coefficient. Note in some references [25] a=2 for the

K shell, but we affix a=b=1 in our analysis. Using this scaling, and equation 2.18, one can

check the ratio of our PDB resonance strengths for fully stripped ions, to the resonance

strengths computed by A. Pálffy in [19], and check that the detailed balance resonance

strength both holds as an upper limit, and an order of magnitude estimate. This is shown

to be true in figure 2.2, in which it was noted that the calculations were scaled by a two

level branching ratio of type in equation 2.15; it was only assumed photons are to be

detected.

Looking at the resonances across different charge states in figure 2.3, for larger i and

thus nl, the scaling procedure overestimates by greater than an order of magnitude. We

make use of this fact to account for the excited state resonance channels becoming more

numerous for higher nlj. An overall accuracy in the NEEC rate due to this scaling, is

surmised in chapter 3.
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FIGURE 2.3: Comparison of the detailed balance resonance strength to
the theoretical calculation using the Feshback formalism by A.Pálffy [12]
for the ground state atomic capture channels in 93mMo in different charge

states

One can conclude at this point that it is wise to come up with a naming scheme for

these different types of resonance channel.
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2.3

Different Microscopic Candidate Systems - Defining the State of the Ion and

its Constituents

The NEEC resonance strength can be computed using the general formula 2.12, and then

applying the principle of detailed balance to calculate Yneec with equation 2.17. There

are however distinct initial and final states of the ion, which one should define uniquely,

certainly as the experimenter might want to optimise their experimental setup based on

the ability to produce a certain initial species, or the ability to detect a NEEC signature

from a particular resonant ion state.

2.3.1 Nomenclature and Different NEEC Cases

The initial nuclear level is either the ground or isomeric state of a nucleus, the capture

level refers to the atomic level into which the electron becomes bound.

The depletion level refers to a level just above an initial level (which could be iso-

meric) which has a much shorter mean lifetime, and excitation to which will ‘deplete’

the isomeric population. The extent of depletion is cause for concern in high neutron flux

astrophysical environments where the population of isomers affects the final abundances

of nuclides after the ‘freezout’ (becoming transparent to neutrons) of high neutron flux

events (such as core collapse supernova) [26].

Triggering (sometimes referred to as depletion) is the act of depleting an isomeric

population causing the useful release of energy in terrestrial environments. One might

wish to use an isomer as a way of storing energy and releasing it on command via NEEC

[27].

Evidently there are two cases for the nuclear level scheme that will involve different

computations for the NEEC cross section depending on how we detect the NEEC deple-

tion. Similarly there are many cases for the atomic system.

To compute the viability of our constrained candidate system, it is wise to label each

case with a compact nomenclature. We can define different types of NEEC cases that de-

pend on the initial state of the atomic and nuclear systems, and the type of atomic capture

that occurs. The NEEC probability (and rate) can be modified and summed depending
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on the case one chooses initially, and those which come into existence within the experi-

mental scenario, and we thus label them as follows in order to keep track of what could

happen. Note one chooses imposing an upper limit on the NEEC rate per unit time as

much as possible, as we would like to always assess how large the number of NEEC’s

could ever be.

2.3.2 Case A(0)-N0

Case A(0)N0 is the simplest case and involves electron capture into the atomic ground

state of a fully stripped atom (A0), exciting a nuclide from its ground state (N0). This is

shown in figure 2.4.

FIGURE 2.4: Schematic of the energy balance between the atomic (left) and
nuclear (right) systems for the case A0N0

So in this case, assuming no intruder states between state i and f , and that all photons

and conversion electrons can be detected:

S =
2π2

p2
Y i→d
neec (2.23)

Effectively in this case the IC decay channel is closed, and so Ar
Γd

= 1. If there are

are intruder states between the ground state and depletion level, then one multiplies this

resonance strength by the relative gamma intensity, Iγ , of the gamma signature we would

like to measure.

2.3.3 Case A(i)-N0: Different Charge state of the atom

A(i)N0 is capture into an ion with ‘i’ electrons in their ground state occupying the atom

shown in figure 2.5. Ideally an ion will be fully stripped, i.e., in a charge state Z+. As
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the charge state (Z-i)+ decreases, and the atom becomes more occupied with electrons;

|Vi| also decreases, and one would expect there is less chance of finding an energetically

suitable nuclear candidate, since nuclear transitions are typically ∼1MeV (although can

be much less). Not only that but the nuclear wavefunction will less likely overlap with

the radial part of the electron wavefunction, as typically the radial wavefuncions become

less penetrating in outer electron shells. One always notices a smaller IC coefficient (and

thus NEEC rate) for high n shells.

Conversely though, there are still a large number of very low energy nuclear tran-

sitions ≲10keV, which involve a band or inter-band transition (typically its collective

behaviour changes rather than its nuclear shell model occupation) which could satisfy

even a value of (|V i|+ Ee) < 1keV. Therefore it is important we have access to the entire

ENSDF nuclear database to search for possible candidate systems, and subsequently all

cases.

FIGURE 2.5: Schematic of the energy balance between the atomic (left) and
nuclear (right) systems for the case A(i)N0; specifically A2N0 as there are

n=2 electrons already bound

The resonance strength, assuming we can detect γ-rays as a measurable of NEEC

depletion is defined

S =
2π2

p2
Ad→f

r

Γd
Y i→d
neec (2.24)
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Ad→f
r

Γd
=

Ad→f
r

Ad→f
r (1 + αd→f

tot )
(2.25a)

=
1

1 + αd→f
tot

(2.25b)

This accounts for the resonant state (depletion level) having a decay rate that could

also IC. If the depletion level were very short lived and the IC coefficient large, one would

expect the captured electron to be quickly returned to the continuum of electrons, ap-

pearing in a plasma as indistinguishable from the original electron. Furthermore, it is

worth noting here that the electromagnetic nuclear lifetime, and thus the NEEC reso-

nance width, can be highly sensitive to the number of electrons on the ion.

Assuming we only want to detect photons, the ratio Ar
Γd

evaluates as in equation 2.15,

where we have assumed the only final level after excitation is the ground state.

αd→f
tot =

n,l,j∑
1,1,1

αn,l,j (2.26)

where we include the IC coefficient up to and including the outermost occupied subshell

n,l,j.

It is useful therefore to include a branching ratio in the NEEC resonance strength,

since it seems the type of measurable, the charge state, and number of final states can

strongly affect the overall NEEC cross section.

bd→f =
Ad→f

r

Γd
(2.27)

2.3.4 Case A(i)-Nj: Isomeric Triggering, and how this motivates the work

The existence of metastable (isomeric) nuclear states allows us to extend the number of nu-

clear candidates available, assuming such an isomer can last long enough to pass through

the NEEC collision and signature detection apparatus. Thus Case A0-Nj pertains to nu-

clear excitation from a metastable nuclear state (Nj, being the jth isomer in a nuclide) due

to capture into the ground state of a fully stripped Atom (A0).

This case is possibly the most interesting and useful. Not only is there a potential

for a large amount of energy release as the trigger level (ENL) de-excites, but this energy
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leaves the possibility for an easily identifiable signature, which is unique from relaxation

of the isomeric energy back to the ground state to E0. This is represented in figure 2.6.

The resonance strength for an isomeric species is given in [12] as:

Sneec =
2π2

p2
bd→fY i→d

neec (2.28)

where Y i→d
neec is the NEEC rate from the isomeric level to a level just above, typically with

a much shorter half-life. bd→f is the branching ratio between the depletion level back to

the isomer, and now involves an additional summation due to there being multiple final

levels.

bd→f =
∑
f

Ad→f
r

Ad→f
r (1 + αd→f

tot )
(2.29a)

=
∑
f

1

1 + αd→f
tot

(2.29b)

FIGURE 2.6: Schematic of the energy balance between the atomic (left) and
nuclear (right) systems for the case A0Nj. Nj is the jth metastable state in a

nuclide

We then have to sum the IC coefficients over all bound electrons and all final nuclear

levels. To avoid this, we can assume we only want to detect the depletion level returning

to the isomeric state, so we can use the overall half-life to produce this and if necessary

use the relevant conservation equation 1− Iγ from the relative intensities that are already

measured and tabulated.
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2.3.5 Case A(i)-X-Nj: Capture that produces an excited atomic state

A. Pálffy et al ([28], 2008) have suggested a further case in which NEEC occurs into an

excited atomic orbital of the ion (coined "NEEC-X"). One can assume excitation to such

a state is defined as usual, except that there is now a doubly excited atomic and nuclear

state.

Sneec =
2π2

p2
bd→fY i→d1

neec (2.30)

with a branching ratio that is also via an intermediate resonant state d1 due to the excited

atomic state

bd→f =
Ad2→f

r

Γd2

Ad1→d2
x−ray

Γd1
(2.31)

The captured electron then decays into a lower atomic state, emitting an X-ray, pro-

viding a further signature of the capture, shown in figure 2.7. This relaxation will have a

much shorter lifetime than the nuclear relaxation, due to the approximation from Heisen-

berg’s uncertainty principle:

Γd1T 1
2
∼ ℏ (2.32)

Since atomic energy widths are typically many orders of magnitude larger than nu-

clear widths, the atomic half-life is typically shorter.

This NEEC resonance case also introduces an increase in the total resonance width

Γneec. Using the definition of the resonance width 2.7

Γneec = Γd1 + Γd2 (2.33)

Where d1 is an additional atomic level width, which in previous cases was infinites-

imally small due the stability of the atomic capture level in its ground state. Here Γd1

could be as large as 1eV and we place this upper limit on future calculations.

The overall resonance strength may not necessarily increase, but the width of the

Lorentzian certainly will, allowing a larger probability of overlap with the continuum

electron energy distribution.
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FIGURE 2.7: Schematic of the energy balance between the atomic (left) and
nuclear (right) systems for the case A0-X-N0

If the candidate system is moving quickly enough, then the X-ray signature will be

spatially separated from the γ-ray signature, allowing for coincidence in detection of the

overall NEEC signature. Detrimentally, if the capture system is localized, then the X-

ray and γ-ray signatures will be difficult to resolve temporally, due to dead time of the

detectors, decreasing the overall detection efficiency.

In this (A0-X-N0) situation, as mentioned by Pálffy et al ([28]), the fast X-ray relaxation

closes the IC decay channel in the nucleus; often K-shell IC is energetically forbidden as

the atomic binding energy is too great for the nuclear transition, but also the nuclear

transition is too slow. This might be of some use in explaining the unexpected lifetimes

of certain nuclides in high electron density astrophysical plasmas.

2.3.6 X-NEEC: NEEC into an already excited atomic state

This additional case was originally suggested by Pálffy et al [29] and recently further in-

vestigated theoretically by Gargiulo et al [11] (and referred to as NEEC-EXI), in which

there could initially be any number of holes in the inner atomic orbitals up to the outer-

most occupied electron. We would expect these states to be short lived, and unlikely to

exist in large enough quantities to affect the NEEC rate. However, if by making the res-

onance channels more numerous by a factor of ∼Z2, one could expect an increase of one

or more orders of magnitude in the NEEC rate. We do not consider this case implicitly in

our analysis as the ability to calculate the abundance of these initial states in an environ-

ment is still in its infancy. However, when we consider the NEEC rate using αtot and an
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effective impact energy, we can be sure the extent to which we overestimate the NEEC

rate will include the X-NEEC channels, so long as select the correct effective energy.

Clearly we can combine cases, and so there might be a Candidate System which in-

volves A0N2, A1N2 and A1-X-N2 ... capture into the atomic ground state of the second

isomer of an atom with 0 and 1 electrons; charge states (Z)+ and (Z-1)+, and all excited

atomic states above.

2.4

Motivation of the Work, Origins of Isomerism and its Importance for NEEC

Although an interesting academic exercise, there must be a broader use to characterising

and understanding NEEC. Most notably, is the application of NEEC in the field of nuclear

isomers.

First proposed by Frederick Soddy in 1917, isomers are meta-stable nuclear excited

states, above the ground state in energy, which last a hundred nanoseconds or much

more before decaying electromagnetically, albeit more slowly than usual due to being

hindered, into a less energetic arrangement. Most energy levels (or states) within a nu-

clide decay promptly (typically within ps or less) and so do not affect the course of decay

back to the ground state [30] when observing with a clock that counts 10’s of femtosec-

onds.

In a hot-dense astrophysical environment (such as in a core-collapse supernova rem-

nant) there is a a high flux of neutrons and electrons colliding with a wide distribution

of heavy ions in various charge states. Such an environment is responsible for the pro-

duction of the heavy elements past Fe, where a complex balance between neutron cap-

ture and alpha/beta-decay ferment the production of larger nuclear masses thanks to the

strong force binding them together. Typically, via the R(rapid)-process, the neutron cap-

ture events continue until the neutron capture cross section diminishes on the neutron

drip line, known as neutron capture ’freeze-out’. The isotopes decay then back to stabil-

ity quite unimpeded once the neutron flux has diminished. However, if still within the

recent-supernovae environment, there is a balance of neutron capture and beta-decays,

which heavily affect the final distribution of stable isotopes. In this environment, rarely

considered are the effect of electron flux on these final abundance pathways. Since this
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cross section varies depending on the excited state of a nuclide, depopulation of isomers

via NEEC could have a notable effect on the final abundance of heavy nuclides in na-

ture, depending on the route the (neutron and electron moderated) decay pathway took.

More interesting in a terrestrial sense, is the concept of being able to deexcite an isomeric

nuclear state quickly, allowing it to release its energy quickly. By definition, an isomer

is long-lived, and its population will only decay very slowly, and its radiation intensity

cannot be made use of. Coherently exciting the isomer to a shorter lived level just above

the isomer will cause a massive energy release.

A highly topical example of such an isomer is in the nuclide 93Mo shown in figure

2.8. We see the 17/2+ level is much shorter lived than the isomer, and one can quickly

depopulate the isomer by exciting to this level, causing its prompt decay.

FIGURE 2.8: Part of the 93Mo level scheme. The isomer has a lifetime of
roughly 6 hours, though triggering from the level above via NEEC can
promptly depopulate (deplete) the isomeric level, releasing it’s energy on

command via a promptly decaying state above. Figure from [31]

This triggering pathway has been the subject of theoretical calculation over recent

years [27] and there was reported an observation of NEEC in the depletion of the isomer

via the beam-foil technique in [22] although a recent repeat of the experiment [32] and

theoretical calculation [33] sheds doubt on this.

Thinking about NEEC overall how can this process ever be useful if there is reason-

able doubt that it is observable, given 44 years since it was proposed? There is a possibil-

ity that PT-symmetry is insufficient to describe the axioms of the interacting subsystems.
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2.4.1 Types of Isomers

We avoid going into too much detail about the physics of isomerism, as the literature

on the matter is extensive and informative. A thorough historical review is provided by

Walker and Podolyak [30], whilst an atlas of all the known isomers and their properties

up to c.2015 is collated in [34], which we use as our isomer database in chapter 4. It would

be a thesis in itself to go into full detail of the fundamental importance of isomerism

studies, and Dracoulis, Walker and Kondev have done this in [21].

We note topologically that for an isomer to be astrophysically significant it must have

a half-life greater than 1ns and generally a level is considered to be isomeric if it has a

half-life greater than 100ns, and that its decay is hindered by quantum numbers, within

one of the five categories [21] [34]:

• Spin (Jπ) - large multipolarity transitions

• K - A collective decay in a rotational collective band is hindered

• Shape - Nucleons find themselves within a local minimum of the liquid drop model

• Fission - Competing shape and fission decay paths

• Seniority of intruder orbitals near magic numbers3.

Discussion: For NEEC to occur from an isomer we would like to be in a state with a

high level density and many possible isomers. This is especially true of K-isomers that

have odd numbers of protons and neutrons [35], a good example of such is 178Ta.

2.4.2 Motivation to Select Prevalent Isomer Triggering Pathways

Many people are heavily invested in this process existing, so we need to define a method

that is independent yet an amalgamation of past and current methods, both in their in-

fluence and end goal. One way to start is to search through what we already know about

nuclei and atomic levels, and present a method for an upper limit estimate of all experi-

mental NEEC scenarios. Thus less time will be wasted overall through poorly informed

approaches.

3numbers of protons and neutrons that form closed shells
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Chapter 3

How Much NEEC?

Building a bridge between nuclear and atomic physics is paramount for the develop-

ment of new energy storage technologies [36], elemental in our understanding of nuclei,

and their formation in the cosmos. As is evident in the state-of-the-art theoretical NEEC

literature [12], computing the NEEC resonance strength is difficult ab initio and is time

consuming and less informative when trying to build a tabulated understanding of this

scale change. Without a collective model for the nuclear excitation, as relied upon in

[12]; the ab initio problem becomes quickly intractable, unless one has an initial basis

for both tabulating, approximating and thus calculating the interaction of all the nuclear

and atomic subsystems. We have so far circumvented the calculation problem by ap-

plying the principle of detailed balance, which relies on PT symmetry, from which we

assume the extent of the inverse-processes of internal conversion, namely NEEC, must

be entirely electromagnetic. As more experiments occur over the coming years, we aim

to summarise in this chapter a way in which one can calculate an absolute upper limit of

the experimental NEEC rate, and find via a candidate search where one should compare

this to a maximal theoretical estimate for the NEEC rate.

Furthermore, being able to rule out an un-viable NEEC experiment ahead of time

would be very useful to the current NEEC community, who met officially for the first

time en masse in late 2019. It was evident there that NEEC identification requires a well

connected ensemble of interdisciplinary researchers; notably, it was difficult to conclude

what should be done to achieve repeatable NEEC observations in the next few years,

other than that we should distinguish all excitation mechanisms from NEEC (a job which

is extremely complex), and possibly reconvene in around ‘2 years’.

We must be meticulous in how we define how much NEEC occurs via a macroscopic
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situation, and it should be presented in a way that is comparable across an ensemble of

interdisciplinary researchers.

We can no doubt define a mathematically rigorous way of notating and defining the

experimental NEEC probability, summarising what has already been done, and applying

it to the three main experimental approaches, which are summarised in this chapter.

3.1

The Generalised NEEC probability

Using the principle of detailed balance as described in chapter 1, one can place an upper

limit on the NEEC resonance strength, which we will use in the proceeding derivations.

First, we will examine how one overlaps macroscopic parameters energetically with mi-

croscopic NEEC resonances.

3.1.1 Generalised NEEC Probability for a Single Capture Channel - energetic

tabulation

Originally supposed by Goldanskii et al in [1], if there is a time-reversed process of in-

ternal conversion, then energy must still be conserved. The NEEC energy balance is

expressed as follows, and one must ingrain this in one’s mind.

Eres + |Vi| = Q (3.1a)

Energy gained by electron at correct impact energy = Nuclear transition energy (3.1b)

That is, the sum of the impact energy and the energy gained by the electron becoming

bound into the atom must equal the nuclear transition energy. Of course, considering

this as an electromagnetic interaction, the nucleus keeps the same number of protons and

neutrons, they just jiggle about to a different extent. The electron-ion impact energy is the

same as the residual kinetic energy that came from the IC energy balance in equation 1.1.

Eres is the required resonance energy of the electron in the nuclear rest frame; the

amount of energy we need to put in to induce the resonance, and thus excite the nucleus.

In general the lab frame is considered as the frame of reference, otherwise the stationary

species becomes the frame of reference via a conversion factor. In a plasma environment,
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the lab frame and ion rest frame are expected to be equivalent due to the ions moving

considerably more slowly than the electrons. The fraction of continuum electrons with

the resonance energy is loosely defined by the ratio:

Γneec

∆
(3.2)

This is known as the resonance fraction, and gives us a way to evaluate the efficacy

of a macroscopic parameter (e.g. longitudinal beam energy distribution, or a laser irradi-

ance) ∆ is the effective width of the experimental electron-nucleus impact energy distri-

bution, and Γneec is the width of the resonance at the collision energy, and is composed

of contributions due to broadening of the capture-electron orbital energy and nuclear-

excited state energy [19]. Effectively there is a width in both |V i| and Q due to the insta-

bility of the levels.

Γneec = ΓVi + ΓQ (3.3)

Put more succinctly, the macroscopic probability of NEEC in an experiment will be

dominated by the maximisation of 3.2 by tuning the electron nucleus impact energy dis-

tribution macroscopically for the best overlap of Γneec with ∆ energetically and tempo-

rally, whilst also the resonant cross section σres is maximised by choosing the correct

nuclear-atomic species. For now, the resonance fraction is accurate if ∆ is the width of

a square probability function, as is σ(Γneec), so 3.2 remains a fraction. In actual fact E

will have a statistical distribution, so the actual resonance fraction will require folding of

the impact energy distribution with the cross section shape (integrating the product over

energy, for each instant in time).

The resonance width Γneec, for a capture channel into the electronic ground-state,

will be the width of the excited nuclear level Γneec = ΓQ, since the atomic ground state

is always stable and hence of infinitesimal width in energy. Typically such a value is

ΓQ ∼10−7eV [29].

For a capture channel into an excited electronic state, the atomic lifetime is much

shorter than the nuclear lifetime, and so the atomic width is dominantly large. Thus the

resonance width is dominated by this Γneec ≈ ΓVi ∼ 1eV [29]. It is shown in this chapter

that the NEEC width is irrelevant when calculating the NEEC rate due to the continuum
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electron energy varying slowly across a NEEC resonance.

The resonant cross section σres [Length2] is an effective area that will permit the inter-

action between an ion and an electron should they come into proximity. Macroscopically,

when evaluating how many times a reaction has occurred, we multiply this area per par-

ticle pair by the number of particle pairs that come into proximity; so the cross section

gives us a way of tabulating how well a macroscopic parameter will be affected by the

microscopic area i.e. "how effective is our resonant NEEC flux, ϕe [m−2s−1] according to

QED", or at least in our case according to the principle of detailed balance.

Let us be more careful with the definition of the resonance electron-nucleus impact

energy and assert that the effective resonance energy Ee is the resonance energy and

remains constant within the width of the Lorentzian centered on Eres

Ee = Eres ±
Γneec

2
(3.4a)

σe = σres(E)|Eres+Γneec/2
Eres−Γneec/2

(3.4b)

and so for simplicity we can say σe is the effective cross section and is some square Dirac-

delta-like function that is the resonant cross section within the resonance width, and zero

elsewhere. We call this the narrow resonance approximation 1. The subscript ’e’ implies

a range of some variable that is effective within the resonance width, and is applied to

the function or variable to which this subscript is applied.

The NEEC probability (or by association the NEEC yield Nneec) must be proportional

to the product of these microscopic and macroscopic factors:

Nneec(Ee) ∝ σe ×
Γneec

∆
(3.5)

or as given in [1] for a plasma in a steady state over lifetime τ

Nneec(E) = ni−e(E)ve(E)σe(E)τ (3.6)

1This approximation is explored in section 3.1.2, shown to be accurate for a wide and slowly varying
continuum energy and any possible value of Γneec
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where ve is the velocity of the impacting electron within the resonance width. The con-

centration of collisions per-ion in the plasma at the resonance energy is defined in [1] as

ni−e ≈ nelecΓneec/T in this case (and thus appears the resonance fraction), with T the

electron temperature ideally ∼ Q ≈ ∆; though it is noted there is not a proper consid-

eration here to the number of ions in such a plasma. Here we see the resonance fraction

is implicitly expressed as the product of a mean interaction density and velocity, since a

plasma is essentially a mixture of charged fermions [colliding in a complex varying elec-

tromagnetic field exchanging electromagnetically only photons and W-bosons (virtual

photons)], and can be characterised as spending some time τ in a characterisable steady

state. The product neve is the effective electron flux [cm−2s−1] impacting a nucleus at

rest. It is represented as ϕe.

ϕe = neveF (Ee) (3.7)

with F (Ee) the fraction of impact energies within the resonance width, defined implicitly

by integrating some statistical distribution function over Γneec.

One asserts a definite integral upon defining the macroscopic situation

Nneec =

∫ tf

ti

∫ Emax

Emin

ϕ(t, E)σ(E)dEdt (3.8a)

=

∫
τ
ϕeσedt (3.8b)

integrated over the total time τ = tf − ti the NEEC environment exists for and bounded

by the energetic distribution experienced over this time, ∆ = Emax − Emin. For a sin-

gle resonance ϕe evaluates the energy integral with the effective notation described in

equation 3.4. The time integral remains indefinite, until we introduce real macroscopic

environments, or a temporal dependence of the effective electron flux, ϕe(t), is defined.

To design an experiment we must optimise ϕe in the lab frame by maximising the

resonance flux for as long as possible. We must also find a nuclear-atomic system whose

total resonance cross section is large and accessible by the flux available in an experimen-

tal environment. Remember σe is an effective area for NEEC (geometrically) per particle

pair, chosen a priori by the ion species.
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3.1.2 Cross section and Resonance Fraction - The Narrow Resonance Approx-

imations

As already discussed in chapter 2, considering the resonant nature of NEEC, we have de-

fined the resonance strength, S. The resonance cross-section varies sharply within Γneec,

peaking at the resonance energy Eres. We have introduced a resonance line-shape func-

tion of the cross section, Lor(E,Γneec), as expressed in the Breit-Wigner formula in equa-

tion 2.5, also referred to as a Lorentzian lineshape, and rewritten here for reference.

Lor(E,Γneec) =
Γneec/(2π)

(E − Eres)2 + (Γneec/2)2
(3.9)

The magnitude of the variation of the Lorentzian w.r.t. to a realistic Gaussian distri-

bution of electron beam energies in an electron beam ion trap (EBIT) is shown in figure

3.1. The example given is a real and simplistic system of exciting a ground state 57Fe nu-

cleus NEEC’ing to the 14.41keV M1(+E2) transition that would require Ee = 5.14keV. As

can be seen, the distribution of impact energies is constant within a ground state NEEC

capture channel (labelled as an A1N0 type case "57Fe(1)N(0)") and shows the reason for

using a narrow resonance approximation.

FIGURE 3.1: NEEC Cross section (blue) and Gaussian (red) for AiNj cases
where Γneec = Γnuclear = 5x10−9 eV

In the case 57Fe(0)-X(2)-N(0), the broad atomic width of the capture channel sees the

continuum energy vary across the resonance, though only by a small fraction of the total,

and in a roughly linear fashion, as shown in figure 3.2. With this a limiting case seeing

the width and macroscopic slope as an upper limit, we assert that a narrow resonance
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FIGURE 3.2: NEEC Cross section (blue) and Gaussian (red) for Ai-X-Nj
cases where Γneec = Γatomic ≈ 1eV

approximation is still valid, especially since the mean value of F(E) would still be at the

resonance energy.

Experimentally one always requires a cross section to evaluate the macroscopic reac-

tion rate, and we use the peak value at Eres across the resonance width. Ee = Eres± Γneec
2

and as such assert a Dirac delta like Lorentzian, Lor(Ee,Γneec) =
2

πΓneec
, so the resonant

cross section, within the effective resonance energy is

σres(Ee) = Sneec
2

πΓneec
(3.10)

To summarise what we know so far, NEEC rate will be expressed as:

Rneec = ϕeσe = ni−evresσe

∫
Γ
F (E)dE = ni−evresF (Eres).ΓneecSneec

2

πΓneec
(3.11)

From Chapter 2;

Spdb =
2π2

p2
(2Id + 1)(2Jd + 1)

(2Ii + 1)(2Ji + 1)
αAd→i

r (3.12)

where Spdb is estimated as an upper limit for Sneec, via the principle of detailed balance

as in equation 2.17.

Alternatively, we can present the generalised NEEC probability which will be the rate

per unit time divided by the total number of electron-ion collisions.
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Pneec =
SpdbLor(Eres,Γneec)

∫ ∫
ϕe(E, t)dEdt

Ncoll
(3.13)

In a frequentist approach to probability, Ncoll will be the total number of collisions,

and so in general pertains to the number of ions one introduces into the environment,

which is normally very constant and controllable. As such, maximising the electron flux

w.r.t. to the ion injection is the main problem.

Any experiment will require a large amount of control over the resonant flux of elec-

trons, via the continuum electron distribution function, where one provides a careful

choice of the spectrum of available atomic capture levels, for as long as possible.

3.1.3 The Total NEEC Resonance Strength - summing over capture channels

introduced

In a dense environment containing energetic ions and electrons, the charge state of each

ion is likely to change after a collision due to effects such as electron capture (resonant

and non resonant) and impact ionisation [12]. Thus the charge state distribution will be

changing over time, opening and closing possible NEEC channels. This is until an equi-

librium is reached between capture and loss, allowing an empirically definable equilib-

rium distribution function, which will then evolve slowly as the experimental conditions

evolve.

We sum over all possible NEEC capture channels and charge states, each represented

by αp and q respectively [33]:

PNEEC =
∑
αp,q

fqPneec (3.14)

where fq is the fraction of ions in that charge state and the equilibrium distribution

of these fractional probabilities is somewhat characterisable as a Gaussian distribution

about a mean charge state f̄q [33]. αp represents the lowest available atomic capture or-

bital IC channel for that charge state, and is the same as a correctly over-scaled subshell

IC coefficient.

Unfortunately only a few of the total charge states can be available within the equi-

librium time, so the experimental resonance strength, Sexp is some small fraction of the
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total resonance strength exposed Stot depending on the available capture channels, de-

fined by the CSD explored... i.e. not all capture channels will remain open for the entire

experiment.

We define here some distinctions between the different resonance strengths.

If we use Stot this is a theoretical upper limit defined by usingαtot at the impact energy

Eeff from the mean atomic binding (ionisation) energy. Similarly this approximates an

upper limit on all possible NEEC channels, including X-NEEC and NEEC-X channels, for

which we estimate this to be on the order of Z3 resonances.

Sαtot =
2π2

p2
αtotAr >

∑
p

Sneec(αp) >
Z3∑
i=1

2π2

p2
αq
i (nilimj i)Ar (3.15)

Sneec for each capture channel is approximated by Spdb.

3.1.4 The Calculated Resonance Strength

Sneec is the resonance strength into a specific capture channel. A capture channel is spec-

ified by the atomic charge state, and the available electron eigenstates within this.

This is a nonconvex problem, i.e. there are several local maxima to the figure of merit

(PNEEC , RNEEC or NNEEC). Though holistically we can apply upper limits to all sce-

nario’s and therefore find a place to start in searching for the actual global maximum over

energy and time.

We must first analyse the NEEC flux and its time dependence in a simple scenario

of a single available capture channel, to be able to ascertain which resonance strength is

most appropriate.

3.2

Resonant Flux - Velocity and Density of Collisions

3.2.1 The Collision Flux

The collision flux is in the most general form,

ϕ(t, E) = ni−e(t, E)v(t, E)F (t, E) (3.16)
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which will require computation of a massive wealth of charge changing collisions within

the interaction volume across the interaction energy distribution and experiment time.

We are only interested in adding up the collisions of interest, which is those that occur

within the effective NEEC resonance energy. But also one hopes not to spend weeks

calculating the temporal evolution of the collision density via Particle in Cell (PIC) codes

such as EPOCH [37]. The only way to do this is to introduce an absolute upper limit.

So the effective NEEC collision flux provided macroscopically is

ϕe = ni−e(t)veF (Ee) (3.17)

Here we have highlighted a commonly made approximation that the energetic de-

pendence of the resonance fraction is temporally static across the resonance width, Γneec,

and the collision density is energetically independent across the resonance, via the de-

pendant variables of ni−e(t) and F (Ee) respectively. One must present a temporally static

ion-electron collision density and a maximal energetic fraction

3.2.2 The Energetic Fraction - Probability of a collision at a certain energy

For every electron-ion collision energy there will be an probability associated macroscop-

ically.

For a stationary ion (or electron), the moving species will be Gaussian distributed in en-

ergy once macroscopic control has been asserted at a facility, with standard deviation ∆.

Typically this distribution is seen in the longitudinal energy of a charged particle beam.

F (E) =
1

∆
√
2π

exp

(
−1

2

(E − Emean)2

∆2

)
(3.18)

For the two narrow resonance approximations made above we assert the simplifica-

tion of its energy integral across any NEEC resonance, giving us a reliable formula for

the effective resonance fraction:

∫ Eres+
Γ
2

Eres−Γ
2

F (E)dE = F (Eres)Γneec = F (Ee) (3.19)
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3.2.3 The Collision Velocity v(t, E) and Momentum p(t, E)

The velocity of the electron (in the ion rest frame, which is near the centre-of-mass (COM)

rest frame) is purely a result of its kinetic energy. The required velocities for NEEC,

especially in hot-dense plasmas, are relativistic, so we use the relativistic formula for

kinetic energy to calculate the resonant velocity:

Ee = (γ − 1)mec
2 (3.20a)

ve = c

√
1− 1

( Ee
mec2

+ 1)2
(3.20b)

with me the mass of the electron and γ = 1√
1−( v

c
)2

the relativistic Lorentz factor.

The momentum is calculated by rearranging the relativistic energy momentum rela-

tion:

p =

√
(E +mec2)2 −m2

ec
4

c2
(3.21)

The temporal aspect of these variables for each capture channel is binary - they either

exist for some time or they don’t.

3.2.4 The Ion-Electron Density - ni−e(t, E)

The maximal possible density of collisions is defined generally as a density of ions and

electrons within the interaction volume as [27]:

ni−e =

∫
Vint

nelecniondV (3.22)

with Vint the maximal volume of the interaction region.

Using the lab frame in a homogeneous electron-beam ion-trap,

ni−e = nelecnionVint = nelecNion (3.23)

Nion is the number of ions injected (or trapped) in the interaction volume, and ne the

number density of electrons [cm−3] available in the interaction region.

Conversely, with an ion beam and stationary electrons, one would have
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ni−e = nionnelecVint = nionNelec (3.24)

where instead we have applied the volume integration over the number of electronsNelec

illuminated by a stored2 ion beam. The term ϕion = nionvion would be the flux of incom-

ing ions, and then, multiplied by the stationary number of particles illuminated by this

beam, becomes the luminosity

L = ϕionNelec = nionvionNelec = ni−evion (3.25)

This is the fixed target luminosity used to estimate as an upper limit the collision

density over time.

The time dependence arises as the interaction region moves towards equilibrium col-

lision densities, or stays constant over time in a static equilibrium. In the next section we

will consider the simplest scenarios that involve equilibrium (temporally static) collision

densities.

3.2.5 Summary of Generalized NEEC Probability - Temporally static equilib-

rium

So the NEEC probability from equation 3.13, can be split up into temporally static and

temporally dynamic situations.

By temporally static, we mean the NEEC conditions can be turned on and off at will,

affecting only the collision density (as a function of energy), which remains constant over

time. We can thus define a NEEC rate for this situation and multiply it by the time τ the

conditions exist for, to give a NEEC excitation number. When temporally static, this is

always the figure of merit, and can also be referred to as the NEEC yield.

Nneec =

∫ ∫
v(Eres)σresni−eF (Ee)dEdt (3.26a)

=

∫
dtni−ev(Eres)σres

∫ Eres+
Γ
2

Eres−Γ
2

F (E)dE (3.26b)

= τRneec (3.26c)

2Note an ion beam in a storage ring is profoundly similar to an ion trap; the ion is kept at a prescribed
energetic and temporal phase space provided by the accelerator magnets and cavity electric field. From the
ions perspective, the upper limit flux of electrons appears the same
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where Rneec is the equilibrium NEEC rate.

Rneec = ni−evresσres

∫ Eres+
Γ
2

Eres−Γ
2

F (E)dE (3.27a)

= ni−evresσresF (Eres)Γneec (3.27b)

This is relevant in a scenario where we have an electron beam impinging stationary

ions, or vice versa. The distribution of collision energies is the same for both cases in

the COM frame, although a different conversion must be made for each to convert from

COM to lab frame. We always express the problem in terms of COM energy and then

make the conversion to the lab frame.

3.3

The Simple Scenarios

3.3.1 A Simple Example - An Electron beam impinging a stationary fully stripped

ensemble of ions

In the simplest scenario possible, one can consider some confined and stationary fully-

stripped ions being impinged by a stream of Gaussian distributed electrons. The central

electron energy will be tuned to the atomic binding energy with the largest magnitude

(thus requiring the lowest impact energy) Ee = Q − |V1|, with |V1| being equivalent to

the ionisation energy of the (Z − 1)+, ion. Using equation 3.27 and the second narrow

resonance approximation, the NEEC rate for a centred Gaussian distribution would be:

Rneec = ni−evresSpdb
2

πΓneec

Γneec√
2π∆

(3.28)

Interestingly, as already seen in equation 3.11, the rate is independent of the resonance

width. This is true for a situation where the beam energy distribution is tuned exactly

to the resonance energy (i.e. the peak of a Gaussian distribution of collision energies is

centered on Ee), which might not be the case due to accelerator difficulties, or energy

loss on transit through the target. This is also true for an off center electron energy distri-

bution where we can use the narrow resonance approximation again, by assuming that
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when not slowly varying for the widest atomic widths, the variation is still linear across

the resonance, as in figure 3.2. Thus we state that in all cases, the macroscopic rate is

independent of the resonance width, as the width cancels as in equation 3.28 above.

Rneec = NionnelecvresSpdb
2

π
F (Eres) (3.29)

FIGURE 3.3: Magnitude of a Gaussian (red) and Lorentzian function
(green) with the same energy axis, for a typical EBIT electron beam longi-
tudinal width and a 57Fe(0)N0 capture to excite the 14keV Mossbauer tran-
sitionEe = 5keV. The y axes are adjusted so their peaks match in height, so
the green area also shows the resonant fraction for a normalised Gaussian

One notes the Lorentzian curve appears as a vertical line due to the narrowness of the

NEEC width = 1× 10−9 eV, and also the vertical line represents the energetic phase space

area of resonant electrons. Integrating properly, the ratio of this narrow resonance area

to the total area of the Gaussian is the resonant fraction ∼ 10−7.

In this simple situation, of a fully stripped ion, we could palpably use the neutral IC

coefficient for the K electron shell to calculate the resonance strength of the ion where

only K capture channels are being considered, especially due to the fact that many-body

terms in the electron Hamiltonian are small. Using the associative relation defined in

1.4, the K shell contribution to the IC coefficient and thus the resonance strength can

be averaged across the shell. For now this is reasonable upon summing the total shell

resonance strength, whilst we withhold the fact that single capture contributions will be

partitioned in a difficult way when we include all NEEC-X resonances as well. So in this

situation, the idea that αq=Z
K = αq=0

K /2 is fine, since there are two holes in the K shell
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AX Ei Ed V1 Ee Ji Jf B(πL) B(π′L′) δ αk Sp

keV keV keV keV w.u. w.u. beV
57Fe 0.0 14.4 9.23 5.17 1

2−
3
2− 0.0078 0.37 0.00223 7.65 0.134

TABLE 3.1: Example 57Fe(1)N0 Resonance strength calculation data struc-
ture (w.u. are Weisskopf Units)

that can be occupied, and their energies and wavefunctions will not differ from neutral

values significantly in such an inner shell, and their sum is equivalent to twice their

average. We also assert that the continuum electron (in the beam) has only its intrinsic

angular momentum, Jc = 0.5.

Sq=Z
neec =

Sq=0
pdb (αK)

2
(3.30)

Sq=0
pdb (αK) =

2π2

p2
(2Jd + 1)(2Jat + 1)

2(2Ji + 1)
αKA

d→f
r (3.31)

So using typical values for 57Fe from the ENSDF database and BrIcc calculation tool

the microscopic parameters (un-scaled at this stage) are shown in table 3.1. This shows a

typical data structure required to evaluate the resonance strength, the relational database

structure is examined in chapter 4.

This produces a NEEC rate, Rneec = 27.96s−1 using the second narrow resonance ap-

proximation in equation 3.27, which only differs by 0.0001 if we do not use the narrow

resonance approximations. Thus we are able to calculate the NEEC rate in this type of

environment without having to calculate the NEEC width.

3.3.2 A Simple Example - An isomeric beam in a storage ring

A very different yet highly related approach is to present ‘stationary’ electrons to a stored

beam of ions, circulating around a ring of accelerator magnets, kept at the resonance

energy with a single RF cavity, within a narrow longitudinal and transverse phase space

area. The ‘cooled’3 electron beam is injected at one place, effectively at rest in the ion

rest frame. This is equivalent to a constant stream of ions impinging a bath of electrons.

3By ‘cooled’ we mean: as having a low spread in transverse energy relative the electron beam direction
of motion; the longitudinal direction
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Again, there is no time dependence here, so the NEEC probability energy dependence is

purely within the resonance fraction.

Rneec = ni−evresσres

∫ Eres+
Γ
2

Eres−Γ
2

F (E)dE (3.32)

Which using a Gaussian collision distribution is equivalent to:

Rneec = NionnelecvresSpdb
2

πΓneec

Γneec√
2π∆

(3.33)

This is compared to the definition of the NEEC rate described in reference [19] (equa-

tion 3.12). Assuming all NEEC’s are detectable, this was expressed as:

Rneec =
Nion

δt
nelecδzσres

Γneec

∆
(3.34a)

assuming no energy loss in the ion-electron interaction time.4 The target thickness δz,

was set as 100µm and the interaction time taken a result of the target thickness. This

definition of the NEEC rate works only for this type of setup, and should there be any

energy loss or temporal fluctuation, one should start with equation 3.13 and integrate

correctly.

The collision densities in this setup are somewhat more modest ni−e = 1015 collisions

cm−3 however, ions are continuously fed into a storage ring and thus once an ion has

NEEC’ed it can be detected and removed via fast switching of a dipole separator, from

the ring.

The NEEC rate for 57Fe in this scenario is 0.466 s−1. Although this is lower than

the EBIT, the NEEC yield will be larger over an experimental run due to an increased

detectable fraction and long experiment running times. This is also promising if the best

isomer candidate beams can be identified.

4assuming the integral v(E)dE = dz
dt
(E)dE = δz

δt
dE which again implies the acceleration is zero since dz

dt

is constant and thus dE
dz

in dE
dt

= dz
dt

dE
dz

must be zero.
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3.3.3 A More Realistic Example - Exposing the best combination of charge

states

The NEEC rate for a specific charge state and capture channel is:

Rq,α
neec = Sq,α

pdb

2

πΓneec
ϕe(E, Te, ne) (3.35)

where as usual we have used a narrow resonance approximation and defined σneec =

Spdb
2

πΓneec
. The electron temperature will define some temporally static equilibrium charge

state distribution and electron energy distribution.

The total NEEC rate then involves a summation if one considers all the possible

charge states and capture channels (note the capitalised "NEEC" subscript to indicate

a total NEEC rate)

RNEEC = Σq,αfqR
q,α
neec (3.36)

where fq sits on some discrete Gaussian-like distribution function and is defined by some

equilibrium. The charge state restricts and summarises the available space and spin co-

ordinates via a labelling of ‘q’. The mean charge state is taken as the maximally occupied

equilibrium charge state due to a balance of charge changing collisions within the equi-

librium plasma. This distribution can be defined by the Saha equation, yet we resist using

the local thermodynamic equilibrium (LTE) approach due to the lack of accuracy without

taking into account the considerable photon flux in the non-LTE approach, especially at

terrestrial densities [38].

3.4

NEEC Probability for Equilibrium-Plasma and Ion-Beam-Foil Parameters

As mentioned in chapter 1, NEEC and IC can be at an equilibrium, but only in an envi-

ronment where there are highly charged ions and electrons colliding regularly. As such,

there will also be many other capture and ionising processes in equilibrium at the same

time, and thus the environment must be at a general thermodynamic equilibrium. This

is only approximately true in terrestrial plasma environments for some time during their
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expansion and so one must approximate how long this occurs, otherwise one must con-

stantly heat and contain the plasma, which will restrict the electron temperature and thus

its flux (such an environment is an EBIT). A question remains in the NEEC problem as to

whether one should create a few short lived high-electron-flux plasma environments, or

a longer lived low-electron-flux plasma environment.

Within a plasma, there is a distribution of charge states that exist statically within

some volume of the plasma at local thermodynamic equilibrium (LTE), involving a de-

tailed balance of collisional process or non-local thermodynamic equilibrium (n-LTE),

involving a detailed balance of both collisional and radiative processes [38].

3.4.1 Plasma Rate - Approximately Temporally Static

As expressed in [39] the NEEC rate and yield in a plasma at thermodynamic equilibrium

lasting for τp seconds is:

RNEEC =
∑
q,α

∫
σq,αe (E)ϕqe(E)dE (3.37)

NNEEC = RNEECτ
tot
p (3.38)

where the NEEC rate, RNEEC is temporally static and thus depends energetically on

only the electron distribution function and available resonant cross section. The plasma

lifetime thus is an important factor in the figure of merit; the total plasma lifetime over

an experiment τ totp = τpτexpfrep is dictated by the laser rep rate frep, and is a separable

aspect of the FOM.

For now we will look at the NEEC rate RNEEC as the figure of merit over an ex-

perimental campaign, and not worry about distinguishing this from competing nuclear

excitation mechanisms such as Coulex, which will be examined in chapter 5. It is im-

portant of course to evaluate the NEEC rate [s−1] within some quasi-equilibrium phase

of a plasma expansion. We now look at how we can compute the NEEC rate from a

macroscopic perspective in the Thermodynamic-Equilibrium (TE) plasma.

The resonant flux can as usual be weighted by some distribution function, which for

simplicity in the first instance, one uses the classical Maxwell-Boltzmann distribution.

However, when confined to an extreme extent, the electrons in the continuum will start
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to exhibit wave-like behaviour, due to being so confined. The quantum mechanical den-

sity of states then produces a limit on the ’closeness’ of the electrons; the electron distri-

bution function would peak at a very different energy and depends also on the chemical

potential of the plasma. We analyse if this is necessary for increase in the accuracy of the

high density plasma calculations in section 3.4.3.

We in general use for the electron distribution function the Maxwell-Boltzmann dis-

tribution.

FMB(E, Te) =
2√
π

(
1

Te

) 3
2

E1/2 exp

(
−E

Te

)
(3.39)

normalised as

∫
FMB(E, Te)dE = 1 (3.40)

Te is the hot electron temperature of the equilibrium plasma and corresponds to the

average kinetic energy of an electron in the statistical ensemble of electrons stripped off

by the laser pulse, and in some short lived but definable equilibrium.

We need to find a suitable electron temperature that can be produced in a plasma

due to a laser interacting with some kind of NEEC’able target species, producing an

electron distribution function F(E) that is a corollary of the accessible CSD. The NEEC

yield is calculated in the next chapter for a wide range of Laser facilities, and we try to

reason a method for evaluating the most promising combination of facility and plasma

species. Restricting the parameter space to laser irradiance and repetition rate allows us

to find maxima in the observable NEEC probability. Certainly if we restrict ourselves to

a certain Te, ne parameter space then the optimisation becomes much simpler and more

astrophysically applicable. Nonetheless the effective flux and active resonance strength

must be approximated well, with evidence of its effectiveness.

To evaluate the resonant electron flux for each species, we need to know the electron

temperature Te and thus the resonance electron number density ne, assuming the ion

density is just the number of viable ions in the volume of the TE region that a certain

laser facility can induce, and the electron temperature is equivalent to the ion temperature

within equilibrium. We thus rely on various plasma approximations and hydrodynamic

laser scaling laws using the method for non-local thermal equilibrium plasmas in [40],
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extending the scaling used to Beg scaling at the highest laser irradiances.

Furthermore, where the plasma is hot but not so hot that it is fully ionised, there will

exist an equilibrium between atomic electron capture and ionisation, resulting in a charge

state distribution. Where this is the case we can find a maximal induced NEEC rate by

finding (Te, ne) that exposes the best and most numerous NEEC resonance strengths.

Otherwise if the species is fully stripped the parameter space is (Irradiance, frep), as one

is only exposing the total resonance strength Stot. This would be pure A(0)N0 defined in

chapter 2; and although simpler, does not always expose the best part of the resonance

spectrum.

The effective resonance strength using the total neutral ICC is used as an absolute

upper limit for NEEC

Stot =
2π2

p2eff
αtotA

d→i
r (3.41)

where peff is the relativistic momentum (equation 3.21) calculated from the effective res-

onance energy Eeff due to the mean electron binding energy available for NEEC.

The interaction volume Vp is given by an approximate plasma volume, assuming a

cylindrical plasma that has been bored through the target by the laser interaction.

Vp = πR2
focaldp (3.42)

with the focal radius Rfocal defined by the laser facility and the depth dp = cτpulse.

This volume can also be made into a bunch of smaller contributing volumes (with

defined ne and Te) to the whole interaction volume, defined by a sum of equations of

type 3.23, should one want to run thermodynamic simulations of the plasma.

3.4.2 NEEC Yield - Expanding the Parameter Space

There is a critical density and temperature where the NEEC rate peaks over the effective

energy Eeff rather than peaking over the fully ionised Ee. The number of excitations

(NEEC yield) also seems to produce a discontinuity across a change in order of magni-

tude in the density, which will be explore in chapter 4. This is confirmed here and the

stage set to examine this over the full NEEC database.
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The lifetime of a TE plasma can be expressed as the product of the average electron

velocity and the plasma radius [40], until an electron has traversed such a distance:

τp = Rfocal

√
mi/(TeZ̄) (3.43)

For the highest irradiance facilities this massively underestimates the plasma lifetime

by a factor <10−3 and so we affix our equilibrium plasma lifetimes at 100ps.

The number of free electrons thrown into the plasma by the laser pulse, and thus the

electron number density due to Vp, can be estimated via a fraction of the absorbed laser

energy, fabs, which is typically in the range 10% to 20%, no larger than 50% [40], and is

calculated empirically using [40]

Ne =
fabsEpulse

Te
(3.44)

fabs = 1.2× 10−15I0.74 (3.45)

where I is the intensity in Wcm−2 [41]:

And thus a bulk-total electron number density can be defined using these empirical

approximations.

ntote =
Ne

Vp
(3.46)

This total number density is multiplied by a fraction defined by the shape of our

impact energy distribution. The ion-electron density is expressed as previous.

ni−e = Nionn
tot
e F (Eres)Γneec (3.47)

Nion =
Ne

Z̄
(3.48)

Nion is the number of ions that that exist in the plasma due to the target composition.

An upper limit on the number of ions can be described via an average charge state Z̄

assuming the plasma is in a non-local thermodynamic equilibrium (n-LTE). We use the

data provided by FLYCHK to assess the average charge states of all elements using the
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data available between electron temperatures 0.5eV to 100keV, and number densities 1×

1012 to 1× 1024 e−cm−3, in chapter 4.

With these laser-plasma interaction approximations in place we provide an assump-

tion that

Rtot(Stot) ≈ RNEEC (3.49)

when there is no charge state data available.

The NEEC yield over an experimental campaign using τ totp is

NNEEC = RNEECτpτexpfrep (3.50)

We must expand and analyse the approximations on RNEEC to ensure the extent of

its accuracy and calculability.

3.4.3 Quantised Regime of Electron Distribution Function

The resonant flux is weighted by some distribution function, which in a very dense, but

not so hot plasma, one uses the Fermi-Dirac distribution fFD [41], defined by the tem-

perature of the electrons Te, as well as the chemical potential µ.

ϕFD(E)dE = ge(E)fFD(µ,E, Te)v(Ee)dE (3.51)

where the total ion-electron density, via the laser parameters and average n-LTE charge

state, at a specific impact energy, is evaluated as a product of the density of continuum

electronic states ge multiplied by the Fermi-Dirac function [40].

Here a normalisation is applied to give a bulk average electron number density ntote

over the entire impact ion-electron energy range in the plasma

∫
∆
ge(E)fFD(µ,E, Te)dE = nbulke (3.52)

with the Fermi-Dirac distribution fFD defined as:

fFD(E, Te) =
1

e(E−µ)/Te + 1
(3.53)
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In combination with the average atom model [5], one can use the Fermi-Dirac statis-

tics of the continuum to then assert details of the charge state of the average atom (via

conservation of space). The proportion of empty sites on the atom is thus defined as

Pb = 1− fFD(−Vi) (3.54)

We elect to use a full n-LTE calculation using FLYCHK to calculate this, which will be

considerably more accurate.

In equation 3.58 the density of continuum electron states is defined as [38]:

ge(E)dE =
4√
π

(
2πme

h2

)3/2

(E)1/2dE (3.55)

To evaluate the necessity of this model, the degeneracy factor is a good measure of

the extent of overlap between the electron wavepackets [38]

θd =
Te
EF

(3.56)

where EF is the Fermi energy. When θd << 1 the average distance between electrons is

much smaller than their deBroglie wavelength and a degeneracy pressure will be exerted

on the electrons, decreasing the overall flux from the MB value. This only occurs in

plasmas with ne > 1028e−cm−3, which is beyond the densities considered in this work.

An example of the MB compared to the FD electron flux is shown in figures 3.4 and 3.5

As a limit for lower temperature, so long as the electron temperature remains above 50eV

and the electron number density below 1024e−cm−3, the degeneracy factor will always

be > 1. It is unlikely an atom will be charged enough to induce NEEC at Te < 50eV and

so we assert that in a terrestrial plasma, using the MB distribution is accurate.
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FIGURE 3.4: Electron Flux at Te = 12keV and ne = 1024e−cm−3. The
degeneracy factor in these conditions is θd = 329

FIGURE 3.5: Electron Flux at Te = 12keV and ne = 1028e−cm−3. The
degeneracy factor in these conditions is θd = 0.709

3.4.4 Electron Distribution Function at Equilibrium - Hot Dense but not too

dense plasma’s - Te >> |V1|

In a laser-solid interaction, the electron temperature produced by the interaction is ap-

proximated with various scaling laws, that are appropriate depending on the laser pa-

rameters. The intensity and wavelength of a laser are defined for each facility, and thus

is the laser’s irradiance, Iλ2 (with λ defined as the wavelength of the laser in µm and

I the intensity in Wcm−2), which is proportional to the electric field amplitude of the

laser (hence the strange units Wcm−2µm2). This scales to the maximal electron temper-

ature which we can reach via a laser pulse. The number of electrons that we can ionise

is approximated empirically via 3.44, yet their average kinetic energy must be defined
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by a further scaling law. In [41], for a cold-dense plasma with sharp edged profiles, the

electron temperature is approximated using the ponderomotive scaling law, which is ap-

propriate for an XFEL laser-solid interaction irradiance <1015 Wcm−2µm2 [40].

Te ≈ 3.6I16λ
2
µkeV (3.57)

where the intensity of the laser I16, in units [1016 W/cm2], is defined by the energy of the

laser divided by the product of the temporal pulse length τlaser and the focal spot size

πR2
focal. Each laser facility will have a defined maximal value of these parameters.

More valid across a wider range of intensities is the short-scale length profiles ap-

proximation, which we use for irradiances < 3x1016Wcm−2µm2.

Te ≈ 8(I16λ
2
µ)

1/3keV (3.58)

Finally for the highest irradiances we use the scaling suggested by Haines et al (also

referred to as Beg scaling), for irradiances > 3x1016Wcm−2µm2 [42]:

Te ≈ 215(I18λ
2
µ)

1/3keV (3.59)

As the electron density increases one has to impose more and more limits on the abil-

ity of the plasma to exchange heat locally, due to effects such as plasma mirroring. Thus

although for irradiances above 1018Wcm−2µm2 Beg scaling is not necessarily accurate,

but undoubtedly it remains an upper limit.

The main high power laser facilities have been tabulated via their maximum Irradi-

ance and repetition rate (shown in figure 3.6) which will allow us to compare the maxi-

mum NEEC yield for a fully ionised plasma.

The electron temperature considered for these facilities is presented along with the

scaling laws in figure 3.7.

So using the above definitions, and the assumption that at these high-power facilities

the plasma is hot enough to be fully ionised, one can affix the summation 3.36 to over

A(0)Nj and all of the excited state A(0)-X-Nj channels (fully stripped and the jth isomer).

This will provide Z possible resonance channels. The lowest available will be into the

A(0)Nj and all others will be into excited states that are approximated as an upper limit
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FIGURE 3.6: High power laser facilities considered, left axis: Repetition
Rate. Right axis: laser irradiance. For each of these laser induced plasmas,

one expects a maximum plasma lifetime of 100ps

as A(i)Nj resonances. Notably, with the narrow resonance approximations used, the Γneec

term cancels in the calculation of the NEEC rate, so we are unaffected by the increase in

NEEC width for A(0)-X-Nj cases. The NEEC rate can be separated into a microscopic part

and the facility only affects the macroscopic part. The available spectrum for the 57Fe

14keV M1 nuclear transition is shown in figure 3.8. Note although the resonant fraction

is ∼10−10 the total upper limit NEEC’s per week for an irradiance at a Beg scaling facility

considered is ∼ 1012, assuming a maximal possible number of ions using equation 3.48.

Nneec = (
fabsElaser

Te
)2frep

τpτweek

VpZ

Z∑
αi

F (Eα
res)vres(E

α
res)S

α
neec (3.60)

Z∑
αi

F (Eα
res) ≈ FMB(Te = Eeff ) (3.61)

We can then use a linear approximation on the increase in the electron distribution

across the atomic resonance spectrum, and take the value of the distribution function

that is at the mean impact energy across this range. One can assert that this completely

separates macroscopic and microscopic and we are able to select the best facility by a

purely macroscopic factor: one can then choose macroscopic and microscopic cases sep-

arately, as the former has a constant effect on all the latter.
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FIGURE 3.7: We see the XFEL Irradiances that have already been analysed
by Pálffy et al [43] which use Ponderomotive scaling, and the highest irra-
diance facilities (Beg scaling) which we consider in our (Te, frep) analysis

We can therefore define a time integrated NEEC flux, which can be calculated as a fig-

ure of merit without having to calculate the NEEC resonance strength. From this we can

quickly make a conclusion on the best laser facility required for each nuclear transition.

Φ = (
fabsElaser

Te
)2frep

τpτweek

Vp

2
√
Te

πD
exp(1/D) (3.62)

where D(=1) is the chosen divisor for electron temperature, assuming it is tuned to Eeff .

The implications of this will be discussed in chapter 4.

We will analyse in chapter 4 the irradiance region ∼ 1017Wcm−2µm2 where the plasma

will be only partially ionised, and thus there will be a charge state distribution, and a

codependence of the microscopic and macroscopic parts of the NEEC rate. We will need

to use a general upper limit approximation for all excited state atomic capture channels.

The atomic ground state capture channel is over-scaled so as to include the full spec-

trum of atomic excited state capture channels.

A(i)N0 ≥
Z∑
i

A(0)XiN0 (3.63)

The results of this are presented in chapter 4 as an experimental tool for designing
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FIGURE 3.8: 26 NEEC resonances available for fully ionised 57Fe. The low-
est energy resonance will be 57Fe(0)N0 whilst the 57Fe(0)-X-N0 resonances
are overestimated via Fe(i)N0 resonances. One notices the MB distribution
must be increasing with impact energy, for the fully ionised simplification

to be valid

a NEEC plasma experiment, along with the available candidate transitions one should

consider. Note for the medium irradiance facilities, where the thermal population of elec-

trons peaks within the ionisation energy range of the species, the introduction of a charge

state distribution vastly increases the number of available resonance channels; which can

outweigh the fact that the plasma wont be as hot and dense. Notably the macroscopic

laser parameters will affect both the macroscopic factor Φ, and the actual number of mi-

croscopic resonances. Next we will examine an environment which is seemingly the most

simple to design, yet as we see so far it is wrought with complexities.

3.4.5 Cooler Plasmas - Te ∼ |V1|

As mentioned, if the peak of the electron distribution function is within the ionisation

spectrum of the atom, then one will expect a thermodynamic equilibrium to exist in a

local (collisional) or non-local (radiative) sense. This creates a charge state distribution.

We use FLYCHK in this section to calculate the charge state distribution of the plasma.

This code uses a full collisional-radiative model (non-LTE) to calculate the balance of

collisions and radiative atomic processes [44].
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FIGURE 3.9: Linear scale of figure 3.8 to demonstrate the variation of the
MB distribution across the resonance spectrum

A candidate example studied commonly is the pertinent NEEC case of 93mMo. There

is a full data set of 93mMo(α) and 93mMo(α)-X data with ab initio NEEC resonance strengths

and energies. Access to the raw data set has been kindly granted by A. Pálffy and Y. Wu,

and has allowed some scope for sanity checking our macroscopic calculations.

The most prominent graph at this stage is figure 3.10, which shows a good agreement

in our NEEC rates (calculated using the various levels of apprroximation detailed below)

compared with those computed using the ab initio resonance strength data. The red data

calculates the resonance strength using an equivalent hydrogenic type subshell at all 334

energies and resonance channels within the ab initio data. Clearly if all the resonance

channels are identified in a dataset, a new type of scaling of the neutral ICC’s for NEEC-

X channels should be used.

The orange data is easy to calculate and uses αtot and and an effective energy Eeff

calculated from the mean energetically available |Vi|

The yellow data is using the scaled subshell IC coefficients (using equation 2.22) for

ground state atomic capture channels only, and although still an overestimate at the opti-

mum temperature, it predicts the optimum temperature well (and supports the approx-

imation 3.63). This NEEC rate is plotted across all FLYCHK densities in figure 4.16 in

chapter 4.
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The Green data is my calculation of theRNEEC using the full ab initio dataset provided

by Pálffy and Wu and matches the published values of RNEEC in [33] and [40] for all

densities calculated.

FIGURE 3.10: All the RNEEC calculations overview for the plasma de-
scribed above using the dataset provided via correspondence with Pálffy
and Wu. The dataset is that used in [33] and rates consistent with those

published [40]

Predominantly, one must note from figure 3.10 that although our scaling is most cer-

tainly appropriate using the theoretical data provided in this case [33] [40], more so it

is very likely due to the PDB that our use of the total neutral ICC resonance strength

(Orange line) is consistently an upper limit of our total atomic-nuclear excitation thresh-

old, and so allows for a single calculation per candidate NEEC transition as the proper

figure of merit for microscopic candidate selection over all proper plasma macroscopic

scenarios. A further comparison of this ab initio data set is summarised for the Beam-Foil

approach in the next subsection.

3.4.6 Nuclear Beam Impinging a Thin Solid Target - Temporally dynamic

If the bath of available electrons is at rest, then we can accelerate ions into them to provide

the resonance collision energy. This was first proposed in 1989 as the so called "Nuclear

Excitation by Target Electron Capture" [45], in which the target electrons were provided
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as the weakly bound electrons experienced by a beam of ions travelling down a crys-

tal channel (explored in detail in chapter 5). Let us first consider a simplistic version

of events, with an ion travelling through an amorphous solid target, as compared to an

under-dense stream of electrons in an electron beam. The capturable electrons in this sce-

nario will be bound or weakly bound electrons in the solid quasi-continuum distribution

of electron velocities.

For target electron capture, one provides the resonance energy as the beam energy,

which we convert from the ion rest frame to a beam energy in the lab frame as [46]:

Eres
ion =

Mion

me
Eres (3.64)

Once the beam enters the target, ions in the beam will lose energy in a well approxi-

mated way, according to the Bethe-Bloch formula via the program SRIM [47]. The impact

energy experienced by the beam a certain distance, z, through the target is:

Eexp(z) = Eentrance −
∫ z+δz

z
(
dEion

dz
(E))dz (3.65)

The thickness of the target for which the resonance occurs is δz, which requires a slow

variation of the continuum energy w.r.t. the resonance width (another narrow resonance

approximation)

δz =
Γneec

(dEdz (Eres))
(3.66)

So for a stream of ions entering the target monoenergetically, at a specific time, the

resonance flux is

ϕres(t, E) = ni−evres(t, E) (3.67a)

= neϕtarget
dz

dt
(t, Eres) (3.67b)

where ϕtarget = Nion/τ is the number of ions per second per unit area that enter the target

volume (and is assumed to be constant, which may not be the case as discussed in section

3.4.7).
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Using the generalised NEEC rate

Rneec = Sexp
2

πΓneec
neϕtarget

∫
τ

dz

dt
(Eres)dt (3.68a)

= Sexp
2

πΓneec
neϕtargetδz (3.68b)

= Sexp
2

πΓneec
neϕtarget

Γneec

dEion
dz (Eres)

(3.68c)

where we assess the probability per beam particle as Nneec
Nion

= τRneec
τϕtarget

as in equation 2.19

and assume each ion impinging the target can only NEEC once, and that the target has a

unit of area [cm2].

And so we end up with a probability per beam particle for each resonance channel

(ignoring the factor 2/π):

Pneec = neSexp
1

−(dEion/dz)
(3.69)

The total NEEC probability, summing over all possible charge states and capture

channels, and converting to the collision energy to the ion rest frame in 3.64, is then5

PNEEC =
∑
q,α

neSexp
Mion

me

1

−(dEion/dz)
(3.70)

where Sexp is the effective resonance strength experienced within the NEEC experiment

time, τ . Sexp could vary broadly depending on the species and the type of environ-

ment introduced, and it will be less than the theoretical value due to the equilibrium

charge state through the target. A summary of the relationship of the different resonance

strength approximations is provided as:

Sexp < SNEEC =
∑
q,α

Sneec(α) ≈
∑
p

Spdb(αp) < Spdb(αtot, Eeff ) (3.71)

My analysis of the ‘discovery’ experiment consists of using
∑

p Spdb(αp) to calculate

the resonance strength. Here we have created an upper limit in the theoretical and exper-

imental calculation of the NEEC depletion probability, by assuming all capture channels

5which was published for the first time in [33] although simultaneously surmised in [48], the second year
report of this PhD, which has led to correspondence with the Max Plank institute.
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FIGURE 3.11: My upper limit is PNEEC = 9.38 × 10−8. The energy of a
beam particle is calculated using a grid of dE

dx values provided by SRIM
[47] for energies between 0 and 1GeV in steps of 50MeV

remain open during the passage of Mo through the C target (figure 3.11), and that all

bound C electrons can be captured. This places an absolute upper limit on the NEEC

probability of PNEEC = 9.38 × 10−8. This probability using neutral ICC’s allows for the

possibility of X-NEEC occurring due to inner shell vacancies that could well be created

during passage through the target.

In [22] it was stated that the coulomb excitation probability in this experiment had an

upper limit between 3×10−6 and 2×10−4 which coincides with the depletion probability

measured in [32] as 2 × 10−5, in which the experiment was repeated by removing the

93mMo from its fusion evaporation reaction source, thus eliminating any background.

This sheds further doubt that NEEC was the mechanism responsible for depletion, yet

still the experiment remains fascinating since there is as yet no mechanism to account for

the observed depletion probability of Pexc = 0.01.

3.4.7 A comment on luminosity

The luminosity in particle physics, especially where two beams (with well defined phase-

space’s) are colliding could be expressed as [49]
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L =
1

σ

dNdet

dt
(3.72)

What they are saying here is that the rate of production of detectable particles is char-

acterised by the luminosity of target particles by available injected particles and is larger

for small cross section... The particles with high luminosity are good because they are

effective. For the same detectable collision the cross section could be small but we still

ascribe a large luminosity.

Which dimensionally is the same as our resonance electron flux ϕe times number of

target particles illuminated. Luminosity though is rather a terse parameter in this situ-

ation, especially in trying to fine tune nuclear beams to interact with the atomic regime

in a complicated electron target that involves solid state density functionals. The reso-

nance flux arises and is defined independently to the cross section, and yet the detectable

number is not necessarily a function of only the NEEC excitation number, due to many

competing nuclear excitation mechanisms.

The particle physics experimentalist measures a slowly-varying cross section by rear-

ranging equation 3.72 and integrating over time. The accelerator physicist will provide

the integrated luminosity Lint =
∫
τ Ldt (which is the number of feasible incident parti-

cles), and the experimentalist the number of detected events (the integrated detectable

rate... the number of detected events). One should be able to extract an average cross

section from this by including detector efficiency:

σ =
Nevents

Lint
(3.73)

...this should be reevaluated since it was assumed the integrated luminosity was just the

number of 93mMo particles generated by the incident beam. The accuracy of the NEEC

depletion reported in this experiment still remains under question, and the experiment

should be repeated by re-accelerating the Mo isomer into a controlled electron target

(such as an electron cooler at a storage ring) so that Lint is implicitly measured in the

experiment, whilst using the implantation technique used in [32] to separate the back-

ground.
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3.5

Parameters for the Best Candidate Experiment

Considering conditions to be met upon a massive range of possible collisions, it is reason-

able to commence an all inclusive search of the available nuclear and atomic states, under

some upper-limit experimental constraints. There are several approaches experimentally

as we have seen, and we will analyze the leading results of a candidate search across the

nuclear chart in chapter 4.

We use the term ‘candidate system’ to describe an isolated (relatively) stable system

of nucleons (a nuclide), with some orbiting electrons bound to the nuclear system, and

a separate continuum of intermittently available capturable electrons. This system will

then be a candidate for this rare nuclear excitation, once a suitable electron is captured

upon ‘collision’.

We know that there are two cases for the nuclear level scheme that will involve dif-

ferent computations for the NEEC microscopic cross-section; ground-state and isomeric.

Similarly there is the option of capture into ground and excited atomic states, which in

combination with a distribution of charge states can change the number of available res-

onances by as much as Z(Z-1). We have accounted for this by using over-scaled ground

atomic state capture channels.

Irrespective of the case(s) we choose, to maximize the probability of NEEC from an

experimentalist’s point of view, we must satisfy as far as possible the following criteria:

(i) Maximal capturable number of electrons energetically, F (E), within a maximal col-

lision density, for the longest amount of time.

(ii) A non-vanishing total resonance strength that is as large as possible (this would

require selection of the correct nuclide and distribution of charge states, accessible

by the experimental energy space explored, available due to energy conservation

in 3.1). This is difficult to balance with (i).

(iii) Excitation via NEEC that is distinct from excitation via other mechanisms

(iv) NEEC Excitation that is detectable.
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It has become clear, that satisfying all these conditions simultaneously could be diffi-

cult and even contradictory in designing the best NEEC environment. At this point we

are trying to construct a method for maximising the likelihood of a NEEC observation.

3.5.1 The Big Data Approach

By understanding the extent that a nucleus couples with its electron cloud, we can at

least choose strong candidates that satisfy criterion (i) and (ii) simultaneously. Doubtless

it is important to generate a figure of merit, so each candidate nuclear transition and

experimental approach can be compared explicitly.

The proper FOM will have the form of a functional F[i, ii, iii, iv], which one max-

imises in a high dimensional parameter space. Such an analysis is beyond the scope of

this thesis, and we consider just the upper limit NEEC excitation number, and apply ac-

tual known facility values to place points in this parameter space. Eventually one can

evolve this analysis into its proper mathematical form; but first one must be able to both

predict and observe NEEC in a consistent repeatable fashion, which as yet there is no

evidence of.

To maximise (i) and (ii) simultaneously we must write a data base framework which

includes all observed atomic and nuclear data we know of, and theoretical where appro-

priate, yet make it accessible to the experimenter and the theorist. Both can then fill in

the proper functional accordingly.
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Chapter 4

Finding a not Knowingly

Over-promised NEEC Enviroment

As we have seen, a NEEC rate can be approximated as an upper limit via the PDB, and

PNEEC or more importantly NNEEC , well defined as a result, using microscopic and

macroscopic parameters that have been well tabulated. Namely, the ENSDF database

[50] contains all exhaustively evaluated nuclear parameters, whilst NIST [51] and BrIcc

[6] are instructive for observed and theoretically agreed upon electronic eigenvalues.

There have been both theoretical and experimental attempts to evaluate the NEEC

rate with varying precision and success as described in chapter 3. Though understand-

ably there has been little done as to expose what each of these calculations imply across

the full range of known experimental parameters. Generally the focus of literature has

been on methods from a single topology; exposing the most strong and numerous res-

onances for each ion charge state of a specific nuclear transition. To compute all possi-

bilities without a large model-dependant computation, one must produce an upper limit

and be able to search through all we know about an atom and its ionic states, via ex-

perimentally tabulated microscopic parameters. We must know, if using an upper limit

estimate of all scenarios, is it viable to even try to observe NEEC terrestrially, and if it

is, can we experiment on it in a way that can be compared to astrophysical, or at least

theoretical data?

The only way we can unpick a way forward is to treat the theory as a black box and

use the PDB as an upper limit. One can be pragmatic by using the energy balance in 3.1

and by using known IC coefficients that have been appropriately scaled in the previous

chapters. Now we will present various trends in nuclear and atomic data, which will
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provide evidence that our approximations are sound, and allow us to set up a global

analysis of NEEC.

Previously, a survey was published on nuclides suitable to photoexcitation [52], and

although it should be considered alongside the results in this chapter, the results were

not of high enough energy for astrophysical plasma applications, since the survey was

conducted for nuclear transitions below 30keV.

4.1

Trends in Nuclear and Atomic Data

4.1.1 Atomic Binding Energies - National Institute of Standards and Technol-

ogy (NIST) Atomic Spectra Database

The atomic scale has such a prevalent affect on our existence that many names have been

given to the different realms of atomic electron occupation, such as the transition metals

or the alkali earth metals or "the Lanthanides", each indicating some leading effect of their

natural configuration. The periodic table provides a good idea of the valence electrons

that are responsible for an elements natural state.

The NIST database [51] is freely available and one can download all ground state

binding energies with <20 clicks and some reasonably simple data wrangling code.

As already mentioned in the theory chapters the subshell splitting is averaged for

each spin-orbital pair, although for heavy atoms the splitting is so extensive for outer

shells it is impossible to define a consistent configuration sequentially in energy; due

to configuration interaction (‘Breit interaction’ - which is a ‘many-body’ effect beyond

Coulomb interaction of static point charges) and due to deviations from the 1e− Aufbau

principle using a non-Hydrogenic labeling basis.

The NIST atomic consecutive ionisation energies for Z<104 are shown in figure 4.1,

which we use as binding energies of the i’th electron on the atom. This constitutes the

|Vi|’th binding energy of all AiNj cases in our analysis.

One sees a continuous evolution over the energy of the subshell filled, with the con-

figuration averaged over the subshell. There are discontinuities in the configuration av-

erages in the outer shells, where we would expect NEEC to be largely irrelevant.
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FIGURE 4.1: All atomic ionisation energies from 1 ≤ Z ≤ 104

In figure 4.2 we look specifically at 2 plots accross the diagonal of the horizontal plane

in figure 4.1. This shows a considerable staggering in energy for all elements for all the

first ionisation energies; implying a strong many-body interaction in the Hamiltonian.

This staggering is however considerably smoothed for all the 45th ionisation energies,

implying the coulomb part of the Hamiltonian is dominant. It would be commensurate

in the second case to label each configuration by only its subshell, even just its shell.

We look at consecutive ionisation energies (taken from NIST) of specific elements in

figure 4.3 as well as neutral binding energies (extracted from the BrIcc tool) with the same

hydrogenic configuration, the data structure used to calculate part of the the ICC scaling
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FIGURE 4.2: Top:1st (Z-1) and bottom: 45th (Z-45) ionisation energies
across the elements

coefficient in equation 2.22. One can see a smooth variation accross a subshell, with

sharper variations when changing subshell. One also notes that by matching the data by

its nlj configuration, consecutive ionisation data can be reliably matched to equivalent

neutral binding energies. Where a neutral binding energy is unavailable for a configu-

ration, it is made equivalent to the consecutive ionisation energy; so that the ICC is not

scaled to infinity. When NEEC from an excited atomic state (X-NEEC) is possible, this

will be due to the nuclear transition energy lying inbetween the green and yellow lines in

a subshell (figure 4.3). By using an unscaled total neutral IC coefficient and the effective

energy Eeff , one can expect the overestimate to included contributions due to X-NEEC.

For the candidate search program, constraints on the BrIcc calculator, and restraints

on what we know about the heavy elements, we constrain the available elements in our

search to 10≤Z≤104.
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FIGURE 4.3: Consecutive ionisation energies and neutral atom binding en-
ergies of each electron in the elements, Z=10, 17, 35 and 85 respectively.
The ratio of these values within an atom times the subshell occupancy ratio
provides the multiplier to scale neutral IC coefficients. The legend colours
are consistent throughout the atomic plots, and in this case the data con-
nected with a green line is neutral atom data and the yellow line data is

ionised.

4.1.2 Nuclear Level Data - Evaluated Nuclear Structure Data Files (ENSDF)

This raw database is written in the archaic ‘punch-card’ style format of 80 character card

entries, which can be parsed by specifying which characters correspond to a certain vari-

able, listed in the manual [53]. Often the number of observables for a nuclear parameter

cannot fit on a single 80 character card and so each card is followed by one or more ‘con-

tinuation cards’, in which the data is not parsed, and so one must write text based pattern

recognition code using tools such as ‘RegEx’ [54] to extract the data. All aspects of this

ENSDF reading have been extremely challenging and time consuming, and it is only very

recently from ENSDF that .csv files of the levels and gamma ray cards have become avail-

able, although still one can only download these .csv files for a single nuclide at a time.

Although the ENSDF data presentation and interactivity is been updated at Brookhaven,

it is expected this work has allowed a global analysis ahead of the curve, by extracting
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the B-values from the raw database numerically, an immense task that is not yet known

to have commenced anywhere else.

Both the spin and parity in the raw database can be highly uncertain. In our analysis

tentative assignments such as Jpi="[3+]" are included (and their character database inputs

cleaned with ReGex) but multiple assignments (such as Jpi="(1+, 2+, 3+)") are discarded.

Half-life’s are read as character streams such as "2NS" and then converted to numeric

values via RegEx, which would become 2× 10−9s.

This task has taken ∼ 105 clicks and thousands of lines of wrangling code. Although a

laborious and highly time-consuming part of the analysis and establishment of the NEEC

framework, having all the the ENSDF data at ones fingertips proves to be highly fruitful.

We present data read from the level database in figure 4.4. Regions of rotational nu-

clear structure are indicated by the ratio of the first 4+ to the first 2+ excitation energies,

which for a rigid rotor should be ≈ 10
3 [10]. This shows we have wrangled the level data

from the raw ENSDF. 1.

FIGURE 4.4: Ratio of the first 4+ to the first 2+ excitation energies of even-
even nuclides from the raw ENSDF database

1Please note: plotly is used as plotting tool in this chapter, although interactive, the 3D scatter plots do
not yet allow LaTeX rendering so a snapshot has been taken, decreasing the resolution
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Shown in figure 4.5 are all of the IC rates for known B-value gamma rays, calculated

using equations 1.2 and 1.24, and the known B-values read from the ENSDF database.

One cannot get more than these rates in a NEEC environment due to the principle of

detailed balance, and conditions where the NEEC rates are this large are expected to be

entirely astrophysical.

FIGURE 4.5: All of the Internal Conversion Rates RIC = AIC (per atom
per second) with negligible rates discounted, using all ENSDF gamma ray
data with known matrix elements and the BrIcc calculation tool. Left: All
rates plotted across mass number. Right: data from the left projected onto
an aligned histogram in RIC . There are 17,000 nuclear transitions in this
dataset, with there being of course no restriction on the resultant state of

the electron after IC.
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4.1.3 Nuclear Gamma Ray Data - (ENSDF)

FIGURE 4.6: All of the radiative transition rates Rradiative = Ar (per atom
per second) with negligible rates discounted, using all ENSDF gamma ray
data with known matrix elements . Left: All rates plotted across mass
number. Right: data from the left projected onto an aligned histogram in
Ar. There are ∼17,000 nuclear transitions in this dataset, with there being

of course no restriction on the resultant state after photon emission

Also available on ENSDF are the Gamma ray cards which contain ∼700,000 gamma

ray observations with ∼17,000 reduced transition probabilities. These are plotted in fig-

ure 4.7, with the most common multipolarites shown on log-log plots in figure 4.8, with

the radiative decay rates for all known B-values plotted in 4.6.

For candidate NEEC transitions in which the nuclear matrix element is unknown, we

can use this matrix element database, filtered by multipolarity, to make an intelligent

guess of the the B-value. Since the database contains a large number of transitions, we

can see a distribution for each of the strongest transitions in figure 4.8. One would read

off an appropriate value according to the energy of the transition, and filtering by similar

mass numbers, to make a good estimate of a B-value if this is not known for a transition.
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FIGURE 4.7: Gamma ray data produced by reading ENSDF Gamma con-
tinuation cards. B is the reduced transition probabilities for a gamma ray
transition. These values are used in our analysis according to equation 1.23

FIGURE 4.8: B-values for the most common multipolarities
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4.1.4 Isomer Data - Atlas of Nuclear Isomers

As mentioned in chapter 1, the atlas of nuclear isomers is used as a database for isomeric

states, as it is collated from both NUBASE, ENSDF and literature [34].

Isomer excitation energies and lifetimes are summarised in previous works [34][30]

and available as a compilation known as the "Atlas of Nuclear Isomers" in [34], and again

we present a collation of this data that we have wrangled in figure 4.9 2. Since often these

isomers are not yet presented in the ENSDF database, one would have to make an intel-

ligent guess of the nuclear matrix element, using the gamma database tool mentioned.

FIGURE 4.9: Energies and rough half-life of all isomers collated from the
atlas of nuclear isomers [34]

2in this case taking around 103 clicks to extract data from PDF tables
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4.2

General Search Algorithm with Energetic Constraints

In order to observe NEEC, we have adopted a systematic approach, in which we test all

nuclides under all conditions, down selecting by applying experimental constraints. This

is powerful as now that NEEC has been observed in early 2018 [22], for it to be useful, we

have to be able to ‘fine-tune’ our choice of candidate system and know that it is the best

available for a certain purpose. Ee here is known as the experimentally accessible energy.

The general set of conditions which can be accessed as in chapter 3, expressed more

computationally is as follows:

(i) Search through all nuclear transitions (Q) known to exist, which satisfyQ = |Vi|+Ee

applying a maximal constraint on Ee, given the best possible experimental appara-

tus, i.e., we will have an all-inclusive list of possible Q and |Vi| which could match

for an experiment; which are constrained accordingly depending on the facility.

F (Ee), must then be controlled via a user interface so that the continuum electron

energy distribution ∆ overlaps the resonance spectrum as much as possible.

(ii) Down select to maximize the detailed balance resonance strength and the macro-

scopic cross section, so that the resonance fraction is non negligible; we roughly

maximize the fraction F (Eeff ).

(iii) Compute resonance strength and typical NEEC probability that would require a 1

week long continuous experiment. So we are highly sensitive to the beam intensity

or the laser pulse repetition rate, depending on the facility available.

(iv) Down select depending on a detectable (or useful) NEEC signature relaxation. This

goal has not yet been achieved in the NEEC database and should a priority in ex-

tending this work.
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4.2.1 Map of the Database Structure

The relational database structure of the NEEC database is shown in figure 4.10. Each

database source (represented as a cylinder) was first wrangled using modern relational

database techniques and the R programming language. Once energetically viable candi-

dates are ascertained, the BrIcc tool is used to calculate the resonance strength, along with

the B-value used to calculateAr. FLYCHK is used to then calculate the n-LTE charge state

distributions and each scaled resonance channel is stored in the database. The database

assumes Weisskopf estimates for an unknown B-value, but one can adjust this via the

user interface to the database once one has made a more intelligent guess of the B-value.

FIGURE 4.10: Structure of the NEEC Database, with the dimensionality
implicit to the size of the analysis
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4.3

High Powered Laser-Plasma

We present in this section a candidate search for the best NEEC plasma candidate sys-

tems. All rates in this section are expressed in ion−1s−1, as this eliminates a variable in

what is an extremely high dimensional parameter space. One should order these can-

didates by the largest rates per ion, and only then an analysis of the enrichment of the

nuclide in the solid will inform one of the final best approach. The results displayed are

encouraging, but one might expect these rates to be larger, given how large the IC rate

can be, and again one must bare in mind the difficulty in detecting a depletion signature

in a plasma.

4.3.1 The Hottest-Densest Terrestrial Plasmas

FIGURE 4.11: All the NEEC plasma rates assuming one can tune to Te =
Eeff . This is also assuming a maximal terrestrial electron density of 1024

e−cm−3. All energies are in keV, B in w.u., S in beV, and rate in s−1

A summary of the NEEC rates one can achieve terrestrially is displayed in figure

4.11. The results are slightly worrying, for even the highest NEEC rates of 107ion−1s−1,
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one must for these rates create a total plasma lifetime of 1ns over an experiment and sus-

tain 1011 candidate ions to get 105 NEEC events (with an optimistic detectable fraction

of 10−3 and an overestimate factor due to using S(αtot) of 10). This highlights a possible

need to inject electrons into the plasma and increase the electron density by several or-

ders of magnitude. In getting as close as possible to these rates, one must maximise the

macroscopic factor by choosing the best laser facility. The main goal of the NEEC tool is

to assist with this task.

The modal IC rate shown in figure 4.5 is ∼ 109atom−1s−1. This is compared to a

modal NEEC rate of ∼ 101ion−1s−1 expressed in figure 4.11 for terrestrial densities of

1024e−cm−3 and tuned electron temperatures. Evidently one would require electron den-

sities ≫1032e−cm−3 in order for NEEC to be at an equilibrium with IC and for the Boltz-

mann relation to be challenged in equation 1.28. This would be an astrophysical plasma

condition where ions are fully ionised and degeneracy factor in equation 3.56 ≪1.

As defined, we can already evaluate an optimal figure of merit for the highest irradi-

ance laser facilities using the macroscopic factor (time integrated NEEC Flux Φ), which

is displayed in figure 4.12. One should choose the facilities with the highest macroscopic

factor so long as the temperature is above a threshold to be fully ionised. Noticeably, the

macroscopic factor varies proportionally with the repetition rate of the laser, so we can

conclude that if the electron temperature is tuned to the effective impact energy of the

resonance spectrum, and the plasma is fully ionised, then one must maximise the plasma

lifetime available within the experimental run, by choosing the facility with the highest

repetition rate and and hot electron temperature closest to Eeff . Figure 4.12 shows us

that it is not necessarily best to choose the highest irradiance facility. One can define a 3

or 4 dimensional surface to properly optimise the macroscopic factor, but it is beyond the

scope of this project; although the data infrastructure to achieve this goal has neverthe-

less been provided with the NEEC tool. Φ should be maximised at a specific facility by

tuning the electron temperature to be as close to the effective energy as possible.

Using FLYCHK n-LTE calculations, one can see the temperature required to fully

ionise a plasma accross the elements. "Fully ionised" considered as having an average

charge state of (Z-0.5)+ as in a plasma the average charge state only tends towards Z:

there will always be a small fraction of ions in a charge state Z+1. The T q=Z+0.5
e plot is

shown in figure 4.13. Since we only have CSD data for Te < 100keV, we make an empirical
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FIGURE 4.12: Macroscopic factor (left axis) and Maximum Repetition Rate
(Right axis) for the high power laser facilities considered. The facilities
are ordered from left to righ in increasing irradiance (and thus electron

temperature)

FIGURE 4.13: Temperature required to achieve a fully ionised plasma at
n-LTE (average charge state data from FLYCHK [44]). A step like structure
for higher temperatures is due to a lack of resolution in temperature val-
ues. More temperatures need to be calculated, but trends can still be seen.

Colours are to help distinguish the different elements.

approximation that the plasma temperature must be above the total electronic energy of

the atom (i.e. the energy required to remove every electron sequentially). This is shown

to be a reasonable approximation in figure 4.15 whereas an underestimate would to use

the last electron binding energy, shown in figure 4.14
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FIGURE 4.14: Fully ionised temperatures compared to the ionisation en-
ergy of the last remaining electron on the atom in the plasma

FIGURE 4.15: Fully ionised temperatures compared to the total electronic
energy (sum of all ionisation energies)

The top 30 isomeric NEEC terrestrial plasma rates with known B-value are presented

in table 4.1. One should adjust the electron density via the NEEC tool for these specific

candidates and evaluate their astrophysical impact with the produced upper limit NEEC

rate; this is proposed as an immediate extension to this work.
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TABLE 4.1: TOP 30 viable calculable isomeric NEEC transitions for all plas-
mas assuming Te is achievable by the laser. All energies are in keV, B in

w.u., S in beV, and rate (RNEEC) in ion−1s−1
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4.3.2 Cooler Plasma Results

When we produce plasma’s that have an electron temperature ∼ |Vi|, the macroscopic fac-

tor becomes highly convoluted with the microscopic resonance strength, since the plasma

will have a charge state distribution. Candidate examples of the NEEC rate for tempera-

tures and densities for which there is FLYCHK data, are shown in figures 4.16, 4.17 and

4.18. We see there is a typical shift in the optimum to lower temperature, as the electron

densities are increased, this is since the the average charge state increases, exposing more

resonances and thus shifting the optimum towards inner subshell capture channels. We

see that in general the effective energy, Eeff (shown as a black line), is a good predictor

of the optimum temperature.

In the case where CSD data is not available we must use the effective resonance

strength S(αtot, Eeff ) calculated in equation 3.41. One can estimate a LTE charge state

distribution using the SAHA equation [38] or by running FLYCHK to higher tempera-

tures - this is proposed as an extension to this work, yet, already the optimal temperature

can be found to within 1keV up to a temperature of 10keV and to within ≈25keV for

temperatures between 10keV and 100keV with the CSD data provided. Above 100keV as

it stands the calculation uses S(αtot, Eeff ), i.e. the plasma is assumed to be fully ionised

when this may not be the case, especially for Te < Etot, which is our approximate fully

ionised temperature. More CSD data should be generated above 100keV and at more

regular temperature intervals, using the appropriate type of equilibrium.
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FIGURE 4.16: NEEC Rate for in 93mMo within the FLYCHK grid of tem-
peratures and densities. Optimum temperature reproduces well the data
from [40] and can be applied to all NEEC’able candidates in the database

FIGURE 4.17: NEEC rates per ion calculated using the NEEC tool for the
24.46keV M1 transition from the 157keV isomer of 101Rh. The effective

electron energy is plotted in black
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FIGURE 4.18: NEEC rates per ion calculated using the NEEC tool for the
12.81keV E2 transition from the 69.6keV isomer of 130I. The effective elec-

tron energy is plotted in black

4.4

NEEC Companion Tool

The NEEC companion tool, developed over several years, allows an experimenter (or

theorist) to change the electron temperature and density 3 creating a n-LTE plasma which

entails a charge state distribution. The tool is available via the link https://shiny.

york.ac.uk/neec4. The password, if required, is available to the user on request to

the author.

The NEEC tool is split into 3 Tabs.

• "Find Transition" Tab, shown in figure 4.19. This allows the user to search through

all possible nuclear transitions with upper limit plasma and EBIT rates, calculated

using S(αtot, Eeff ). The user can search between a certain range of impact energies

to see what kind of NEEC candidates are relevant in a certain environment. Once

the user has selected a candidate transition of interest, they should move onto the

third tab. If the "Weisskopf Estimate" variable is TRUE then the user must first go

3or a laser facility parameter
4The page can take a few minutes to load in your browser

https://shiny.york.ac.uk/neec
https://shiny.york.ac.uk/neec
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to tab 2 to make a best guess of the nuclear matrix element. The user may also filter

the results in tab 1 for isomeric only or known B-value only.

FIGURE 4.19: "Find Transition" Tab of the NEEC tool

• "Guess Matrix Element" Tab, shown in figure 4.20. When the matrix element is not

known for the nuclear transition one can make an intelligent guess of the matrix

element by filtering the simplified ENSDF gamma database. Double clicking on

a certain multipolarity (creating a subplot like in figure 4.8) and filtering by mass

will inform the user of an intelligent guess for the B-Value input for the "Explore

Nuclide" tab.

FIGURE 4.20: "Guess Matrix Element" Tab of the NEEC tool
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• "Explore Transition" Tab, shown in figure 4.21. The user will then setup the param-

eters in the boxes to match their desired candidate and conditions (Either "Astro-

physical" or "Facility"). Assuming the effective impact energy is less than 100keV,

then CSD data can be generated and the optimal temperature and density can be

calculated by pressing the "Optimise Temperature" button at the bottom of the left

pane. Once the Rate data is calculated (this can take up to 20min), the user may

download this data to complete their own astrophysical NEEC rate study with the

candidate

The NEEC tool can be used as both an astrophysical tool to evaluate the impact of

NEEC in a high electron density environment, as a candidate search tool for plasma and

EBIT candidates, and as an optimisation tool for a proposed plasma experiment. The tool

will increase in accuracy as more CSD data is added for higher electron temperatures.

Also, using the Gamma B-value search and input aspect one can predict NEEC rates that

are worth calculating in more detail in a model dependant fashion.
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FIGURE 4.21: "Explore Transition" Tab of the NEEC tool. Sometime’s Shiny
will display an error message at the bottom, which can safely be ignored.
The instructions for getting results from this tab should be followed care-

fully otherwise the tool may crash.
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4.5

The Stockholm Electron-Beam Ion-Trap - Results

There are 311,655 possible species for this setup, which are spread over 6759 energetically

viable nuclear transitions. The number of transitions which can be calculated due to

known reduced transition probabilities is 1054, with the most promising rates expressed

in figure 4.22.

These rates are calculated assuming the species can be fully ionised in the EBIT, with

upper limit densities at the Stockholm super EBIT [55], ne = 1× 1011e−cm−3 and nion =

1× 109 ions cm−3.

The candidates in table 4.2 one should consider for nuclear battery applications and

development. One should select from this list an initial energy and long enough isomeric

lifetime to last as long as one needs to transport and store the battery, and convert to

electro-chemical energy on command via NEEC or a similar mechanism. The data in this

table is presented alongside the upper limit NEEC plasma rate in the "find transition" tab

of the NEEC tool.

The top 15 EBIT candidate species are presented in the tables of figure 4.22, as well as

the distribution of the rates. It is notable that although there are much lower total rates

in this scenario when compared to a plasma, one can run an EBIT constantly, and so one

expects the yield to quickly outweigh that achievable in a plasma.
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FIGURE 4.22: Viable calculable NEEC transitions from the nuclear ground
state at the Stockholm EBIT. All energies are in keV, B in w.u., S in beV, and

rate (Rneec) in s−1
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TABLE 4.2: Top 30 viable calculable isomeric NEEC transitions at the Stock-
holm Super-EBIT. Since these results are within the strongest single reso-
nance channel, they have implications for nuclear battery possibilities. All

energies are in keV, B in w.u., S in beV, and rate (Rneec) in s−1
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4.6

Future Work

In order to make best use of the NEEC database and companion tool, various additions

should be made, to keep the calculations at the forefront of isomer depletion:

• The NEEC candidate database must be extended to include nuclear excitation by

muon capture (NE-µC) experimental techniques [56], the setup required for this is

likely similar to an EBIT, and NE-µC has recently been reported theoretically as a

promising alternative to NEEC, with larger resonance strengths due to the more

penetrating orbits in muonic atoms. One should use the EBIT list as a starting point

and evaluate the NE-µC rates using the ab initio resonance strength.

• An enrichment study should be completed by evaluating the isomer production

yield of the top 100 isomer candidates via all possible mechanisms.

• Develop the database into an overall depletion tool by incorporating all other deple-

tion mechanisms such as nuclear excitation by electron transition (NEET) or photo-

excitation, thus, one will have the ability to globally study and optimise nuclear

battery techniques and isomer mediated astrophysical pathways.



112

Chapter 5

Exploration of the Beam Approach -

Channeling Proposal and

Developments

———————————

We have seen that the plasma approach can be optimised by using both the combi-

nation of rep rate and electron temperature for a very hot-dense plasma or for a cooler

temperature we have designed a method to compute and analyse the optimal environ-

ment based on the charge state distribution. In any case the electron density needs to be

maximised.

For the beam-foil approach, one can supposedly separate the distinct deexcitation sig-

natures in space and time due to the ion species moving along a well defined path with

a separate transverse and longitudinal velocity phase space and precise time signature.

This certainly opens up the possibilities for detection, yet, unfortunately the probability

of close nuclear encounters is increased without the plasma effects such as Debye shield-

ing [38] 1. An ion will likely inelastically scatter via virtual photon exchange when within

an impact parameter close to the nuclear radius.

1in which free electrons in a plasma surround the ions inducing a quasi-neutrality at certain length scales
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5.1

Detection Experimental Techniques

There are several detection methods available in the ion-beam experiment:

1. Gamma Detection

2. Conversion electron detection

3. Specific gamma detection via xray mirrors

4. Recoil Tagging for exclusion of Coulomb excitation

5. Triple coincidence detection

This chapter analyses whether an increase in the ion-electron density due to chan-

neling, can increase the NEEC rate enough to be observable over Coulomb excitation

(CoulEx). There is also the ability to vary the entrance beam energy, which would enable

the experimenter to characterise CoulEx as part of the experiment.

5.2

Choosing a distinct NEEC Pathway

5.2.1 Triggering in a Beam-Foil geometry

If the NEEC candidate is traveling as a beam, there are a plethora of ways one can

’present’ the capture electrons; such as the delta (ionized) electrons in a warm solid, or

weakly bound valence electrons in a crystal as already mentioned. If the target is a ran-

domly oriented solid, then the emergent beam will have experienced inelastic nuclear

reactions, such as Coulex.

The beam will invariably lose energy in discrete steps as collisions occur as in the

example given for 93mMo shown in figure 5.1. This experiment was carried out in early

2018 at Argonne, with positive evidence of depletion, that was not necessarily due to

NEEC [22]. Although useful, supporting the existence of depletion, it is not necessarily

the best or most useful candidate system for NEEC identification. Thus stimulating the

need for an all inclusive search algorithm that was presented in the previous chapter.
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FIGURE 5.1: General schematic of a Nucear Beam experimental scheme,
from [57]. The ’target’ is used to produce A(i)Nj (charge state (Z-i)+, iso-
meric) type ions via fusion evapouration reactions, which pass through the
’stopping medium’ in which NEEC occurs. The thickness or the ’stopping
medium’ is chosen so that Coulex is suppressed and enough A(n)Ni are
NEEC’ed for detection. If one is confident in an estimate of the competing
nuclear excitation rates, it is very likely any considerable increase in the
nuclear excitation number is due to NEEC ... as in the successful experi-

ment at ANU in whch the stopping medium was largely solid C

We draw attention to calculations in [57], shown in figure 5.2 which was a precursor to

the experimental setup used in [22]. Clearly a wider capture level width (Γneec ≈ Γatomic)

is preferable, and thus a case which allows the impact electron energyEe to remain within

the resonance width as long as possible is preferable. We showed though in chapter 3 that

by applying the narrow resonance approximation, the NEEC probability is independent

of the NEEC width.

FIGURE 5.2: a) Stochastic energy loss through 93mMo 3d capture width
b) Stochastic energy loss through 93mMo 3p capture width (very narrow!)

[57].

5.3

Channeling: Selling Points and Theory

The high electron number density in a crystal channel ∼1023 e−cm3 is comparable to

plasma electron number densities. With a high enough beam intensity, one could equal
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or even exceed the plasma ion-electron density. Coupled with the detection benefits,

this method seems highly attractive. One must calculate the fraction of particles that are

channeled.

Much of the early theoretical work on NEEC (1990s) was based around a fully stripped

ion beam channeling scenario, which involved passage of a nuclear beam through the

open ’channels’ of a {110} crystal such as Si. A well channeled nucleus will experience

correlated collisions with the most weakly bound electrons in the solid.

Thinking in terms of flow dynamics, the channelled particles become laminar (follow

smooth paths in layers until scattered) and uncorrelated; the behaviour of an ensemble

of entrance particles can be considered independently, and its motion is due to a string

potential 2 of the aligned crystal lattice.

With the correct crystal alignment, thickness, and rectilinear beam dynamics, an ion

can travel through a crystal with a suppressed nucleus-nucleus (collision and Coulex)

interaction cross-section due to charge screening and ‘see’ mainly a dense electron gas.

Condensing the theoretical work of Datz et al in [58], to a good approximation, the

transverse energy of a channeled ion (total energy Ebeam) must be conserved, and be less

than the thermal vibration amplitude of the crystal atoms.

Etrans = ZeffU(r) + Ebeamθ
2 < qU(rth) (5.1)

Zeff = Z − i is the effective nuclear charge for an i electron ion, and U(r) is the axial

continuum potential. The critical angle of incidence (θ) for channeling, which must be

obeyed to avoid fountaining of the beam, is

θ < θc = (
Z1Z2e

2

Ed
)
1
2 (5.2)

So the emittance of the incident beam and the temperature of the crystal should be

chosen wisely so that the beam is well-channeled.

In channeling there are several excitation mechanisms which have been discussed in

[60], [59], which generally involve capture into excited atomic orbitals and then residual

2potential of an aligned string of nuclei, which does not vary longitudinally
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FIGURE 5.3: For Si viewed along the {110} Miller Index. Left: Potential
Map lines 1 - 7 :-> 0 - 50eV. Right: Electron Density Map lines 1 - 8 :-> 0 -

30 e−Angstrom−3 [59]

energy excites electron transitions (figure 5.4), as well as direct nucleon-nucleon inter-

actions involving close nuclear encounters (Coulomb Excitation), which are suppressed

due to the limit on the impact parameter caused by channeling.

FIGURE 5.4: Competing Electronic excitation resonances [60]. These could
interfere with the x-ray signature from NEEC-X

The resonance beam energy in the lab frame is calculated accurately with the expres-

sion [46]

Ebeam ≈ MN

me
Ee =

MN

me
(Q− Vi) (5.3)

5.3.1 Cross Section Estimates for Channeling scenario

The estimates of the cross section from this technique for some heavy nuclides are shown

in table 5.1. These computations are based on approximations using partial radiative
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TABLE 5.1: Differing orders of magnitude of σNEEC (which is an average
cross section through the target) for some heavy nuclides, depending on

the approximation used. [61]

widths (σ1), Weisskopf estimates (σ2), and scaling of internal conversion lifetimes in [45]

(σ∗).

The free electron parameters in this case are estimated for the capture of quasi free-

electrons in the fermi gas of a Si {110}3 channel described above. The cross sections

appear to differ vastly, and thus these approximations are too approximate, and lack

information on the reduced transition probability.

5.4

Optimisation of the 84mRb experiment at TRIUMF: CoulEx and Channeling

We have constructed a proposal for the channeling scenario using an 84mRb beam which

was accepted by the experimental commitee at TRIUMF in 2018. The original proposal

is attached in appendix B, with more elaborate details calculated after submitting the

proposal described in the next section. The calculations have been refined throughout

the duration of this PhD as the state of the art theoretical approximations have been im-

proved. The most up to date calculations are expressed in the progress report (composed

with help from D. Jenkins and C. Murphy), which was accepted by the experimental

committee in early 2022 and attached in appendix D. A visit to TRIUMF in 2019 allowed

the experimental approach to be refined, and whilst there the author contributed to pub-

lished work in Physical Review Letters, attached in appendix C. To properly analyse the

order of events one should read appendix B, then the next 2 sections here, then appendix

C and D. This may seem a little confusing but the focus of the PhD shifted drastically

towards candidate searching due to COVID restrictions in 2020. We have presented this

chapter in a logical manner, which is not in line with the order of events.

3this is a Miller index
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FIGURE 5.5: Relevant Parts of the 84Rb Level Scheme, the 20min isomer is
the 6− level in the centre [62]

5.4.1 84mRb Channeling experimental proposal

5.4.2 Experimental Setup

The proposed experimental setup is in figure 5.6. 84mRb at a charge state 15+ will impinge

on a Si crystal with a minimal divergence, a small fraction of which will be channeled

along the crystal parallel to the atomic strings in the {110} plane. A representation of

this channeling effect is in figure 5.7. Electron capture and loss will occur during chan-

neling due to the very high electron density experienced, which will cause charge state

broadening and energy loss of the beam particles.

FIGURE 5.6: Basic setup for the accepted 84mRb experiment at the TRIUMF
ISAC 2 beamline. The experiment is axially symmetric. The TIGRESS array
will measure gamma decay in sync with the RF pulse timing for NEEC
detection, and in sync with Si recoil detection in the Micron S2 detectors

for CoulEx detection.
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FIGURE 5.7: Inside the target

The resonance beam energies required for 84mRb NEEC, via capture into the lowest

available atomic orbital at all charge states is shown in figure 5.8, with the coloured re-

gion showing the resonances met by the beam, initially at 5.55MeV/u, as it slows and

broadens its CSD in the channel by around ±4. We will use the most stripped charge

state available at the facility (15+) without sacrificing significant beam intensity. We have

assumed the energy loss in a channel is ≈ 0.5∗ dE
dz , the energy loss for randomly orientated

Si, which according to [63, 58] is a reasonable value across a wide range of beams. The

distribution of energy loss is difficult to estimate analytically, due the the strong impact

parameter dependence of the electronic energy loss and the complex range of transverse

oscillations that can occur by beam particles in the channel [63], which has a strong de-

pendence on initial conditions. This needs careful simulation, and it has been judged in

this work most appropriate to use the Monte-Carlo code FLUX7 [64] and Geant4 where

appropriate.

Using SRIM [47], which computes the Bethe-Bloch formula for nuclear and impact-

parameter-averaged electronic stopping, the stopping power of 5.55MeV/u (466MeV)

84Rb is ≈10MeV per µm, and for the channeled beam will be ≈5MeV per µm. So to

pass the available charge state broadened resonances, we will need a target around 10µm

thick. It is possible to buy {110} aligned Si with thicknesses of several hundred microns,

and we plan to thin these into <10µm wafers using KOH solution at 90◦C following the

method in [65].

In the first few thousand Si atoms experienced (the first micron or so), the flux of
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FIGURE 5.8: NEEC resonances energetically met due to the charge state
broadening and energy loss of a 15+, 5.5MeV/u 84mRb beam incident on
electrons at rest. Also annotated are the NEEC and Coulex rates experi-

enced by varying the entrance beam energy

beam particles that are actually channeled will vary, and many close nuclear encoun-

ters will occur, as can be seen in figure 5.10 due to the low channeling flux (which will

cause an inverse effect of ‘blocking’). Typically, at very low energies, these close encoun-

ters would be adiabatic when interacting in the electromagnetic field on the timescale of

intra-nuclear dynamics, and elastic Rutherford scattering would occur. Though at these

energies (∼100s MeV), this process becomes inelastic (Coulomb Excitation) and one or

both of the nuclei can become excited (the nucleons dont have time to reorient themselves

while being perturbed). This is especially relevant for the proposed transition (Jπ = 6−

to 5−) due to the low multipolarity (M1 or E2).

We have used GOSIA [66] to solve the TDSE and calculate a form factor for Coulomb

excitation. This allows us modify the Rutherford [differential] Cross section by an inelas-

tic form factor, then integrate over a detectable scattering angle, giving us an approximate

CoulEx cross section based on various estimations of the matrix elements for the transi-

tion. We have used the M1 matrix element measured for the gamma decay of the pro-

posed NEEC transition and a pessimistically larger value. Similarly, since the excitation

is mixed, there is the possibility of E2 excitation. We have used an E2 Weisskopf estimate

as a starting point, and then a much larger value. The results are shown in the table be-

low. Evidently the cross section is very sensitive to E2 matrix elements, and we cannot
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Type Matrix Element (w.u.) Cross Section (mb)

[M1] Gamma 0.080 0.00134
M1 Weisskopf 1 0.0244

M1 Larger 3.5 0.277
E2 Weisskopf 1 5.07

E2 Larger 5 107

TABLE 5.2: Coulomb Excitation cross sections for detection of recoils by
the Micron S2 detector behind the target. The analysis is for qualitative
comparison, errors are 10% as per the Gosia manual [66]. The table cur-
rently needs expanding to include mixing (M1 + E2) but we place an upper
limit on E2 CoulEx by assuming it is pure E2 with an overestimated matrix

element.

rule out that the proposed NEEC excitation could be strongly swamped by E2 CoulEx.

We are aiming to measure the CoulEx cross section and thus extract the matrix elements

directly in this experiment, so we can fully understand and discount this competing exci-

tation. Furthermore, we will then be able to predict how the CoulEx cross section evolves

with beam energy, running the beam at energies above and below the resonance region.

We should then see a spike in the NEEC transition signature when we run the beam on

resonance, and accurately predict how much of this yield is above the CoulEx yield.

5.4.3 Beam Dynamics

Channeling is highly sensitive to the beam dynamics at the entrance to the crystal.

Transverse particle phase space (x, a) and (y, a), where x or y is the displacement of

a beam particle off the ideal trajectory and a the divergence, is distributed as a bivariate

Gaussian, limited at large values of x and a by the central limit theorem [67]. There

is an ellipse that encloses a specified percentage of this distribution, which satisfies the

condition:

γx2 + 2αxa+ βa2 = εγ =
1 + α2

β
(5.4)

Where α, β and γ are the twiss parameters (not to be confused with relativistic Lorentz

factors) that define the ellipse based on the various focusing and steering magnets of the

accelerator lattice. ε is the geometric emittance of the accelerator, the area πε (the area
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of the geometric ellipse) is conserved, as a fundamental property of beams according to

Liouville’s Theorem [68].

The divergence is defined as a = px
pz

= tan θ ≈ θ for small angles, where θ is the

angle a beam particle’s velocity makes with the beam direction. Ideally for channeling

we would want the beam to be entirely rectilinear (i.e. parallel to the beam direction

and perpendicular to the target surface), so the beam particles that hit the channels will

remain channeled. Realistically, all we can do is tune the shape of the available phase

space ellipse (defined by the accelerator lattice), so that it is minimally divergent (small

a), at the expense of a large beam waist (large x). By evaluating equation 5.4 and finding

the maximum points of x and a, and assuming final focus will produce an uncorrelated

ellipse (α = 0 =⇒ γ = 1
β ), we can set the following constraints on the beam:

ε =
x2

β
+ βa2 (5.5a)

=⇒ xm =
√
εβx (5.5b)

am =

√
ε

βx
(5.5c)

The possible transverse beam parameters have been quoted via correspondence with

TRIUMF [69] between the following range:

• 90% Emittance ε = 3.68 mm mrad (emittance whose ellipse encloses 90% of the

beam particles)

• βx,y = 25cm =⇒ xm = ±0.959mm by am = ±3.84mrad

• βx,y = 6.25cm =⇒ xm = ±0.48mm by am = ±7.67mrad

The beam particles in transverse phase space which obey θ < θc, Lindhard’s critical

angle [70], will instantly be channeled. At the resonance beam energy, θc = 0.033µrad for

axial channeling. We can check the channeled fraction by generating random numbers

distributed as a bivariate Gaussian with σx = xm
n and σa = am

n ; n = 1.645 corresponds

to 90% confidence. Some calculations of the initial channeling probability based on the

quoted beam parameters are shown in figure 5.9, which shows an upper limit channeled

fraction 10−4.
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It is no doubt a concern that the initial channeling probability is so low, but the actual

channeled fraction could be an order of magnitude higher, due to scattered beam particles

channeling along different axial and planar channels further into the target. This would

require a thorough Monte Carlo simulation, but at least using Lindhard’s critical angle,

we are able to conclude if this technique is worth simulating.

The most appropriate detection station at TRIUMF is TIGRESS, a spherical array of ar-

ray of gamma detectors, which we will use to measure the triggered de-excitation caused

by NEEC from the 6− (T 1
2

= 20min) to the 5− (T 1
2

= 9ns) level, the energy matching

of which is shown in figure 5.8, and the nuclear levels relative to the isomer shown in

figure 5.5. For the de-excitation from the 84Rb 5− level there will be a 218 keV (9ns)

gamma followed by a 248keV (T 1
2
= 0.3ns) gamma from the 3− level within a few ns or

so, which will be the signature of NEEC + CoulEx. We have proposed replacing the Ge

detectors (which typically have 10ns resolution) with LaBr (<1ns resolution) to allow us

to resolve these decay events in coincidence with each other and between each ion bunch

from the accelerator. Using low level RF which is synchronized with the accelerating

cavity RF, we can record time stamps for each ion bunch entering the target, and store

prompt gamma events that follow within ≈ 30ns, the ion bunch separation will be 85ns.

A NEEC (signature) event is defined as a beam bunch entering the target followed by a

218keV gamma and then a 248keV gamma, well before the next bunch (85ns later). Since

the beam velocity is ≈ 0.1c, we will have to apply a Doppler correction to the measured

gamma energies at the detector array.

The measurable NEEC and Coulex count rates in [s−1], are computed as follows

Rtot = RNEEC +RCoulEx (5.6)

RNEEC = ϕtargetfchσNEECnefdetδz (5.7a)

RCoulEx = ϕtargetσcoul(E)ρnucf
c
detztarget (5.7b)

where the channeled fraction fch =
∫ z=10µm
z=0 P (z)dz and Pch = P (z = 0).

P(z) is the time averaged total channeling probability at a certain distance through the
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target, and could be as high as 100 ∗ P (z = 0). This arises since P (z) varies drastically

during scattering through each layer of crystal atoms, allowing new channeling direc-

tions to come into play [71]. fdet is the detectable fraction of NEEC’s, which depends on

the detection efficiency of TIGRESS. The physical resonance width δz = Γ
dE/dz arises due

to the atomic width Γ = 8∆Vi ≈ 8 ∗ 1eV, where the thickness of the target in which the

resonance can occur is determined by the rate of energy loss of the beam in a channel;

the factor 8 accounts for the number of resonances we can hit due to the charge state

broadening.

Using the most conservative estimates for each element of equation 5.7, the NEEC

rate could reasonably be tuned to 0.1 (1) detectable NEEC’s per second. In the worst

case scenario, the detectable CoulEx rate will be 100 (1000) per second, although could

be reduced to 1s−1 given the impact parameter (scattering angle) reduction of channeled

particles.

For CoulEx, the rate will depend on the beam energy and how the cross section

evolves as a function of this. The cross section is also dependent on the nuclear impact

parameter range, which is strongly reduced during channeling. Hence a good model for

the channeling fraction and ability to distinguish channeled particles will be useful in

discerning RNEEC from RCoulEx. f cdet here depends on the Si recoil detection efficiency

multiplied by the TIGRESS array efficiency. The missing link in connecting the observed

rates with theoretical predictions requires us to model the evolution of the channeling

probability P(z) and energy loss throughout the target.

To separate the CoulEx background we will first run the beam at the resonance en-

ergy (5.55MeV/u) on a Pb Target for 1 shift to extract the transition matrix element. We

will then run the beam for 3 shifts at 1 MeV/u above and below the resonance energy,

avoiding the NEEC resonances either side. Knowing the matrix element will allow us

to predict how the cross section and thus how the CoulEx rate will evolve through the

NEEC resonance energy, producing a definite spike in the total depletion rate. We aim to

run at resonance for 9 shifts (each shift being 8 hours).

The accuracy of our simulations of P(z) and dE
dz will affect how precisely we can com-

pute the peak value of σneec from the experiment. This is our proposed link with the-

oretical predictions, which are yet to be calculated by collaborators. One should start

with the simulation programs such as FLUX7 [64], a modification of Geant4 [72] proton
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channeling, or any computationally efficient Monte-Carlo simulation.

5.4.4 Setting Up Analysis of Results - Extracting the matrix element and com-

paring the results with theory

It has been evident through attending a CoulEx school, and conversations with col-

leagues, that in a dense and partially collective nuclear level scheme; the extraction of

matrix elements and shape parameters in order to evaluate offline the unknown ma-

trix elements in order to eliminate the competing depletion is extremely time consuming

∼ 1-2years. It is thus suggested that to continue this work, and to advance the subject

of isomer depletion (and NEEC verification), there is funded a new PhD student to focus

entirely on CoulEx and channeling based on our results in this chapter. Such analysis

needs experimental-theoretical collaboration before the experiment and the most novel

and sensitive detectors to properly eliminate the non-depletion contribution to the detec-

tion spectrum. In future work, the candidate searching technique needs to be expanded

into the beam-foil approach, by connecting the NEEC database with inputs to GOSIA and

SRIM. The candidate environments are expected to be similar to those identified in the

plasma approach, but a different analysis should be made of the charge state distribution.



Chapter 5. Exploration of the Beam Approach - Channeling Proposal and

Developments
126

FIGURE 5.9: Change in the Transverse phase-space calculated as a function
of Twiss β. The top row corresponds to the quoted range of β for final fo-
cus. The bottom row corresponds to an increase in β, which would require
re-optimising the focusing quadrupole strengths. The green line roughly
represents the area in which beam particles will be initially channeled. Or-
ange lines represent a spacial cutoff (collimation). The best case channeled

fraction is ∼ 10−4
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FIGURE 5.10: Channeling Flux of proton beam particles [63]. Stabilisation
takes around 2µm, where CoulEx will then be suppressed. The situation
will be similar for a nuclear beam, as the effects on the proton can be scaled

by Z.
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Chapter 6

Conclusions

In this thesis we have presented the generalised NEEC rate equations using the principle

of detailed balance and assessed the limitations of the principle. The cases for different

NEEC pathways have been identified and assessed individually in order to calculate an

accurate-enough total NEEC rate, guaranteed as an upper limit. All currently investi-

gated experimental approaches have been considered and generalised.

In the plasma and EBIT approach every viable NEEC candidate system has been con-

sidered and approximated as an upper limit in order to generate a master database of

rates, and as such an associated experimental/theoretical tool developed to encourage

extensions to this work indefinitely, so long as the tool is used by the wider isomer deple-

tion community. Also we have enriched the possibilities for theoretical and experimental

study across the nuclear chart and periodic table, by placing a limit on how much NEEC

we can discount. Examples of how this tool can aid in experimental design are presented

for the medium irradiance plasma approach, and a macroscopic factor is presented for

the high power approach so that the experimenter can quickly and efficiently proceed in

their facility choice and laser-target design. The results presented for isomeric states in

chapter 4 should receive intensive focus, especially in regards to how many of the isomers

one can induce into a reaction volume. Similarly, with strong NEEC rates these isomeric

candidates can have astrophysical significance, which should be assessed in high electron

flux environments.

Throughout this study, simplifications have been made to render the general case

tractable, yet we have highlighted and defined where this is the case, logically sustaining

the upper limit. The upper limit allows one to discount microscopic and macroscopic

candidates that would inevitably be waste of time, without having considered all other
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possible cases. One can be guaranteed the approach and the tool will lead to many fu-

ture publications and experiments as the database is utilised by groups worldwide. The

malleability of this search is expected to save a lot of people a lot of time since the mecha-

nism in the constructed database can be changed to any reaction type, and thus we have

designed a methodology that will massively enrich the field of isomer depletion.

In the final chapter, details of an experiment and accepted proposals are given. This

experiment should be carried out as soon as possible to assist with challenging the un-

claimed isomer depletion probability in the NEEC discovery experiment. Extensions to

the NEEC candidate tool should be made to design the best course of action in beam-foil

experimental depletion design.
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Appendix A

Theoretical Computation of Internal

Conversion Coefficients

Analytically, in [7], The IC coefficient is calculated as:

αi(τL) = αFSπω
2ji + 1

L(L+ 1)

∑
kf

|Cjf ,−1/2

ji−1/2 (R
(τL)
kf + T

(τL)
kf )|2 (A.1)

Where αFS is the fine structure constant and C
jf ,−1/2

ji−1/2 is the Clebsch-Gordon coeffi-

cient. R and T involve integrations over large and small components of the Dirac equa-

tion and nuclear current densities.
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Appendix B

Original Channeling Proposal

Submitted to TRIUMF
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Appendix C

PRL: First Direct Measurement of an

Astrophysical p-Process Reaction

Cross Section Using a Radioactive

Ion Beam
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Appendix D

Progress Report for Rb Channeling

Experiment at TRIUMF
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