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Abstract

We present ways to characterise and optimise multilayers for skyrmion-based devices
using Co and CoB with Pt, Ir and Ta. Magnetic proximity effects at the interface of
a ferromagnet and a non-magnet were studied to find agreements between literature -
a topic which is often disputed. It was confirmed that Pt and Ir experience induced
moments at a magnetic interface, particularly Pt, and Ta causes a magnetic dead layer.
More moment was measured for CoB/Pt interfaces than Co/Pt, and an inhomogeneity
in the layer was seen below 8 Å of ferromagnet. The Pt spin polarisation depth was
shown to be ∼10 Å, and the top interface to contribute more moment than the bot-
tom. These effects must be considered in the saturation magnetisation of a multilayer
thin film. Attention was also given to the Dzyaloshinskii-Moriya interaction and its
strength, a key parameter of a skyrmion. It was shown, via collaborative work, that
this value could vary, even when the same sample was measured in different labor-
atories using both different and the same method. Proximity effects, and using an
approximation of Bloch’s law specific for thin films could also change the strength of
the Dzyaloshinskii-Moriya interaction. Synthetic antiferromagnets consisting of CoB,
Ir and Pt were also designed to produce a device with capabilities more suited for
skyrmion racetrack memories. Multiple parameters were characterised and trends were
established as a function of repetitions, material thicknesses and temperature. An un-
derstanding of the hysteresis mechanisms was established via electrical measurements.
A synthetic antiferromagnet was built with the ability to host magnetic field-nucleated
skyrmions, however, the skyrmions were not coupled together antiferromagnetically
across the two ferromagnetic layers. These samples were also probed with THz waves
by depositing the material on a nanofabricated coplanar waveguide. Adaptations of
the waveguide and the measurement set-up were successful, however, further work is
necessary to confirm the observed trends.
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INTRODUCTION

1.1 Introduction

Our planet has eight billion people, people whose lives become more and more dependent on
technology. Our planet faces a climate disaster, a disaster fueled by the increasing demand for
technology. The topic of this thesis is a magnetic particle called a ‘skyrmion’. This particle presents
a promising gateway to a planet that benefits from spintronics technology, and therefore less power
consumption.

An environment for skyrmions suitable for spintronic application is a magnetic multilayer. We
present ways to characterise and optimise multilayers for skyrmion-based devices using Co and CoB
with Pt, Ir and Ta. The intention of this thesis is to both establish conformity in the methods used
to carry out research into skyrmions, and to contribute knowledge, understanding and progress
into the field of research. In particular, involving synthetic antiferromagnets (SAFs), with the hope
that this work can promote further research and contribute to the battle against climate change.
Skyrmions have a unique set of topological properties, which lead them to be highly stable in their
environment. They can have diameters in the nanometer range, can now be stabilized at room
temperature without a magnetic field and can also be manipulated using an electric current - all of
which makes them suited for applications such as data storage and logic devices.[1–3] SAFs have
become a favoured choice for hosting skyrmions as they help counteract problems which arise in
ferromagnetic skyrmion hosting materials. Terahertz technology provides ultrafast speeds and is
becoming more common, such as in communication devices. Combining the field of skyrmions and
THz means potential ultrafast, ultra-stable devices could be designed for data storage and transfer.

This thesis focuses on the characterisation and investigation of skyrmion hosting ferromagnetic
(FM) materials and SAFs, using typical characterisation techniques, such as x-ray reflectivity, Kerr
imaging and magnetometry. Other more complex techniques which required nanofabrication of
devices were also performed, such as Hall resistance measurements and terahertz time domain
spectroscopy (THz-TDS).

1.2 Thesis Overview

Chapter 2 describes theoretical concepts relevant to the thesis. Chapter 3 provides a review of
relevant literature and progress in the research field. Chapter 4 details the experimental methods
which are used though out this thesis. Chapter 5 summarises literature from multiple decades
into the research of magnetic proximity effects (MPE) at a FM/Non-magnetic (NM) interface. It
compares these results with measurements taken on sputtered Co and CoB samples, interfaced with
Pt, Ir and Ta layers - sample structures commonly present in skyrmion literature.

Chapter 6 is part of a multi-partner research investigation into discrepancies when calculating
the Dzyaloshinski-Moriya interaction (DMI) in Co multilayers. Various approaches are considered

2



INTRODUCTION 1.2 Thesis Overview

to work out different parameters that contributed to the DMI constant. Also explored, is how
proximity effects affect the DMI, and the difference between using Bloch’s law for bulk or thin
films. The work from this chapter was published in Reference [4].

Chapter 7 investigates the antiferromagnetic interlayer exchange coupling (AFM-IEC) of CoB/Ir
/Pt multilayers as a function of temperature, number of repeats and thickness of the different
material components. It also proposes a sample design to host skyrmions in SAFs, which is also
studied as a function of temperature and thickness of the layers.

Chapter 8 describes the characterisation of coplanar waveguides, adapted from Reference [5],
to perform on-chip THz-TDS measurements. The waveguides include a Hall bar in which it is
possible to deposit the FM multilayers or SAFs which are studied throughout the thesis, and
therefore investigate high frequency behaviours. Results from field dependent measurements are
also reported.

The results from all the chapters are summarised in Chapter 9, including an outlook on future
work which could be performed to further the studies and consolidate the conclusions.

3
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THEORETICAL BACKGROUND

2.1 Magnetisation

Magnetisation (M) is defined as the dipole moment per unit volume. When a material is placed
into a magnetic field (H), M is usually proportional to H, with a factor of magnetic susceptibility
(χ) - which describes by how much a material will become magnetised when subjected to an applied
magnetic field.

M = χH (2.1)

Magnetic flux density (B) describes the amount of flux in an area perpendicular to the direction of
the flux, it considers both the applied field and the magnetisation, with a factor of µ0, the vacuum
permeability.

B = µ0(H + M) (2.2)

One way to represent the magnetisation of electrons is the Bohr magneton (µB), it is derived from
the angular momentum of orbiting electrons and is quantised in units of ℏ. e is the charge and me

is the electron rest mass.
µB = eℏ

2me
(2.3)

In addition to the susceptibility, another magnetic property of a material is the permeability (µ),
which represents the magnitude of resistance a material has against aligning with an applied mag-
netic field. As µ = µ0(1 + χ), using Equation 2.1 and 2.2, B can be defined in terms of the
permeability and H.

B = µH (2.4)

There are five main categories of materials in magnetism: diamagnetic, paramagnetic, ferromag-
netic, ferrimagnetic and antiferromagnetic. All materials behave diamagnetically, however, if a
material is solely diamagnetic, it means there are no unpaired electrons in the system. The orbit-
ing electrons in the atoms have a magnetic field associated with them as they are in circular motion
and therefore accelerating. An external field can cause the electrons to change their orbital motion
which causes their magnetic field to oppose the direction of the external field, so diamagnets have
a magnetic susceptibility less than zero (χ<0).

A paramagnetic material has some unpaired electrons and therefore it is possible for a net
alignment of the dipoles to occur. This can be induced when a magnetic field is applied to the
paramagnetic material in a certain direction (for example ↑), the electrons with spins parallel (↑)
to the field will have less energy and the electrons with spins opposing (↓) the field will have more
energy - determined by µBB. This causes some ↓ electrons to rotate and align to the direction of
the field, reducing energy of the system to the Fermi energy (EF , which is the energy difference
between the highest and lowest states), as can be seen in Figure 2.1. As the moments of the unpaired
electrons align with the applied field, they produce a magnetic field parallel to the applied magnetic
field - in this state, the band diagram for the system would look like that of a ferromagnet. If the
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temperature was raised above 0 K, the Fermi energy would not have a flat distribution as the
density of states follows the Fermi Dirac distribution.

Figure 2.1: These are the band diagrams for a paramagnet at zero Kelvin, with the density of
states split into spin up (↑) and spin down (↓) electrons. In the first instance there is no magnetic
field. In the second instance, there is a magnetic field applied parallel to the electrons with up
spins. The unit of energy is arbitrary and EF represents the Fermi energy.

For a ferromagnetic material the proportionality of M and H is not applicable, when the applied
field is zero, the magnetisation may be non-zero. The relationship between M and H is characterised
by a hysteresis loop, from which various material dependent parameters can be determined. The
saturation magnetisation, MS , occurs at the point when increasing the applied field can no longer
increase the magnetisation of the sample. The remanence, Mr, is the magnetisation that is still
measured when the applied field is removed. The coercivity, Hc, is the field required to cause the
demagnetisation of a sample, this also signifies the resistance of the sample to magnetic changes.
Also, the energy lost within the system throughout the hysteresis can be calculated as: work
density = µ0

∫
M.dH. It should be noted that these parameters have temperature dependence,

except MS which is independent of the temperature until a certain temperature defined as the
Curie temperature (Tc), above this point the material exhibits paramagnetism.[6]

There also exists incipient ferromagnets, otherwise known as exchange enhanced metals. In these
metals, there is some magnetic ordering, though not strong enough to declare it ferromagnetic. The
ordering only has an effect at, for example, low temperatures, or at interfaces with ferromagnetic
materials. Materials such as platinum and palladium fulfil this criteria.[7]

Antiferromagnetism describes a state when spins are ordered antiparallel (↑↓↑↓), and ferrimag-
netism describes antiparallel spins, however, the opposing spins are unequal (↑↓↑↓).
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2.2 Hund’s Rules and Spin-Orbit Coupling

Electrons experience two types of angular momentum. Orbital angular momentum causes a mag-
netic moment to occur as the electron orbits its nucleus; this orbital moment can be modelled as a
current loop. Spin angular momentum is intrinsic to the electron, causing a magnetic moment which
can possess one of two directions relative to a magnetic field. Despite these magnetic moments,
atoms do not necessarily possess natural, non-negligible magnetism due to pairs of oppositely ori-
entated spins cancelling out. To determine whether an atom is magnetic or not, Hund’s rules must
be primarily considered. They give a guide to determining how the electrons are maximised within
the atomic shells in order to achieve a state with the lowest possible energy. Hund’s rules are as
follows: first, the spin angular momentum (S) are configured, i.e. spins will align parallel before
they align antiparallel, therefore occupying different orbitals when possible due to the Coulomb
interaction. Secondly, the sub-orbitals fill up in a way to maximise the orbital angular momentum
(L). Finally, the total angular momentum (J) is determined depending on the fullness of the shell.
If the shell is less than half full, J = L - S, if the shell is more than half full, J = L + S, and in
the condition when the shell is exactly half full, L = 0 and J = S. These rule stem from spin-orbit
coupling, which is the coupling of the spin and orbital angular momenta. It can be understood by
viewing the system from the electron’s point of view. To the electron, it appears as if the atomic
nucleus is revolving around it - this can be modelled as a current loop, meaning a magnetic field
magnitude (Bso = µ0Zev/4πr2, Z is the atomic number, e is the charge and v is the speed of the
nucleus) is created which acts on the electron’s moment and causes the spin-orbit interaction. The
interaction energy εso = -µBBso can be worked out using the Bohr model for an inner electron, r
≃ a0/Z and mevr ≈ ℏ, so that εso is proportional to Z4 meaning that elements which are heavier
have a stronger spin-orbit interaction. This becomes important in numerous phenomena such as
magnetocrystalline anisotropy, and the spin Hall effect.

2.3 Exchange

Between two electrons there is the Coulomb interaction (U) and the magnetic dipole interaction.
The energy from the magnetic dipole interaction is very weak in comparison to that of the Coulomb
interaction. However, the Coulomb interaction cannot perfectly describe the energy of electrons
(E). It must be considered that indistinguishable electrons are constantly exchanging and the energy
difference that comes from swapping two electrons is called the exchange energy (J). This can be
used to correct the Coulomb interaction (E = U ± J). The wave function used to describe the
energy consists of two parts; the spatial part and the spin part. The wave function as a whole
must be antisymmetric (i.e. doesn’t vanish if particles are exchanged) due to the Pauli exclusion
principle as electrons are fermions, Ψ(1,2) = -Ψ(2,1). For two electrons (1,2) in two orbitals (m, n),
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it can consist of a symmetric spatial part, Equation 2.5, meaning the two electrons are in the same
place, and an antisymmetric spin part, Equation 2.8, meaning the electrons are of opposite spins, a
singlet state. Alternatively, it can consist of an antisymmetric spatial part, Equation 2.6, meaning
the electrons are in different energy levels, and a symmetric spin part, Equation 2.7, meaning the
electrons have the same spin, a triplet state. The antisymmetric wavefunction will consist of a
symmetric spatial function and an antisymmetric spin function, or vice versa. It is more likely for
the spatial function to be antisymmetric due to the nature of the wavefunction, in this scenario, U
is lower as the electrons are further away meaning the energy is lower and the Equation E = U - J
is used, this is the theory behind Hund’s rules. For the alternative scenario, E = U + J is used.

ψs = (1/
√

2)[ψm(1)ψn(2) + ψm(2)ψn(1)] (2.5)

ψa = (1/
√

2)[ψm(1)ψn(2)− ψm(2)ψn(1)] (2.6)

χs = | ↑1, ↑ 2⟩, or (1/
√

2)[| ↑1, ↓2⟩+ | ↓1, ↑2⟩], or | ↓1, ↓2⟩ (2.7)

χa = (1/
√

2)[| ↑1, ↓2⟩ − | ↓1, ↑2⟩] (2.8)

Exchange is often described by the Heisenberg Hamiltonian, H, (Equation 2.9), with the dot
product giving the difference in energy between parallel and antiparallel spins. Within an atom, J is
usually positive and a positive J causes ferromagnetic exchange. In neighbouring atoms, molecular
orbits must be considered. J can be positive, bonding, again implying a ferromagnetic interaction.
However, J can also be negative, antibonding, as there is greater curvature, so a larger kinetic energy
is required and it becomes more energetically costly for the electrons to be further apart. This leads
to antiferromagnetism, meaning the energy will be lower when the spins align antiparallel.[6; 8]

H = −2JS1 · S2 (2.9)

2.4 Stoner Criterion

Returning to the magnetic susceptibility in a paramagnetic material (χp, Pauli susceptibility), for
most paramagnets, only a small fraction of electrons with a comparable energy to the Fermi energy
will be affected by a magnetic field. An electron gas obeys Fermi-Dirac statistics and can be
described in terms of the density of states, D(EF ), as shown in Equation 2.10.

χp = µ0µ
2
BD(EF ) (2.10)

The susceptibility of a material increases when the bandwidth is narrower and therefore the
density of states is larger, this means that in a system with a high density of states, it’s more likely
(energetically favourable) for the ↑ and ↓ bands to split - this is one factor that will cause a material
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to be spontaneously ferromagnetic. Furthermore, an internal field (Hm) arises due to the exchange
interaction which is a product of the magnetisation and an exchange coefficient (Hm=λM), so the
magnetisation of a material includes both Hm and any applied field (Equation 2.11).

M = χp(H + Hm) (2.11)

Using Equation 2.1, an expression for χ can be made in terms of χp and λ (Equation 2.12).
This equation indicates that if λχp<1, the susceptibility becomes enhanced and if λχp=1, χ→∞,
therefore spontaneous magnetism can occur.

χ = χp

1− λχp
(2.12)

This is called the ‘Stoner criterion’, commonly seen as ID(EF )>1, where I=λµ0µ
2
B (the Stoner

exchange parameter). Therefore, to achieve a natural ferromagnetic order, a material must have
specific attributes: a large density of states (usually from a narrow band which has a peak near
EF ) and a large exchange parameter (comparable to the bandwidth). The density of states changes
depending on lattice types and length scales. In the 3d band, shown in Figure 2.2, only Fe, Co and
Ni fulfil the Stoner criterion and experience spontaneous splitting of the 3d band. If enough spins
rotate to allow the band to be fully below the Fermi energy, the ferromagnet is strong (Co and Ni),
and otherwise it is weaker (Fe). Despite this, Fe has the largest magnetisation.[6; 9]

Additionally, if each unpaired electron in Fe, Co and Ni had a magnetic moment of 1 µB, it is
expected that the saturation magnetisation of each would have an integer value. However, this is
not the case, supporting the theory for itinerant ferromagnetism.[6; 8]

2.5 Exchange Interactions

There are different types of exchange interaction, direct exchange (when usually only electrons on
neighbouring atoms are relevant) depends mostly on the occupancy of the bands. One example of
this is in the 3d band, a ferromagnetic exchange tends to arise if the band is nearly full or nearly
empty, this is because the electrons on neighbouring sites can move into empty states without
changing their spin. Whereas, if the band is approximately half full, the exchange will only occur if
the neighbouring spins are antiparallel, so antiferromagnetic exchange is more likely, see Figure 2.3.
After band occupancy, interatomic spacing is also considered, if the spacing is larger, ferromagnet-
ism is more likely. However, as bandwidth becomes larger, electrons become delocalised irrelevant
of their spin, nullifying this direct exchange.[6; 8]

Another type of direct exchange is the s-d model, which refers to an exchange via the conduction
electrons, these electrons get polarised by the unpaired electrons, therefore, allowing both coupling
between neighbouring atoms and longer range coupling.
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Figure 2.2: Fe, Co, and Ni fulfil the Stoner criterion, as is evident from their spin split density of
state diagrams at 0 K. The upper part of each plot represents spin up and the bottom half, spin
down. Both Co and Fe are strong ferromagnets, whereas Ni is weaker.[6; 9]

Figure 2.3: These diagrams show the permitted exchange interactions between half full bands,
nearly empty bands, and nearly full bands. This diagram was reproduced from Reference [6].
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There are also types of indirect exchange, which describes the exchange between non-neighbouring
atoms. An extension to the s-d model was explored by Ruderman, Kittel, Kasuya and Yosida
(RKKY model), to explain the indirect exchange in metals which have localised unpaired elec-
trons with wave functions that do not overlap.[10–12] They demonstrated that the polarisation of
the conduction electron spins exhibit a damped oscillatory pattern, meaning the coupling switches
between ferromagnetic and antiferromagnetic depending on the distance between the magnetic
ions. When the effect occurs in layers of FM material separated by a NM spacer layer, it is referred
to as interlayer exchange coupling. When this occurs antiferromagnetically, the stack is referred
to as a synthetic antiferromagnet or a SAF. In Reference [13], Parkin et al. showed that the
dampened oscillatory pattern occurred in several elements - see Figure 2.4. The antiferromagnetic
exchange in a SAF is weak in comparison to antiferromagnetism resulting from direct exchange or
superexchange.[14]

Figure 2.4: These graphs show how the saturation field depends on the thickness of the spacer
layer (in this case Mo, Rh and V). The damped oscillation is visible in all three elements, with
antiferromagnetic coupling peaks occurring at different thicknesses.[13]

Superexchange is an indirect exchange that occurs when there is not sufficient 3d-3d orbital
overlap between two magnetic ions, but the exchange effect can be induced by placing another
non-magnetic ion between them (this usually occurs in oxides and tends to be antiferromagnetic).
Other forms of indirect exchange include double exchange, a ferromagnetic exchange when magnetic
ions have mixed valency and can exist in more than one oxidation state. Anisotropic exchange (or
DMI) stemming from the spin-orbit interaction, forces spins perpendicular to each other.[8; 15]
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2.6 Magnons

As stated, ferromagnetism does not occur after the temperature of a material goes above its Curie
temperature due to critical thermal fluctuations, but also at low temperatures, the ferromagnetism
of a material can be affected by spinwave excitations. At low temperatures, it is not energetically
favourable to flip individual spins, so all the atoms experience periodic oscillations of deviation in
spin orientation. Within a lattice, this is called a spin wave, and when quantised in a solid, they
are referred to as magnons, with energy related to the spinwave dispersion; εk = ℏωk (ωk being
the spin wave frequency). The relationship between the energy and the wavevector, k, for a chain
of one dimensional isotropic spins, i.e. the spinwave dispersion relation, is shown in Equation 2.13,
where Dsw is the spinwave stiffness: Dsw=2JSa2 (J is the exchange constant, S is the spin at each
lattice site, and a is the lattice constant).[6]

εk = Dswk2 (2.13)

When in a thermal equilibrium, the average number of magnons excited in the mode k, ⟨nk⟩,
can be written in the Planck distribution, shown in Equation 2.14,

⟨nk⟩ = 1

e
ℏωk
kBT − 1

(2.14)

where ⟨nk⟩ is the magnon distribution with wave vector k within the first Brillouin zone, kB is
the Boltzmann constant and T is the temperature.[16] The saturation magnetisation of a sample
at zero Kelvin, MS(0), can be written as in Equation 2.15, where V is volume of a unit cell, g is
the g-factor (which for FCC Co is 2.1)[17], and N is 1, 2, 4 for an simple cubic (SC), BCC, FCC
lattice respectively.

MS(0) = gµBNS

V
(2.15)

Combining Equation 2.14 and 2.15, an equation for the magnetisation at temperature T, MS(T ),
can be achieved, shown in Equation 2.16 where a is the lattice parameter (3.54 Å for FCC Co)[16],
which comes from the volume term.

MS(T )
MS(0) = 1− a3

NS

∑
k
⟨nk⟩T (2.16)

For a bulk sample, ∑
k⟨nk⟩T - the total number of magnons excited at temperature T, can be

written as three integrals in the x, y and z directions. As the thermal occupation is not dependent
on the Brillouin zone, this can then be transformed into cylindrical co-ordinates, allowing the
angular parts to be solved trivially, the result of which is shown in Equation 2.17.[16; 18]
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∑
k

⟨nk⟩T = nm(T ) = 4π
(2π)3

∫ √
kmax

k=0

1

e
ℏωk
kBT − 1

k2dk (2.17)

nm(T ) = 1
4π2

(
kBT

Dsw

) 3
2

∫ ∞

0
dx

x
1
2

ex − 1 (2.18)

Following this, a substitution can be made with Equation 2.13 and x = Dswk
2/kBT , the result of

which is shown in Equation 2.18. Then, by replacing the standard integral (
∫ ∞

0
x1/2

ex−1dx) for the
Gamma function and Riemann’s Zeta function (Γ(3

2)ξ(3
2)), Bloch’s law is established - Equation

2.19 and 2.20.[16]

MS(T )
MS(0) = 1− a3η

NS

(
kBT

Dsw

) 3
2

(2.19)

η =
Γ(3

2)ξ(3
2)

4π2 = 0.0587 (2.20)

In a thin film however, η is less simple as it cannot be assumed to integrate in all directions,
in one direction there will be far fewer k-points. In the thin film scenario, the reduced volume
accounts for fewer thermally excited magnons, as the spinwave modes along the reduced axis will
be lost, so the effect on nm(T) is negligible. The ferromagnetic resonance (FMR) mode is the
lowest order of excitation in a solid and the reduction in sample volume does not have a large
impact on it, the FMR modes continue to be highly occupied. This means that nm(T) increases as
the sample thickness decreases. If z is chosen to be perpendicular to the film, and the axis of much
less thickness, Equation 2.16 can be evaluated similarly to bulk films, though the sum in the z-axis
remains and the transformation is done into cylindrical co-ordinates. The result of this is shown
in Equation 2.21, where nz is the number of atomic layers in the z direction and az is the distance
between atomic layers in the z direction.[19; 20]

nm(T ) = 1
4π

1
nzaz

π/a∑
kz=0

∫ √kρ,max

kρ=0

1

e
ℏωk
kBT − 1

kρdkρ (2.21)

Again, a substitution is made from Equation 2.13 and x = Dswk2
ρ

kBT , and y = Dswk2
z

kBT , assuming an
isotropic ferromagnet, to get Equation 2.22.

nm(T ) = 1
4π

1
nzaz

kBT

2Dsw

π/a∑
kz=0

∫ xmax

0

1
ex+y − 1dx (2.22)

Then a substitution is made for the definite integral,
∫ xmax

0
1

ex+y−1dx = − ln(1− e−y), and
kz = nπ

nzaz
. Also, in a thin film, an applied field or anisotropy is needed for ferromagnetism, so

an additional energy term ℏω0 is added into the exponential, as shown in Equation 2.23. It is of
the form hfF MR if FMR measurements are made, or of the form ℏω0 = gµBµ0(Hsat − Hdemag),
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if the measurements were taken without an external field, note that Hsat is the saturation field,
and Hdemag the demagnetising field in A/m. The latter equation comes from the Kittel equation,
Equation 2.24, where H’ is an external field.[16]

nm(T ) = − 1
4π

1
nzaz

kBT

2Dsw

nz∑
n=0

ln
(
1− e−(Dsw( nπ

nzaz
)2+ℏω0)/kBT

)
(2.23)

ω0 = gµB

ℏ
µ0(H ′ −Hdemag +Hsat) (2.24)

The equation η = nm(T )/
(

kBT
Dsw

) 3
2 - where η is proportional to the magnon density in thermal

equilibrium and Equation 2.23 can be substituted into Equation 2.19 to describe Bloch’s law in a
thin film: Equation 2.25.[19; 20]

MS(T )
MS(0) = 1 + a3

NS

1
4π

1
nzaz

kBT

Dsw

nz∑
n=0

ln
(
1− e−(Dsw( nπ

nzaz
)2+ℏω0)/kBT

)
(2.25)

Additionally, Equation 2.25 can be fitted to magnetisation vs. temperature data to output a
value for the zero temperature spinwave stiffness. As Dsw = 2JSa2, a characteristic of a ferromagnet
called the exchange stiffness, A, can be calculated using Equation 2.26 by substituting in for J. The
exchange stiffness describes how much energy is required to rotate the magnetisation away from
the main magnetisation direction, unlike the anisotropy energy, it is based solely on the strength
of the direct exchange interactions between neighbouring spins.[20]

A = NJS2

a
(2.26)

The value for the exchange stiffness is the zero temperature value. To work out the value at a
temperature T, the value would need to be renormalised. The bulk value for the exchange stiffness
of cobalt is 31 pJm−1.[6; 19] Mohammadi et al. showed that a decrease in thickness of the magnetic
material, caused an increase in η, and a decrease in Dsw and therefore A.[20] Nembach et al. also
showed a similar trend with permalloy samples, as the magnetic material thickness increased, η
decreased until it plateaued to the bulk value of 0.0587 after 10 nm, as shown in Figure 2.5.[19]

2.7 Anisotropy

In a solid, the atoms can form in an amorphous structure (no long range order), a crystal structure
(e.g. cubic, hexagonal or tetragonal with high order), or a polycrystalline structure (somewhere
in between with short range order). One form of anisotropy is magnetocrystalline anisotropy. It
is the difference in energy of a sample that is magnetised along its easy axis and its hard axis.
It can be thought of as the energy required to overcome the spin-orbit coupling of a sample. To
change the direction of the spin means also to change the direction of the orbit, which usually
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Figure 2.5: This figure shows η as a function of thickness for permalloy with a lattice constant of
0.354 nm.[19]

has a strong coupling to the lattice. For magnetocrystalline anisotropy, the preferred magnetic
orientation is based on its crystallographic direction and properties.[6] The magnetocrystalline
anisotropy originates from the crystal field interaction. When an atom is part of a crystal lattice,
its Coulomb interaction with the other atoms in the lattice should be taken into account - this is
referred to as the crystal field interaction. The crystal field can stabilise specific orbitals which, due
to the spin-orbit interaction, means the electron moments will align in a certain direction within
the crystal.[6] Magnetic anisotropy can also arise from a lack of symmetry, for example, anisotropic
exchange.[6]

Another factor which affects the anisotropy is sample shape. Shape anisotropy (Ksh) is sample
dependent as it is based on the demagnetising field in a sample. If a magnetic volume is considered
as a whole, when magnetised in a certain direction, it can be thought of like a bar magnet with
a north and south pole and therefore having a magnetic field originating from the north pole and
terminating at the south. As shown in Figure 2.6, inside the magnet, the H-field does not resemble
the B-field as it is in the opposing direction, as well as to the direction of the magnetisation (M);
it is called the demagnetising field (Hdemag). It is defined by Equation 2.27 to be proportional to
the magnetisation with Nd as the demagnetising tensor, assumed to be diagonal and dependent on
the sample shape. The stray field (also called magnetostatic or dipolar field) is the field outside the
sample which can be measured and interacts with other dipoles. The internal field (Hi) is equal to
the external applied field (H′) minus the demagnetising field, see Equation 2.28.[6; 21]

Hdemag = −NdM (2.27)
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Hi = H′ −NdM (2.28)

Figure 2.6: a) shows the magnetisation within a sample, going from the south to the north pole.
b) shows the demagnetising field within the sample, going from north to south and the stray field
outside the sample. c) shows the B field of the sample, B=µ0(H+M). Outside the sample B=µ0H,
as M=0, and is therefore the same as b), the inside however, it is very different to b). d) shows a
sample with two domains which reduces the demagnetising field and therefore the magnetostatic
energy. The sketch shows the stray field also reduced compared to c). These diagrams were adapted
from Reference [16].

As the magnetostatic energy relies on the demagnetising field and therefore the sample’s shape;
it can be reduced by introducing domains within the sample in such a way to reduce the de-
magnetising field. An example of a domain configuration is shown in Figure 2.6d in which the
demagnetising field would be reduced. There is still a stray field outside the sample, however, it is
also reduced.

A different way in which anisotropy of a sample can be controlled is by inducing it, primarily
to achieve uniaxial anisotropy. This can be done in ways such as annealing or atomic deposition of
thin films in a magnetic field.[6]

In magnetic materials, several types of magnetic anisotropy exist (uniaxial, easy plane, biaxial,
cubic, etc.). In particular, magnetic uniaxial anisotropy means that there is one preferred axis for
the direction of the aligned spins, this preferred direction is called an easy axis (as opposed to a
hard axis). Therefore, the magnetic properties of a material will be different depending on the
axis of measurement, excluding MS which is independent of the measurement direction, although
different field strengths are required to saturate different materials. A uniaxial anisotropic energy
density, Ea (in J/m3), can be defined by Equation 2.29, where K1 is the anisotropy constant and
θ is the angle between the magnetisation direction and the anisotropy axis.
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Ea = K1 sin2 θ (2.29)

2.8 Thin Film Anisotropy

Magnetic thin films, i.e. materials with 1 or more dimension shorter than a critical length scale,
have numerous differences with bulk films. Some of their properties are intrinsically different, such
as magnetisation, Curie point and anisotropy. There are three common origins of the anisotropy
in a thin film: shape, surface and strain.

Figure 2.7: A graph showing effective anisotropy multiplied by the thicknesses of different cobalt
samples plotted against each thickness of cobalt, in Co/Pd samples. Keff tF M against tF M (thick-
ness of the ferromagnet), gives the intercept as twice of Ks and the gradient of the line as KV .[22]

Additionally, when the magnetisation of a thin film is perpendicular to the plane, the system
can be described as having perpendicular magnetic anisotropy (PMA). This can occur due to a
surface effect caused by spin-orbit coupling in systems with a thin magnetic film interfaced with a
heavy metal. A uniaxial shape anisotropy, in other words the demagnetising anisotropy (Kdemag),
is defined in Equation 2.30. The demagnetising factor in the easy axis for a thin film is equal to 0
when the easy axis is parallel to the plane, and 1 when perpendicular to the plane.

Kdemag = −µ0M
2
S

2 (2.30)

In thin films, there is an additional surface anisotropy. Surface anisotropy comes from coupling
between the crystal field and atoms at the surface of the film. The effective anisotropy can be
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considered as in Figure 2.7, Keff is written as a combination of the surface anisotropy, Ks, and the
volume anisotropy, KV (Equation 2.31).

Keff = 2Ks

tF M
+KV (2.31)

The volume term contains the shape and magnetocrystalline anisotropy which usually tends the
easy axis to point in the plane. The surface anisotropy can direct the anisotropy out of the plane.
These contributions will compete to determine whether the easy axis of a thin film will point in or
out of the plane. The orientation of the easy axis will be evident in the hysteresis loop of the thin
film - see Figure 2.8.

Figure 2.8: For a PMA sample, when you measure the hysteresis loop out of the plane, i.e. in the
easy axis, the loop is square. When measuring it in-plane, i.e. in the hard axis, the loop is slanted
as there is no domain wall motion, only rotation of the spins.

As previously mentioned, the anisotropy can usually be made to favour the out-of-plane orient-
ation by interfacing the magnet with certain heavy transition metals which have strong spin-orbit
coupling.[22–26] This is because magnetic material and the heavy metal hybridise, which combined
with spin-orbit coupling effects, causes a perpendicular anisotropy component. For example, in a
Co/Pt system, the 3d Co electrons hybridise with Pt 5d electrons, this hybridisation also invokes an
orbital moment in the interfacial platinum atoms with a magnetisation aligned with the Co.[27–29]
Strain anisotropy can also affect a thin film, and can overcome the surface anisotropy if the film is
thin enough.[6]

The effective anisotropy in a uniaxial sample can be described with Equation 2.32, where Hsat
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is the field at which it is saturates in the hard axis, i.e. the saturation field or anisotropy field.
This can then be combined with the demagnetising anisotropy (Equation 2.30) in Equation 2.33 to
extract the uniaxial anisotropy.

Hsat = 2Keff

µ0MS
(2.32)

Ku = Keff +Kdemag (2.33)

Another interfacial effect occurs between a ferromagnet and an incipient ferromagnet (e.g. Pt
and Pd which are heavy metals, close to the Stoner criterion), this effect is often labelled the
proximity effect, or proximity induced magnetism. At a Co/Pt interface, the Pt becomes polarised
and exhibits a magnetic moment which adds to the total moment of the sample. The cause behind
this induced magnetism stems from the hybridisation between the 3d electrons in the Co and the 5d
Pt electron. Measurements of this effect started in the 1990s when properties of Fe or Co interfaces
with Pt or Pd or Ir were probed due to larger Kerr rotations being observed in systems with these
interfaces. [30–35]

2.9 Magnetic Domains

A domain is an area within a sample in which the magnetisation is in a uniform direction, see
Figure 2.9. The cause behind the formation of domain structures is to minimise the total free
energy (εtot), this energy term can be formulated with four main components: exchange energy
(εex), anisotropy energy (εa, which is usually magnetocrystalline), demagnetising energy (εd), and
energy from an applied field (εz). Additionally, there are energy terms due to applied stress (εstress)
and magnetorestriction (εms), however, their contributions are relatively small. An expression can
be written for the free energy as in Equation 2.34; it can also be written as a volume integral over
a sample (Equation 2.35, not including εstress and εms), when A is the exchange stiffness, M is the
magnetisation at distance r and z is taken in the anisotropy axis.[6]

εtot = εex + εa + εd + εz + εstress + εms (2.34)

εtot =
∫

[A(∇M/MS)2 −K1sin
2θ − ...− 1

2µ0M ·Hd − µ0M ·H]d3r (2.35)

With the existence of domains comes the existence of domain walls, the area that separates
different domains in which the magnetisation will usually rotate from one direction in the easy axis
to the opposite direction. When a magnetic field applied to a sample with domains is swept from
positive to negative, the total magnetisation of the sample can change either by the magnetisation
in the domains rotating with the applied field, or the movement of domain walls. Rotation of the
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Figure 2.9: The left diagram shows multiple domains (areas in which the magnetic moments are
aligned) within a sample which are randomly aligned, or demagnetised. The right diagram shows
how the domains align when magnetised - spontaneously or with an external field.

magnetisation happens when the applied field is perpendicular to the samples easy axis. Whereas,
if the applied field is parallel to the easy axis, the domain walls move to create larger domains
with magnetisation in the same direction as the applied field, and fewer domains of the opposite
direction. The magnetostatic energy is dictated by how domains are orientated and their sizes.
Micromagnetics is a method used to simulate magnetism on a sub-micrometer scale, it discards the
atomic structure and focuses on magnetic structures, such as domain walls and vortices. It is used
to predict the equilibrium states of systems with known exchange stiffness and anisotropy. Inside
a domain wall, the rotation of the magnetisation can either be in the plane (Néel wall), or out of
the plane (Bloch wall), as seen in Figure 2.10. The wall will have a width (δw), relating to the
anisotropy and exchange stiffness - Equation 2.36. Essentially, the exchange makes inhomogeneities
unfavourable causing the wall to widen in order to reduce the angle between adjacent spins, whereas
the anisotropy prefers the spins to point in as few different directions as possible, favouring a
narrower domain wall. Néel walls will only become stable within a thin film, i.e. when the film
is thinner than the width of the wall. Néel walls can be categorised as having either left or right
handed chirality, Bloch walls usually consist of both, see Figure 2.10.[6]

δw =
√

A

Keff
(2.36)

Within a real sample, there will be surface defects, grain boundaries and other inhomogeneities,
which invoke strong local demagnetising fields. This means that they can become nucleation points
- a small volume from which domain can form and expand. As well as becoming nucleation points,
they can also have an opposing effect and behave as a pinning site - a point at which the domain
wall motion can get ‘stuck’ or ‘pinned’.[6]
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Figure 2.10: a) shows the spin orientations in a Bloch wall. b) shows the spin orientations in a
right handed Néel wall. c) shows the spin orientations in a left handed Néel wall. This figure is
adapted from Reference [36].

σ = 4
√
AKeff − π|D| (2.37)

The energy of a domain wall when considering the DMI is described by Equation 2.37. The
DMI constant is D, Keff is the effective anisotropy constant and A is the exchange constant. This
signifies that there is a critical DMI energy constant (Dcrit=4

√
AK/π), above which the domain

wall energy becomes negative and skyrmions become energetically favourable.[37] In an infinite 2D
system, if D < Dcrit, single skyrmions are in a metastable state, and as D → Dcrit, the skyrmion
radius increases. If D ≥ Dcrit, a skyrmion lattice becomes favourable over a single skyrmion with
an infinite radius.

The previously mentioned domain wall motion is usually instigated with the application of a
magnetic field or electric current, however, there are different regimes that cause the domain walls
to exhibit different behaviours due to different driving strengths. Below a critical field the domain
wall can get pinned. In this scenario, referred to as the creep regime, the domain wall is analogous
to an elastic string, it can become unpinned due to thermal fluctuations. In the creep regime, which
was first shown experimentally by Lemerle et al., the driving force is low enough that the walls will
travel a few µm/s.[38] The velocity is represented by the creep law, Equation 2.38, where Uc is the
pinning energy barrier, Hdep is the depinning field and v0 is a prefactor proportional to the pinned
domain wall length.

v = v0e
− Uc

kBT

(
Hdep

H

)1/4

(2.38)

Following the creep regime is the thermally assisted flux flow (TAFF) regime, although both
occur at temperatures above zero Kelvin as they are dependent on thermal energy. When the
driving strength becomes greater, the domain wall velocity increases into the depinning regime,
followed by the flow regime, which no longer has a strong dependency on the thermal energy and
pinning. It holds a linear relationship between wall velocity and driving force - it has wall velocities
up to m/s. A regime of precession can also occur above the Walker breakdown field.[38; 40–42]
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Figure 2.11: The driving force, i.e. magnetic field strength, is plotted against velocity of the domain
wall. When the temperature (T) is above 0 K, the thermal regimes (creep and TAFF) are present
at low driving forces. At higher driving forces, or when T=0, only depinning and flow mechanisms
occur. The Walker breakdown is shown in the inset, above a certain field (HW ), the velocity
decreases due to a precession of the domain wall. This figure was adapted from References [39; 40].

Figure 2.12: a) shows maze domains. b) shows maze domains which favour one magnetisation
direction when an out-of-plane magnetic field is applied. c) shows the domains after a further
increased field strength, so bubble domains remain which are of micrometer diameters. This figure
is from Reference [6].
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In thin magnetic films, a PMA sample can exhibit maze domains, see Figure 2.12. In their
demagnetised state, they consist of equal areas of spin up and spin down magnetisation in a
maze-like pattern, with no applied field. When an external magnetic field is applied, the domains
magnetised against the field reduce and the domains with the field widen. The field strength can be
increased until only small circular domains remain against the field, known as bubbles or skyrmions
depending on factors such as size, DMI and domain wall structures. These are annihilated when
sample becomes saturated at a certain field.

2.10 The Dzyaloshinski-Moriya Interaction

A type of antisymmetric exchange is called the Dzyaloshinski-Moriya interaction (DMI), it occurs in
materials that lack inversion symmetry and leads to weak antisymmetric coupling. It is represented
in Equation 2.39, where D12 is a vector which is directed along the axis with high symmetry, and
S1 and S2 are the vectors of two neighbouring spins.

H = −D12 · (S1 × S2) (2.39)

The equation indicates that the two spins prefer to couple perpendicular to each other, and
to D, therefore causing spin canting to occur, Figure 2.13. Its occurrence is often present at an
interface between a FM and NM layer, where there is a broken inversion symmetry and when the
NM layer has strong spin-orbit coupling. The DMI is a factor required when studying phenomena
such as magnetic skyrmions.[6; 43] The strength of the DMI (D) can be measured using Equation
2.40 where MS is the saturation magnetisation, δw is the domain wall width and HDMI is the DMI
field as explained in Chapter 4.

Figure 2.13: DMI schematic where S1, S2, S3 and S4 are the spins of the magnetic atoms, and D12

and D34 are the corresponding DMI vectors. This figure was taken from Reference [1].

D = µ0MSδwHDMI (2.40)

23



THEORETICAL BACKGROUND 2.11 Skyrmions

2.11 Skyrmions

There are various types of topological spin textures in magnetic materials. Skyrmions are chiral,
topologically non-trivial, spin textures with a magnetisation vector which rotates continuously
around a 2π angle.[44–46] There are Bloch skyrmions, which have a circular chirality and Néel
skyrmions, which have a radial chirality as can be seen in Figure 2.14. Both of these skyrmions are
topologically stable and characterised by the skyrmion winding number (N, as shown in Equation
2.41) which has integer values,

N = 1
4π

∫
m · (dxm× dym)dxdy (2.41)

where m is a unit vector that points along the local magnetisation direction, and dxm means ∂m
∂x .

The winding number is ±1 for a single cylindrical skyrmion.[3] This is depicted in Figure 2.14, for
2.14a and b, N=-1 with a core magnetisation of -mz. Other types of skyrmions have also been
identified, for example, the antiskyrmion (2.14c) has N=+1, for the biskyrmion (2.14d) N=+2, the
bimeron (2.14g) has N=-1, and the skyrmionium (2.14h) has N=0. Figure 2.14 also shows a vortex
(2.14e) which has N=-0.5, and a meron with N=-0.5 (2.14f).[43; 47]

Figure 2.14: (a) is a Néel-type skyrmion, (b) is a Bloch-type skyrmion, (c) is an antiskyrmion,
(d) is a biskyrmion, (e) is a vortex, (f) is a meron, (g) is a bimeron, (h) is a skyrmionium, (i)
is a skyrmion tube, and (j) is a magnetic bobber. The arrow direction indicates the orientation
of the spin (mz). Red areas and blue areas represent the out-of-plane and in-plane components
respectively. This figure was taken from Reference [47].

Néel skyrmions in magnetic multilayers (e.g. heavy metal/magnet/heavy metal) can form as a
result of a large DMI at the interface due to inversion symmetry breaking and a strong spin-orbit
coupling of the neighbouring heavy metals. In Figure 2.13, Pt and Ir are substituted as the heavy
metals due to their large spin-orbit coupling. In order to understand why two different heavy metals
are used, Equation 2.39 should be referred to. Due to the cross product, the direction of the DMI
vector is determined by the right hand rule. For the platinum layer, the vector points out of the
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page (see Figure 2.13). If platinum was also used for the bottom layer its DMI vector would act
to oppose the top layer due to the inversion of the interaction. Iridium, which has an oppositely
signed spin-orbit term to platinum, causes the DMI vector to point out of the page instead; this
causes the DMI interactions to add together constructively resulting in a stronger interaction.[1]

In contrast, for a Bloch skyrmion, the DMI vector points in the direction of the plane (i.e. along
the line connecting the two spins).

2.12 The Hall Effect

In non-magnetic metals a potential difference (Hall voltage) is measured in the direction transverse
to an electric current in a conductor with an applied magnetic field perpendicular to the current.[8]
This is known as the ordinary Hall effect (OHE) and was discovered in 1879 by Edwin Hall.[48]
The key aspect of this effect is the Lorentz force, F, on the charge carriers, q, which are moving in
a magnetic field, Equation 2.42. The electric field acting on the charge carriers is given as E, and
their drift velocity ν, with a magnetic induction, B.

F = q(E + ν ×B) (2.42)

In materials which already have an intrinsic magnetic field, e.g. ferromagnets, antiferromagnets
and paramagnets, the effect has additional components which depend on the materials magnetisa-
tion. This is termed the anomalous Hall effect (AHE), and has a high dependence on temperature.[8]
The contributions to this effect can be of an intrinsic nature, based on the material band structures,
and extrinsic nature, due to the scattering of the charge carriers. These effects can be measured
by performing electrical transport measurements using a Hall bar, whilst applying an out-of-plane
field (see Chapter 4).

2.13 Magnetoresistance

Another aspect of electrical transport measurements is magnetoresistance, which describes how the
resistance of a metal changes under an external magnetic field. One type of magnetoresistance is
called anisotropic (AMR), which describes how the resistance of a ferromagnet is dependent on
the angle between the current and the magnetisation. It was first investigated by Lord Kelvin
(William Thomson) in 1857.[49] Generally, if the magnetisation is perpendicular to the current,
there is a reduction in the resistance, however, if the current and magnetisation are parallel, there
is an increase in resistance. This is related to spin-orbit coupling and due to s-d scattering being
dependent on the angle between the magnetisation and the moment of the electron.[50] Samples
which consist of two FM layers separated by a NM spacer show a different type of magnetoresistance,
termed giant magnetoresistance (GMR) due to it showing a larger effect than AMR. For electrons
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passing through a FM material, the scattering rate depends on the orientation of the magnetisation.
Therefore, if there is negative interlayer exchange coupling between the two FM layers and the two
layers are magnetised antiparallel, the up and down spin electrons will undergo a low or high
scattering rate depending on the layer.

Figure 2.15: a) and b) show two FM layers separated by a non-magnetic spacer with up and down
spin electrons passing through the layers. a) shows the two FM layers aligned antiparallel, therefore
both electrons experience scattering. b) shows the two FM layers aligned parallel due to an applied
magnetic field. The spin up electrons experience less scattering in both layers than the spin down
electrons. c) and d) show the two-resistor model of a) and b), respectively. This figure was adapted
from Reference [51].

A method to understand this is by considering the two layers as two resistors in parallel (see
Figure 2.15). In 2.15a, the two FM layers are magnetised antiparallel, therefore the up spin electrons
have a higher resistance with the second layer, and a lower resistance with the first layer - vice
versa for down spin electrons. 2.15c shows the effect in a two-resistor model, there is no scatter
free path for the electrons. In 2.15b, the two ferromagnetic layers are aligned parallel with a high
magnetic field, therefore the spin up electrons experience less scattering and there is a low resistance
path. This is the reason why SAF samples experience a higher resistance at zero field and a lower
resistance at higher fields.[5]
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LITERATURE REVIEW

3.1 Skyrmions

Magnetic skyrmions have been receiving a huge amount of attention since they combine unique
topological properties together with promising technological applications. A magnetic skyrmion is
a localized spin texture where the magnetization vector rotates continuously within a 2π angle.[44–
46] This feature leads to an integer winding number which provides the skyrmion with a so-called
topological protection, and hence, an additional energetic stability in physical systems.[52] In the
past, the main focus of investigations into skyrmions has revolved around Bloch skyrmions in bulk,
B-20 type materials (such as MnSi and FeGe) below room temperature (250 K).[53; 54] Following
this, Néel skyrmions were found in epitaxially grown monolayers and bilayers; Fe and PdFe on Ir,
as shown in Figure 3.1a.[55] This fueled research into these skyrmions, though the materials were
still not optimised since the skyrmions were only found at low temperatures (around 30 K) and
magnetic fields of 0.1 T.[43]

Figure 3.1: a) is a monolayer of iron on an iridium substrate. b) is magnetic multilayers of Co/Ir/Pt
on a tantalum and platinum base taken from Reference [56].

3.1.1 Skyrmions in Magnetic Multilayers

Focused research over the past few decades has allowed Néel skyrmions to be observed in heavy
metal/ferromagnet/heavy metal multilayers.[43; 57–61] Materials were used such as cobalt for the
ferromagnet, and iridium and platinum for the heavy metals, as in Figure 3.1b.[56] These observa-
tions have been made at room temperature and required either little or no magnetic field, which is
favourable for a skyrmion-based device. In addition, these multilayers were grown via sputtering,
which is a more mainstream industrial technique as it provides more uniform films grown over
shorter timescales than other growth techniques.

In magnetic multilayers, skyrmions arise due to competition between magnetostatic interactions
and an interfacial DMI which is an antisymmetric exchange interaction at interfaces with broken
inversion symmetry, for example, Co/Pt or Co/Ir.[62; 63]

Skyrmions in these multilayers are envisaged to be suitable for applications such as data storage,
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skyrmion based frequency devices, unconventional computing, logic devices, and skyrmion racetrack
memories.[1; 64–67] Racetrack memories can encode information with a sequence of individual
skyrmions on a magnetic track.[1; 68] The overall aim of current skyrmion investigations worldwide
are four-fold: controlled nucleation and annihilation must be possible for individual skyrmions,
they must be able to be displaced in a controlled manner, controlled excitation of skyrmion modes
should be possible (such as breathing modes and gyration modes) and skyrmions must be detected
individually. All of these processes should be possible electrically and at room temperature.[1]
Research has shown that skyrmions are highly stable and can be nanometers in size.[69] Both
theoretical and experimental studies have been done into skyrmion dynamics[70], they can be
manipulated by currents, and require a low current density to produce movement.[71; 72] Electrical
detection[3; 73; 74] and systematic skyrmion nucleation and deletion has been achieved[58; 71; 75;
76], plus, skyrmion resonant modes have been probed.

3.1.2 Skyrmion Nucleation

Investigations have been done into many different procedures to nucleate skyrmions.[1] Jiang et al.
used a method which involved the conversion of domain walls driven by the spin Hall effect in a
wire which was designed to be symmetric and restrictive.[57] This method was used with layers of
Ta/CoFeB/MgO at room temperature with fields of 0.5 T.

Another method was found by Romming et al. at temperatures of 8 K and magnetic fields of 1
T or more, using spin-polarised electrons generated by a scanning tunneling microscope (STM) in
PdFe.[77] A more recent method was adopted by Zeissler et al. in Co/Ir/Pt multilayers, in which
skyrmions were nucleated at room temperature using a current pulse and magnetic field protocol,
this is shown in Figure 3.2.[3; 56] Other procedures are also being considered, such as a skyrmion
injector[2] or magnetic force microscopy (MFM).[78]

3.1.3 Skyrmion Motion and Detection

Current induced motion of skyrmions has been observed to exceed 100 ms−1 by Woo et al. on a
magnetic racetrack.[58] Although, a current problem affecting skyrmion motion is pinning, which
increases the current density needed for skyrmion motion and therefore reduces the performance of
devices.[79] An option to reduce this pinning effect in the Co/Ir/Pt multilayers could be to replace
the crystalline cobalt with an amorphous magnetic material, e.g. cobalt boron (CoB). Finizio et al.
observed reliable nucleation of skyrmions in CoB multilayers using a current injector - see Figure
3.3.[2] Electrical detection of skyrmions has been observed by Zeissler et al. via the Hall signal
which was related to the presence and size of a single skyrmion.[79]
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Figure 3.2: This figure was taken from Reference [3]. a) shows a nanodisc which has been fully
saturated. A current pulse was applied across it in the direction of the red arrow and this caused a
domain pattern to form, shown in b) where the dark and light regions show antiparallel magnetised
domains. In c) the magnetic field was applied antiparallel to the nucleated domain magnetisation
and the domain sizes decreased. At high fields, only a stable skyrmion remained (e and f).

Figure 3.3: This figure, taken from Reference [2], shows a skyrmion being nucleated in a CoB
sample using a 5 ns current pulse from a nanoengineered injector.
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3.1.4 Skyrmion Dynamics

Skyrmions have been both predicted and observed to exhibit breathing and rotational modes.[80; 81]
The core of the skyrmion can rotate clockwise or counter clockwise in the rotational modes and in
the breathing mode, the skyrmions core gets bigger and smaller - as shown in Figure 3.4. These
dynamical modes can have frequencies in the microwave range and are well understood for bulk-like
systems.[81; 82] When considering thin films with less measurement sensitivity and a lower quantity
of skyrmions, measurements become more difficult, though there are theoretical and experimental
results.[83–87]

Figure 3.4: This figure shows the rotation and breathing modes of a skyrmion, taken from Reference
[82].

Shen et al. proposed skyrmion based spin torque nano-oscillators as next generation microwave
signal generators, however, due to ferromagnetic materials being unable to achieve high enough
frequencies of oscillation, they utilize the circular motion of an antiferromagnetic skyrmion with
frequencies in the tens of GHz.[88] A similar proposal was presented by Jiang et al. using SAFs
to make a terahertz spin Hall nano-oscillator, simulating frequencies up to THz.[89] Zhong et
al. showed frequencies up to the THz range in a SAF spin-transfer torque oscillator without an
applied field, assuming the AFM-IEC is sufficiently strong and the thickness of the top SAF layer
is sufficiently thick to allow for a wide current density and frequency window.[90]

Onose et al. observed the breathing and rotational modes of skyrmions in Cu2OSeO3 with
different frequency resonant peaks: a counter clockwise circulating mode at 1 GHz with a parallel
magnetic field on the skyrmion and a breathing mode at 1.5 GHz with a perpendicular magnetic
field.[82] Other theoretical work has been done involving skyrmions in the same material predicting
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resonances in the GHz range.[91–94]
A magnetic resonance study was performed by Satywali et al. on [Ir/Fe/Co/Pt] multilayers with

Néel skyrmions at room temperature. They discovered two separate resonances, with frequencies
between 6-12 GHz of the skyrmion phase upon an in-plane ac excitation.[83]

3.2 Research into Synthetic Antiferromagnets

Figure 3.5: a) shows how the ascending and descending field sweeps have 10 individual switches for
the stack written in the inset. b) is the same stack with a lower platinum thickness, showing crossing
during the hysteresis loop.[95] c) shows the hysteresis loop of a [Pt(0.6 nm)/Co(0.9 nm)/Ir(0.5
nm)]×3 sample which is antiferromagnetically coupled. The arrows represent the spin orientations
of each cobalt layer after each switch.[96] d) similarly shows a [Ir(0.6 nm)/Co(0.9 nm)/Pt(1.3
nm)]×3 sample, which is in agreement with the spin orientations of c).[97]

Karayev et al. showed antiferromagnetic interlayer exchange coupling (AFM-IEC) in Pt/Co/Ir
and Pt/Co/Ru PMA samples which are of interest due to their large interfacial DMI. They invest-
igate multilayer repeats of 1, 2, 3, 5 and 10, and in the 10 repeat sample they saw a switch for
each layer (Figure 3.5a) due to the AFM-IEC from the Ru and Ir. They also saw hysteresis loops
crossing between ascending and descending fields, as shown in Figure 3.5b.[95] Other examples of
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antiferromagnetic coupling in Co, Ir, Pt systems came from Lau et al. and Ishikuro et al. - see
Figure 3.5c and d.[96; 97] Lau et al. studied a direct dependence of the anisotropy and exchange
coupling fields with iridium layer thickness. Ishikuro et al. also performed a study with variance
in the thickness of the iridium layer and compared the difference in spin-orbit torque between
ferromagnetically and antiferromagnetically coupled cobalt layers. The graphs of three repetition
samples in Figure 3.5c and d are fundamentally similar, however, Lau et al. show outer switches
which are less sharp and their saturation field values are unusually high. This difference could be
due to 3.5c showing Pt/Co/Ir and 3.5d showing Ir/Co/Pt. Lau et al. ascribed this to different
growth related intermixing and therefore different electronic structures.[97]

3.2.1 Skyrmions in Synthetic Antiferromagnets

There are still many challenges to overcome and ferromagnetic skyrmions have drawbacks for real-
world applications. Skyrmion diameters are limited to 10s of nanometers or more due to the
non-local stray fields within ferromagnets.[52] Though stable at room temperature, they usually
require an external field to stabilize them[57; 59; 60], and their velocities are limited as they
are inhibited by topological damping[52; 76; 98]. Skyrmion motion in ferromagnetic materials
is restricted by the skyrmion Hall effect (SkHE), a Magnus-like force that causes skyrmions to
drift towards the edge of a sample when a current is applied, instead of following the direction of
the current.[99; 100] As previously mentioned, further complications with most skyrmion hosting
materials (e.g. cobalt) comes from pinning properties of the materials, the skyrmions can often
become ‘pinned’ at the lattice boundaries or at defects, removing their potential for applications
such as racetrack memory.[56] Efforts have been made to host skyrmions in antiferromagnets[52;
101–104] or ferrimagnets[76; 105; 106], however, drawbacks still arise. Synthetic antiferromagnetic
materials hosting skyrmions provide a way to counteract these problems as the opposite spin
orientation of different magnetic layers can suppress the SkHE, as shown theoretically by Zhou
et al. in Figure 3.6b[104], and SAF skyrmions have much higher velocities.[101; 107–110] When
placing a NM spacer between two FM materials, the ferromagnetic layers can undergo interlayer
exchange coupling (IEC). Particular spacers, such as Ir and Ru, cause coupling which switches
between ferromagnetic and antiferromagnetic depending on the distance between the magnetic
layers. Therefore with a specific thickness, the two magnetic layers will experience AFM-IEC due
to the RKKY interaction, which is how a SAF is designed.[10–14]

Recently, skyrmion bubbles have been shown in a SAF in an applied field being driven with
smaller current densities than their ferromagnetic counterparts and with a negligible SkHE.[112]
The stack used was designed to be slightly uncompensated to allow the skyrmion bubbles to be
imaged using the magneto-optic Kerr effect (MOKE). Nanometer sized skyrmions were also recently
shown in a SAF, stabilized at zero field using a bias layer. This is because it is difficult to bias a
SAF using an external magnetic field as their magnetization is compensated. They measured them
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Figure 3.6: a) shows two skyrmions in an antiferromagnetically coupled bilayer, and underneath is
the side view of the spins. It is evident that the spin orientations in each layer are opposite.[107] b)
shows skyrmion motion trajectory when applying an in-plane current. In a monolayer, the skyrmion
tends towards the sample edges. In a SAF and using a high enough current density, the skyrmion
stays central.[104] c) shows antiferromagnetic skyrmions observed in a SAF via MFM with an
applied magnetic field perpendicular to the sample of µ0Hext=100 mT, scale bar 500 nm.[111]

using MFM, shown in Figure 3.6c.[111] Juge et al. reported fully compensated SAF skyrmions
both at room temperature and in zero field, in a sample consisting of two different ferromagnetic
materials (Co/Ni80Fe20/Co and Co) separated by Ru, which they could nucleate and observe using
x-ray microscopy techniques.[113]

3.3 Terahertz

3.3.1 Sources and Detection

When using any type of radiation in a useful way, there are always two components to consider: the
source of the radiation and the detection of the radiation. Most types of radiation can be put to
good use in everyday life; for example, microwave satellite signals, police infrared thermal imaging
cameras and x-ray imaging of broken bones. However, electromagnetic radiation in the far infrared
or THz region with frequencies between 0.1 THz to 10 THz was more difficult to harness into useful
applications. This region especially started to get attention in the 1980s and became known as the
‘terahertz gap’.[114] THz radiation is non-ionising, can penetrate materials such as wood, plastic
and fabric, gets absorbed by water and is reflected by metals. All of these properties could be
harnessed to create advances in various industries, but first, an efficient source and detector was
needed.[115]

For a potential THz source, narrow band frequencies in the infrared spectrum were initially
found by Rubens and Nichols in 1897 using reflections from different ionic crystals; they produced
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Figure 3.7: This shows the range of wavelengths of light that THz frequencies correspond to (taken
from Reference [115]).

near monochromatic light using Restrahlen plates.[116] The next development was the production
of the backward wave oscillator in the 1950s, followed by the first high power far infrared laser which
was manufactured in 1964. Subsequently, a surge of new lasers ensued: the optically pumped far
infrared laser in 1970, the free electron laser in 1977, femtosecond (fs) lasers in the 80s - specifically
the Ti-sapphire laser in 1991 and quantum cascade lasers in 2002.[115] The advancement of fs lasers
brought techniques such as terahertz time-domain spectroscopy, which could incorporate photocon-
ductive antennas. In these antennas made with photoconductive materials, carriers generated by
a laser with sufficient energy to exceed the bandgap are accelerated by an applied voltage, causing
a THz pulse.[117]

The first detector for THz radiation was called a bolometer, it was invented by Langley in 1880
and worked when IR radiation was incident on a material (e.g. platinum). The radiation would
cause the material to increase in temperature resulting in a change in resistance. If a controlled
current was passed through the material, the change in resistance could be determined by a voltage
measurement.[118] In 1947, there was another significant discovery - a pneumatic detector called
the ‘Golay Cell’ which worked at room temperature. Like the bolometer, it had plates which would
absorb IR radiation, however, the plates enclosed a cylinder of xenon gas and when they increased
in temperature, the xenon gas expanded causing the deformation of a diaphragm. The amount
of deformation could be calibrated for detection of THz radiation.[119; 120] In the 1950s, Fourier
transform spectroscopy was developed, which allowed analysis of more than one wavelength of light
in a complex interferogram. By 1959 many types of bolometers had been invented, as well as the
first photoconductive detector, which was based on the concept that an increase in the number of
free electrons occurred when light of a specific energy struck the material. When THz radiation was
incident on the photoconductive material, the THz electric field accelerated these charges leading
to a current that could be detected.[116; 119] More recently, the photoconductive material is made
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from low temperature grown gallium arsenide (LT-GaAs) and used in combination with fs laser
pulses as a source and detector in THz-TDS.

The terahertz gap has begun to close and applications in both sensing and communications are
arising at a significant pace. Technology using TDS and frequency domain spectroscopy provides
insights into numerous fields such as biological, astronomical, environmental, industrial and security
applications. Terahertz frequencies are now being used in wireless and satellite communications
and have potential for high speed data processing.

3.3.2 Ultrafast Manipulation of Magnetism

A similar area of research involves manipulating the magnetisation of a material at high frequencies,
i.e. short timescales, a variety of techniques are used; optical pulses, magnetic field pulses, and
spin torque transfer. A more recent interest has been into THz frequencies. Antiferromagnetic
materials have magnon precessions up to THz frequencies and Kampfrath et al. showed that THz
pulses could be used to manipulate antiferromagnetic magnons on a fs timescale and therefore in the
THz range - as ferromagnets do in the GHz range. The ultrafast spin control is possible due to the
Zeeman interaction, as the magnetic component of the THz wave couples to the antiferromagnet’s
electron spins and the Zeeman torque forces the spins away from the easy axis so the anisotropy
field causes the resonant motion.[121]

Research has also been done into ferromagnetic thin films as a source of THz radiation. This was
first discovered by Beaurepaire et al. who showed that when a fs laser is incident on a nickel thin
film, it caused ultrafast demagnetisation, which gave rise to THz radiation. Beaurepaire explained
that the optical pulse excites the film’s electrons into an electron bath in thermal equilibrium
over a timescale of around 500 fs. As the Curie temperature is approached, the film becomes
demagnetised. Then, the energy transfers to the lattice via electron-phonon interactions on a 1-10
ps timescale. This gives rise to a photon with THz energies and as the magnetisation varies (from
Maxwell’s equations) an electric field in the far infrared (i.e. THz range) is propagated.[122–125]
There have been other hypotheses for the demagnetisation mechanism/s such as super spin diffusive
spin transport[126], and Elliot-Yafet scattering[127].

Vicario et al. observed off-resonant femtosecond magnetisation dynamics in 10 nm cobalt films.
The cobalt undergoes a coupling with the THz pulse which is phase-locked and the magnetisation
dynamics are coherent with the THz field oscillations. The dynamics are two orders of magnitude
faster than the Larmor precessional response as they are off-resonant excitations. They explain
this ultra-fast dynamical response using a Landau–Lifshift–Gilbert semi-empirical model. As the
timescale is so fast, the energy does not have time to dissipate, therefore the damping term in the
Landau–Lifshift–Gilbert equation can be ignored (Equation 3.1),

dM
dt

= −γ(M×H) (3.1)
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where γ is the gyromagnetic ratio, M is the magnetisation along the direction responding to
the THz magnetic field and H is the effective magnetic field (anisotropy field, applied field, THz
field). When the THz pulse hits the sample, it causes the magnetisation to precess by invoking a
torque.[128; 129]

Kampfrath et al. also experimented using FM/NM metallic heterostructures as spintronic THz
emitters. When a femtosecond laser pulse is incident upon an iron film, it drives the spins into the
non-magnetic cap layer (Au or Ru) where the inverse spin Hall effect was exploited to convert the
spin flow into a THz pulse.[130] Furthermore, Choi et al. investigated the ultrafast spin dynamics
in permalloy, using a Fe/Au THz emitter and the time-resolved magneto-optic Kerr effect. They
showed that the THz pulse coupled to the permalloy’s magnetisation in phase-locked precessional
responses, with high efficiency due to the geometry of their devices. They also indicated that the
spin dynamics were driven by Zeeman coupling between the magnetic field of the THz pulse and
the permalloy’s magnetisation.[131]

3.4 Motivations

This work participates in a meticulous study around understanding areas of dispute and areas of
agreement when calculating standard parameters of magnetic thin films. Specifically, in magnetic
multilayers with Co or CoB, which are known as reliable skyrmion hosts. All experimental methods
are described in Chapter 4. Chapter 5 focuses on interfacial effects between FM and NM materials,
which are often ignored but can have significant effects on basic parameters, such as saturation mag-
netisation. When performing experiments with an aim towards understanding skyrmion properties
and designing skyrmion devices, a key parameter is the DMI strength, of which values can often dis-
agree in literature. Methods of calculating the DMI strength were analysed in Chapter 6, including
comparing the reliability of different approaches of data modelling, analysis, and different experi-
mental methods. The aim was to provide informed options for how to conduct the experiments and
analysis for measuring these crucial parameters. Furthermore, Chapter 7 methodically investigates
SAF behaviour of CoB/Ir/Pt multilayers to understand the intricate competitions between different
internal effects, with the aim to create a suitable SAF host for skyrmions. This work then goes on
in Chapter 8 to use nanofabrication to design a coplanar waveguide (CPW), developed from Ref-
erence [5], with the ability to host magnetic multilayers. The magnetic multilayers fabricated into
the waveguides have been shown to host skyrmions, in order to probe any possible responses from
magnetic skyrmions within the Hall bars, and synthetic antiferromagnets which have been shown
to have resonances in the THz frequency range, not dissimilar to ferrimagnets.[87; 89; 90; 132–134]
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4.1 Thin Film Deposition

One of the main deposition techniques used is sputtering. Sputtering uses argon gas to eject target
material onto a substrate. A vacuum is made inside a main chamber using a rotary pump, a cryo
pump and a Meissner trap - reducing the pressure to around 10−8 Torr. A rotary pump is an oil
based pump which forces air out of the main chamber by making the area that the air from the
main chamber flows into smaller. This increases its pressure and forces it out of a second exit. A
cryo pump uses very low temperatures (around 15 K) to condense gases from the main chamber
onto a charcoal array with a temperature gradient. Charcoal is used as it is very porous and has a
large surface area, so it can hold a lot of molecules such as H2O, carbon, N2 which freeze onto it at
their different condensation points. The Meissner trap uses liquid nitrogen and works in a similar
way to the cryo pump but at higher temperatures. Also, a residual gas analyser uses a quadrupole
mass spectrometer to measure specific gases in the main chamber.

Figure 4.1: This shows the set up for typical DC magnetron sputtering. A target material is
sputtered onto a substrate via argon ions.

Argon gas is used as it is unreactive; it is pumped into the vacuum (increasing the pressure to
approximately 3 mTorr) and then ionized by a high voltage applied between the target material and
an anode. The ionised particles are then accelerated into the target, consequently creating more
ions as they collide with neutral atoms while travelling to the target, and a plasma is created around
the target. Upon hitting the target material, the argon ion ejects the target material via secondary
momentum scattering onto the substrate in layers. Electrons also get ejected which contributes
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to maintaining the plasma. A magnet assembly can also be used to confine the plasma in order
to stop electrons hitting the substrate, it also increases the probability of electrons colliding with
the argon as the field causes the electrons the follow helical trajectories (Figure 4.1). Sputtering
can require fine tuning as a low pressure could lead to roughness (the particles don’t have enough
energy to move on the substrate) and a high pressure to lower growth rates (if particles have too
much energy they could re-sputter from the substrate). Furthermore, the product of the target-to-
substrate distance and the pressure must be considered.[6]

E-beam evaporation was also necessary for fabrication of a coplanar waveguide. It is a deposition
technique which also uses a high vacuum to create conditions for a large mean free path, ensuring
directional deposition. Thermionic emission from a filament causes high energy electrons to be
accelerated into a metal target in a water-cooled crucible. The electrons heat the metal until it
melts, then begins to evaporate onto a substrate which is face down above the crucible.[5]

4.2 X-ray Characterisation

X-ray radiation can be used to probe information about the atomic crystal structure of a material.
Specifically, x-ray diffraction (XRD) or x-ray reflectivity (XRR) measurements are used to get
information about the lattice, the thicknesses, roughness and densities of a sample or the layers
within the sample. When an x-ray (with wavelength comparable to interatomic spacing) scatters
off atomic electrons or nuclei, it gets scattered at a specific angle relative to the crystal lattice, and
Bragg’s law, Equation 4.1, and Equation 4.2, can be applied to determine lattice parameters.

nλ = 2dsinθ (4.1)

d = a√
h2 + k2 + l2

(4.2)

The x-ray wavelength is represented by λ, d is the spacing of the atomic planes, n is an integer
corresponding to the order of reflection, θ is the angle of diffraction, a is the lattice constant and
h, k and l are the Miller indices.[16; 135] A schematic of the x-ray reflection is shown in Figure
4.2. X-rays were formed from a tungsten filament at one end of a vacuum tube (the cathode),
at the other end of the tube is a copper target (the anode). A voltage was applied between the
anode and the cathode, causing electrons to be emitted by thermionic emission from the filament
and accelerated towards the copper. The electrons cause two types of radiation: Bremsstrahlung,
which occurs when the free electron is decelerated by the positive charges of the copper ion, and
characteristic x-rays, which occur as the accelerated electrons ‘knock out’ electrons in the n=1 shell
of the copper atoms. Higher energy electrons drop down to fill the gap which releases energy as Kα
and Kβ x-rays. A monochromator consisting of an ordered single crystal is used to destructively
scatter the Kβ x-rays and Kα2 x-rays, leaving only Kα1 x-rays.
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Figure 4.2: This figure shows how x-ray reflectivity works, the incident beam is shown hitting
the material (shown at an atomic level) and reflecting off the crystal structure. λ is the x-ray
wavelength, d is the spacing of the atomic planes, and θ is the angle of diffraction.

Figure 4.3: In this figure, the black line shows a typical XRR scan of a ∼200 Å platinum sample, the
angle is plotted against the number of x-ray counts/second. The red line shows the fit performed
by GenX.[136]

41



EXPERIMENTAL METHODS 4.3 Magnetometry

During a scan, called a specular scan, the angle of incidence of the x-ray on the sample was
swept across a certain range. In a material with different interfaces, e.g. a material on a substrate
or multilayers, the reflected x-rays which scatter from the different surfaces interfere constructively
and destructively, causing Kiessig fringes as a function of angle. This is performed with the x-ray
beam positioned at low angles relative to the plane of the sample (XRR). From the Kiessig fringes,
the electron density and the critical edge (which is dependent on the refractive index when the
x-rays first penetrate the film) were determined. The spacing of the fringes provided the thickness
and the roughness was determined by the angle at which the curve significantly decays. Material
compositions were modelled using the program ‘GenX’,[136] an example of XRR data is shown in
Figure 4.3.

4.3 Magnetometry

Measurements to determine the magnetisation as a function of applied field of a sample can be
either closed circuit or open circuit (if the sample is part of the magnetic circuit or not). More
commonly open circuit measurements are used, however, the demagnetising field has to be taken
into account. Open circuit measurements utilise either force on a sample or change of flux in a
circuit when the sample is displaced. The basic principle behind flux measurements is to place a
sample within a coil in a field, when it is moved (removed or vibrated at a certain frequency), the
movement causes a change of flux in the coil, which is proportional to the magnetic moment of the
sample. A vibrating sample magnetometer (VSM) is one way to do this: a mounted sample is placed
within a set of pick up coils, surrounded by electromagnets and vertically vibrated from 10-100 Hz.
The changing magnetic field from the samples causes an electric current due to Faraday’s law, i.e.
an emf (electromotive force) is induced in the coils. Two coils are wound in opposite orientations
which results in their insensitivity to uniform fields or linear field gradients (gradiometer), and
the induced emf from only local field disturbance is additive. In a quadrupole set-up, two pairs
of coils are used. The sensitivity of a VSM extends to 10−8 Am2, however, for further sensitivity,
a superconducting quantum interference device (SQUID) can be used to achieve up to 10−12Am2

when in AC mode.[6] This method utilises pick up coils which are inductively coupled to a SQUID
by a flux transformer. The SQUID is made up of two Josephson junctions on a superconducting
ring, it combines flux quantisation and Josephson junctions to convert extremely small currents to
voltages.[137; 138]

SQUID measurements were performed to determine various sample defining parameters: MS ,
Hsat, and Hc. A sample can be positioned with the magnetic field of the SQUID either in-plane (IP)
or out-of-plane (OP) to run typical measurements in which the field is swept at a set temperature,
or the temperature is swept at a set field. From a SQUID hysteresis loop (sweeping the field),
a value for the saturation magnetisation (MS) of a sample can be derived from the measured
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magnetic moment (m) and sample volume (V) using MS = m
V . Its only dependence is on the

atomic magnetic moments and the number of atoms per unit volume. When measurements are
made using the SQUID, a signal due to the diamagnetic substrate can also be present and therefore
need subtracting via a linear correction, as shown in Figure 4.4.[16]

Figure 4.4: A Si or SiOx substrate contributes a linear background signal to the total moment as it
is diamagnetic. A negative linear gradient, that is clear above the saturation field, was subtracted
from the data.

The sample shape and size can affect the measured parameters, as well as the vibration amp-
litude. This is because a small sample may have flux lines which close inside the coils and therefore
evade detection with no net flux. A larger sample, filling the detection coils may instead have no
flux lines which close within the coils, allowing the total moment to be detected. Considering thin
films, the measured moment will be heavily reliant on the orientation of the thin film. As a SQUID
is calibrated to a cylindrical palladium sample, differences in shape and size from this can also
result in different calibration errors from different vibration amplitudes. Due to these influences,
a fill factor is required to compensate and correct the magnetic moment. The details of this are
found in Reference [139], in which the fill factor for thin films measured in both a horizontal and
vertical orientation for different sample areas can be found. Figures 4.5a and b, show a summary
of the fill factors when the vibration amplitude is 5 mm. From the linear fit, a fill factor can be
assigned for any sample area for both horizontal and vertical (i.e. OP and IP) measurements.

In Figures 4.5c and d, the IP and OP hysteresis loops of a 300 Å Co film are shown with a
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Figure 4.5: a) and b) show the fill factor vs. sample area for thin films measured in a Quantum
Design SQUID in both the vertical and horizontal orientation, taken from Reference [139]. The
equation of the linear fit can give a guide for the appropriate fill factor. These plots are based
on a vibration amplitude of 5 mm. c) and d) show the IP (vertical) and OP (horizontal) SQUID
hysteresis loops of a 300 Å Co sample, with linear correction. c) shows the original SQUID meas-
urements, whereas d) shows the measurements when corrected with the corresponding fill factor.
The bulk saturation magnetisation for Co is also displayed, at 1.4 MA/m .[16]
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linear correction applied. The original measured measurements in 4.5c, show a disagreement of
the saturation magnetisation when the sample was measured vertically and horizontally. Once the
moments were divided by the corresponding fill factors, the saturation magnetisation of the two
measurements were in agreement with each other (within the error) and also with the literature
value for the saturation magnetisation of Co.[16]

4.4 Magneto-optic Kerr Effect

A similar characterisation can be performed using the magneto-optic Kerr effect, which can also
determine which plane the magnetisation of the sample lies in. There are two different MOKE
configurations discussed in this report: longitudinal and polar. In both versions, a laser of linearly
p-polarised light hits the sample. As linearly polarised light can be considered as two oppositely
polarised circular light components, when the light excites the electrons in the sample, the absorp-
tion of one circular direction is different from the other (circular dichroism). This means that when
the electrons de-excite, the light released has an out of phase component, perpendicular to the
incident light, resulting in the light becoming elliptically polarised (Kerr ellipticity). The reflected
light is also rotated in its major axis due to spin-orbit coupling (Kerr rotation). Similar to the
Faraday effect, the direction in which the light rotates depends on the magnetisation orientation
within the sample - up or down magnetised domains cause light to rotate in opposite directions,
see Figure 4.6.

Figure 4.6: This figure represents a sample with two domains of opposite orientation. When the
polarised light hits one domain, it gets rotated in one direction which will be fully transmitted by
the analyser. When it hits the other domain, it gets rotated in the other direction, unaligned with
the analyser, so experiences reduced transmission. This figure is adapted from Reference [21].

The reflected light is directed through a compensator to convert it back to plane polarised
light which will be at an angle to the incident light corresponding to the magnetisation within the
sample. Then, it is passed through an analyser which is set to near extinction for one magnetised
state. This means that a photodiode, which reads small differences in the intensity of the light, will
measure an increase in intensity as the magnetisation of the sample goes from one direction to the
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opposite. The photodiode converts the intensity into a current which is read by a lock-in amplifier
as a voltage. This is usually done while a magnetic field is swept in order to see how the domains
within the sample change. A schematic of the MOKE set up can be seen in Figure 4.7.[6; 140]

Figure 4.7: The set up for polar MOKE. A sample reflects polarised, modulated light from a HeNe
laser. The light is modulated to allow the signal to be read by a lock-in amplifier, in order to reduce
the signal to noise ratio. A lens is used to focus the laser onto the photodiode.

Figure 4.8: This figure shows a typical MOKE hysteresis of a Co multilayer PMA sample. The
y-axis is arbitrary.
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Longitudinal MOKE has the magnetic field across the plane of the sample, in this case, the
laser is incident at a 60◦ angle from the sample. Polar MOKE, on the other hand, has the magnetic
field perpendicular to the plane of the sample, the laser was set up to reflect at a right angle to
the sample plane. The laser MOKE set up consisted of a HeNe laser with a power of less than
15 mW, a wavelength of 633 nm and a spatial resolution of up to 5 mm, and the position of
incidence of the laser upon the sample could be altered using the mirrors. The applied magnetic
field ranged between ±600 mT, from an iron pole piece electromagnet. The laser MOKE was used
to measure the hysteresis loops of samples, the exact magnetic moment could not be determined
from the measurements as the effect is not independent of factors such as surface angle of incidence,
temperature and dielectric constants. It did, however, return information such as the coercivity
and remanence, and in general confirm whether a sample exhibited PMA. A typical measurement
of a PMA sample is shown in Figure 4.8.

4.5 Bubble Expansion Method

A Kerr microscope was also used, which harnesses MOKE techniques to observe domain orientation
and how the domains behave under the influence of a magnetic field. This method focuses polarised
light from an LED using an objective lens to observe an area of a sample under a microscope. Again,
the light reflected from the sample is directed through an analyser and compensator, however this
time, the magnetisation patterns are displayed as an image via a CCD camera. In the image,
different domain orientations (spin-up or spin-down) are represented by lighter and darker areas.
One method, provided by the Kerr microscope, to work out the DMI constant of a material is called
a bubble expansion. This method uses the domain wall velocity of bubble domains experiencing
an expansion in accordance to an increase in magnetic field strength to determine the material’s
DMI field. This DMI term is expresses as an effective IP field within the domain walls of a PMA
magnetic multilayer, perpendicular to the wall direction.

The set up used for this method included an IP magnet, surrounding an OP coil magnet on which
samples were placed (see Figure 4.9), both powered by Kepco power supplies. It was important
that the sample was not tilted as angles from the IP field could cause an OP field component and
reduce the symmetry of the measurement. This symmetry was ensured by repeatedly nucleating a
bubble in positive and negative IP fields and ensuring the expansion was of the same distance in
both. In this method, the domain walls follow the creep regime of motion, which was checked by
ensuring the expansion of the bubble follows the creep law with increasing OP field. To do this the
bubble was nucleated with OP field pulses of different magnitudes without an IP field, and fit to
Equation 2.38. This experiment was performed with the microscope in polar mode and with a 20x
magnification lens.

The basic technique of the bubble expansion measurements is as follows: the sample was first
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Figure 4.9: a) shows the magnet set up for the Kerr microscope for doing DMI bubble expansions.
It includes both an OP magnet and an IP magnet. b) is a figure taken from Reference [141] showing
the set up within the microscope itself and the path of the light to the sample. Then from the
sample to the detector/observation point. The set up can switch between polar, longitudinal and
transverse measurements by adjusting the aperture as shown in the inset.

Figure 4.10: This figure first shows a small bubble made with an OP magnetic field pulse after
putting the sample in a saturated state. The bubble was made into the sample plane surrounded
by a domain pointing out of the plane. Then, it shows the same bubble with a larger OP magnetic
field pulse (during a bubble expansion measurement, the larger bubble would be bias towards one
side using an IP field - see Figure 4.11). The final image shows the difference between the first two
images.
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saturated by a negative field from the OP magnet. Then, a small circular-like domain was nucleated
with a positive field pulse from the OP magnet. The bubble had to be almost exactly reproducible
in diameter and not interact with other bubbles. The image of this initial bubble was stored as
the background image. This bubble nucleation was repeated, however, with an IP field set which
caused the bubble to expand with the direction of the IP field when the OP magnet was pulsed
(unprocessed image). The image of the small circular-like domain was then subtracted from the
image of the newly expanded bubble in order to get an accurate measurement of the difference in
distance that the bubble expands with the IP field (difference image). Details of this are shown in
Figure 4.10, typical bubble growths are by tens of micrometers.

Figure 4.11: This figure shows a graph of the domain wall velocity against the IP magnetic field for
a left handed Néel wall. The LHS and RHS curves come from taking the change in distance on the
LHS and RHS of the bubble as shown by the example bubble on the right from a measurement.
The curve are fitted with a Gaussian fit to determine the minima.

This process was repeated with increasing IP fields in the positive and negative x-directions
causing the bubble to increasingly expand. Its progress was tracked using a code which worked out
the velocity of the domain wall on the left hand side (LHS) and the right hand side (RHS) of the
bubble by doing a simple velocity=distance/time calculation with the distance the bubble travels
and the OP pulse length. This sweep of the IP field can be done with various different pulse lengths
and OP fields. The DMI field can be evaluated by examining the changes in domain wall velocity
with the different strengths of applied IP bias field.

A plot of the IP field vs. bubble velocity was made and fitted with a Gaussian curve, as shown
in Figure 4.11. The DMI field is the opposite sign of the IP field at the point in which the velocity
of the domain wall is at a minimum, it is the point at which the IP field and the DMI field cancel
each other out. As the wall on the LHS of the bubble and the RHS have oppositely faced DMI
fields in both Néel chiralities (Figure 4.12), the minimum velocity of each side of the bubble was at
the same IP field magnitude, but of opposite sign. Therefore, the sign of the DMI field determines
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Figure 4.12: This figure shows how the DMI field direction differs in domain walls of left handed
and right handed bubbles.

whether the Néel wall has left or right handed chirality.
For example: if the plot of wall velocity vs. IP field had a minimum at a negative IP field for

the LHS bubble wall, the DMI field would be in the positive x-direction and the bubble walls will
have left handed chirality. This is important as in a stack such as FM/HM, different heavy metals
invoke different domain wall chirality, such as Pt and Ir.[142–145] The magnitude of the DMI field
in this thesis came from averaging the velocity minima for the LHS and RHS of the bubble, and
it was assigned that left handed Néel walls have a negative DMI field and right handed Néel walls
have a positive DMI field.[36; 146; 147]

4.6 Magnetic Force Microscopy

Magnetic force microscopy, or MFM is another technique used to image domains. The principle
behind it came from atomic force microscopy (AFM), which is a scanning probe microscopy tech-
nique used to map out a surface. These scanning probe methods involve a laser being reflected
from a cantilever onto a photodiode. As the cantilever changes height due to the sample, the laser
is reflected onto a different part of a four quadrant photodiode so that when properly calibrated,
a profile of the sample is produced, see Figure 4.13. For MFM, a magnetic tip is attached to the
cantilever, this allows the cantilever to be controlled by the magnetic fields from a sample. The
cantilever is often placed on a piezoelectric stage in order to move around the sample. The tip is
typically placed between 10 and 100 nm from the sample so that the stray field is observed and a
resolution of up to 20 nm can be observed. When a magnetic tip probes the flat surface of a fer-
romagnet, it encounters the magnetic force, but also Van-der-Waals forces, hence both contribute
to the returned signal and must be separated. The Van-der-Waals forces are more dominant when
the tip is closer to the sample’s surface, and the stray field forces dominate when the tip is further
away. The tip scans first whilst closer to the surface in order to record the sample topography.
Then, the tip is moved further away to the point at which it receives a strong magnetic signal and
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repeats the scan whilst following the surface topology to observe the phase shift from the magnetic
forces - this is called the dual pass technique.[148–152]

Figure 4.13: A schematic showing a cantilever incident on a sample with magnetic domains repres-
ented by the darker and lighter patches in the sample. The tip on the cantilever gets deflected by
the stray fields and the deflections are monitored via the reflections of a laser onto a photodetector.
This figure is adapted from Reference [153].

MFM has two main modes for scanning: constant height mode and vibration mode. In constant
height mode, the tip remains at the same height with respect to the topography throughout the
scan, this is restricted to samples with minimal roughness. In vibration mode, the cantilever is set
to resonate at a certain frequency using a phase locked loop, so the change in resonant frequency
reflects the magnetic force gradient of the sample. This is due to a the spring constant being
altered by the magnetic force from the samples surface. Attention is paid to the orientation of
magnetisation of the tip, when the tip magnetisation opposes the samples domain magnetisation
the resonance frequency decreases which results in a darker area on the image.

4.7 Electrical Transport Measurements

Electrical transport measurements were performed at room temperature to determine magnetores-
istive and Hall effects within both FM and SAF, PMA samples. The measurements took place with
the configurations shown in Figure 4.14 (and one measurement as 4.14b, but with a rectangular
sheet film instead of a Hall bar). In 4.14a and b, electrical connections were made by wirebonding
the Hall bar contacts onto a pad on a sample mounting head, which was connected to a breakout
box. This set up allowed measurements in configuration 4.14a and b to be done simultaneously
as the breakout box could connect different pads to different instruments: a current source and
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two voltmeters. The NI LabVIEWT M software controlled the measurements and calculated the
corresponding longitudinal (Rxx) and transverse resistance (Rxy) from the configuration in Figure
4.14a and b, respectively. A magnetic field could also be set up in either the z-axis, allowing OP
field sweeps as the resistance was measured, or the x-axis, to perform IP field measurements. These
measurements were performed at the University of Leeds.

Figure 4.14: a) and b) show a nanofabricated Hall bar made from magnetic material, with gold
contacts. a) shows the electrical configuration to perform longitudinal resistance measurements
and b) shows the electrical configuration to perform transverse resistance measurements. These
devices were used at the University of Leeds. c) shows a different nanofabricated device, with a
rectangular area of FM material, which can also measure the longitudinal resistance. This was
carried out using probes with two separate electrical components to supply current and measure
voltage, jx shows the current path. This device was used at Northwestern University, Illinois.

Figure 4.14c, shows a different set up to measure the longitudinal resistance, which was used
at Northwestern University, Illinois. Instead of wire bonding to a Hall bar, it used a small bar
of magnetic material with gold contacts on either side of it. The contacts were connected to the
hardware by placing a probe on each contact which contained two separate electrical connections,
one for supplying a current, and one for measuring a voltage. This set up was also equipped with
an IP or OP magnetic field.

When performing longitudinal measurements as a function of magnetic field, magnetoresistive
effects are observed. When performing measurements in transverse mode, the resistance reflects
the Hall effects present.

4.8 Terahertz Time Domain Spectroscopy

In this thesis, on-chip waveguides were used to allow for strong confinement of the THz signal.
A nanofabrication method to create these devices was already well defined and practised.[5] The
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Figure 4.15: a) shows a coplanar waveguide which has a pump beam and probe beam. The THz
waves emitted at the pump beam get coupled to the waveguide’s central line and driven towards
the detector (probe beam). The ammeter represents a lock-in amplifier configured to measure the
current and VB represents the voltage bias. The areas where the lasers cover the gap between
the central line and the electrical contacts (dark grey) are referred to as the optical switches.
Measurements made in this configuration are called coplanar mode. b) shows the configuration for
slotline mode. c) shows the configuration for input mode. d) shows an example of how free space
THz measurements are set up with a laser incident upon a THz emitter and detector, with an area
where the THz waves are directed through a sample in free space.[119]
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basic principle of on-chip THz-TDS measurements is the process of producing, transmitting and
then measuring the THz response.[154] For the production of THz radiation, a photoconductive
(PC, in this case LT-GaAs) material is placed in a gap between two electrical contacts (in this case
one electrical contact is the central line), across which a DC voltage bias is applied. When light
of energy sufficient to exceed the bandgap hits the gap (pump beam), electrons in the photocon-
ductor are excited from the valence band into the conduction band resulting in a current, hence
it being called a photoconductive switch. If the laser has a femtosecond optical pulse, it causes a
picosecond current pulse due to limitations in the carrier generation and recombination lifetimes.
The acceleration of carriers by the DC bias behaves like an antenna and produces THz radiation.
In normal circumstances, the THz radiation would propagate in all directions, so to guide the THz
waves through a sample material and towards a detector, a coplanar waveguide is used (see Figure
4.15a). Another example of TDS measurements is free space THz, which uses a spherical mirror
to guide the THz pulse through a sample (see Figure 4.15d).

Figure 4.16: a) shows the planar waveguide for THz transmission in slotline mode, indicating the
magnetic and electric field lines. b) shows coplanar waveguide in odd mode, even mode in the inset.
This figure was adapted from Reference [5].

On the CPW, the detector consists of an identical photoconductor-gap (switch) set up but
without a DC bias. If a femtosecond laser pulse hits the detector (probe beam), the electrons are
excited, however, without the DC bias they are accelerated by incoming THz radiation. Therefore,
when a THz pulse hits the detector at the same time as the optical pulse, a voltage is measured. If
the time at which the probe beam hits with respect to the pump beam is gradually changed, it is
possible to sweep across the waveform of the THz pulse. This is because the voltage that is measured
will be proportional to the amplitude of the THz pulse during the detection. From measurement
data obtained in time resolved space, the waveform can be mapped in frequency resolved space
using a fast Fourier transform (FFT). This provides information about the bandwidth and any
features within it due to the sample. For example, a dip can occur when the THz radiation
is absorbed, or a peak can be generated by resonance effects. Three modes of measurements
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are possible on this waveguide design: coplanar mode, slotline mode and input mode. Coplanar
mode (odd) is demonstrated in Figure 4.15a, it places the pump beam and DC bias over two
switches on the same LT-GaAs square, and the probe beam on one switch on the other LT-GaAs
square. Figure 4.15b shows the laser positions during slotline mode which has the pump beam on
only one switch, however, still gathers information about transmitted THz pulse along the central
line. Both slotline and CPW had strong surface field confinement, see Figure 4.16, compared
to other waveguides/modes, such as microstrip and planar Goubau line. Figure 4.15c shows the
laser positioning during input mode, this mode measures the THz pulse at the same point that
it is generated, therefore the pump beam and the probe beam are on switches on the same LT-
GaAs square. This means THz wave will have propagated hardly at all, resulting in a higher
current amplitude due to less energy being lost during propagation and acts as a good reference
signal.[5; 119]

4.9 Coplanar Waveguide Fabrication

The fabrication of a CPW starts with a bilayer grown by molecular beam epitaxy (MBE): 350 nm
of LT-GaAs on top of 100 nm of aluminium arsenide (AlAs), on a semi-insulating GaAs substrate.
LT-GaAs was used as the photoconductive switch since it has a short carrier lifetime and can
generate picosecond pulses. It was grown at a relative ‘low temperature’ of 205◦C in an arsenic
atmosphere to allow defect sites to form in the GaAs from excess arsenic. These defect sites are
trapping regions during carrier recombination and are the cause of the short carrier lifetime.[5] The
stack was then annealed at 550◦C for 15 minutes in a nitrogen atmosphere in order to increase
the LT-GaAs resistivity. The next step was to melt a small piece of mounting wax, called Apiezon
wax W (black wax), in an oval-like shape onto the surface of the LT-GaAs without it touching the
edges. The black wax was used as it is etch resistant, which is necessary for the next step; to etch
the LT-GaAs into the same oval-like shape using sulfuric acid, hydrogen peroxide and deionised
(DI) water (H2SO4:H2O2:H2O, 1:40:80) for 3-4 minutes. Following this, a slow hydrofluoric acid
etch (HF:H2O, 1:9) over 24 hours at 3◦C was done to remove the AlAs and separate the LT-
GaAs with the black wax. The HF solution was then diluted and the LT-GaAs/black wax was
left floating in a beaker of DI-water, from which it could be picked up using a vacuum probe and
placed on a new quartz substrate. The LT-GaAs was left on the quartz for around 7 days to allow
for Van-der-Waals bonding between them. Then, the black wax was removed from the LT-GaAs
with trichloroethylene. To ensure no water remained and to improve the adhesion, the LT-GaAs
on quartz was placed into a vacuum oven for 15 hours at 250◦C.

The first lithography step was to remove areas of the LT-GaAs so that only two squares remained
on the quartz substrate, to act as the two PC switches. Positive resist, S1805, was spun onto the
sample, then it was baked at 115◦C for 2 minutes. Mask-less lithography was used for the exposure,
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Figure 4.17: a) shows the original bilayer and substrate. b) shows after black wax is melted on the
LT-GaAs. c) shows after a sulfuric acid etch removed edges of the LT-GaAs, making it the same
ovular shape as the black wax. d) shows after an HF etch removed the layer of AlAs. e) shows the
LT-GaAs and black wax placed on a quartz substrate. f) shows after the black wax is removed and
two squares of resist are placed on top of the LT-GaAs.

ultra-violet light is exposed to the areas where the resist should be removed and this caused the
resist to change chemically and become more soluble in ‘developers’ such as MF-351 (4:1 with
water). In this case, it removed the resist from all areas, except for two squares of LT-GaAs,
in 30 seconds.[5] Then a ‘slow’ sulfuric acid etch (H2SO4:H2O2:H2O, 1:8:950) of 10 minutes was
performed to remove all of the LT-GaAs but the two squares - this was confirmed visually via a
microscope. Samples were then placed in acetone for 3 minutes to remove the remaining resist. The
lithography process was repeated, however, this time with the waveguide design exposed to the UV
light to remove the resist for the waveguide material to be deposited. The only difference in this
case was prior to using the MF-351 developer, samples were placed in chlorobenzene for 2 minutes
in order to harden the resist to invoke undercuts which allow for better metal deposition. The
central line, electrical contacts, and grounding plane were all made by depositing Ti(5 nm)/Au(150
nm) by e-beam evaporation. Acetone was used for the ‘lift-off’ of the excess Ti/Au material which
was deposited on top of the resist. This was the original design of the CPW, as can be seen in
Figure 4.18g, however, for the experiments in this thesis, the central line of the waveguide was
tapered down to a small Hall bar in its centre (second design, see Figure 4.18h, i, j). This meant
a separate lithography step to deposit multilayers of Co or CoB with Ir and Pt via sputtering.
Then, the rest of the waveguide (all but the Hall bar) was made from Ti/Au deposited in a third
lithography process. Following this, samples were wire bonded for THz-TDS measurements.
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Figure 4.18: a) shows an oval-like shape of black wax on quartz. On the underside of the black
wax was a 350 nm layer of LT-GaAs. b) shows the LT-GaAs once the black wax is removed. c)
shows two squares of resist on the LT-GaAs. d) shows a zoomed in version of c). e) shows the two
squares of LT-GaAs after the sulphuric etch. f) shows the two squares of LT-GaAs with a Hall bar
of deposited magnetic multilayer in the centre. g) shows a zoomed in image of the original design,
a non-tapered Ti/Au CPW. h) shows an image of whole CPW with the second design, including
tapering and magnetic Hall bar in the centre. i) shows a zoomed in version of the centre of h). j)
shows a zoomed in image of the Hall bar made from magnetic material in i). k) shows a zoomed
in version of an LT-GaAs square with contacts patterned over it.
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4.10 THz-TDS on Optical Bench

The principles of THz-TDS measurements have been explained; experimentally, this can be set up
in a system as shown in Figure 4.19. The laser source used was a Ti-Sapphire laser since its 80
MHz repetition rate caused 100 femtosecond pulses, and central wavelength of 800 nm meant it was
compatible with LT-GaAs (since the laser energy is larger than its band gap of 1.4 eV).[5] After
leaving the laser source, the light was passed through a beam splitter, creating what was defined as
the ‘pump beam’ and the ‘probe beam’. The pump beam was directed straight towards the sample
and caused the generation of the THz radiation. The probe beam path included a delay stage and
an optical chopper and was used for the detection of the THz signal. The delay stage consisted of
a movable retroreflector in order to alter the time at which the probe beam arrived at the sample
with respect to the pump beam, i.e. to control the time resolved aspect of the measurement. The
optical chopper was set to a specific frequency (1545 Hz) to allow the lock-in amplifier to focus on
the signal with this oscillation, resulting in a signal with less noise. An OP magnet was also placed
behind the sample with a controllable field for field dependent measurements.

Figure 4.19: This shows a simplified version of the optical bench set up required to make on-chip
THz measurements with coplanar waveguides.
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Chapter 5

Magnetic Proximity Effects at the
Ferromagnetic/Non-magnetic Interface
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MPE AT THE FM/NM INTERFACE

5.1 Introduction

Before experimenting with different types of structures of magnetic multilayers, it was paramount to
understand how the interfaces of these structures work. Since magnetic proximity effects (MPE) at
ferromagnetic/non-magnetic interfaces were realised there have been various studies using different
methods, designed to pin-point how these effects can have an effect on different materials and
magnetic structures. The effects refer to when two materials (FM and NM) that share an interface
affect each other on an atomic level, leading to induced moments or magnetically dead layers (DL,
i.e. a paramagnetic region) at the interface. These studies have one thing in common - they tend
to disagree with each other. This is due to these interactions taking place at an atomic level, the
magnetic properties are intricately linked to the electronic structure and the effects can have a
dependence on numerous factors within a system. This includes the size/thickness of the materials
used, the saturation magnetisation of the FM, the orientation of the interface (FM/NM or NM/FM),
the lattice structure, and the interfacial roughness. For many experiments with magnetic thin films,
it’s important to consider these interfacial effects (which isn’t always done [40; 155]), particularly
as they can have a substantial effect on the value of the measured saturation magnetisation of a
system, which in turn could affect the measured anisotropy, or DMI constant. It is also vital for
research involving systems used to do spin-orbit torque experiments or spin current detection.[156]
In this thesis, three main NM materials were used at the interface with a FM; Ta, Pt and Ir,
therefore, the literature with proximity effects for these materials was reviewed and compared to
our own results.

5.2 Measurement Techniques

There are three main ways used within literature to make estimations for induced moments or
DL thicknesses: measuring the thickness dependence of the magnetic moment of the FM using a
SQUID/VSM, x-ray magnetic circular dichroism (XMCD) and x-ray resonant magnetic reflectivity
(XRMR).

5.2.1 VSM Method

The method using VSM involves growing a sample set with a range of FM thicknesses, sandwiched
by specific non-magnetic materials at a set thickness (e.g. Pt(20 Å)/Co(x)/Pt(20 Å) where x is a
range between 5 Å and 200 Å). These samples are measured using a SQUID/VSM, and the FM
thickness vs. the measured moment/sample area is plotted and fitted with a straight line. This
fit determines three key pieces of information: if the line fit crosses x-axis before zero, it indicates
that an area of the FM is magnetically dead, and the value signifies the total thickness of the
DL within the whole sample. Alternatively, the line may cross the x-axis at a negative value,
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and therefore cross the y-axis at a positive value. This value on the y-axis represents the total
induced moment/area in the sample. Therefore, the gradient of the line represents the saturation
magnetisation of the FM material regardless of the interfacial effects. This method is therefore
able to probe DL thicknesses and induced moments at FM/NM interfaces, and does not require a
synchrotron radiation facility. However, this method does not take into account that the top and
bottom interfaces may have different DL thicknesses or induced moments, nor can it estimate the
length scale (decay length) of the induced moments within the NM.

5.2.2 XMCD

XMCD, on the other hand, is a version of X-ray absorption spectroscopy which allows interface
specific measurements of induced moments. It uses the difference between left and right circu-
larly polarised light incident upon a sample to obtain the spin and orbital moments of a specific
element.[157] The incident light gives enough energy to excite electrons, for example, from the p
levels (L edges) into the unoccupied d level. The measured signal intensity (absorption spectra) at
the particular photon energies, can be associated to the unoccupied d states. Due to an imbalance
in up and down spins, the difference in the signals from the right circularly polarised and the left
circularly polarised light can be used with the sum rules [158; 159] to calculate an average orbital
and magnetic moment for a specific element. Simply, the transitions from the majority and minor-
ity spin states at the Fermi level have probabilities which are related to the difference in density of
states between the levels, which is correlated to the magnetic moment of the atoms.[160] Although
an induced magnetic moment for a specific material at a specific interface can be determined, it
gives an average moment over the volume of material. However, for induced moments in a NM, the
magnetisation may not be spread across the whole volume and instead reduce exponentially from
the interface. This limits the techniques ability to measure an outright moment and polarisation
depth profile without creating a thickness series, varying the thickness of the NM.[161–164] This
method, however, is only valid assuming the NM induced moments depend solely on the distance
from the FM interface, not on the thickness of the NM.[165] The sum rules used in this method
are also based on multiple assumptions which may not be valid in every case.[157; 165; 166]

5.2.3 XRMR

A third technique used is XRMR, which allows for depth specific probing of elements within a
sample. It changes the angle at which the circularly polarised light is incident upon the sample,
combining XRR and XMCD. As with XRR, the momentum transfer and scattering occur within the
sample, plus the XMCD response which is observable in the light reflected from the interfaces, allows
both structural and magnetic properties to be extracted. When spins have different magnetisation
directions, this causes a slight change in the optical constants of the material; this means that
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XRR measurements of the spin polarised interface with circularly polarised light will be slightly
different (i.e. asymmetric). Importantly, the results are independent of the layer thicknesses as the
main signals arise from the interfaces. [161; 167–171] However, compared to the sum rules used
when performing XMCD, additional measurements or calculations are needed to define the spin
moment quantitatively. For example, Klewe et al. compared three different models to find the
spin polarisation of Pt.[171] The XRMR technique was compared by Graulich et al. to XMCD, for
the purpose of detecting the MPE. They found the quantitative results to be in good agreement,
proving XRMR to be a reliable method to measure induced magnetic moments.[156]

5.3 Origins of the MPE

When atoms are close to each other, their electronic bands can overlap and this causes hybridisation
between the atoms. This can be to various degrees based on the proportions of the band overlap.
At an interface where a FM material meets a NM, different types of effects can occur due to the
hybridisation between the different elements (e.g. PMA, DMI). One effect of the hybridisation at
the interface, for example between the NM 5d band of Ta, Pt or Ir and the 3d band of ferromagnets
Co, Fe or Ni, is spin polarisation in the NM, i.e. an induced moment. This polarisation can extend
from the interface to several atomic layers, and it tends to occur with heavy metals which are close
to the Stoner criterion with a high susceptibility. It has also been demonstrated that there is another
effect at FM/NM interfaces; a suppression (dead layers)/reduction of the magnetic moments of the
FM at the interface, which also occurs from hybridisation of the FM and NM parts.[30; 31] When
these effects occur via two elements meeting at an interface, it is often described as interfacial
‘alloying’ or ‘intermixing’ and can be enhanced by properties such as, higher interfacial roughness,
or with different lattice structures.[172] In this chapter, these effects are explored in thin films with
PMA.

5.4 Pt Proximity Effects

5.4.1 Nickel

A dead layer/reduction was shown by multiple groups at Ni/Pt interfaces.[164; 173–175] Kim et
al. showed a magnetic dead layer in Ni/Pt multilayers found using SQUID magnetometry, which
gives a sum of all the combined effects in a sample. They further investigated whether the effect
was a consequence of intermixing Ni and Pt at the interface by growing one sample rougher than
another, they found no correlation between intermixing and the existence of dead layers.[175]
Although, as suggested by Poulopoulos et al., perhaps there isn’t significant intermixing at the
Ni/Pt interface.[164] Shin et al. also demonstrated a two atomic layer magnetic dead zone using
the VSM method in Ni/Pt samples, suggested to be due to a suppression of Ni moments caused by
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sp-d hybridisation.[173] On the other hand, only a reduction of Ni moment at the interface measured
by XMCD was presented by Wilhelm et al., noting that for thin Ni layers, a thicker Pt layer resulted
in a stronger reduction of the Ni magnetic moments.[174] Poulopoulos et al. confirmed this trend
with XMCD and the absence of a fully magnetically dead layer at Ni/Pt interfaces. Their samples
with only two monolayers (ML), equivalent to ∼ 7 Å, of Ni still showed a magnetic moment which
would not be the case if a dead layer were present. They also alleged that the reduction in interface
Ni moments was due to alloying between the Ni and Pt.[164] Then, Kim et al. provided proof
of a 5.7 Å magnetic dead layer at room temperature at the Ni/Pt interface via magnetic circular
dichroism and SQUID measurements, as no moment was found on the Ni atoms for Ni thicknesses
less than 6.6 Å, counteracting the measurements of Poulopoulos et al. and Wilhelm et al.. They
attributed the dead layers to 3d-5d hybridisation between the Ni and Pt, which caused a reduction
in the exchange splitting.[176]

Figure 5.1: a) shows the magnetic circular dichroism results of Kim et al. for [Ni(x)/Pt(4.5
Å)]×30/Pt(30 Å), showing the Ni absorption spectra for all Ni thicknesses at room temperature,
proving no magnetic circular dichroism signal below 6.6 Å.[176] b) shows the XMCD spectra results
at 10 K from Poulopoulos et al. for Ni and Pt in a Ni(2 Å)/Pt(2 Å) multilayer, showing a moment
in both the Ni and the Pt.[164]

The cause of this could have stemmed from different growth methods, the dead layers were
found in sputtered multilayers, which involves higher adatom energetics, as opposed to multilayers
deposited by e-beam evaporation.[177] Kim et al., however, stated that it is not guaranteed that
there is more interfacial alloying in sputter grown samples compared to e-beam grown, though
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magnetic dead layers may arise from interfacial alloying in the thinnest Ni films.[176] Furthermore,
the samples showing a dead layer had smaller Pt thicknesses than the samples showing a reduced
Ni moment and induced Pt moment, as can be seen in Figure 5.2a, which could be a root of the
discrepancies seen. The final difference was that the reduced Ni moment samples were measured by
XMCD at 10 K, whereas the dead layer samples were measured at room temperature. This could
be significant as the Curie temperature of an NiPt alloy is below room temperature, plus, the Ni
moment is lower at room temperature.[175]

Figure 5.2: a) and b) show both reported induced moments and reported dead layer thicknesses
for Ni/Pt interfaces in multilayers, plotted against the Ni thickness (a) and Pt thicknesses (b).
The references are as follows: a-[173], b-[175], c-[176], d-[178], e-[174], f-[164], g-[179], h-[171]. The
dead layer samples were all grown via sputtering and measured using the VSM method at room
temperature, hence the range of Ni thicknesses in (a). For the magnetisation values, they were
all grown via e-beam evaporation and measured via XMCD, except Reference h, which was grown
via sputtering and measured with XRMR at room temperature. The samples from Reference d
contains Co as well as Ni for the FM. For Reference b, the thicker dead layer sample was grown
with a lower growth chamber pressure.

As can be seen in Figure 5.2a, the thickness of the Ni tends to decrease with the Ni magnetic
moment, and the Pt moment follows a similar trend, this trend holds true for all the considered
Pt thicknesses. Klewe et al. also back up this by showing that as the moment in the FM increases
(in this case, by increasing the Fe to Ni content in a FM alloy), the Pt moment increases.[171]
The outlier in terms of magnetisation magnitude was from h-[171], the only sample measured
using XRMR, showed a much lower Pt magnetic moment of (0.08±0.08) µB/atom. This was,
however, performed at room temperature, as opposed to 10 K, which could partially account for
the differences between the results in References [164; 174; 179]. However, XMCD predictions tend
to be underestimated compared to XRMR predicted moments.[156] The only other difference is that
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the Ni thickness is much larger than all other samples considered.[171] The DL thicknesses vary
considerably over similar Ni ranges. The smallest DL thickness (d) used only a small thickness
range between 0 and 15 Å which could lead to an inaccurate value, however, this sample also
included Co with the Ni and a higher Pt thickness than the other samples, which could be the
cause of a smaller DL thickness. From Reference b-[175], it was displayed that a change in the
sample growth chamber pressure can have an effect on the DL thickness.

Little trend appeared in the Ni moments as a function of Pt thickness, shown in Figure 5.2b.
For each Pt thickness, the Ni moments showed a range of values, as do the DL thicknesses for
similar Pt thicknesses. From the XMCD experiments, Wilhelm et al. and Poulopoulos et al.
also showed that the Pt at the interface had induced magnetic moments, which decreased with
increasing Pt thickness, supporting the localisation of the moments at the interface due to XMCD
measurements presenting an average moment over the whole Pt layer.[164; 174; 180] All of these Ni
moments are less than the bulk moment of 0.61 µB/atom, though Ni thicknesses didn’t go beyond
50 Å.[164; 174; 181] Poulopoulos et al. claim that the Pt moments in Ni/Pt samples are comparable
to the Pt moments within an alloy of NiPt, however, the Ni moments exhibit a larger reduction
in alloys than in multilayers.[164] A Co impurity in bulk Pd would have over 200 neighbouring Pd
atoms to polarise, resulting in a giant magnetic moment.[182] Despite a lot of different conclusions
and methods, a few patterns can be drawn from the data. It is likely that there is an induced
moment in the Pt and also that the Ni has an interfacial moment reduction, as these combined
effects could result in an overall dead layer via the VSM method, allowing the literature to agree
somewhat, especially when one considers the measurement temperature differences.
To summarise the above trends for proximity effects at Ni/Pt interfaces:

• The VSM method always found an interfacial dead layer.

• XMCD always found a reduction of the moments of Ni at the interface and induced Pt
moments.

• Room temperature measurements tended to find lower moments/dead layers compared to
those at 10 K.

• Both Ni and Pt moments increased with Ni thickness, irrespective of the Pt thickness, sug-
gesting a link between the Ni and Pt moments.

• As an average, the dead layer thickness was (4±2) Å, the induced Pt magnetisation was
(0.15±0.07) µB/atom, and the Ni magnetisation at the interface was (0.4±0.1) µB/atom.

5.4.2 Iron

Studies on the proximity effects at a Fe/Pt interface displayed relatively consistent results for the
induced moment in the Pt. Antel et al. investigated the changes when a sputter grown (001)
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Fe/Pt multilayer is in a BCT (1-4 Å) or FCT phase (>4 Å), to advocate the importance of Pt
contributions to magnetometry data and volume and surface anisotropy. They found from XMCD
measurements that the Fe moments were 10% over the bulk value (2.15 µB/atom) in the BCT
phase, and 10-20% under the bulk value in the FCT phase, see Figure 5.3a. The Pt moments, on
the other hand, showed an almost constant moment of 0.5 µB/atom between 2-10 Å of Pt, which
included both lattice phases, see Figure 5.3b. The sample with 0.9 Å of Pt showed a much lower
moment of 0.36 µB/atom, comparable to FePt alloys, therefore it was suggested that at this Pt
thickness, the sample is considered more as a FePt alloy separated by Fe layers.[183]

Figure 5.3: a) and b) are taken from Reference [183]. They show the Fe moment (a) and the Pt
moment (b) plotted against the thickness of the Pt layer in sputter grown Fe/Pt multilayers. They
also show the Pt thickness at which the layer undergoes a phase change, from BCT to FCT.

Kuschel et al. showed, using XRMR, a maximum spin polarisation of (0.6±0.1) µB/atom for
Pt in sputter grown Fe/Pt bilayers with Pt thickness 59 Å and 200 Å. A Pt thickness of 18 Å,
however, gave a moment of (0.2±0.1) µB/atom, much lower than other literature values (see Figure
5.4, reference b).[168] A Pt moment of (0.43±0.08) µB/atom was found by Klewe et al. using the
XRMR technique on sputter grown Fe/Pt bilayers.[171] Finally, Graulich et al. used sputter grown
Fe/Pt bilayers in a comparison of the techniques: XMCD and XRMR. The results showed that
via XMCD, the Pt spin moment was (0.22±0.05) µB, although, once scaled to a more reasonable
polarisation length within the Pt, compared to considering an average over the whole Pt layer,
the spin moment becomes (0.45±0.14) µB. This compared well with their result from the XRMR
of (0.47±0.10) µB. The orbital moment calculated for the sample was <0.05 µB. For the Pt/Fe
sample, the full width half maximum of the induced moments depth was found to be 15.6 Å, with
an interfacial roughness of 5.5 Å.[156]

Based off Figure 5.4, it can be seen that the Pt magnetisation is more constant with an average
of (0.5±0.1) µB/atom, higher than the values found from studying Ni/Pt interfaces, though the
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Figure 5.4: a) and b) show literature values for the magnetisation of Pt induced by Fe atoms at
an interface, plotted against the thickness of the Fe layer (a) and thickness of the Pt layer (b).
The letter label represents the reference: a-[183],b-[168], c-[170], d-[171], e-[156]. All samples were
bilayers grown via sputtering and all were measured by XRMR except from reference a, which was
a multilayer measured using XMCD.

bulk magnetisation of Fe is 2.22 µB (at 0 K), considerably higher than that of Ni.[16] Furthermore,
the Pt magnetisation showed a relatively constant trend with increase in Fe thickness (Figure 5.4a),
although there were not many low Fe thicknesses considered. An increasing magnetisation with
Pt thickness was observed (Figure 5.4b), this contradicts the results in Figure 5.3, though in the
Pt thickness range studied was much lower and there are fewer values in Figure 5.4a, taken from
different sources, allowing for growth inconsistencies which may be a factor. It is more likely that
the Pt magnetisation of 0.2 µB/atom was an outlier.
To summarise the results for the proximity effects at an Fe/Pt interface:

• Pt magnetisation at the Fe/Pt interface was on average (0.5±0.1) µB/atom.

• Different phases of Fe, due to different Pt thicknesses, caused different Fe magnetisation
(consistently above bulk in BCT then gradually decreasing in FCT).

• No significant change in the Pt magnetisation was observed with increasing Fe thickness.

• No significant change in the Pt magnetisation was observed with increasing Pt thickness
(except for very thin Pt layers).
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5.4.3 Cobalt

XMCD

The Co/Pt interface is possibly the system most investigated in the literature, due to interest in
Co/Pt multilayers for magnetic recording devices. Early research into these proximity effects was
performed by Schütz et al., in 1991 they used XMCD to probe the Pt moment in multilayer samples
and found a maximum of 0.55 µB.[184] Schütz et al. also investigated with XMCD the depth of
the platinum polarisation, by substituting the innermost three Pt ML, equivalent to ∼ 8 Å, for Ir.
They concluded that the innermost Pt moments in a 30 Å layer were around 0.03 µB and similar
to those of Ir. However, this method is valid only if the Ir atoms have the same induced moment
as Pt.[185] XMCD was used by Wilhelm et al. who found a high Pt moment of 0.68 µB/atom.[186]
A trend of lower average Pt moment, decreasing with increasing Pt layer thickness, was shown by
Rüegg et al. in electron beam evaporated Co/Pt multilayers via XMCD.[163]

Suzuki et al. also used XMCD to probe Pt induced moments within a sputtered Co/Pt bilayer,
and found a Pt moment of 0.61 µB/atom at the Pt/Co interface. As they did a Pt thickness
dependent study, they were able to estimate the depth profile of the Pt atoms. They found that the
Pt moment tended to zero at some point after 10 Å, and therefore 90% of the total Pt magnetisation
existed within 10 Å of the interface, see Figure 5.5c. Furthermore, the orbital moments only existed
within two atomic layers from the interface. They proposed an exponential function to model the
decay,

mtot(z) = m0e
−z/λ (5.1)

where a decay distance (λ, the effective range of coupling between Co and Pt) of 0.41 nm was
used, m(z) was the depth profile of the Pt moments at distance (z) from the interface. m0 is
the Pt moment at the interface, and mtot represents the combined orbital and spin moments.
Although, they noted that there may be a systematic error present in the results due to the depth
profile potentially having a dependence on the Pt layer thickness. They also noted a nearly constant
interfacial roughness for all samples of 10 Å.[162] Angelakeris et al. found with XMCD a Pt moment
of 0.485 µB/atom in e-beam evaporated Co/Pt multilayers of 50 repetitions, which is an average
value for the whole Pt layer of 7 Å. They used a thin Co layer of 2 Å in these measurements, which is
barely a monolayer and could be quite inhomogeneous, and the Pt showed polarisation.[34] In 2017,
Koyoma et al. successfully observed SOT-induced switching of the induced Pt moments together
with the Co moments in a sputtered Pt/Co/Pd system using XMCD and current injections. The
total Pt moment reported was low at 0.114 µB/atom, this value allegedly is in agreement with
Suzuki et al. when considering the difference in Pt thicknesses.[187]

Lau et al. found using XMCD that the moments of a top Pt interface (Co/Pt) were higher than
a bottom interface (Pt/Co) with a ratio of around 2.3:1 for the top Pt spin moments to bottom Pt
spin moments when using 6 Å of Pt at both interfaces. This is also true for the orbital moments
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Figure 5.5: a) shows the model used by Geissler et al., showing the Pt moment at the interface
with Pt, and its decay until 10 Å after the interface.[188] b) is from Reference [161], showing the
dependence of the Pt moment on the Ta buffer thickness for the top and bottom interface in a
Pt/Co/Pt system. c) shows the decline in spin and orbital Pt moments from a Co/Pt interface,
from Reference [162].

with a ratio of 4:1. These values came from sputter grown Ir/Co/Pt and Pt/Co/Ir multilayers, and
furthermore, measurements via the VSM method on these samples concluded there was also a dead
layer within the films, as the linear fit to the Co thickness vs. moment/area, cuts the x-axis at a
positive value (at 1 and 2 Å). The results showed both a small dead layer thickness and a small
amount of induced moments within the Ir, Co, Pt samples, however, as the VSM method shows an
average of all the effects, effects from the Ir/Co and Pt/Co interfaces may be cancelling each other
out to some respect.[97]

VSM Method

Although it gave no specific values, a plot of the Co thickness vs. MOKE signal for MBE grown
Pt(111)/Co samples from McGee et al. showed that the MOKE signal (which is proportional to a
magnetic moment) decreased linearly with thickness in the range 0 to 28 Å). Around 2 ML (around 7
Å), it diverted from the linear trend and the moments reduced quicker with decreasing Co thickness,
potentially due to inhomogeneity (see Figure 5.13). If the linear part was extrapolated to 0 Å of
Co, it still shows a MOKE signal, suggesting induced moments in the Pt.[189] Lv et al. showed
a similar Pt moment to Angelakeris et al. of 0.48 µB/atom in sputter grown Co/Pt multilayers,
measured using the VSM method and Equation 5.1. They claimed the moment remained above 0.1
µB/atom until the fourth atomic layer of Pt after the interface.[190] Utilising MOKE, Ece et al.
described two models for working out the magnetisation in Co/Pt multilayer thin films. For the
model which accounted for induced Pt moments, an equation similar to Equation 5.1 was presented,

QP t = QP tmaxe
(−β(dP t−0.2)) (5.2)
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where QP t is the total Pt moment, QP tmax is the maximum Pt moments (within the monolayer at
the interface), dP t is the magnetisation delay length (only Pt thicknesses above 1 monolayer are
considered, >2 Å), and β is the exponential decay constant (which they took as 6.36 nm−1).[191]
Yu et al. used the VSM method to study Pt/Co/[Co/Ni]×4/x samples, where x = Ta, Pt, MgO and
Cu. They showed a dead layer for all samples, including the one with Pt at both interfaces, which
one would expect to show induced moments. However, studying the FM thickness vs. moment/area
data for this sample, the whole range is short, between 2.5 Å and 15 Å and there appears to be a
change in trend below around 8 Å which is not accounted for, suggesting that below this thickness,
the thin film becomes discontinuous.[178]

Bersweiler et al. performed a study via the VSM method into the Co/Pt interface in bilayer
repeats after noting that the PMA can be altered by various factors. This includes: deposition
methods[192], annealing temperature, sputtering pressure and configuration, which all contribute
to changes in the interfacial roughness. They showed that the Pt roughness doesn’t change with
Pt thickness, however, the Co roughness tends to decrease with increasing Pt thickness. They also
showed that the roughness was reduced when using a Pt buffer layer, instead of MgO or AlOx.
Furthermore, the values for MS calculated were much higher than bulk, indicating an induced
moment in the Pt. As their Pt thicknesses were less than the approximated Pt polarisation depth of
10 Å, it could be assumed that the whole Pt layer had induced moments, and therefore an estimation
could be made for the magnitudes of the Pt polarisation. These moments ranged between around
0.15 to 0.5 µB/atom, depending on Pt thickness and the buffer layer material. The results also
followed a similar trend to that of the Co roughness, proving a link between Co roughness and
induced Pt moments due to more Pt atoms being in direct contact with Co atoms. There was
a decrease in the induced moment as the Pt thickness increased, this is because the Pt moment
decays as the distance from the interface increases. An estimation could be made by assuming the
Pt moment was independent of the distance of the Pt atom from the interface, however, it would
be less accurate.[193] Bandiera et al. demonstrated, with SQUID magnetometry, an asymmetry in
the interfacial anisotropies in sputtered Pt/Co/Pt films showing a higher anisotropy at the Pt/Co
interface. They concluded that this was due to more interdiffusion at the top interface, perhaps due
to the sputtered Pt atoms having more energy when they hit the sample surface than Co atoms.
They reported that the diffusion caused the formation of magnetic alloys that have lower Tc values
than Co, however, this is only significant when studying thin films (<10 Å).[194]

XRMR

Ferrer et al. used the technique of resonant magnetic diffraction along a crystal truncation rod (a
less used method [195; 196]) and found the magnetic moment of Pt to be 0.2 µB in a layer in contact
with Co atoms, and 10 times smaller in the following layer. They claimed that the Pt induced
moment increased as the Co thickness increased (and therefore the Co magnetisation), however,
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Figure 5.6: a) and b) show the reported Pt magnetisation in Co/Pt samples plotted against Co
thickness (a) and Pt thickness (b). The references are as follows: b-[184], c-[185], d-[160], e-[188],
f-[186], g-[162], h-[190], i-[34], j-[187], k-[32], l-[161], m-[97]. The stars represent a sample in which
the Co has an interface with another material that is not Pt. Samples from references c, f, h, i,
j, k, l, m are multilayers, d, e, g are bilayers. Not shown on a), g has a Co thickness of 140 Å.
Samples m, l and k have two different values depending on whether the top of bottom Co interface
is measured, details of these samples are shown in Figure 5.8a.

this could be due to a relationship between the x-ray intensity and the Co thickness. Furthermore,
their results showed that the Pt moment was slightly larger when Co had hcp packing, compared
to when it had FCC packing.[160]

In 2001, Geissler et al. compared simulations and XRMR measurements on sputtered Co/Pt
interfaces. They found that the induced 5d moment was 0.21 µB, similar to Ferrer et al., for 1
ML (∼ 4 Å) after the interface, then, the polarisation decayed over (3 ± 1) Å (Figure 5.5a).[188]
Mukhopadhyay et al. also prepared sputtered Pt/Co/Pt samples as a function of different thickness
Ta bases (0, 20, 40, 70, 100 Å). Using XRMR, they found that the top Pt layer had a Pt(111)
phase, as did the bottom Pt layer when the Ta base layer is very thin. When the Ta base layer
thickness was increased, the bottom Pt existed in the Pt(001) phase, which caused a decrease in
the induced Pt moment. For the bottom Pt layer, the maximum Pt moment decreased as the Ta
thickness increased. The top Pt layer moments followed a more steady trend and were higher than
the bottom layer, with a ratio of 2.3:1 top to bottom for Ta thicknesses below 60 Å - see Figure
5.5b. This asymmetry however, was not attributed to the roughness, as a similar roughness of
around 4 Å was found for both top and bottom interfaces in all samples. It was shown by density
functional theory calculations that Pt(001) has less induced moments due to the proximity of the
Co layer.[161] The flaw in this theory comes when looking a very thin magnetic layers which do not
support defined crystal structure. Verna et al. proved via XRMR that for thinner FM layers, the

71



MPE AT THE FM/NM INTERFACE 5.4 Pt Proximity Effects

interdiffusion during sample deposition played a key role in the asymmetry at Pt/Co vs. Co/Pt
interfaces. They predicted a region up to 10 Å of Co-Pt intermixing on the top interface, but only
5 Å on the bottom. They showed that these effects in trilayers are reproducible in multilayers.[197]

Rowan-Robinson et al. showed that the XRMR measured induced Pt moments in the top layer
of a Pt/Co/Pt trilayer were at least twice those of the moments induced on the bottom layer.
They also commented that despite this, the DMI contributed symmetrically from both interfaces.
Though it should be noted that the two Pt layers are of different thicknesses.[33] Further XRMR
measurements performed by Moskaltsova et al. confirmed a larger induced moment in the top
Pt layer than the bottom in sputter grown Pt/Co/Ta and Ta/Co/Pt trilayers with a top layer to
bottom layer ratio of 1.3:1, which is a smaller ratio compared to similar samples.[32] This may
be due to the bottom Pt layer being grown onto Si/SiOx instead of Ta or Ta/Ru, as in other
studies.[97; 161] The polarisation depth for the Pt was also found to be 8 Å for Pt/Co/Ta and 9 Å
for Ta/Co/Pt, in good agreement with the other studies. Inyang et al. also showed that the induced
moments are larger at the top interface than at the bottom interface. They did experiments using
polarised neutron reflectivity and XRMR on Pt/CoFeTaB/Pt trilayers and defined a new model
which attributed the asymmetry to the difference in effective susceptibilities of the Pt interfaces,
which could have occurred due to interfacial roughness or intermixing.[31] Another study showing
the asymmetry was Reference [198], in which it was ascribed to variations in roughness on the top
and bottom interfaces, the larger moment and interfacial mixing on the top Co/Pt interface.

Plots comparing literature values for the Pt magnetisation as a function of Co and Pt thickness
is shown in Figure 5.6. The values reported for the Pt magnetisation cover a large range, from
0.05 to 0.68 µB/atom, and there is no obvious trend between the magnetisation and the Co or
Pt thickness, nor between the measurement type or growth method. There are perhaps too many
variables at play that can affect the magnetisation value which drowns out any potential trends
with respect to thickness. Alternatively, there is no dependence upon the layer thicknesses and the
moment instead depends more on specific growth conditions, which would need to be considered
for individual experiments.

Considering, very generally, all the Pt moments reported in all the papers discussed, including
Fe, Co and Ni, it could be interpreted that there are two levels of Pt moments. A higher range for
Fe samples (generally above 0.4 µB/atom) and a lower range for Ni samples (generally below 0.3
µB/atom). The Co magnetisation values seem to fit into both of these categories, with the majority
in the higher range - see Figure 5.7a. One further aspect not yet summarised, was a dependence of
the Pt magnetisation on the interfacial roughness. Values from literature were combined in Figure
5.7b, which show a potential weak trend between the roughness and magnetisation, supporting
previously mentioned claims.
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Figure 5.7: a) shows a generalised plot of Pt magnetisation values found in literature vs. the Pt
thickness. The values are taken from Figures 5.2b, 5.4b and 5.6b. b) shows a generalised plot of
interfacial roughness against Pt magnetisation. Values were taken from references: [156; 161; 162;
168; 171; 190]. In some cases an average of reported values was used.

Interfacial Asymmetry and Pt Polarisation Length

Various findings throughout this chapter have addressed a key question: is the induced moment
equal at the top and bottom Pt/Co/Pt interface? Values extracted from the literature are summar-
ised in Figure 5.8a which showed a clear trend, backed up by other literature studied, between the
Pt magnetisation at a Pt/Co interface and a Co/Pt interface. The top Pt interface always showed
a higher moment than the bottom interface, and the difference in values varies slightly, with an
average ratio of around 2:1. Another question addressed by various studies was: how deep into the
Pt layer is the Pt polarised? Figure 5.8b shows a summary of results, which supported a consistent
decay length of around 10 Å, i.e. the length over which the Pt moments exponentially decrease
from a maximum at the interface to zero, within the Pt layer. The length remained consistent for
various Co and Pt thicknesses.

Other Correlations

Other investigated results of the proximity effect include: a decrease in the spin Hall conductivity
with increased induced spin moments and an enhancement of the AHE in Pt/Py.[200; 201] Yang et
al. found no direct correlation between the DMI and the proximity effect in Co/Pt bilayers. They
presented from first principle calculations that the DMI doesn’t extend far from the Co interface
into the Co layer, and it is very weak in the proximity induced Pt spins. Any intermixing may,
however, reduce the strength of the DMI.[35] Ryu et al. on the other hand, showed an intimate
link between proximity effects in Pt and DMI. Claiming a strong correlation between the induced
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Figure 5.8: a) shows the difference in reported induced Pt moments from three separate sources:
k-[32], l-[161], m-[97]. The up arrow represents the top Co/Pt interface, and the down arrow
represents the bottom Pt/Co interface. Values from references k and l were found using XRMR
and values from reference m was found using XMCD. b) plots as bars, the thickness of the Co,
extending down from the Co/Pt interface. Above the Co/Pt interface, it shows the Pt thickness,
and the reported thickness of polarised Pt within the layer (decay length). References in this
figure are as follows: e-[188], g-[162], h-[190], k-[32], l-[161], n-[199]. For reference n, no Pt or Co
thicknesses were given. All samples were grown via sputtering except for reference n, which used
evaporation. All results were measured via XRMR, except g (XMCD), h (SQUID) and n (STM).
The x-axes shows the sample structure.
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moments and the strength of the chiral spin torque.[202] These conclusions were further investigated
by Rowan-Robinson et al. in sputtered multilayers, to find that both DMI and proximity induced
moments (measured by XRMR) were affected in different ways by small changes in thickness to a
spacer layer between Co and Pt in the instance of thin spacer thicknesses. Any proximity effects
became negligible at thicker spacer thicknesses, however, the DMI continued to change. They
stated that spin-orbit interaction dictated the DMI, suggesting it is more dependent on itinerant
electrons, whereas the density of states is the key factor in determining the proximity effects and
is contingent on the bound d electrons.[33] Knepper et al. studied the link between Pt polarisation
and the RKKY interaction, they suggested that the ferromagnetic interlayer coupling in Co/Pt
multilayers is due to the polarisation of the Pt atoms, as the coupling becomes stronger when the
temperature is lower, and therefore the polarisation extends deeper into the Pt layer.[203]
To summarise the interfacial proximity effect at a Co/Pt interface:

• No overall trend was observed between the Pt magnetisation and Co or Pt thickness (some
small trends were observed on specific experiments).

• Moments were induced in the Pt, even with only 1 monolayer of Co.

• The Co and Pt moments followed the same applied field dependence.

• There was a weak dependence between interfacial roughness and Pt magnetisation.

• The polarisation of the Pt exponentially decayed over 10 Å from the interface within the Pt
layer.

• A Co/Pt interface exhibited more induced moment than a Pt/Co interface. This was linked
to a dependence of the Pt magnetisation on the interfacial roughness/intermixing and the
lattice phase of the Co and Pt.

5.5 Ir Proximity Effects

Where literature very clearly reports Pt to have an induced moment in vicinity to a FM (except
Ni via the VSM method), the effects in Ir are more ambiguous. From some research groups there
are reports of induced moments, whereas others report a dead layer. Most studies were performed
on alloys of Ir with Co, Ni or Fe by Krishnamurthy et al., however, there are also some studies
with PMA stacks. In theory, Ir is another heavy metal near the Stoner criterion and next to Pt in
the periodic table, it should possess similar proximity induced features to Pt, however, there are
always multiple factors at play.
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5.5.1 Alloys

Initially studied by Krishnamurthy et al., it was shown using XMCD that in alloys with Fe, Co and
Ni, the Ir gained an induced magnetic moment which was proportional to the FM host material
moment due to 3d-5d hybridisation. It was Krishnamurthy et al. that found a violation of Hund’s
rules in a Co/Ir alloy due to the orbital moments of the Ir aligning antiparallel to the spin moments,
and therefore the moment of the FM. They also claimed a reduced moment on the neighbouring
Co atoms. They showed that in Ir/Fe alloys, the Ir induced moment was around a fifth of the Fe
moment. [204–206]

Figure 5.9: a) shows a collection of literature values for the magnetisation of Ir in alloys with Ni,
Fe and Co, against the percentage of FM in the alloy. The letter represents the reference: a-[204]
b-[205], c-[206]. All data was collected via XMCD.

The data in Figure 5.9 shows that, with an increasing percentage of FM material, the Ir mag-
netisation increased. It also revealed that for the Ir moment in alloys of a similar FM percentage,
Fe was the highest moment and Ni the lowest. For Co alloys, the Ir had a larger range of values
between those in Fe and Ni alloys - this reflects the trend found in Pt.

5.5.2 Thin Films

Induced Moments

Multilayer systems with a FM and Ir have also been studied via XMCD. Wilhelm et al. found
that contrary to within alloys, the Ir orbital moment was parallel to the spin moment, as expected.
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This was in Fe/Ir multilayers, grown by e-beam evaporation.[207] Jaouen et al. showed that the
Ir orbital moment in an MBE grown Fe/Ir multilayer decreased considerably when changing the
thickness of the Fe from 10 Å to 30 Å. With this thickness difference, the Fe also underwent a
lattice structure change from BCT(001) to BCC(001), a change that was maintained also by the
Ir. They claimed that in the BCC structure, there are more interfacial magnetic sites.[208]

Poulopoulos et al. showed that both Pt and Ir were coupled parallel to the FM in the system
with a positive orbital moment contribution.[180] Whereas Schütz et al. showed that Ir had a
positive spin contribution, but a negative orbital contribution.[185] Wilhelm, on the other hand,
showed that orbital and spin components were parallel for Pt and Ir.[186] Figures 5.10a and b
show a collection of the values found for the Ir magnetisation, measured by XMCD, at an Fe/Ir
interface. There was a potential trend with the Ir magnetisation decreasing with increasing Fe
thickness, however, there were not enough data points to conclude this. A more constant trend in
Ir magnetisation was shown with increasing Ir thickness. The values have a small range around
an average of (0.18±0.04) µB/atom, although these graphs cover only a small range of Ir and Fe
thicknesses.

Dead Layers

There are also many literature articles suggesting that a dead layer forms at the interface between
Ir and a FM. Chen et al. reported a dead layer in Fe/Ir(111), because in the first three monolayers
of Fe, no magnetic signal was detected (contrary to Jaouen et al. who showed Ir moments at
around 3 ML (∼ 6 Å) of Fe [208]). They related this to the FCC structure in that thickness
range, as they showed a BCC Fe phase forming for more than 3 ML.[209] Belmeguenai et al.
reported dead layers forming at interfaces in a Ir/Co2FeAl/Ti, however, they indicated that a dead
layer in their case meant an area with intermixing and therefore a lower magnetisation. This is
because they reported both a dead layer from the VSM method, and induced moments from XRMR
measurements.[143; 211] Although, in the VSM measurements which sum all the proximity effects,
they do not consider any effects from the Ti interface, which has been shown to produce dead
layers.[212] It was a similar report by Belmeguenai et al., for CoFeB/Ir samples, the interface with
the substrate Si/SiOx was not considered as they reported a dead layer at the Ir interface from
VSM measurements, plus possible proximity induced Ir moments.[210] From VSM measurements,
it was shown by Benguettat-El Mokhtari et al. that there was a magnetic dead layer in sputter
grown Ir/Co/Pt and Pt/Co/Ir measurements. This was not attributed to the Pt/Co interface, as
a similar sample Pt/Co/Pt did not show any magnetic dead layer. Therefore, it was concluded
that the Ir caused a magnetic dead layer at the interface with Co, which was larger at the top
Ir/Co interface. However, this difference could be due to there being more induced moments at the
top Pt/Co interface.[213] White et al. claimed that there were no proximity effects at the Py/Ir
interface.[214] Figures 5.10c and d, display the dead layer results taken from literature. Figure
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Figure 5.10: a) and b) show literature values of the moments induced in Ir at the interface with
Fe, against Fe thickness (a) and Ir thickness (b). The numbers correspond to references: a-[207]
b-[208], c-[180], d-[186]. The average value of 0.18 is marked by a dashed line on b). Samples were
grown via e-beam evaporation and MBE. c) shows a graph with a bar illustrating the thickness of
the Ir, and how far into the Ir the reported dead layer reached. The sample structures are labelled
along the x-axis, and the references are: [97; 143; 209; 210], from left to right. The Ir thickness
was not reported in the sample of a and samples were grown via sputtering and measured via the
VSM method. d) represents the dead layer thickness in the magnetic layer, against the range of
magnetic layer thicknesses studied to achieve the dead layer thickness - for the same samples as c).
References are the same as c), and the Ir thickness of each sample is quoted next to it.

78



MPE AT THE FM/NM INTERFACE 5.6 Ta Proximity Effects

5.10c shows for four different samples, the proportion of the Ir thickness that was proposed to be
magnetically dead with the Ir thickness. There was potentially a trend between the Ir thickness and
the reported dead layer thickness, however, the values of the dead layers themselves were perhaps
not accurate due to the reasons mentioned above. Figure 5.10d shows the FM thickness ranges
over which the samples were studied. The largest dead layer thickness did not cover very thin FM
layers, which may have impacted the result, compared to the smaller dead layer thicknesses, which
only consider thin FM layers.
To summarise the results on proximity effects at the Ir/FM interface:

• Both induced moments and dead layers were reported in Ir.

• Fully dead layers were only reported from the VSM method and are likely to be less accurate,
giving a sum of all interfacial effects.

• Induced moments were reported from XMCD measurements, plus a decrease in FM interfacial
moments for some FMs.

• In alloys, the Ir magnetisation increased as the alloys FM percentage increased, with the
highest magnetisation seen in Fe, followed by Co, then Ni, suggesting a link between the FM
moment and the Ir moment.

• Induced Ir moments were on average (0.18±0.04) µB/atom.

• A dependence on lattice structure was demonstrated.

5.6 Ta Proximity Effects

Literature measurements on Ta/FM interfaces tended to report the same thing: a magnetic dead
layer, and the VSM method was used for working out the dead layer thickness. Shringi et al.
showed a 5 Å dead layer in sputter grown Ta/Fe multilayers, assuming it was equal on the top and
bottom interface. They also stated that when the Ta is above 24 Å, there was no change to the
magnetisation with Ta thickness, however below, the magnetisation increased as the Ta thickness
decreased, showing a bulk value for Fe when the Ta was 7 Å. This was taken to mean that the
amount of alloying between Ta and Fe decreased as the Ta thickness decreased.[215]

When using ion beam deposition to make samples, it was found that the Ta/NiFe interfacial
dead layer thickness increased with an increasing ion beam voltage. This was ascribed to the atomic
mixing of atoms on the surface, with atoms reaching the surface. The dead layer thicknesses were
found to be between 4 and 6 Å with an ion beam voltage of 1000 V. The dead layer thickness
increased with the thickness of top Ta in a Ta/NiFe/Ta stack, then plateaued at 6 Å when the Ta
= 50 Å.[217] NiFe was again investigated by Kowalewski et al., as they found a magnetic dead layer
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Figure 5.11: a) is comprised of bars showing the thickness of Ta and the dead layer within the
magnetic material at a Ta/FM interface. This is shown for multiple different samples, the different
FM materials are separated by colour. All samples were grown via sputtering and the dead layer
thickness found using the VSM method. If no thickness was reported, the sample is shown without
a Ta thickness. b), c) and d) show the dead layer thickness per interface against the FM thickness
range used to work out the DL thickness for NiFe, CoFeB, and other FMs, respectively. Labelled for
each sample is the thickness of the Ta and whether it’s on the top or bottom interface. The letters
represent the reference: a-[216], b-[217], c-[218], d-[219], e-[220], f-[221], g-[222], h-[223], i-[224],
j-[178], k-[194], l-[215]. For the compositions of CoFeB in c), references e, f and i are Co40Fe40B20,
d is Co60Fe20B20, h is Co20Fe60B20, and g is Co31.5Fe58.5B10.
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of 6 Å at the Ta/NiFe interface, and 10 Å at the NiFe/Ta interface. This was accounted for by
considering that the surface free energy of Ta is higher that Ni, so the top Ta atoms were more likely
to intermix into the NiFe than the Ni atoms into the Ta. They also concluded that post annealing,
this difference in dead layer thickness is removed.[218] Wang et al. showed Ta dead layers at the
interfaces of Ta/CoFeB/Ta samples: 6.0 Å for the top interface and 2.5 Å for the bottom, this was
assuming that the dead layers in a Ru/CoFeB/Ru sample measured were equal at both interfaces,
which may not be true according to Jang et al..[221] A transmission electron microscope image was
also shown of the two samples and the Ru sample had much sharper interfaces than the Ta sample,
plus, the Ta top layer shows a TaOx layer almost the same thickness as the Ta layer itself.[219]
Other similar studies into Ta/FM dead layer thickness include References: [216; 220; 222].

Jang et al. explained a difference in the top and bottom layer dead layer thickness of Ru/CoFeB/Ru
samples by considering the effective atomic weights of the materials - Ru is heavier so the top in-
terface showed more intermixing. This does, however, consider that all layers have a thickness
of 50 Å. As Ta is even heavier than Ru, this emerged as an even thicker dead layer at the top
interface.[221] It was shown by Kim et al. via XMCD that in CoFeB/MgO bilayers with various
underlayers, including Ta, the Fe perpendicular orbital moment was suppressed by the interfacial
intermixing, and the perpendicular and IP orbital moments of Co were suppressed.[212] Via XMCD
in CoCrPtTa alloys, it was shown that Ta orbital moments were antiparallel to the spin moments,
which obeys Hund’s rules as expected for a transition metal with a d shell less than half full.[179]
As for trends between the magnetic dead layer and Ta thickness, Akyol et al. performed a study
with a Ta/CoFeB/MgO sample and showed that the dead layer remained constant within error
until 5 Å, above which it increased with Ta thickness.[224]

From Figure 5.11a, we can infer that there is no obvious trend between the Ta thickness and
the dead layer thickness, nor between different FM materials. The dead layers range between 1.1
Å and 18.7 Å. From Figures 5.11b, c, and d, it became apparent that the studies which presented a
DL of more than 8 Å, did not include FM thicknesses less than 20 Å, which may be less accurate.
Alternatively, it may suggest that over thicker ranges of FM thickness, the DL was thicker. Studies
also showed that the dead layer at a top interface was thicker than at a bottom interface. Two
studies which gave the values for the different interfaces were by Kowalewski et al. and Wang et
al.. [218; 219] The average ratio of DL thickness at the top to bottom ratio was 2:1, however, more
samples should be compared.
To summarise the proximity effects at Ta/FM interfaces:

• There was a large range of dead layers reported (1.1 Å and 18.7 Å), which didn’t show an
obvious, large scale dependence on FM material or Ta thickness.

• Individual studies reported trends: the DL thickness decreased with Ta thickness below 50 Å
and plateaued again below 7 Å, Fe moments began to increase with decreasing Ta thickness
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below 24 Å.

• The largest dead layer thickness came from studies which did not use FM thicknesses below
20 Å.

• The Ta was found to suppress the interfacial orbital moments in Co and Fe in a CoFeB
sample.

• An asymmetry was observed in DL thickness of the top and bottom Ta/FM interfaces which
was on average 2:1.

5.7 CoB Proximity Effects

Another, less studied, FM material used throughout this thesis is CoB. CoB is an amorphous ma-
terial, which differs to polycrystalline Co with a reduced amount of grain boundaries.[225] Tanaka
et al. performed calculations to determine the electronic states of CoB in a spin polarised state
and in a paramagnetic state. They claimed that the boron s and p states split into bonding and
antibonding states and hybridised with the Co d states. The exchange splitting of the Co d states
decreased as the content of boron increased due to the enhancement of hybridisation, i.e. they
became less ferromagnetic. The density of states for different percentages of boron can be seen
in Figure 5.12b. The density of states at the Fermi level increased as the percentage of boron
increased, as the tallest peak of cobalt in the minority d band moves towards the Fermi level,
decreasing the exchange splitting.[226]

Konč et al. studied the saturation magnetisation of CoB alloys with different compositions.
They described the decrease in moments as the boron content increased as due to electron transfer
from boron atoms to the holes of the cobalt atom.[227] Asahi et al. and Agui et al. investigated
CoB/Pd multilayers, sputtered at 260◦C with added N2 gas during the growth, to change the grain
size. It was shown by Asahi et al. that adding B to Co can reduce cluster sizes. Agui et al. showed
a trend in the CoB magnetisation that was constant between 16 and 8 Å, then started to decrease
as the thickness decreased down to 2 Å.[228] Agui et al. reported that the crystal grain size in the
CoB was 15 - 17 nm.[228]

Lavrijsen et al. studied the dependence of domain wall pinning for different compositions
of Co and B. They used PMA stacks, which sandwiched the CoB with Pt, and found that the
increase in boron reduces the domain wall pinning site density and/or strength.[225] Ngo et al.
also investigated domain wall speeds in CoB/Ni based nanowires. They confirmed a reduction in
pinning due to reducing the number of pinning sites and henceforth enhancing domain wall velocity.
They commented that due to boron’s small atomic radius occupying vacancies in the Co, diffusion
between layers was reduced, allowing it to maintain magnetic properties despite exposure to air or
heating from currents.[229]
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Additionally, CoB based samples have been used in experiments regarding tilt free domain wall
motion [230], measuring the stiffness and damping of spin waves [231] and skyrmion hosting stacks
investigating the dependence of skyrmion diameter on the skyrmion Hall angle.[232]

Figure 5.12: The graph shows the boron percentage in a CoB sample compared to its reported
magnetisation. The red symbols are worked out using a thickness series (VSM method) and the
black symbols just used one CoB thickness. The type of symbol represents the interfacial materials
with the CoB in the samples. The number labels show the CoB thickness in Å. The letters represent
the references: a-[229], b-[225], c-[228], d-[227], e-[233], f-[230], g-[232], h-[234], i-[231], j-[235]. All
samples except for reference d were grown via sputtering, and measurements were performed via
VSM, SQUID or MOKE for all samples except from reference c, which used XMCD on the Co
edge. b) is taken from Reference [226], it shows the predicted density of states of the d band of Co
in CoB alloys, where zero energy is the Fermi level.

From Figure 5.12a, a trend can be seen between the CoB magnetisation and the percentage of
boron to Co, the lowest magnetisation is shown for Co50B50, and the highest for Co92B8. This trend
can be assigned a linear fit: CoB magnetisation = (-28.2 × Boron percentage) + 1506.4. Of course,
there are variations for individual samples due to different CoB thicknesses, for example, when the
CoB thickness is 2 Å, the magnetisation is much lower than other samples for the sample CoB
composition. Also, for those samples in which the magnetisation was calculated without factoring
in any proximity effects (black symbols which used SQUID VSM or MOKE), and differences in
growth conditions may also cause variation. Furthermore, the CoB thicknesses used in a thickness
series to measure the magnetisation have ranges which are either only considering small thicknesses
(<36 Å), or not considering small thicknesses (>60 Å), which may lead to some inaccuracies.

In 2021, Satchell et al. used CoB samples with Pt interfaces to make Josephson junctions with
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PMA. Upon analysis of the CoB magnetisation via the VSM method, they found that below 6 Å,
the moment/area diverted from its linear trend against CoB thickness and exhibited a down turn.
This was explained by an inhomogeneous CoB layer below 6 Å, though the Pt appeared to have
stabilised the magnetisation allowing a magnetic response for CoB thicknesses as low as 2 Å. They
showed a magnetic response from the Pt of (46 ± 9) µemu/cm2, taken from the y-axis intercept of
the linear fit. The down turn was modelled using this equation,

moment/area =

(Mx+yint)(d/dcrit) for 0 <d <dcrit

Mx+yint for d ≥ dcrit

(5.3)

where M is the gradient of the linear fit (the magnetisation), yint is the y-axis intercept, dcrit is
the last thickness at which the CoB layer coverage is 100% before becoming inhomogeneous. Figure
5.13b displays the down turn and fit.[234]

Figure 5.13: a) shows a plot of Co thickness in monolayers against MOKE signal, showing a down
turn below around 2 ML (i.e. around 7 Å).[189] b) shows the results of Satchell et al. for sputtered
Pt/CoB/Pt samples, plotting moment/area against CoB thickness. The inset shows their partial
layer coverage model and the magnetisation taken from the gradient of the linear fit was 760
emu/cm3.[234] c) shows a plot of CoFeB/MgO samples from Oguz et al., plotting CoFeB thickness
against moment. This plot shows a 0.2 nm dead layer and a magnetisation of 780 emu/cm3. There
is also a down turn visible below 10 Å.[220]

Oguz et al. showed a similar down turn in their results for sputtered CoFeB samples interfaced
with MgO. They also proposed that the shape of the curve suggested that the ultra thin films
became granular and behaved paramagnetically. They calculated the size of the paramagnetic
particles by fitting the data to a Langevin function with Equation 5.4,

M/MS ∼ (cothx− 1/x) (5.4)

where x = mB/kBT, m is the moment of the magnetic grain (Am2), kB is the Boltzmann constant.[220]
Finally, Tan et al. researched CoB based multilayers with Pt, Ir and MgO interfaces. They per-

formed magnetisation measurements using an alternating gradient magnetometer and showed that
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for Pt(50 Å)/CoB(x)/Ir(10 Å) samples, there was a dead layer of 4 Å, as the linear fit to the mo-
ment/area vs. CoB thickness data crossed the x-axis at 4 Å. Contrary to this, they showed that for
Ir(10 Å)/CoB(x)/Pt(50 Å) the linear fit crossed the x-axis at -3 Å and for Pt(50 Å)/CoB(x)/Pt(50
Å) samples at -6 Å. This would signify that there was a dead layer in the first case, and induced
moments in the second two cases, further suggesting asymmetry between the upper and lower in-
terfaces, as seen with Co. It is true that Pt tends to contribute more moments at the top interface,
however, the range of CoB thicknesses used in this study was small and were different for the
different samples. This could have caused some inaccuracy in these values or the magnetisation
values.
To summarise the literature reports on the magnetisation and proximity effects of CoB:

• As the boron content in CoB increased, its magnetisation decreased.

• Many studies of the CoB magnetisation did not account for proximity effects or the CoB
thickness range used was limiting.

• A down turn in the moment/area vs. CoB (and other FMs) thickness was present below
around 8 Å due to inhomogeneous layers.

5.8 Co and CoB Results

We performed a simple study in which we grew stacks consisting of either Co or Co68B32 at varying
thicknesses, sandwiched between 30 Å of either Ta, Pt or Ir. DC magnetron sputtering was used
to deposit the stacks at a base pressure of ∼10−9 mTorr and an argon pressure of 4.6×10−3 mbar.
The growth powers were 80 W, 30 W, 30 W, 50 W, and 50 W and the growth rates were 0.9 Å/s,
0.72 Å/s, 0.4 Å/s, 0.55 Å/s, and 0.24 Å/s for Ta, Pt, Ir, Co, and CoB respectively. The stacks
were grown at room temperature on thermally oxidised silicon. An initial layer of Ta was used as a
buffer for all samples, though in the Ta samples this layer also contributed to the interfacial effects.

We did methodical measurements of the saturation magnetisation of Co and CoB and how the
interfaces with Pt, Ir and Ta affect it. Stacks were grown of Ta(30 Å)/CoB(x)/Ta(30 Å), Ta(30
Å)/Pt(30 Å)/CoB(x)/Pt(30 Å) and Ta(30 Å)/Ir(30 Å)/CoB(x)/Ir(30 Å), where the thickness of
the CoB/Co was varied between 2 Å and 200 Å. The CoB was grown from a Co68B32 target and
each sample was measured IP using SQUID magnetometry to find the moment of the sample. The
area of a sample was found by photographing it next to a scale, then, after working out the number
of pixels per area, making a trace of the samples edge to find the area (Figure 5.14b), it had a
measurement error of 5%. The thickness of each layer for the samples was found by making a fit
of a XRR scan with GenX (Figure 5.14c).[136]

To find the MS , based on the equation: MS = magnetic moment/(area × thickness), we plotted
the moment/area against the Co/CoB thickness and fitted a straight line to the points (as shown in
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Figure 5.14: a) shows a schematic of the stack: either Co or CoB sandwiched by either two layers
of Ta, Pt or Ir, with a nominal thickness of 30 Å. In the case of Pt and Ir, there was also a base
layer of Ta. b) shows an example of a sample photographed with a scale to calculate the area. c)
shows an example of a low angle x-ray scan (black line) with a fit (red line) performed using GenX
[136] to get the thicknesses of the material components. Both b) and c) show the sample of Ta(29
Å)/Ir(33 Å)/CoB(10.2 Å)/Ir(30 Å).

Figure 5.15: a) to f) all show plots of the NM(30 Å)/Co or CoB(x)/NM(30 Å) sample series, in
which the Co/CoB thickness was varied. Plotted, is the Co/CoB thickness against each samples
moment/area. a) to c) show CoB thin films and d) to f) show Co, a) and d) show Ta as the NM,
b) and e) show Ir, and c) and f) show Pt. All graphs show a linear fit and c) and f) also show the
fit of Equation 5.6 for below 8 Å.
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Figure 5.15a). We took the gradient of the line to be equal to the MS independent any interfacial
effects (VSM method). The values of MS worked out using this method, for each sample series,
can be found in Table 5.1. When considering the linear fit, with 0 Å of CoB, the magnetic moment
should be 0, and therefore the fit should cross the y-intercept at 0, however, this wasn’t always the
case. If it crossed the y-intercept after 0 it signified a dead layer. If it crossed the y-intercept before
0, it signified there were induced moments in the NM material. Then, from the x-axis, either the
thickness of the dead layer was obtained, or an ‘effective increase’ in the Co/CoB thickness from
the induced moments in the NM layer. These parameters are also listed in Table 5.1. We saw that
in the case of Ta, the y-intercept was negative (and the x-intercept was positive) showing a dead
layer. For both the Ir and Pt, the y-intercept was positive (and x-intercept negative) indicating
induced moments. These results are also shown in Figure 5.16a, b and c.

It can be seen for Figure 5.16a, that the y-intercepts for the CoB samples were higher than Co
for Pt and Ir with the induced moments, and for the Ta samples with a dead layer, the y-intercept
was lower for the CoB linear fit than Co. The reverse trend is echoed in the x-intercept data,
Figure 5.16b. As the x-intercept represents an ‘effective increase’ in the Co/CoB thickness from
the induced moments in the NM layer, it is clear that due to CoB samples having a lower MS than
Co (Figure 5.16c), there is a larger ‘effective thickness’ of CoB needed to account for the induced
moments within the Pt/Ir. Another difference between Co and CoB is that Co has a polycrystalline
structure, whereas CoB is amorphous, and it has been shown that the type of lattice structure can
affect the induced moments therefore this could be a reason for the difference.[161; 208] It was
also evident that the linear fit to the samples with Pt had a higher y-intercept than the Ir series,
which again, is echoed in the x-intercept data. This could be due to Pt being closer to the Stoner
criterion than Ir. For both the Ir magnetisation and the Pt magnetisation, the CoB samples to Co
samples had a ratio of around 1.85:1. The Pt magnetisation to Ir magnetisation in both CoB and
Co had a ratio of around 5.6:1. The MS was on average (1.55 ± 0.06) µB/atom for Co ((1300 ±
50) emu/cc) and (0.50 ± 0.03) µB/atom for CoB ((310 ± 20) emu/cc). The bulk value for Co at 0
K is 1.72 µB/atom [16] which is higher than our value, however, not unreasonable considering the
measurements were performed at room temperatures and the FM thickness does not exceed 200
Å and therefore doesn’t extend far into the bulk-like range. The percentage of boron in the CoB
was presumed to be 32% based off the target material. To confirm the boron percentage, x-ray
photoelectron spectroscopy (XPS) measurements were performed and found the percentage to be
(51 ± 4)%. If a linear fit is made on Figure 5.12a, a magnetisation of 310 emu/cc corresponds to
at the 48% boron content, suggesting the magnetisation is accurate for the boron percentage.

Figure 5.16d, shows the magnetisation of the Ir and Pt atoms for Co and CoB. These values
were found from the y-intercept value of the linear fits for the NM/FM/NM sample series. The
y-intercept represents the additional moment per area, which comes from the induced moments.
The depth of the induced moments was estimated to be 10 Å, based on Figure 5.8b, therefore the
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Figure 5.16: These figures show the parameters for Co/CoB samples sandwiched between Ta, Ir or
Pt. a) the value of the y-intercept i.e. the induced moments/area for Pt and Ir, and the effective
decrease in moments/area for Ta, from Figure 5.15 which is in units of the FM moment/area. b)
the x-intercept, i.e. the dead layer thickness for Ta and the effective increase in Co/CoB thickness
for Pt and Ir, which is in units of the FM thickness. c) the saturation magnetisation (MS) of
Co/CoB, which was taken from the gradient of the linear fits in Figure 5.15. d) shows the magnetic
moment per atom induced in the Pt and Ir, plus, the DL thickness at a FM/Ta interface for Co
and CoB. These values were found under the assumptions that the two interfaces have a symmetric
moment, and the Pt/Ir magnetisation depth is 10 Å.
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Stack y-intercept x10−5 x-intercept Slope
(emu/cm2) (Å) (emu/cc)

Ta(30)/CoB(x)/Ta(30) -2.8±0.2 9.4±0.2 300±20
Ir(30)/CoB(x)/Ir(30) 1.6±0.9 -5.4±3 290±40
Pt(30)/CoB(x)/Pt(30) 8.2±0.5 -25±3 330±20
Ta(30)/Co(x)/Ta(30) -8.8±0.1 6.52±0.06 1345±5
Ir(30)/Co(x)/Ir(30) 1±1 -1±1 1320±40
Pt(30)/Co(x)/Pt(30) 4.5±0.6 -3.7±0.6 1220±30

Table 5.1: The y-intercept signifies the additional or reduced moment/area from both FM/NM
interfaces which is positive in the presence of induced magnetism and negative with the presence of
a dead layer. The x-intercept signifies ‘effective increase’ in Co/CoB thickness from both interfaces
in the case of Pt and Ir interfaces and the dead layer thickness from both interfaces in the case
of the Ta. The gradient of the slope represents the MS of the FM material, irrespective of the
proximity effects.

magnetisation could be approximated. These approximations may under estimate the interfacial
moments as it is expected that in the 10 Å of polarised moments within the NM, that the moment
decays over this length. The magnetisation per interface is shown, however, under the assumption
that the top and bottom interfaces hold an equal moment.

For the Co and CoB samples, the values of the magnetisation of Ir was (0.1 ± 0.1) µB/atom
(under the assumption of symmetric interfaces), which has a large error, to the point that the
magnetisation could tend to zero. It is therefore lower than the magnetisation values found in the
literature, though dead layers were mainly found when using the VSM method.

For Pt/Co interfaces (under the assumption of symmetric interfaces) was (0.4 ± 0.1) µB/atom,
which is within the wide range of values found within the literature. Based off the literature, it
is likely that there is in fact, asymmetry in the moments at each interface (Figure 5.8a). If this
asymmetry for the top to the bottom interface is around 2:1, as found by Lau et al. [97], it put the
top and bottom magnetisation of Pt for Co at (0.5 ± 0.1) µB/atom and (0.25 ± 0.07) µB/atom,
respectively, which agrees with literature values. It puts the magnetisation for the top and bottom
Pt interface with CoB at (0.90 ± 0.05) µB/atom and (0.45 ± 0.03) µB/atom, respectively, although
there were no comparable literature values found, the top interface value was higher than expected.
Even if like Moskaltsova et al. [32], the ratio is lower (around 1.3:1), the top Pt interface is still (0.76
± 0.04) µB/atom for CoB, which is higher than any literature values found for the magnetisation
of Pt interfaced with Co.

The Ta DL thickness for the Co samples was (6.53± 0.06) Å (under the assumption of symmetric
interfaces), which sits within the range of values found within the literature, comparable to those
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of References [194] and [217]. The DL thickness for the CoB samples was higher at (9.4 ± 0.2) Å
(under the assumption of symmetric interfaces), though still within the range of DL thicknesses
found in the literature.[218]

Despite this, it is likely that there is asymmetry, as the roughness of the bottom interface
(NM/FM) does not match the roughness of the top interface (FM/NM), as shown in Figure 5.17.
The bottom interfaces show a more flat-like trend in roughness compared to FM thickness, being
particularly high in the Ta/CoB samples (potentially due to an unpredictable difference in growth
conditions), and in the samples with low FM thicknesses. The CoB samples tended to show higher
roughness than the Co samples, which was also true for the top interface (FM/NM). However, at
the top interfaces, there was an increase in roughness as the FM thickness increased.

Figure 5.17: a) shows a plot of the FM (Co or CoB) thickness against the roughness at the bottom
interface - as indicated in the diagram of b). c) shows the FM (Co or CoB) thickness against
the roughness at the top interface - as indicated in the diagram of b). The squares represent Co
samples, and the circles represent CoB. The black, red and blue symbols, represent Ta, Ir and Pt,
respectively.

When fitted using GenX, the samples of Ta/CoB/Ta consistently showed a high level of oxida-
tion, leaving the top Ta layer thinner, ∼25 Å, and a large oxide layer, ∼20 Å. Platinum and iridium
showed little oxidation. The Pt/Ir top layer thicknesses showed an expected thicknesses of ∼30 Å,
followed by a layer of, on average, (4 ± 1) Å of an oxide material.

Using the values in Table 5.1, as we know the induced moment/area from the Pt/Ir for the two
interfaces, this can be subtracted from the total moment/area of each sample and the magnetisation
recalculated. In the case of Ta, the total thickness of the dead layers in a Ta/FM/Ta sample
can be subtracted from the FM thickness, and the magnetisation recalculated. The difference
in the magnetisation can be seen in Figure 5.18, when proximity effects are not considered in
magnetisation calculations, this has a large effect on the magnetisation for thin films (<100 Å). In
the case of Pt and Ir (particularly Pt) the magnetisation was over estimated, and in the case of Ta,
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Figure 5.18: a) and b) represent the magnetisation against FM thickness worked out for CoB
and Co, sandwiched between Ta, Pt and Ir, when only the thickness of the FM is considered in
the calculation, discarding proximity effects. c) and d) show the magnetisation of Co and CoB,
sandwiched between Ta, Pt and Ir, when the proximity effects are considered and for Pt and Ir
samples, the induced moments are subtracted, and for the Ta samples, the dead layer thickness is
subtracted.
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the magnetisation was underestimated. With the corrections applied, the magnetisation followed a
more steady value down to low FM thicknesses. Although showing a steady trend in MS , the values
for the Pt/Co/Pt samples were consistently lower than for the Ir and Ta, as was the magnetisation
found from the gradient of the linear fit of the moment/area vs. Co thickness plot. The reason for
this was not clear. The average value of the corrected MS from Figures 5.18c and d, was (0.53 ±
0.09) µB/atom for CoB and for Co, (1.5 ± 0.2) µB/atom.

Figure 5.19: a) shows a zoomed in part of Figure 5.15c, the Pt/CoB/Pt sample series, including
the linear fit. Additionally are fits from the original model - Equation 5.3, model 1 - Equation 5.5
and model 2 - Equation 5.6. b) shows a zoomed in part of Figure 5.15f, for the Pt/Co/Pt samples,
showing the linear fit and the fit from model 2 - Equation 5.6.

In these corrections, values below 8 Å were not included as it was shown that they show a
different relationship between the moment/area and FM thickness, exhibiting a down turn. This
was due to the FM material no longer forming a continuous layer. In the case of the sample
series with induced moments, a magnetic signal was still observed, however, in the Ta samples
below a critical thickness of around 8 Å, the samples no longer exhibited a measurable magnetic
moment.[220; 234] The model used by Satchell et al. is shown in Equation 5.3, this model was
tested against our Pt series data and referred to as ‘original model’ in Figure 5.19. The model,
however, reduces the moment/area at a rate of 1/dcrit and does not consider that even when there
is a discontinuous FM layer below a critical thickness (dcrit), there would still be induced moments.
Model 1, then considers that there are induced moments that decrease at the same rate as the
moment/area decreases, see Equation 5.5,

moment/area =

(Mx+yint)(d/dcrit) - (yint/dcrit)(x/x-1) for 0 <d <dcrit

Mx+yint for d ≥ dcrit

(5.5)

where M is the gradient of the linear line (the magnetisation), yint is the y-axis intercept, dcrit is
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the thickness at which the CoB layer coverage is 100%. This, however, does not consider that with
the Pt filling the gaps between the CoB islands, may come the opportunity for a higher percentage
of induced moments in the Pt. Therefore, the rate in which the induced moment decreased was
instead fitted to the data, and showed a reduction rate of 1/3. This is model 2, Equation 5.6:

moment/area =

(Mx+yint)(d/dcrit) - (yint/3)(x/x-1) for 0 <d <dcrit

Mx+yint for d ≥ dcrit

(5.6)

This model also fits with the Pt/Co/Pt samples in Figure 5.19, however, there was only one sample
below the 8 Å critical thickness, therefore a definite trend could not be confirmed.

5.9 Conclusions

To conclude, a review of the literature studies into dead layers and induced moments at FM/NM
interfaces was done for Ir, Ta and Pt, and the main results were summarised in bullet points
throughout the chapter. Three main methods were used to investigate this, via SQUID/VSM,
XMCD, and XRMR. To find outright values of the induced magnetisation within materials, XRMR
with its ability to consider the depth dependence appeared to be the best way to investigate,
however, the VSM method could be used more easily to investigated a specific stack to work out
the total interfacial effects. For calculating dead layer thicknesses, the VSM method was the main
method used, though again, it gives a sum of the effects which will include both interfaces, and
the dead layers may not be symmetrical at the top and bottom of the FM. The VSM method
could be used most effectively, if one interface is with a material that does not cause a dead layer
or exhibit spin polarisation, however, even Au and Cu have been shown to possess some induced
moments.[236–238] We confirmed that the samples with Pt and Co agreed with literature values
of magnetisation of the Pt, though for Ir, the magnetisation found was lower. In the case of CoB
interfaced with Pt, the magnetic moment calculated was higher than any value found for Pt with
Co alone, which was unexpected considering that CoB has a much lower magnetisation than Co.
The Ir magnetisation with CoB was in the range of moments found for Co/Ir interfaces, although,
larger than our value of Ir interfaced with Co. The dead layer thicknesses in both Co and CoB
samples with Ta interfaces, were confirmed to be within the range of those found in literature for
FM/Ta interfaces. A general difference in the roughness at the top and bottom interface was found,
the top interface being rougher, which would most likely cause asymmetry between the top and
bottom interfacial induced moments, however, the VSM method cannot determine this difference.
Finally, it was shown that for the samples with Pt, at thicknesses less than 8 Å, a down turn is
visible signifying a discontinuous growth layer. This was fitted using a model which accounted for
the fact that there would still be some induced moments within the sample.

Therefore, in order to accurately calculate the MS of a thin magnetic film, it is clear that the
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proximity effects should be accounted for. The induced moments and dead layer thickness can be
tuned based on firstly, the growth conditions/method which will determine the degree of roughness.
Mainly, the materials and their thicknesses, which can change the amount of intermixing and lattice
structures, and therefore the amount of hybridisation. Each interface must be fully accounted for
which must be considered when studying bilayers vs. multilayers. Finally, more controllable, the
composition of the FM, and measurement temperature can also have an effect. For a sample in
which it is important to know the the magnetisation value accurately, it should be advised to grow
a sample series of the sample, varying the FM thickness, and use the VSM method to determine
the magnetisation.
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Chapter 6

Determination of the Interfacial DMI
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6.1 Introduction

The DMI in materials is an important property which can nucleate Néel domain walls and therefore
skyrmions. This is significant as skyrmions have a lot of potential storage or logic device applications
and the DMI is a prominent factor in controlling skyrmion characteristics, for example, stability,
diameter and density if considering a skyrmion lattice. It is, therefore, essential to accurately
calculate the DMI strength, which is obtained by considering the saturation magnetisation, the
effective anisotropy, the exchange stiffness, and the DMI field within a sample (Equation 2.40).
In thin PMA films, such as Pt/Co/Pt or Pt/Co/Ir multilayers, the DMI is an interfacial effect
which acts like an effective IP field causing variations in the characteristics of the domain walls
within the sample. Néel walls are favoured energetically over Bloch walls when strong DMI is
present.[4; 239; 240] The DMI strength can control the stability of the skyrmions and other magnetic
chiral patterns in a sample. The sign and magnitude of it can be adjusted by the heavy metal
material combination on the top and bottom FM interface. For example, a symmetric Pt/Co/Pt
sample may have a lower DMI due to the two interfaces cancelling out the effect, whereas an
asymmetric interface, such as Pt/Co/Ir or Ta, can cause an addition of the interfacial DMI due
to Ir and Ta having oppositely signed DMI values to Pt.[35; 59; 240] Although, note that this is a
debated topic due to studies also reporting that Pt and Ir have the same sign DMI.[142–145]

This chapter was done in collaboration with Reference [4]. The values of the DMI strength
were investigated thoroughly for PMA Co thin films supporting Pt, Ir and Ta interfaces, both
symmetric and asymmetric. This was performed via the bubble expansion method, and compared
to measurements taken on the same sample at other institutes using both the bubble expansion
method and the Brillouin light scattering method (BLS). Measuring the DMI strength via bubble
expansions, a domain wall velocity based measurement, is more accessible for most laboratories and
doesn’t require the elaborate set up used for BLS measurements. The comparison was made between
5 laboratories: The University of Leeds (our measurements), The National Institute of Metrology
Research (INRIM), The National Institute of Standards and Technology (NIST), Korea Research
Institute of Standards and Science (KRISS) and The Official Institute of Materials in Perugia
(UPerugia). The samples were prepared at the University of Leeds on two 10x10 mm substrates,
the samples were divided into 4 parts (post growth) and sent to the different laboratories. The
values reported in this thesis may differ slightly from Reference [4] due to a different method being
used to calculate the proximity effects, however, this does not affect any overall trends or results.

6.1.1 Brillouin Light Scattering

BLS is a technique in which photons are inelastically scattered by vibrations of low frequencies due
to phonons (thermal vibrations) or magnons (changes in magnetic order). In this case, magnons
within a magnetic sample interact with a laser (photon) incident upon it. In a perfect system,
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a magnon propagating towards the incident laser would be annihilated and the photon would be
backscattered with higher energy (anti-Stokes scattering). However, the magnon propagating away
from the incident laser causes the opposite effect and the backscattered photon would have lower
energy. Based on this concept, from the energy of the backscattered photon, the frequency of
propagating spin waves can be determined. Due to a non-reciprocal propagation caused by DMI
within a sample, the sign and magnitude of the DMI strength can be determined from the frequency
shift.[146; 241; 242]

Figure 6.1: a) shows the low angle x-ray scans of all 5 samples overlaid. b) shows a1 with a fit
performed by GenX in order to evaluate the thicknesses, roughness and densities in the sample
layers.[136]

6.1.2 Sample Characterisation

In this chapter, samples were grown via sputtering onto Si substrates. The samples consisted of
Ta/Pt/Co/x/Ta, where x was a layer of either: Pt(37 Å), Pt(19 Å), Ir(35 Å), Ir(16 Å) or no layer
(a1 to a5 in Table 6.1). The intended thickness of the lower Pt layer was 40 Å, and 10 Å for the
Co for all samples, however, these differed slightly as found by performing low angle x-ray scans,
as shown in Figure 6.1a, and using GenX fitting (an example is shown in Figure 6.1b).[136] The
thicknesses are listed in Table 6.1. The PMA stacks with Ta, Pt, Co and Ir were grown with
powers, 19 W, 9 W, 17 W, and 19 W respectively, and rates of 1.2 Å/s, 1.6 Å/s, 0.9 Å/s and
0.8 Å/s respectively. The pressure in the sputter chamber was originally to the order of 10−8 and
became around 3x10−3 mbar after the Ar was introduced into the chamber at a 28 sccm flow rate.
From the GenX fits, the densities of cobalt, platinum, iridium and tantalum were 97%, 98%, 101%,
and 95% respectively, of their literature values.[9; 16] There was also indication of a tantalum
oxide layer on top of the stack of around 20 Å, most likely intermixed with the Ta layer below
it, and between the Ta base and the substrate, a thin tantalum oxide layer of around 3 Å. The
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roughness was estimated at the top Co interface to be on average (4.8 ± 0.5) Å, and (2.5 ± 0.3)
Å at the bottom Co interface with Pt. From this sample set, we could investigate symmetric and
asymmetric interface combinations with different materials, and the effect of different thicknesses
of the material upon the Co.

Label Sample structure

a1 Ta(65)/Pt(40)/Co(10.6)/Pt(37)/Ta(36)
a2 Ta(66)/Pt(38)/Co(10.7)/Pt(19)/Ta(35)
a3 Ta(61)/Pt(40)/Co(10.7)/Ir(35)/Ta(35)
a4 Ta(64)/Pt(37)/Co(10.1)/Ir(16)/Ta(37)
a5 Ta(66)/Pt(39)/Co(10.6)/Ta(37)

Table 6.1: This table shows the five samples measured throughout this chapter, next to their label.
All thicknesses are in Å.

Figure 6.2 shows, the normalised hysteresis loops both IP and OP for the five samples. The
OP loops in 6.2a, exhibited a square shape, confirming the PMA of the samples. The coercivity
was similar for all samples at around 20 mT, except a4 which showed a slightly lower coercive
field, and comparable to other values of similar samples in literature.[142] Figure 6.2b, shows IP
linear hysteresis, there was more diversity between the loop shapes of different samples, including
different saturation fields (summarised in Figure 6.4).

Figure 6.2: a) shows the OP hysteresis loops for samples a1 to a5, which were measured via
MOKE, and normalised. b) shows the normalised moment measured IP by SQUID magnetometry
of samples a1 to a5.
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6.2 Saturation Magnetisation

The saturation magnetisation was originally calculated by measuring the magnetic moment of
the sample via SQUID magnetometry, applying a correction factor, and using the equation MS

= moment/(thickness×area). The measurement error was 5%. The areas were determined as
described in Chapter 5, by taking an image of the sample with a scale, calculating the pixel/mm
ratio and measuring the circumference of the sample. The thickness of the ferromagnetic Co layer
was used, which had a 5% measurement error from the XRR scans. These original magnetisation
values (shown in Figure 6.4a) were similar to other values not corrected for proximity effects in
literature.[142; 243]

As in Chapter 5, a thickness series (labelled a1-a5 series) was made for each of the samples
in which each stack was grown multiple times with different Co thicknesses between 8 and 200
Å. The thicknesses of these samples were calculated via the growth rates, calibrated prior to the
growth. The moment/area vs. Co thickness was plotted for each sample series, and a linear fit was
performed, this is shown in Figure 6.3a for a1. The slope of the linear fit represented the magnet-
isation without any proximity effects. When positive, the y-axis intercept represented an induced
moment/area at the FM interfaces, when negative, it represented a reduction in moment/area of
the FM due to dead layers. When positive, the x-axis intercept represented the thickness of an
interfacial dead layer, when negative, it described a representative additional Co thickness that
would account for the additional moments.

The slopes for the five sample types are shown in Figure 6.3b, the average magnetisation was
represented by the dotted line at (1260 ± 30) emu/cc (or (1.56 ± 0.03) µB/atom), this value is
within the error of the value found in Chapter 5 for Co. The y-intercept values for each sample
series are plotted in Figure 6.3c, and again, were comparable with the values in Chapter 5; in the a1
series, a value of (6 ± 2) emu/cm2 was found, compared to (4.5 ± 0.6) emu/cm2 for the Pt/Co/Pt
samples in Chapter 5. The a3 series gave a value of (2 ± 2) emu/cm2, compared to (1 ± 1) emu/cm2

for the Ir/Co/Ir samples in Chapter 5, however here, Pt/Co/Ir was used which could explain why
the value is slightly higher, as more moment tends to be induced at a Pt interface. In both cases,
the values were close to zero with high error. Sample series a1 to a4 showed an induced moment,
as expected from the results of Chapter 5. In a comparison of the a5 series to the Ta/Co/Ta
samples in Chapter 5, a dead layer was shown for both, however, it was much less in the a5 series.
This suggested that the dead layer at the Co/Ta interface caused a larger loss in moment than the
moments induced at the Pt/Co interface, causing an overall reduction in measured magnetisation.
However, it was less reduction than if there was Ta at both interfaces. It was also evident that
the two samples of structure Pt/Co/Pt and Pt/Co/Ir, showed little dependence on the thickness
of the top Pt(Ir) layer, as the linear fit parameters were similar for both 37(35) Å and 19(16) Å,
supporting the argument that the proximity effects are negligible after 10 Å.
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Figure 6.3: a) shows a plot of the moment/area against Co thickness for the a1 series, it is shown
with a linear fit. b) shows the gradient of the slope (i.e. the magnetisation without any proximity
effects) of the linear fit of each sample series in emu/cc. A dashed line denotes the average slope
gradient and therefore the average magnetisation of Co - (1260 ± 30) emu/cc (or (1.56 ± 0.03)
µB/atom). c) shows the value of the y-intercept from the linear fit for each series, which is in units
of the FM moment/area. d) shows the x-intercept of the linear fits, for each series. It is in units of
the FM thickness. Errors were extracted from the linear fits.
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Following this, the saturation magnetisation for samples a1 to a5 was corrected to account
for the proximity effects, from here forth values calculated using this corrected magnetisation will
be referred to as ‘corrected’. In the case of a1 to a4, which showed an overall increase in the
expected moment, the extra moment/area was subtracted from the measured moment/area and
the magnetisation was then recalculated, exhibiting a decrease. The change in MS is depicted in
Figure 6.4a and was more substantial for a1 and a2, than a3 and a4. On the other hand, for a5,
there was an overall decrease in the expected moments hence the thickness of Co associated with
this loss was subtracted from the total Co thickness and the magnetisation recalculated, exhibiting
an increase. It was clear from the figure, that the MS values, once corrected, were more agreeable
compared to the original values which varied by±0.46 µB/atom The corrected average was MS=(1.3
± 0.2) µB/atom. This is less than the literature value for Co, of 1.72 µB/atom[6], although, these
measurements were taken at room temperature and the FM thickness was not bulk-like. The result
was comparable to those presented in References [194; 244].

Figure 6.4b, shows the saturation field (Hsat) for each sample, based off the loops in Figure 6.2b,
the values found were comparable to those in literature.[142] It was calculated by fitting a straight
line along the saturated moment and the saturation field was established at the point below which
the change in magnetic moment was more than 0.5 times the error in the saturated moment. The
sample with Ta had a much higher saturation field than the other samples, and the samples with
a thicker layer above the ferromagnet (a1 and a3) had a slightly higher saturation field than the
samples with the thinner layer (a2 and a4).

6.3 Anisotropy

The next parameter calculated was the anisotropy, and as it was assumed from the hysteresis loops
the samples exhibit PMA, we used two methods to calculate the effective anisotropy. When the
OP, easy axis, hysteresis loop is square (therefore with larger domains) and the IP hard axis loop
is linear, the effective anisotropy can be calculated using Equation 2.32, with the saturation field
and the magnetisation (Hsat method). Despite the OP measurement showing a square hysteresis
loop, the IP hysteresis loops do not possess solely linear behaviour (particularly at the point
just before/after saturation), therefore a more accurate method to work out Keff could be the
standard integration method between the hard axis and easy axis hysteresis loops (area method).[22]
In Figure 6.4c, we compare the difference in Keff when using the Hsat method and the area
method. The area method showed less error, due to high error in the saturation field, and showed
considerably lower values, with some values decreasing by more than half. We deemed the area
method more accurate in this case, and therefore used the values found via the area method in
further equations.

We also compared the difference in values of Keff when using the original hysteresis loops and
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Figure 6.4: a) shows the values of MS for samples a1 to a5 worked out using the measured moment
and Co thickness, labelled as original. It also shows the magnetisation for samples a1 to a5 when
corrected for proximity effects at the interfaces, labelled as corrected. b) shows the saturation field
for a1 to a5. c) shows the effective anisotropy for samples a1 to a5 worked out via the Hsat method
and the area method using the original values and the area method using the corrected values. d)
shows the values of Kdemag, worked out using Equation 2.30 with the original and corrected MS .
It also shows Ku, worked out using Equation 2.33 with original and corrected values. These used
the values of Keff found using the area method.
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the corrected hysteresis loops. The difference was logical but less significant, in samples a1 to a4
there was a decrease of on average 27%, and in a5 an increase of 15%. The Keff values matched
values found in literature.[145] Kdemag was also calculated using both the original values and the
corrected values of MS with Equation 2.30, solely to compare the difference in calculated values
when proximity effects are not accounted for. Then, for the same purpose, Ku was calculated from
Equation 2.33, using both the original and corrected values of Kdemag and Keff - these results are
plotted in Figure 6.4d. For both Kdemag and Ku, the original values were higher than the corrected
values for a1 to a4, and vice versa for a5. All errors were propagated in the standard procedure.

Figure 6.5: a) shows the magnetisation vs. magnetic field data from a SQUID measurement
performed IP on sample a4, it shows the hysteresis loop over a range of temperatures between
10 K and 300 K. b) shows the same measurement, however, the magnetisation values have been
corrected for proximity effects.

6.4 Exchange Stiffness

In order to determine the exchange stiffness, SQUID magnetometry measurements were performed
as a function of temperature between 10 K and 300 K. An example of these measurements is
shown in Figure 6.5a. Figure 6.5b also shows the hysteresis loops as a function of temperature,
however, corrected. A python code was used to fit Bloch’s law (Equation 2.19) to a plot of MS

vs. temperature, this is however, a fit designed for bulk materials. As we were using thin films,
we also fitted a thin film approximation (Equation 2.25), as described in the ‘magnons’ section,
to the data.[245] The g-factor was taken from literature to be 2.1 for FCC cobalt[17], where N=4,
and the lattice constant was 3.54 Å. To perform the fits, the magnetisation at 0 K, MS(0), was
required. The magnetisation was plotted against T 3

2 , which allowed a straight line to be fitted to
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the data and therefore an estimated value of MS when T=0 K, i.e. the y-intercept of the linear fit.
This MS(0) value, specific to each sample, was used along with the Co thickness and the saturation
fields for each sample to create the bulk and thin film Bloch’s law fits for the original and corrected
data - this can be seen in Figure 6.6.

Figure 6.6: a) and c) show the magnetisation measured by SQUID magnetometry of samples a1 to
a5 as a function of temperature, fitted using Equation 2.19, Bloch’s law for bulk samples. b) and
d) show the magnetisation measured by SQUID magnetometry of samples a1 to a5 as a function
of temperature, fitted using Equation 2.25, Bloch’s law for thin films. a) and b) show the fits for
the original data, and c) and d) show the fits for the corrected data.

Based off these fits, two parameters were outputted, Dsw, the spinwave stiffness and A, the
exchange stiffness (Equation 2.26). These values are plotted in Figure 6.7 for both the original and
the corrected data, fitted via both the bulk and the thin film Bloch equations, errors were taken
from the fits. Despite there being little difference in the appearance of the Bloch’s law fits between
the bulk and thin film, the spinwave stiffness and the exchange stiffness always supported a higher
value using the thin film equation and also with the corrected data. There was little difference
between the original and corrected values for a3 to a5, and only a small difference in samples a1
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and a2.
Samples a1 and a2 sustained the largest difference between using the bulk and thin film method,

however, on all samples the difference was not negligible. The thin film fit considers that the number
of k-points in the thickness are not enough to perform an integration in the z-direction, and instead
uses a sum, implying the thin film fit will be more correct for the thin film samples in this chapter.
The thin film fit however, is not widely used in literature, most likely due to its complexity in
comparison to the bulk law fit.[19; 20; 245] The thin film values of exchange stiffness shown in
Figure 6.7b were not dissimilar to other literature values.[246; 247]

Figure 6.7: a) shows the spinwave stiffness for samples a1 to a5, calculated by fitting Bloch’s
bulk and thin film equation to the original and corrected data. b) shows the exchange stiffness
for samples a1 to a5, calculated by fitting Bloch’s bulk and thin film equation to the original and
corrected data.

Two other parameters which are involved in the Bloch’s law equations are nm(T), related to the
magnon density at temperature T, and η, the dimensionless prefactor for Bloch’s law, proportional
to the magnon density and dependent on the lattice type.[19; 20; 245] The difference between nm(T)
for the original values of a1 to a5 is shown in Figure 6.8c. All samples showed nm(T)=0 at 0 K,
followed by an almost linear increase by various degrees to 300 K. The trend for the corrected
data is similar (for example in Figure 6.8a for the thin film equation), reaching only slightly higher
values of nm(T) in all but a5, where the corrected values end at a slightly lower value at 300 K
than the original values. Figure 6.8b, shows the difference in the original nm(T) when the bulk
equation vs. the thin film equation of Bloch’s law is used. The difference was more prominent,
and showed a much steeper gradient to a higher nm(T) value when fitted using the bulk equation.
Figures 6.8d to f show the same plots, however, for η. In general, for the thin film approach, η
decreased sharply as the temperature increased and then decreased more steadily after around 100
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K. The values for the original and corrected data (6.8d) showed a similar trend as a function of
temperature, however, the corrected data was shifted higher in the y-axis. The bulk version of η is
a constant, as shown in Figure 6.8e, and much lower than the thin film equation fit values. Finally,
6.8f shows the difference between η for samples a1 to a5, all samples followed the same trend with
temperature where η increased as the temperature decreased, however, this was to varying degrees
for each sample.

Figure 6.8: a) to c) show nm(T), the magnon density, as a function of temperature. d) to f) show
η, the prefactor for Bloch’s law. a) and d) compare the trends between the original and corrected
values, b) and e) compare the trends between using the bulk Bloch equation and the thin film
Bloch equation, c) and f) compare the five samples via the thin film equation, using the original
values. a), b), d) and e) all show the data taken from a1.

6.5 DMI Field

To calculate the DMI field, the bubble expansion method was used, as explained in Chapter 4. It
was confirmed that the samples followed the creep regime at the chosen OP fields, as the log of the
velocity increased linearly with the OP field H− 1

4 (based off Equation 2.38). This can be seen in
Figure 6.9a, which shows the results for the right and left hand side of a bubble in a1, fitted with
a linear fit - this trend was true for all the samples and for a range of different OP fields.

Therefore, bubble expansion measurements were performed on all samples. Plots can be seen in
Figures 6.9b to f for samples a1 to a5, respectively, of the calculated bubble velocity when an OP
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Figure 6.9: a) shows the log velocity of a bubble when using different applied OP fields, plotted
against H− 1

4 , and fitted with a linear fit for both the left and right hand side of the bubble. Its
linearity indicated the measurements were taken within the creep regime. b) to f) show the bubble
velocity vs. IP field for samples a1 to a5, measured via the bubble expansion method. The right
hand side (RHS) and left hand side (LHS) of the bubble were analysed and plotted for a specific
OP field (used to nucleate the bubble) and a Gaussian curve was fitted to find the minima.

107



DETERMINATION OF THE INTERFACIAL DMI 6.5 DMI Field

field was pulsed at the annotated value, with various set IP fields. A Gaussian fit was used to obtain
the minima. The first thing considered, was that a1 and a2 had a velocity minimum at a negative
IP field for the LHS curve and a velocity minimum at a positive IP field for the RHS curve. This
meant that LHS DMI field was positive and the RHS DMI field negative, indicating left handed
chirality of the domain walls - this was considered as a negative DMI field. For samples a3 to a5,
the opposite was true, indicating that they had right handed chirality and a positive DMI field.
The DMI field values are plotted in Figure 6.12c, with the errors calculated from the standard
deviation of multiple measurements, they are an average of the LHS and RHS values found by
performing multiple bubble expansions and analysis, using different OP field pulses. The shapes of
the curves were also different, a1 showed a less curved trend with a sharper minimum than a2, and
a3 to a5 showed very broad peaks. For a5, the LHS velocities were limited by interference from
other bubbles at such high IP fields and in general was flatter than would be expected (quadratic
behaviour of the IP field). Furthermore, when observing the actual bubbles (Figure 6.10), there
were obvious differences. Samples a1 and a2 hosted a bubble with a rougher domain wall, samples
a3 and a4 showed smoother domain walls, and a5 showed the smoothest domain walls. This could
be a reason behind the differences in curve shapes. There is evidence from Alessandro et al. to
suggest a link between the domain wall roughness and the interfacial roughness.[4]

Figure 6.10: Examples of bubbles are shown for the five labelled samples, with a 100 µm scale bar.
These measurements were taken with a bubble in the centre, nucleated with an OP field pulse,
without an IP field, subtracted from a bubble nucleated with the same OP field pulse, but in an
IP field of around 150 mT. In these images, the IP field was always in the same direction, however,
different magnitude OP fields were used.

It should be noted that the DMI field is not necessarily found at the minimum velocity, however,
a basic creep model would be needed to assess this and the difference for our measurements was not
significant, as shown in Figure 6.11a taken from Reference [4]. In this figure, the DMI field values
were compared to the values found by bubble expansion measurements by INRIM, these values
on the other hand, showed a notable difference between using the creep model or not.[4] In the
article, they commented that the velocity curves were not easily fit using the standard creep model,
and the HDMI values from different laboratories did not coincide well. They suggested possible
sources for the variation to be: inhomogeneities within a sample, error due to different methods of
evaluating the minimum of the curve, or fitting difficulties due to noise or field ranges which do not
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extend high enough to gather a full picture of the curve. The most likely cause being the latter, as
can be seen from the velocity curves, there were limitations in IP field range before nearby bubbles
began to interfere with the measured bubble in certain samples. Multiple measurements were also
performed on different bubbles in the same sample, this resulted in some small differences between
the resulting DMI fields, which could also be a reason behind the discrepancies and supports the
theory of inhomogeneities. For this reason, multiple measurements were performed and an average
taken.[4]

Figure 6.11: These graphs were taken from Reference [4]. a) shows a comparison between the DMI
field found from bubble expansion measurements by the University of Leeds and INRIM, the data
was analysed both via a parabolic fit and using a standard creep model. b) shows the DMI strength
as measured by different laboratories. Leeds and INRIM used the bubble expansion method, NIST,
UPerugia and KRISS used BLS.

6.6 Domain Wall Width

The final parameter needed to calculate the DMI strength was the domain wall width, which was
calculated using Equation 2.36. It involved the exchange stiffness and the effective anisotropy - from
which the errors were propagated. In Figure 6.12a, the domain wall width is shown for samples a1
to a5 for both the original and the corrected data. The corrected data gave a higher domain wall
width than the original data in a1 to a4, and the opposite in a5, comparable to literature.[247; 248]
The difference was only around 10% in all samples except a2, which exhibited a larger increase
of 20% in its corrected value. For the corrected values, the difference between using the exchange
stiffness calculated via the bulk and thin film equation was also shown, Figure 6.12b. The thin film
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equation caused a decrease in values by around 30% compared to when using the bulk equation,
except again for a2, for which the width decreased by 45%.

Figure 6.12: a) and b) show the domain wall width, calculated via Equation 2.36 for, a) the
original measured data, and data corrected for the proximity effects. b) the corrected data when
the exchange stiffness was calculated using the bulk and the thin film Bloch’s law equations. c)
shows the average DMI field, measured for samples a1 to a5.

6.7 DMI Strength

Finally, all these parameters came together to calculate the DMI strength for each sample stack
using Equation 2.40, standard error propagation was used to calculate the error. The DMI strength
is shown for samples a1 to a5 for both the original and the corrected data in Figure 6.13a. In the
end, the DMI strength was influenced more by its dependence on the DMI field than the proximity
effects. As a percentage, they created a 32% and 20% decrease when using the corrected values
compared to original values in a1 and a2, respectively. For a3 and a4, the decrease was only by
4% and 3%, respectively, and for a5, an increase of 5% was found in the corrected DMI strength
compared to the original. For the Pt/Co/Pt samples, this could be significant and it should therefore
be accounted for in order to accurately measure the DMI strength. The difference between using
the thin film Bloch’s law equation and that for bulk samples was also considered. There was a
decrease in DMI strength of on average 25% when using the thin film equation, again, this could
be considered significant.

A comparison taken from Reference [4], of the DMI strength measured at the different labor-
atories is shown in Figure 6.11b. Leeds and INRIM performed bubble expansion measurements
and NIST, KRISS, and UPerugia performed BLS measurements. The BLS measurements tended
to yield higher magnitude DMI values than those calculated from bubble expansion measurements.
This comparison was performed due to disagreements in literature about the two methods.[249; 250]
For example, the creep models may not apply in certain conditions, or differences could arise
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Figure 6.13: a) and b) show the DMI strength, calculated via Equation 2.40. a) shows the original
measured data, and data corrected for the proximity effects. b) shows the corrected data when the
exchange stiffness was calculated using the bulk and the thin film Bloch’s law equations.

from a FM thickness dependence on the asymmetry.[251; 252] This study shows that even when
measurements are performed on the same sample, the DMI strength is not always agreed upon.
These differences in DMI strength values may occur for the two measurement types due to them
being sensitive to defects of different length scales.[4; 252; 253] Comparable values of the DMI
strength in similar samples were found in the literature[142], and some values which were slightly
higher[59; 243].

6.8 Conclusions

To conclude, the grown samples exhibited the expected PMA, and maintained standard values
of both the coercivity and the saturation field. The saturation magnetisation values calculated
for samples a1 to a5 displayed a considerable disagreement considering the samples had similar Co
thicknesses, an inconsistency also echoed in other literature values (see Chapter 5). A correction was
performed on these values to account for different proximity effects at the Co interfaces, following
this, the MS values became more consistent. The change in values was -49%, -48%, -15%, -17%,
and 18% for a1 to a5, respectively. The corrections also agreed well with the parameters found in
Chapter 5. The corrections were propagated through all other values considered in the calculation
of the DMI strength. Keff showed a change from original to corrected values of -35%, -60%, -24%,
-31%, and 15% for a1 to a5, respectively. The exchange stiffness was worked out in two different
ways: a standard method for bulk values and an approximation for thin films. The average increase
in values from using the bulk to the thin film equation fit was 44%, and the corrected values were
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on average only 3% less than the original values. The domain wall width was affected on average
by a 10% increase for the corrected values from the original, and a 30% increase when using the
values found via thin film approximation compared to the bulk law. The DMI field was measured
and compared to measurements performed on the same sample at different laboratories, as was the
DMI strength. The DMI strength decreased by on average by 25% when using the bulk exchange
stiffness fit compared to the thin film fit, and the corrected values varied by 30%, 20%, 4%, 3%,
and -5% for a1 to a5, respectively, from the original values.
To summarise the conclusions:

• Correcting the parameters for the proximity effects had the largest effect on the MS and the
effective anisotropy. The exchange stiffness, domain wall thickness, and DMI strength were
less affected.

• The correction was more significant in the samples with Pt at the top interface than the
others.

• The difference in values of exchange stiffness calculated via the standard bulk method and the
thin film approximation were substantial. The thin film approximation was more accurate
for samples a1 to a5 and showed higher values, more comparable to those in literature. This
can have a significant affect on the values of DMI strength.

• For the measurements performed in different laboratories, the bubble expansion method gave
reliable results, though they did not compare as well with the values found via BLS measure-
ments, particularly for larger DMI values.

• These discrepancies were considered to be due to the different sensitivities of the two tech-
niques (nm-scale for bubble expansions and µm-scale for BLS). This therefore requires further
investigations.
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Chapter 7

Antiferromagnetic Interlayer Exchange
Coupling of CoB Multilayers
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7.1 Introduction

In this chapter, we present multilayer stacks with delicate balance of CoB, Ir and Pt which combines
the RKKY interaction, DMI and PMA to make a SAF with skyrmion hosting benefits. The CoB,
unlike Co or annealed CoFeB, reduces possibilities of pinning due to its amorphous property.[2]
Including both Ir and Pt in the multilayers yields not only an additive DMI but also provides
numerous degrees of freedom to manipulate.

We report a study performed to understand the AFM-IEC within these materials by inducing
AFM coupling between each magnetic layer (known as stack 1). Then, we present a stack which
consists of two ferromagnetically coupled multilayers of CoB/Ir/Pt with five repetitions, coupled
together antiferromagnetically with an iridium layer (known as stack 2).[254–257] Designing the
stack in this way allows the magnetic textures to be observed more easily with various imaging
techniques, such as Kerr microscopy and MFM, and when it is not completely compensated, it
could give a larger read out signal. Finally, we investigated a variation of this stack, with its
stacking order reversed (known as stack 3).

The chapter combines both CoB/Ir/Pt multilayers and SAF configurations for a potential
skyrmion hosting device or multilevel memory device. The multilayer dependence on thickness
of each material and number of repeats[95] were investigated, exploiting the RKKY coupling as a
new degree of freedom. Changes in the materials behaviour as a function of temperature were also
studied to determine whether a phase transition would occur, due to interest in spintronic devices
for information coding based on AFM to FM transitions.[258; 259] Electrical measurements were
also performed to gain a better understanding of the characteristics of the AFM-IEC within the
multilayer.

7.2 Sample Characterisation

Initially, two types of SAF stack were considered in this work, as shown in Figure 7.1. Figure 7.1a
shows a sample designed with N repeats of Co68B32 with a spacer of Ir and Pt. The Ir thickness
was chosen to create a negative (i.e. antiparallel) IEC between each CoB layer and the Pt thickness
was chosen to create PMA. This stack was studied to understand the behavior of the IEC coupling
in these materials and will be referred to as stack 1. Figure 7.1b shows two multilayers of CoB, Ir
and Pt, X1 and X2, which both consist of 5 FM layers with positive IEC. X1 and X2 are separated
by a 4.2 Å layer of Ir, causing a negative IEC between the two FM multilayers. This stack will
be referred to as stack 2. Throughout the text, stack 1 and stack 2 may have small variations in
thicknesses, however, if relevant to the study, the thicknesses will be stated.

The stacks were deposited on thermally oxidized silicon at room temperature via DC magnetron
sputtering in the EPSRC funded sputter deposition system at the University of Leeds. The base
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Figure 7.1: a) shows a multilayer of CoB/Ir/Pt, repeated N times with 3.5 Å Ir that caused each
the CoB layer to couple antiferromagnetically with its subsequent layer. This is referred to as stack
1. b) shows two FM multilayers separated by 4.2 Å Ir causing the two FM multilayers (X1 and X2)
to couple together antiferromagnetically. This is referred to as stack 2.

pressure was 10−9 mbar and the argon pressure was 4.6×10−3 mbar at a 10 sccm Ar flow rate. For
Ta, Pt, Ir, and CoB sequentially, the growth powers were 80 W, 30 W, 30 W, and 50 W and the
growth rates were 0.9 Å/s, 0.7 Å/s, 0.36 Å/s, and 0.24 Å/s. Below both stacks was a 30 Å seed
layer of Ta, and in stack 1, an additional layer of 30 Å of Pt, above the stacks, there was a cap of
Pt 20 Å to prevent oxidation. Throughout the growth, the samples were rotating at 60◦ per second
to ensure an even distribution of atoms.

Small differences in the thickness could change the coupling within the stacks significantly,
therefore low angle x-ray scans were used to verify the thicknesses of the layers by fitting the
scattering using GenX.[136] Figure 7.2 shows examples of GenX fits performed on stack 1 (a) and
stack 2 (b).

The parameters obtained from a low angle x-ray scan performed on stack 1 with N=3 (Figure
7.2a) and fitted using GenX are shown in Table 7.1. The base was 30.8 Å of Ta and 33 Å of Pt with
both having around 5 Å roughness and lower densities compared to literature. The cap was 21.4 Å
of Pt, with a small amount of roughness and an expected density, within the error. The Pt in the
multilayer however, was 7 Å, and the roughness was estimated to be 4.5 Å of the layer, though,
the density was lower than expected. For the CoB layers within the multilayer, the roughness was
also shown to be the majority of the layer, however, the Ir roughness was lower. The density of
CoB and Ir were slightly higher than the literature. The Ir thickness was 3.5 Å, which was within
the range that caused the AFM-IEC (Figure 7.3c).

A low angle x-ray scan was also performed on stack 2 and fitted using GenX, as was shown in
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Figure 7.2: This shows the low angle x-ray scans of a) stack 1 with N=3, and b) stack 2. The
intensity was measured in counts per second and plotted against 2θ. The black line represents the
data taken during the measurement, and the red line shows the GenX fit.[136]

Layer Thickness (Å) Roughness (Å) Density difference (%)
Cap Pt 21.4±1 2.2±0.7 102±2
Pt 7.0±0.3 4.5±0.8 97.7±0.1
Ir 3.5±0.5 2.0±0.6 104.2±0.4
CoB 5.0±0.2 4.4±0.9 105.2±0.7
Pt base 33±1 5.0±0.3 95.9±0.4
Ta base 30.8±0.7 5±2 93.4±0.3

Table 7.1: The parameters from the GenX[136] fit of stack 1, N=3. For each layer, it shows the
thickness, roughness, and the difference in density compared to standard values found in literature,
as a percentage.
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Figure 7.2b. The results of this fit are shown in Table 7.2. The base was 29.5 Å of Ta with little
roughness, though, a lower Ta density compared to literature. The cap was 20.9 Å of Pt, with a
small amount of roughness and an expected density. The Pt in the multilayer was 6.46 Å, and the
roughness was estimated to be throughout almost all of the layer, plus, the density was higher than
expected. These parameters were almost the same for the CoB layers within the multilayer (similar
to the parameters from stack 1 with N=3), suggesting that there was roughness and intermixing
between the CoB/Pt and CoB/Ir interfaces. However, the Ir roughness was lower, suggesting there
was less roughness/intermixing between the Ir and Pt. The density of Ir was also slightly less than
the literature, potentially due to how thin the layers were. The middle Ir thickness was 4.2 Å,
which was within the range that caused the AFM-IEC (Figure 7.3c).

Layer Thickness (Å) Roughness (Å) Density difference (%)
Cap Pt 20.9±0.2 2.88±0.06 99±5
Middle Ir 4.2±0.2 1.3±0.2 96.3±0.6
Ir 6.11±0.09 1±1 96.3±0.9
CoB 6.50±0.02 5.0±0.1 105±10
Pt 6.48±0.09 5.1±0.3 102±6
Ta base 29.5±0.3 3.2±0.3 93±6

Table 7.2: The parameters from the GenX[136] fit of stack 2. For each layer, it shows the thickness,
roughness, and the difference in density compared to standard values found in literature, as a
percentage.

The values of saturation magnetisation for stack 1 where N=1 to N=8 were calculated using
the only the volume of the Co68B32, this achieved an average value of (0.71 ± 0.02) MA/m. An
estimation can also be made of the magnetisation including platinum’s strong proximity effects
by including some volume of the Pt in the MS calculation. An assumption was made that as the
polarisation depth from the FM/Pt interface tended to be up to 10 Å (Figure 5.8), the Pt in the
multilayer was fully polarised, and there was an additional 10 Å of polarised Pt material from
the base. Including this extra volume, the MS became (0.32 ± 0.01) MA/m, as an average MS

of all samples N=1 to N=8, which is comparable to the value found in Chapter 5. It does not,
however, consider that the moments from Co and Pt are different, nor the magnetic moment full
depth profile within the Pt, a thickness series would be required to calculate the Pt contribution
more accurately.[162]
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7.3 Stack 1

7.3.1 Building Stack 1

In stack 1, the Pt and the Ir cause PMA, they cause the inversion symmetry to be broken along
the stacking axis, and therefore an interfacial DMI, plus, they play the role of providing coupling
between the Co68B32 layers in the stack. The antiferromagnetic coupling is still present with a
Pt layer between the Ir and CoB, however, its strength is reduced.[95; 111] First, a study was
performed to confirm the thicknesses of the stack components at which the AFM-IEC arises. Films
of stack 1 were grown, whilst varying the thickness of either the CoB, Ir or Pt in a multilayer with
N=3. When the AFM-IEC occurs, the hysteresis should show a separate switch for each FM layer,
as shown in Figure 7.3a. The hysteresis loops were measured via laser MOKE.

Figure 7.3: This figure shows how the switching field (Hsw) for a three repeat multilayer sample
changes with the thickness of each material in the multilayer. The black squares indicate when
AFM-IEC caused three individual switches and the red circles indicate when there is ferromagnetic
IEC.

In Figure 7.3b to d, the switching field (i.e. the field at which the hysteresis loop measured
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out of the plane saturates) was plotted against the thickness of the considered material. In the
case of CoB (7.3b), the sample exhibited PMA at 5 Å, which remained until at least 14 Å of CoB
(although not all shown on the graph). Samples showed the characteristic three switches until 8 Å
of CoB after which only one switch occurs. The switching field peaked at around 6 Å of CoB, then
decreased until it plateaued at 9 Å. For the platinum (7.3d), Hsw decreased as the Pt thickness
increased, and the AF-IEC was present until the Pt reached a thickness of 10 Å when the platinum
fully dampened the IEC. Most importantly, when Ir was varied as a function of thickness (7.3c),
it showed a trend comparable to Figure 2.4, there was a peak in Hsw at 3.5-5 Å, in which the
AFM-IEC occurred, then only one switch (FM coupling) was present until 12.5-14 Å where there
was a smaller (dampened) peak in Hsw in which the AFM-IEC occurred. These results agreed with
the results of Parkin et al. which state an AFM peak occurs at 4 Å, and reoccurs, dampened, at 13
Å with an error of ∆3 Å.[13] The thickness of Ir in the CoB and Pt studies was chosen to be 4 Å to
allow for strong AFM-IEC to occur when the other materials allowed. Variations in the switching
fields may occur due to small variations in the thicknesses of the layers. In a SAF, the anisotropy
field (Heff ) and the switching (RKKY coupling) field (Hsw) both contribute to the saturation field
(Hsat), as shown in Equation 7.1 for a sample with two magnetic layers.[111]

± µ0Hsat = µ0Heff + 2µ0Hsw (7.1)

When the sample is placed in an OP field, the number of CoB layers that have spin orientation
against the direction of the applied field is decreased one by one as the field is swept from a positive
saturation state to a negative state. For example, with five CoB layers, the spin orientation of each
layer would change from saturation in the ↑ direction after each switch as follows: ↑↑↑↑↑, ↑↑↓↑↑,
↑↓↑↓↑, ↓↑↓↑↓, ↓↓↑↓↓, ↓↓↓↓↓.

Measured by SQUID magnetometry, Figure 7.4a shows the hysteresis loop of stack 1 grown
with five repetitions and Figure 7.4b shows a similar stack, however, with an increased thickness
of Ir of 6.1 Å between each layer. When the Ir thickness was at 3.5 Å and within the AFM
coupling regime, the hysteresis shows 5 separate switches signifying AFM-IEC between each layer.
When the Ir thickness was increased, the hysteresis no longer exhibited AFM-IEC between all the
layers, but displayed only one wasp-like switch indicating that the coupling between the layers
was ferromagnetic. This further confirmed the AFM coupling role of the Ir layer for an increased
number of repetitions. The inset of Figure 7.4a shows the sample measured in the plane to confirm
its PMA.

7.3.2 Stack 1: Function of Repetitions

How the AFM-IEC changed with the number of repeats of the [CoB/Ir/Pt]×N stack was investig-
ated, the hysteresis loop results are shown in Figure 7.5 and 7.6. Firstly, the study showed that
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Figure 7.4: a) shows the hysteresis loop measured OP by SQUID magnetometry of stack 1 where
N=5, the inset shows the IP hysteresis loop. b) shows the OP hysteresis loop for a stack similar to
stack 1 where N=5, however, with the Ir thickness of each layer 6.1 Å.

the AFM-IEC was predominant up until 7 repeats of the stack, as the number of clear individual
switches was the same as the number of repeats. Beyond 7 repeats, some switches began to merge
together, this was evident due to the amplitude of one switch doubling. This could have been due to
the orange-peel effect, which causes rough surfaces to couple via dipolar fields.[6; 260] Furthermore,
when N was >8 there tended to always be one switch at around ±0.4 T. For N=2, 3, 5 and 6, the
switching fields were of equal distance apart, and symmetric around 0. The innermost switches
tended to have larger coercivities, and for odd numbers of N, there was always a switch around
zero. It was also noted that due to the sharp switches, the DMI was likely to be dominated by the
AFM-IEC not allowing skyrmions to form naturally.

The hysteresis loops in Figure 7.5 were measured by SQUID magnetometry and showed a switch
of equal amplitude for all layers. The hysteresis loops in Figure 7.6 were measured via laser MOKE,
which could cause some switch amplitudes to appear less due to laser depth limitations. For this
reason, loop crossing may be seen at zero field, where it was not present in SQUID measurements.
For N=9 to N=12, the switching fields were all below ±0.1 T, except for the very outer switches
between ±0.3-0.4 T. For N=13, the switching fields begin to separate out, and for N=14, the
switching fields are again very spread out.

JIEC = µ0MStCoBHsw (7.2)

The interlayer exchange coupling strength can be calculated using Equation 7.2, where tCoB is
the CoB thickness, MS is the saturation magnetisation and Hsw is the switching field in an OP
hysteresis loop. For N=2, JIEC = (-0.22 ± 0.09) mJ/m2, for N=3 JIEC = (-0.25 ± 0.03) mJ/m2.
Above N=3, the switches were not evenly spaced, therefore the assumptions of Equation 7.2 can no
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Figure 7.5: This figure shows the hysteresis loops measured by MOKE/SQUID magnetometry of
[CoB/Ir/Pt]×N , where N is the number of times the trilayer was repeated and is stated on each
graph, from 1 to 8 repeats.

longer be valid, however, it is unlikely this was due to changes in the coupling strength and more
likely due to changes in the effective field.[261] These values are relatively comparable to others
within the literature.[244; 262]

The sample with N=10 was observed under a Kerr microscope. It showed at each switch, a
domain wall sweeping across the area of the sample being observed, examples are shown in Figure
7.7. The figure shows a zoomed in version of the N=10 hysteresis loop, with images taken at different
fields along the hysteresis loop as a layer switch was occurring. Domain walls of different smoothness
were seen moving across the imaged area of the sample. The difference in the appearance of the
domain walls at different fields, and therefore different layers, may be due to different roughness
between the layers and due to some layers being coupled together. At around 0.045 T, it was seen
that when sweeping the field from positive to negative, there was a switch, whereas when sweeping
from negative to positive there was not confirming the observation from the laser MOKE.

Stack 1 with three repetitions was grown without either the middle layer of Ir or middle layer of
Pt and compared to the full multilayer stack in order to understand the samples better, as shown
in Figure 7.8a. The results showed that the sample without an Ir layer still had three switches for
each CoB layer. Considering how the spins change orientation, one possibility for how the spin flips
could occur with two layers coupled ferromagnetically and two layers coupling antiferromagnetically
is as follows: ↑↑↑, ↓↑↑, ↓↓↑, ↓↓↓, in this case there would still be three individual switches observed.
The outer two switches, represented the switching of the bottom CoB layer, which was coupled
antiferromagnetically to the two upper layers of CoB which, without the Ir between them, coupled
ferromagnetically. The increased amplitude of the middle switch indicated that the two CoB layers
coupled together ferromagnetically possessed more moments, this may be due to the Pt having two
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Figure 7.6: This figure shows the hysteresis loops measured by laser MOKE of [CoB/Ir/Pt]×N ,
where N is the number of times the trilayer is repeated and is stated on each graph, from 9 to 14
repeats. The positive to negative, and vice versa, field sweeps are shown in different colours to
make it easier to see where the loops cross. The MOKE signal is normalised in all graphs.

interfaces with CoB instead of one. The outer switches also had a slightly higher switching field.
The sample without Pt showed similar outer switching fields, however, with a larger coercivity and
amplitude. The middle switch was very different, with a very low amplitude and larger coercivity.
This could be due to the considerable deduction in moment with a missing CoB/Pt interface.

Figure 7.8b, shows a study, growing stack 1 with N=3 as a function of rotation speed of the
samples during the deposition. It showed that the middle switch did not change dependent on the
rotation speed, however, the outer switches only became more square and sharp above 45◦/s. For
this reason, all samples were grown with 60◦/s rotation. Following this, during a deposition of stack
1 with N=2, the CoB was co-sputtered with Co to increase the cobalt to boron ratio. In Figure
7.8c, the Co was sputtered at 10 W with the CoB and the growth time, therefore the thickness of
the CoB with increased Co content, was varied. As expected, it showed that the switching field
decreased with increasing CoB thickness, and with a change of 1 Å of CoB, the switching field
reduced by around 0.1 T. For the thickest CoB, the centre of the hysteresis loop was no longer
closed and flat, suggesting it was reaching a limit for the AFM-IEC being dominant. Additionally,
the rate at which the Co was co-sputtered with the CoB was systematically altered to study how
the increased Co content in CoB affects the switching fields. This was studied for stack 1 with
N=3 and shown in Figure 7.8d. As the Co content is increased, the coercivity of the inner switch
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Figure 7.7: Here can be seen a zoomed in version of the normalised MOKE hysteresis loop of stack
1 with N=10. The field sweeps were performed whilst using a Kerr microscope and an image was
taken, capturing a static representation of a domain wall during its sweep across the sample for
some of the switches. The black line represents the field sweeping from positive to negative and
the red line represents the opposite direction field sweep. The scale bars represent 200 µm.
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Figure 7.8: a) shows the SQUID hysteresis loops for stack 1 with N=3, compared with a sample
grown without the middle platinum layer or without the middle iridium layer. b) shows the hyster-
esis loops measured by MOKE for stack 1 with N=3, grown with different rotation speeds. c) shows
the normalised moment measured via SQUID for a version of stack 1 with N=2, when different
thicknesses of CoB were deposited. The CoB was co-sputtered with Co at 10 W to increase the
cobalt to boron ratio. d) shows the normalised MOKE hysteresis loops of a version of stack 1 with
N=3, with Co co-sputtered with the CoB at different growth powers.
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increased, and the switching field of the outer switches increased.

Figure 7.9: a) shows the normalised hysteresis loop measured OP by SQUID of a version of stack 1
with N=3, however, with Co replacing the CoB. b) shows the same sample measured in the plane.

Finally, stack 1 with N=3 was created using Co instead of CoB. The sample was measured OP
via SQUID magnetometry and the outer switch was much less defined as a square switch compared
to the CoB, as shown in Figure 7.9a. Figure 7.9b shows the IP hysteresis loops measured by SQUID
magnetometry, confirming the sample had PMA. It’s interesting to note that in Reference [96], the
hysteresis loops of similar samples with Co were more square-like. It is likely that the stack could
be tuned to create a more defined SAF.

7.3.3 Stack 1: Temperature Dependence

Stack 1 was also investigated as a function of temperature. As can be seen in Figure 7.10, the
AFM-IEC remained with temperatures down to 5 K. The coercivity of the loops increased with
decreasing temperature as expected due to less influence from thermal excitation. Figure 7.11 shows
the loops from Figure 7.10 separated out to see the trends more clearly. In both the case for N=3
and N=8, the moment increased as the temperature decreased. As the temperature decreased, the
coercivity of the inner switches began to increase quicker than the outer switches.

Figure 7.12a shows the hysteresis loops of stack 1 with N=2, measured OP via SQUID mag-
netometry as a function of temperature. Similarly to when N=3 and 8, the AFM-IEC remained
between the two layers at 10 K, the magnetic moment increased as the temperature decreased,
and the coercivity of the two switches increased as the temperature decreased. The inset shows an
almost linear relationship between the temperature and the switching field, which was calculated
as the centre of the switch. Figure 7.12b, shows the same sample measured in the plane, to confirm
the PMA at all measured temperatures.
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Figure 7.10: a) shows the hysteresis loops from 300 K to 5 K measured OP via SQUID for stack 1
with N=3. b) shows the hysteresis loops from 300 K to 150 K measured OP via SQUID for stack
1 with N=8.

Figure 7.11: a) to d) show the hysteresis loops at 300 K, 200 K, 100 K and 10 K, measured OP
via SQUID for stack 1 with N=3. e) to h) show the hysteresis loops at 300 K, 200 K, 100 K and
10 K, measured OP via SQUID for stack 1 with N=8.
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Figure 7.12: a) shows the hysteresis loops of stack 1 with N=2, measured OP via SQUID mag-
netometry as a function of temperature. The inset shows the switching field as a function of
temperature. b) shows the hysteresis loops of a) measured IP via SQUID magnetometry as a
function of temperature. c) shows the hysteresis loops of a version of stack 1 with N=2, in which
the CoB was thicker and was co-sputtered with Co at 10 W. It was measured OP via SQUID
magnetometry as a function of temperature.

Figure 7.13: a) to c) the hysteresis loops of stack 1 with N=2, measured OP via SQUID mag-
netometry at 300, 200 and 100 K. d) to f) the hysteresis loops of a version of stack 1 with N=2,
measured OP via SQUID magnetometry at 300, 200 and 100 K, the CoB was thicker and was
co-sputtered with Co at 10 W.
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Figure 7.12c, shows the hysteresis loops of a version of stack 1 with N=2, measured OP via
SQUID magnetometry as a function of temperature, however, the CoB is thicker at was co-sputtered
with Co at 10 W. Firstly, the centre of the sample has a slight bump which was most likely due
to the edge of this sample having a different structure due to shadowing from the sample holder.
Despite this, there was a clear difference when the CoB was thicker with more Co content. This
difference is displayed in Figure 7.13. As it can be seen, initially at 300 K, the switching fields
were much lower for the thicker CoB with a higher Co ratio. Then, as the temperature decreased,
for both samples the coercivity increased the moment increased. Interestingly, the switching field
increased as the temperature decreased in the thinner CoB sample, however, in the thicker CoB
sample the switching field decreased as the temperature decreased. For the thicker CoB sample, by
100 K, the AFM-IEC was no longer present, with the hysteresis loop possessing features of FM-IEC
displaying only one switch.
To summarise the discussions on stack 1:

• An iridium layer caused AFM-IEC when it is of thicknesses: 3.5 - 5 Å and 12.5 - 14 Å,
specifically, when sandwiched along with Pt between CoB layers.

• CoB layers can be coupled together antiferromagnetically with a spacer of Pt between 5 - 10
Å and Ir of 3.5 - 5 Å, when the CoB layer is between 5 - 8 Å.

• The layers switched independently for repetitions of a CoB/Ir/Pt multilayer with AFM-IEC
until seven repetitions, after which some layers began to switch together. The domain walls
in each layer did not always show the same properties.

• The Pt was important within the stack to ensure strong PMA and contribute to the moments.

• When the thickness of the CoB in the stack was increased, the switching fields decreased.

• When the thickness of the Pt in the stack was increased, the switching fields decreased.

• When increasing the ratio of Co to B in CoB, the switching fields increased.

• Substituting the CoB for Co, resulted in the outer switches of a three repetition sample
becoming much less sharp.

• For two, three and eight repetitions of stack 1, the individual switching of the layers remained
from 300 K down to 10 K. The coercivity of the switches increased as the temperature
decreased.

• For two repetitions of CoB/Ir/Pt coupled antiferromagnetically, with increased Co content
in the CoB, and increased CoB thickness, the AFM-IEC became ferromagnetic below 100 K.
The switching fields instead decreased as the temperature decreased, producing a temperature
controlled SAF.
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7.4 Stack 2

7.4.1 Building Stack 2

The second proposal was to harness the combination of CoB, Ir and Pt to create a SAF device that
was easily measurable and able to host skyrmions. The device design, as described in the intro-
duction, involved coupling two ferromagnetic multilayers together antiferromagnetically. Naturally,
the first step involved creating a FM multilayer which could host skyrmions.

Figure 7.14: SQUID magnetometry OP measurements of five repetition multilayers on a base of Ta
and Pt and capped with Pt. a) shows the bottom half of stack 2 (X2) and b) shows the top half of
stack 2 (X1). c) shows a sample grown similar to b), however, with thicker Ir. d) shows a sample
grown similar to b), however, with thicker Pt. e) shows a sample grown similar to c), however,
with Ir below the CoB and Pt above it. The thicknesses of the repeated parts are labelled below
the corresponding measurements.

Figure 7.14a and b shows OP SQUID hysteresis loops for the bottom half of stack 2 (X2) and
the top half of stack 2 (X1), respectively, as shown in Figure 7.1b. These two loops show wasp-like
hysteresis of almost identical shape, slightly off centre on the x-axis. Figure 7.15a and b show the
Kerr microscope images of the same samples as in Figure 7.14a and b, showing domain patterns
which echo the hysteresis loops. The samples were saturated in a positive magnetic field, then taken
through hysteresis until they were saturated in a negative magnetic field. For both, at around 6
mT, small, light coloured skyrmions emerged of around 200 nm. Then, a maze-like domain pattern
formed as the light coloured domains became more dominant, until around -6 mT, where only
small, dark coloured skyrmions remained of around 200 nm. This confirmed the ability of the FM
multilayers of these parameters to host skyrmions.

To confirm these thicknesses were optimal, samples were also grown with either thicker Ir or
thicker Pt, as shown in Figure 7.14c and d, and Figure 7.15c and d. The hysteresis loops no longer
possessed the strong wasp-like shape and exhibited more square hysteresis loops. Again, this was
echoed in the domain images, which showed domains which were either thicker and less maze-like,
or long, thin line domains - no skyrmions were observed.

Finally, a stack was grown with the materials in reverse order, i.e. with Ir/CoB/Pt instead of
Pt/CoB/Ir. This stack was grown with the thick Ir, as in Figure 7.14c, and the hysteresis loop
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Figure 7.15: Polar Kerr microscopy measurements of five repetition FM multilayers on a base of
Ta and Pt and capped with Pt. a) shows the bottom half of stack 2 (X2) and b) shows the top
half of stack 2 (X1). c) shows a sample grown similar to b), however, with thicker Ir. d) shows
a sample grown similar to b), however, with thicker Pt. e) shows a sample grown similar to c),
however, with Ir below the CoB and Pt above it.
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was similar to those of 7.14a and 7.14b. This meant that skyrmion and tight maze-like domains
were observed when this sample was imaged undergoing hysteresis by the Kerr microscope, Figure
7.15e.

Figure 7.16: a) shows the OP SQUID measurement of stack 2, the dark and light blue arrows
represent the bottom half of stack 2 (X2) and the top half of stack 2 (X1), as described in Figure
7.1b. The inset shows the sample measured in the plane. b) shows a stack similar to stack 2,
however, the middle layer of Ir was not 4 Å and was the same thickness as the other Ir layers in
the sample.

Based off the ferromagnetic stacks in Figure 7.14a and b, stack 2 was made by placing a layer
of ∼4 Å of Ir between the two FM stacks, making it is essentially a FM magnetic multilayer with
ten repetitions, however, the Ir layer in the centre of the stack had a lower thickness, which could
introduce AFM-IEC. As expected, this caused the two ferromagnetic multilayers (X1 and X2) to
couple together antiferromagnetically, as can be interpreted from the hysteresis loop shown in Figure
7.16a. The light blue arrows indicate X1 and the dark blue arrows indicate X2, it was observed
that as the magnetic field was swept from positive to negative, one FM multilayer switched before
zero, and the other FM multilayer switched separately, after zero. This is similar to stack 1 with
N=2, however, the switches were less square and more wasp-like due to there being five repetitions,
plus, the loop was open at zero field, suggesting the SAF was not completely balanced. The inset
shows the IP SQUID measurement, to confirm the PMA of the sample. Figure 7.16b, shows the
stack 2, however, the middle layer of Ir was not thinner but the same thickness as the other Ir
layers in the sample. As expected, the sample no longer exhibited two separate switches, but only
one maze-like switch, suggesting all ten Co68B32 layers were coupled together ferromagnetically.
Again, confirming the AFM coupling role of the Ir.
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7.4.2 Stack 2: Temperature Dependence

As with stack 1, stack 2 was measured as a function of temperature. Figure 7.17a shows the OP
hysteresis loops of stack 2 between 300 and 100 K. Stack 2, in contrast to stack 1, maintained
two switches only until 250 K, after which the hysteresis loop takes the shape of a stack coupled
ferromagnetically. Although, small individual switches were observed at the start/end of the hys-
teresis. This suggests that at this point, the magnetostatic force from the FM layers overcomes the
AFM-IEC. The features of one layer, perhaps the top layer with more Pt above it, behave slightly
differently to the other layers. Stack 2 was also measured in the plane, shown in Figure 7.17b,
proving the PMA at all temperatures.

Figure 7.17: a) shows the hysteresis loops of stack 2 measured OP via SQUID magnetometry as a
function of temperature. b) shows the hysteresis loops of a) measured IP via SQUID magnetometry
as a function of temperature. c) shows the hysteresis loops of a version of stack 2 measured OP
via SQUID magnetometry as a function of temperature, however, the CoB was co-sputtered with
Co at 10 W. d) shows a normalised comparison between the 300 K hysteresis loops of stack 2, and
stack 2 with more Co content (a and c).

Stack 2 was also grown with the CoB co-sputtered with Co to increase the cobalt to boron
ratio and investigate the effect it had on the stack. The hysteresis loops measured OP by SQUID
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magnetometry are shown in Figure 7.17c. The loop maintained two switches only until 200 K, after
which the hysteresis loop takes the shape of a stack coupled ferromagnetically until below 125 K,
when small individual switches were observed at the start/end of the hysteresis.

Figure 7.18: This shows a selection of the hysteresis loops from Figure 7.17 in separate plots. a) to
c) show stack 2 at 300, 200 and 100 K. d) to f) show stack 2 with the CoB co-sputtered with Co
at 300, 200 and 100 K.

The hysteresis loops at different temperatures are separated out in Figure 7.18 for a clear
comparison. At 300 K the loops looked similar, a direct comparison of this can be seen in Figure
7.17d, which shows the only difference was the coercivity increased slightly with the added Co. At
200 K, the stack without the extra Co showed FM coupling with a small lip at the start of the
hysteresis, by 100 K, other small kinks began to appear. For stack 2 with extra Co, at 200 K, there
was only a small kink in the centre of the switch, and by 100 K a small lip at the start and end of
the hysteresis was also observed.

7.4.3 Stack 2: Thickness Dependence

As stack 2 relies on the balance of many different effects within the sample, this meant small
changes in the thicknesses of the components could eradicate the AFM-IEC. Thicknesses in which
the AFM-IEC did occur, comparisons were made to understand how changes in thickness affected
the stack. In Figure 7.19a, OP hysteresis loops measured via SQUID magnetometry are shown
whilst the CoB thickness was varied. For 6.5 Å of CoB, the typical two switches were visible, for
a much higher CoB thickness of 8.7 Å, the two switches were no longer observed suggesting the
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sample was in a state of FM coupling.

Figure 7.19: a) shows a variation of stack 2 with two different CoB thicknesses compared. b) shows
two different Ir thicknesses. c) shows two different Pt thicknesses. All measurements were performed
OP via SQUID magnetometry. These stacks were grown on base layers of Ta(30 Å)/Pt(30 Å) and
capped with Pt(20 Å).

Figure 7.19b shows stack 2 with two different thicknesses of Ir, in this case, there was less of
a difference between the two thicknesses of Ir and therefore there was not a significant difference
between the two hysteresis loops. Although, for the thicker Ir it could be argued the switching field
was slightly lower and the coercivity slightly higher. For the two Pt thicknesses in Figure 7.19c,
again the difference is minimal, however, like with the Ir, it could be argued there was a decrease
in switching field and a larger coercivity for the stack with thicker Pt. The samples used in this
section had less of an opening at zero field, they also had a thicker base of Pt with 30 Å, compared
to 6 Å in the original stack.

7.4.4 Stack 2: Imaging

Stack 1 was then imaged with the Kerr microscope at various points along the hysteresis. The
images are shown in Figure 7.20, arranged around the normalised hysteresis loop measured by
SQUID magnetometry. The sample was first saturated in a field of -200 mT, then, the field was
returned to -30 mT and a background image was taken and subtracted in order to get a better
contrast of the domains. Then, after starting in a saturated state at -30 mT, the field was gradually
decreased and at -9 mT, lighter circular domains were observed of diameters between 250-500 nm.
These lighter domains grew as the field was increased further, until they became maze-like and
then more dominant. At the same time, the darker domains became thinner and reduced until
only small circular domains of diameters between 250-500 nm remained at 0 mT. The field was
then increased below zero and at 9 mT, lighter circular domains were again observed and grew into
a maze-like pattern and reduced the darker domains until there were only small circular domains
remaining. The state was saturated above 30 mT. The field was then decreased back down to -30
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mT and the same process occurred: first switch at 10 mT and then at -9 mT, the darker domains
appeared and became dominant after undergoing a maze-like switch. The maze-like domains were
not as tight as in the five repetition FM sample, suggesting that in becoming part of the SAF,
the properties of the domains change slightly. It was also found that small circular-like domains
which appeared at -9 mT could be induced using a field-pulse protocol, i.e. from a 0 mT saturated
state, pulsing the field for 1 second at -9 mT, then returning to zero field. The small domains, once
formed, remained unchanged upon returning to zero field, and their size depended on the pulse
length and magnitude. The sample was also measured by MFM at the University of Leeds, which
was only possible at the higher fields and in air. In agreement with the Kerr microscope images,
after saturating the sample in a negative field, on the return to zero field, small circular domains
appeared from the saturated state at -8.5 mT, as shown in Figure 7.20, which most likely were not
visible with Kerr microscopy. Underneath, shows a zoomed in image of a small circular domain, a
450 nm skyrmion was identified.

Figure 7.20: This figure shows the hysteresis loop of stack 2 and images taken by Kerr microscopy
at the different fields along the hysteresis. All scale bars are 20 µm. It also shows two MFM images
taken at -8.5 mT with the lower MFM image being a small scale measurement of a small circular
domain in the upper MFM image.

In order to image stack 2 more thoroughly using MFM, a sample was grown of stack 2, however,
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with Pt (30 Å) included in the base instead of Pt (6 Å), its hysteresis loop is shown in Figure
7.21. The sample was sent to the Swiss Federal Laboratories for Materials Science and Technology
(EMPA) to be measured by state of the art MFM, however, the results did not show any skyrmions
present in the sample (Figure 7.21). Only small line-like domains were observed around the switches.
It is therefore possible that the small domains observed by the Kerr microscope were of this nature,
however, appeared as small circular domains due to the low resolution of the image compared to
MFM. It was also noted that due to the strong signal from these particular domains, that they were
not antiferromagnetic domains, as this would lead to a less well defined domain picture. It was
concluded that the two layers begin in a saturated state with the spin orientation of both layers
in the same direction, then, the first switch involves one layer breaking into a domain pattern
before becoming fully saturated in the opposite direction and being in a SAF state at zero field.
Then, when taking the applied field above zero, the other layer splits into domains meaning there
were areas with the two layers coupled ferromagnetically and areas with the two layers coupled
antiferromagnetically, before the whole sample became saturated in the opposite direction.

Figure 7.21: This figure shows the SQUID measured OP hysteresis loops for a version of stack 2,
grown with Pt (30 Å) included in the base instead of Pt (6 Å). The arrows indicated the direction
of the field sweep performed on the MFM images below. The MFM images were taken at EMPA
in Switzerland and show images of the sample between 16 and -19 mT. The scale bars represent
800 nm.

To conclude the discussions on stack 2:

• A five repetition multilayer of CoB/Ir/Pt was successfully designed to host room temperature
ferromagnetic skyrmions.

• This FM multilayer was turned into a SAF in which two of the FM multilayers, coupled
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antiferromagnetically by Ir, switched separately.

• X-ray analysis showed that there was roughness/intermixing at the CoB interfaces but not
at the Ir/Pt interfaces.

• The temperature dependent measurements found that stack 2 maintained the typical SAF
like behaviour until 250 K, and stack 2 with increased Co ratio until 200 K.

• For stack 2, with increased CoB thickness, the switching fields decreased with temperature
and the coercivity increased.

• Increasing the cobalt to boron ratio in stack 2 caused the switching fields to increase very
slightly.

• After increasing the CoB thickness past a certain threshold the stack showed FM-IEC instead
of AFM-IEC.

• When the thickness of the Pt or Ir in the FM multilayer was increased, the switching fields
decreased and coercivity decreased slightly.

• Kerr microscope images showed two clear switches with maze-like domains, and MFM images
showed 450 nm skyrmions present at -8.5 mT.

• Measurements performed at EMPA of stack 2 showed line-like domains only and no skyrmions.

• It was likely that the two FM multilayers were coupled antiferromagnetically at zero field,
however, the domain patterns were not coupled together antiferromagnetically.

7.5 Stack 3

7.5.1 Building Stack 3

Following the drawbacks with stack 2, a third stack was proposed, which involved reversing the order
of the stack as the FM multilayer in Figure 7.15e showed strong potential for skyrmion nucleation.
Therefore, this stack was grown as a ten repetition stack, with the middle Ir layer of thickness
within the AFM coupling thickness range. Figure 7.22a shows the thicknesses of the Ir, Co68B32

and Pt in the two FM multilayers of five repetitions, coupled together antiferromagnetically by the
thinner Ir layer, above the hysteresis loop of the sample, measured OP by SQUID magnetometry.
The hysteresis loop appeared to exist in four parts, with a small overlap in the centre. The different
effects within the sample seemed to combine in an interesting way. This was reinforced by the image
taken at -23 mT on the Kerr microscope, which shows three different coloured domains, inferring
that some layers are coupled together and others are not. It shows dark line domains, shaded in
with medium dark domains, on a background of light domains.
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Figure 7.22: a) shows the OP SQUID hysteresis loop of a reversed version of stack 2 consisting
of Ta(30 Å)/Pt(30 Å)/[Ir(9.2 Å)/CoB(6.3 Å)/Pt(6.3 Å)]×5/Ir(4 Å)/CoB(6.3 Å)/Pt(6.3 Å)/[Ir(9.2
Å)/CoB(6.3 Å)/Pt(6.3 Å)]×4/Pt(20 Å). b) shows a Kerr microscope image of the sample at -23
mT.

Figure 7.23: a) shows stack 3, consisting of two FM multilayers coupled antiferromagnetically by
the 4.1 Å of Ir in the centre. The upper FM multilayer is labelled as Y1, and the lower FM
multilayer as Y2. b) shows a low angle x-ray scan, fitted using GenX[136], of stack 3. c) shows the
hysteresis loop of stack 3, measured OP by SQUID magnetometry. The inset shows a zoomed in
version of the centre of the loop.
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The thicknesses were tweaked until the hysteresis loop of the stack appeared more consistent
with the behaviour of two FM multilayers coupled together antiferromagnetically. This will be
referred to as stack 3 and the new thicknesses are shown in a schematic of the whole structure in
Figure 7.23a. A low angle x-ray scan fitted using GenX[136] was used to estimate the thicknesses, as
shown in Figure 7.23b. The changes in the FM multilayers from the sample in Figure 7.22, included
a reduction in the Ir thickness, and an increase in the Pt and CoB thicknesses. The hysteresis loop
of this stack measured OP via SQUID magnetometry is shown in Figure 7.23c. It showed two
sharp switches either side of zero, shown more clearly in the inset, which were at around ±0.04 T,
however, there was a small outer switch at both the start and end of the hysteresis loop, around
±0.16 T. There was also a open loop at zero field, indicating an imbalance within the stack. The
switching fields tended to be higher than those of stack 2, similarly to the pattern found by Lau et
al..[97]

7.5.2 Stack 3: Temperature Dependence

The temperature dependence was also considered for stack 3, as shown in Figure 7.24a. Two
switches remained down to 10 K, with the switching fields reducing with temperature and the
coercivity increasing with temperature. The small outer switches became less sharp below 100 K,
as they appeared to move closer to the main two switches.

Figure 7.24: a) shows the OP hysteresis loops for stack 3 measured over a range of temperatures
between 300 and 10 K with a SQUID. b) shows the same sample, instead, measured at 300 K in
the plane.

The magnetic moment also increased as the temperature decreased. These trends can be seen
more clearly in Figure 7.25. Figure 7.24b shows stack 3 measured IP to confirm the PMA of the
stack.
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Figure 7.25: Four hysteresis loops of stack 3, measured at different temperatures: 300, 200, 100
and 10 K, taken from Figure 7.24a, via OP SQUID magnetometry.

7.5.3 Stack 3: Thickness Dependence

The thickness dependence of the components of stack 3 were also considered by changing the
thickness of one material and comparing the hysteresis loops measured by the SQUID. Firstly,
the thickness of CoB was varied in a version of stack 3, shown in Figure 7.26. Lower Ir and Pt
thicknesses were used, compared to Figure 7.23, of 6.5 Å, however, the features of the hysteresis
loops were similar. When the CoB thickness was increased from 6.75 Å to 7.25 Å, the loop became
similar to that in Figure 7.22, indicating that if the thickness of one material in the multilayer goes
over a certain threshold, the sample properties can become unusual.

Figure 7.26: Hysteresis loops measured OP with SQUID magnetometry. It shows two versions
of stack 3, where the material thicknesses of Y1 and Y2 are labelled above the graphs, with two
different CoB thicknesses labelled on each graph. The graphs shows a zoomed in version of the
hysteresis loop, with the whole loop shown in the inset.

Next, the thickness of Pt was varied in a version of stack 3, shown in Figure 7.27. Again
the Ir and CoB thicknesses in the FM multilayer were slightly lower, compared to Figure 7.23, at

140



AFM-IEC OF COB MULTILAYERS 7.5 Stack 3

6.5 Å and 6.75 Å, respectively. When increasing the Pt thickness by 0.5 Å, two obvious changes
were observed; the switching fields of both the main inner switches and the small outer switches
increased. Although the gap in the centre of the loop does not change in amplitude.

Figure 7.27: Hysteresis loops measured OP with SQUID magnetometry. It shows two versions
of stack 3, where the material thicknesses of Y1 and Y2 are labelled above the graphs, with two
different Pt thicknesses labelled on each graph. The graphs shows a zoomed in version on the
hysteresis loop, with the whole loop shown in the inset.

Figure 7.28: Hysteresis loops measured OP with SQUID magnetometry. It shows two versions
of stack 3, where the material thicknesses of Y1 and Y2 are labelled above the graphs, with two
different Ir thicknesses labelled on each graph. The graphs shows a zoomed in version on the
hysteresis loop, with the whole loop shown in the inset.

Finally, the thickness of the Ir in the FM multilayers Y1 and Y2 was varied. This is shown in
Figure 7.28, and the CoB and Pt thicknesses were 7 Å and 6.5 Å, respectively. Here, we saw a
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different trend to when Pt was varied, the lower Ir thickness showed a lower switching field for the
main switches. However, for the outer switches, the switching field decreased when the Ir thickness
was increased.
To conclude the discussions on stack 3:

• When a ferromagnetic multilayer consisting of Ir/CoB/Pt multilayers was grown, it showed
skyrmions present.

• When the FM multilayer was placed into the SAF design (stack 3), unusual domain patterns
formed, supporting the claim that the properties of the FM multilayers were changed when
two are coupled together antiferromagnetically.

• Altering the thicknesses of the materials in the stack lead to stack 3, showing a hysteresis
loop with the two FM multilayers switching separately.

• This change in thicknesses, however, reduced the potential of the sample to host skyrmions
easily.

• Compared to stack 2, this stack was much more reliable to grow and could exhibit higher
switching fields.

• There were always two small switches at the start and end of the hysteresis loop suggesting
part of the sample was consistently exhibiting different properties.

• Unlike stack 2, stack 3 maintained the SAF behaviour from 300 K to 10 K.

• The switching field of the main switches and the small outer switches both decreased as the
temperature decreased, and the coercivity increased - as with stack 2.

• As the CoB thickness in stack 3 was increased, the hysteresis loop became abnormal.

• As the Pt thickness was increased, the switching fields increased, contrary to stacks 1 and 2.

• As the Ir thickness in the FM multilayer was increased, the main switching fields increased,
contrary to stacks 1 and 2. However, the small outer switching fields decreased, suggesting
there may not be a link between the thickness and the outer switching field.

7.6 Stack 1 and 2: Electrical Measurements

Electrical transport measurements were made on stacks 1 and 2. At the University of Leeds,
measurements were made of the transverse resistance (Rxy) and of longitudinal resistance (Rxx).
These measurements were performed using a Hall bar for all plots in Figure 7.29. Figure 7.30a and
b used a 3x10 mm strip of material (therefore the longitudinal measurement taken with an OP field
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was not reliable due to the contacts not being perfectly in line, which resulted in an Rxy component).
Figure 7.30c and d, were performed at Northwestern University, Illinois, in longitudinal mode, with
both an in and OP field. Figure 7.30c shows the measurement with an OP field compared to
the magnetic moment measurement taken using SQUID magnetometry. The measurements are
described in detail in Chapter 4.

Figure 7.29: a) and c) show both the transverse resistance (Rxy) and the longitudinal resistance
(magnetoresistance as a percentage) as an applied field was swept OP for stack 1 with N=3 (a)
and N=5 (c). b) and d) show the longitudinal resistance (magnetoresistance as a percentage) as an
applied field was swept IP for stack 1 with N=3 (b) and N=5 (d). These electrical measurements
were taken on Hall bars at the University of Leeds.

Electrical resistance measurements are a useful tool for understanding the intrinsic properties
of the stacks. For stack 1 with N=3, Figure 7.29a, when measured OP, the transverse resistance
reflected the hysteresis loop and the longitudinal resistance increased at the first switch, as the
spins in one of the three layers switched directions (↑↓↑). This resistance remained across the
second switch, as the number of layers coupled antiferromagnetically did not change (↓↑↓), then,
the resistance decreased once all the spin of all the layers were orientated in the same direction
again (↓↓↓). The IP field measurement, 7.29b, showed a typical parabolic shape for a PMA sample,

143



AFM-IEC OF COB MULTILAYERS 7.7 Conclusions

these measurements compared well to those made by Lau et al. with Ir/Co/Pt samples.[97] Figure
7.29c and d show the same measurements for stack 1 with N=5, the magnetoresistance in 7.29c
had been processed to remove the noise and the data <0 has been reflected around y=0, due
to a connection problem during the measurement. The data suggested that as one FM layer
switched, AFM-IEC was present between two sets of FM layers (↑↑↓↑↑), after the second switch
the resistance increased by the same amount, suggesting that now all layers were coupled together
antiferromagnetically (↑↓↑↓↑). Over the middle switch, the resistance did not change, showing
all 5 layers were still coupled together antiferromagnetically (↓↑↓↑↓), then as the fourth switch
occurred, the resistance dropped (↓↓↑↓↓) as only two layer couplings were antiferromagnetic, then
a similar drop in resistance as the stack became fully saturated in the ↓ orientation. Again, the IP
magnetoresistance measurement showed a gradual change in the orientation of all moments from
← to → as the resistance increased gradually to zero, then decreases gradually. Contrarily to the
N=3 sample, the curve was of opposite inflection and slightly asymmetric.

Figure 7.30a, shows the transverse resistance of stack 2 measured with an OP field, the electrical
measurement replicates the magnetic measurement of the sample very well. The longitudinal
measurement with an IP field is shown in 7.30b, again, an expected gradual increase, then decrease
around zero in the resistance was observed. In Figure 7.30c, the magnetic moment of a sample
similar to stack 2, with some variations in thickness, to that in 7.30a is shown. The difference
in the hysteresis loops being that the switching fields were higher in 7.30c and a small volume of
the five repetitions ferromagnetically coupled together appeared to have a slightly higher switching
field. The longitudinal resistance was measured with an OP field, and the resistance was shown to
increase when X1 switched, then remain with the higher resistance until X2 switched. Modelling
the two FM multilayers X1 and X2 as one spin (↑ / ↓), the lower resistance would exist with the
configuration of ↑↑ and ↓↓, and the higher resistance would occur with the configurations ↑↓ and
↓↑. The forward and backwards field sweeps did not exactly coincide, indicating the hysteresis in
the sample. The longitudinal measurement with an IP field, Figure 7.30d largely resembled the
measurement in 7.30b.

7.7 Conclusions

It was concluded that a strong AFM-IEC coupling was found in repetitions of Co68B32/Ir/Pt, when
the Ir has a thickness which supports the negative coupling, i.e. stack 1. This stack supported a
typical behaviour in which an increase of the FM magnetic or Pt layer thickness caused a decrease
in the switching fields due to the strength of the AFM-IEC being reduced, this trend was followed
also by stack 2. Stack 3 also agreed in terms of the CoB, however, the switching field was increased
when the thickness of Ir or Pt in the FM multilayer was increased, indicating that the coupling
strength increased. For both stacks 1 and 2, an increase in the ratio of cobalt to boron atoms
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Figure 7.30: a) shows the transverse resistance (Rxy) measured with an OP field, and b) shows
the longitudinal resistance (magnetoresistance as a percentage) measured with an IP field for stack
2. c) shows both the magnetic moment measured by SQUID magnetometry and the longitudinal
resistance (magnetoresistance as a percentage), as an applied field was swept OP of stack 2. d)
shows the longitudinal resistance (magnetoresistance as a percentage) as an applied field was swept
IP for stack 2. a) and b) were measured on a 3x10 mm thin film at the University of Leeds, c) and
d) were measured on a 8.5x60 µm bar at Northwestern University.
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by co-sputtering Co with the CoB, lead to an increase in the switching fields, perhaps due to
the structure becoming more defined. In terms of trends with temperature, in all samples, the
coercivity of the switches increased as the temperature decreased. With stack 1, the switching
fields increased as the temperature decreased, indicating the coupling strength becomes stronger at
low temperatures, perhaps for the same reason it increases with more Co content. However, for the
N=2 stack 1 with thicker CoB, and for stack 2 and 3, the switching field reduced as the temperature
reduced. From this, it was concluded that when the Ir layer was negatively coupling together more
magnetic material, it behaved in an opposite way to when two single layers were coupled together.
Stack 3 also continued to display a small outer switch at the start and end of both halves of the
hysteresis loop independent of layer thicknesses, the cause of which is unknown. We also confirmed
a temperature dependent phase change was possible in both stack 1 (with increased Co content)
and stack 2. The material could be optimised to shift the phase transition to higher temperatures
and allow it to be induced by joule heating from currents[258].

From the electrical measurements, an understanding of how the individual layers were switching
was achieved. In stack 1, a layer which resulted in the most antiferromagnetically coupled layers
always switched first, irrelevant of its position in the stack. The resistance measurements of stack
2 also confirmed the two ferromagnetic multilayers switching separately. Systematic resistance
measurements of all stack 1 for N=2 to N=8 would give gainful insight into the intrinsic competition
within the sample and where the limitations of the AFM-IEC lie.

We concluded that the top and bottom part of stack 2 have the ability to host stable, room
temperature skyrmions, though an increase in thickness of the Pt or Ir can overturn this. The
nature of the domains can also become slightly altered when the AFM-IEC is also introduced into
the system. Despite not being able to prove that SAF skyrmions exist in stack 2, these systems
are promising in different areas of application. In a uniform out-of-plane state, the magnetisation
could be excited via a spin-orbit torque from the spin Hall effect, and due to the SAF nature of the
sample, it is expected that the frequencies would be in the tens of gigahertz range. Conversely, the
same system could be used as a rectifier with frequencies in this range with an AC power supply.
For a system with a non-uniform state, in which skyrmions are present, spin-orbit torque motion
could be promoted with zero skyrmion Hall angle and a relatively high velocity.[263–266] These
applications would all have the advantage that the magnetisation dynamics can be measured with
a larger signal than a fully compensated, two FM layer SAF. Despite adaptations of the stacks
still being needed to create a SAF which could easily host SAF skyrmions, this chapter takes a
large step in understanding how these complex systems work. Tweaking parameters such as the
thicknesses and number of repetitions of the layers in the systems is key to creating a reliable SAF
samples with the ability to host SAF skyrmions.
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Chapter 8

Terahertz Time Domain Spectroscopy with
CoB Multilayers
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8.1 Introduction

Performing THz-TDS, as described in Chapter 4, yielded a graph which plots the current read by
the lock-in amplifier (measured from when the probe beam hits the detecting LT-GaAs square)
against the time domain, the time difference for the probe beam to reach the LT-GaAs square as
the delay stage is moved - labelled as ‘delay’, see Figure 8.2a. Information from this signal, such
as the amplitude, full width half maximum (FWHM), and relative positions in the time domain of
the peak, was used to characterise the THz-TDS system for each device. These measurements were
also performed using different DC bias voltages (Figure 8.2c) and different laser optical powers
(Figure 8.2d). A fast Fourier transform (FFT) was performed on the signal to analyse it in the
frequency domain and to determine the bandwidth of the measurements (Figure 8.2b).

In this work, we consider seven different coplanar waveguides, with the differences displayed in
Figure 8.1 and Table 8.1. CPW 1 (Figure 8.1a) was the original design, made entirely of Ti/Au (10
nm/150 nm), to use as a reference. CPW 2 (Figure 8.1b) was also made from Ti/Au (10 nm/150
nm) for a reference, however, it tapered down to a Hall bar in the centre of the waveguide; in
this case the Hall bar was made from thinner Ti/Au (5 nm/15 nm). CPW 4, 5, 6 and 7 (Figure
8.1c) were the same as CPW 2, however, the Hall bar was made from a Co or Co68B32 magnetic
multilayer, as detailed in Table 8.1. The grounding planes, central line and contacts (including the
six from the Hall bar were all made from Ti/Au (10 nm/150 nm), the Ti was used to secure the
gold onto the substrate. CPW 3 (Figure 8.1d) differed, as not only the Hall bar was made from
the magnetic material, but the whole tapered central line.

Figure 8.1: a) shows CPW 1, zoomed in on the centre, it shows the central line surrounded by
two grounding planes made entirely of thicker Ti/Au. b) shows a Hall bar placed in the centre
of a tapered central line made of a thinner gold layer than the contacts, fabricated in a separate
lithography step (CPW 2). Coming from the Hall bar are six gold contacts and the edges of the
grounding planes are shown in the corners. c) shows a Hall bar made from a magnetic multilayer
material in the centre of a tapered central line (CPW 4, 5, 6 and 7). d) shows a Hall bar in the
centre of a tapered central line, with both components made from the same magnetic multilayer
(CPW 3).

These magnetic multilayers were chosen as they have the ability to host skyrmions, with the
aim to measure any possible responses from magnetic skyrmions within the Hall bars. Addition-
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Waveguide Hall Bar material Central line material

CPW 1 Ti/Au (10 nm/150 nm) Ti/Au (10 nm/150 nm)
CPW 2 Ti/Au (10 nm/15 nm) Ti/Au (10 nm/150 nm), T
CPW 3 [CoB(8 Å)/Ir(5 Å)/Pt(6 Å)]×10 [CoB(8 Å)/Ir(5 Å)/Pt(6 Å)]×10, T
CPW 4 [CoB(8 Å)/Ir(5 Å)/Pt(12 Å)]×10 Ti/Au (10 nm/150 nm), T
CPW 5 [Co(9 Å)/Ir(3 Å)/Pt(6 Å)]×10 Ti/Au (10 nm/150 nm), T
CPW 6 [x]×4/CoB(7 Å)/Ir(4 Å)/Pt(6.5 Å)/[x]×5 Ti/Au (10 nm/150 nm), T
CPW 7 [CoB(8 Å)/Ir(4 Å)/Pt(6 Å)]×3 Ti/Au (10 nm/150 nm), T

Table 8.1: This table explains the different coplanar waveguides measured in this study, labelling
them 1 to 7. The ‘Hall bar material’ column signifies the material of which the Hall bar was made,
where x = Co68B32 (7 Å)/Ir (6.5 Å)/Pt (6.5 Å). The ‘central line material’ column signifies the
material of which the central line was made and it is commented whether the central line was
tapered or not. All other contacts (to the LT-GaAs squares and Hall bar) and grounding planes
were made from Ti/Au (10 nm/150 nm). The thicknesses were calculated determined by fits to
x-ray reflectivity using GenX or estimated based off the growth rates. T = tapered.

ally, synthetic antiferromagnets were used which have been shown to have resonances in the THz
frequency range, as detailed in Chapter 3.

8.2 Characterisation Measurements

Figure 8.2a maps out the THz pulse in the time domain of an input pulse, with 50 V DC bias,
measured on CPW 1. From this signal, we can take the amplitude of the peak (∼0.56 nA), and
the FWHM (∼0.96 ps). The position of the peak is arbitrary and only relevant when considering
it in terms of position compared to another peak, e.g. input vs. transmission measurements, or
measurements in opposite directions. In the FFT of the pulse, Figure 8.2b, the main parameter
was the bandwidth which is defined at the point when the signal becomes more flat and noisy.
In waveguides which are not solely made from Ti/Au, a dip or peak may be visible within the
bandwidth, where the THz pulse interacts with the material in its path.

Figure 8.2c, shows an example of transmission measurements for different DC biases in coplanar
mode on a tapered waveguide with a Hall bar. The obvious trend was how the amplitude decreased
linearly as the DC bias decreased, as expected. The pulse width, on the other hand, remained more
constant. Another feature that was present, more dominantly in the measurements on the tapered
waveguides, was signals from reflections that appeared after the main peak. These reflections should
be analysed in order to remove them, after verifying they are not part of the main response. Finally,
to ensure ohmic behaviour of the switches, meaning it followed the linear regimes where heating of
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Figure 8.2: a) represents a typical current vs. delay measurement from THz-TDS. It shows an input
measurement with 50 V DC bias, from CPW 1. b) shows the FFT from a), with a bandwidth of
around 2 THz. c) shows the current-delay measurements performed whilst using different DC bias
from 50 V to -50 V. These transmission measurements were performed in coplanar mode on a
tapered Ti/Au waveguide (CPW 2). Note that the values of delay only depended on the software
calibration of the delay stage. d) takes the amplitude of the peaks in c), from 0 to 50 V, and plots
them as a function of DC bias. This was done with different powers of the pump beam.
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the substrate was not influencing carrier lifetime, the amplitude of the peak at different DC bias
should be plotted for different optical powers of the pump beam. The trend for each optical power
should be linear, with eventual decreasing gradient owing to saturation effects.[267]

Figure 8.3: a) shows a single THz-TDS measurement in coplanar mode compared to 10 measure-
ments which were averaged, performed on CPW 2 at 50 V DC bias. b) shows in the inset, the pulse
from Figure 8.2a with zero-padding. This pulse, fast Fourier transformed, is shown both with and
without zero-padding.

When analysing the signal, certain protocols were used in order to enhance the results. One
of these, was to perform multiple sweeps of the delay stage, then, take an average of the signals.
This leaves a smoother signal, as is shown in Figure 8.3a, and was particularly important for
more noisy data, such as at lower DC bias values (10 V) or to distinguish reflections. Another
method used was zero-padding; a technique to increase the detail of the FFT. Figure 8.3b shows
the difference between the Fourier transform of the pulse without zero-padding (original), and the
Fourier transform with zero-padding to 100 ps with 755 data points (as shown in the inset). Zero-
padding is a technique in which zeros are added to the end of the measured signal, allowing the
total number of data points to be increased. Therefore, after performing an FFT, the information
in the signal does not change and therefore bandwidth remains the same, however, the signal is
interpolated so it can appear smoother and allow features to become more clear. It should be
noted that artifacts can sometimes arise, thus the data should be carefully compared to similar
data obtained without zero-padding.

8.3 Reflection Analysis

To understand the origin of reflections, the entire geometry of the coplanar waveguide should
be considered, as shown in Figure 4.18h. Distinguishing the origin of reflections allowed them
to be separated from the main THz pulse and therefore improve the frequency resolution of the
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measurement. The possible sites for reflections were the contacts at either side of the central line,
the LT-GaAs squares, and the Hall bar in the centre. To assign points of reflection, it was necessary
to calculate the velocity of the THz pulse.

Figure 8.4 shows a schematic of the waveguide. Transmission measurements were taken where
the switch at the top of the left-hand LT-GaAs was used as the THz generator, and the switch at
the top of the right-hand LT-GaAs square was used as the detector (scan 1), or vice versa (scan 2)
- for detail of the switches refer to Figure 4.15. During this measurement the THz wave travelled
on average 1200 µm down the waveguide. This is based on the assumption that the THz wave was
generated at the centre of the 100 µm2 LT-GaAs squares, however, in reality this distance may
have varied by ±100 µm if, for example, the THz wave was generated or detected at the far left or
far right of the squares. This was taken into account in the uncertainty in the distance.

Figure 8.4: A schematic is shown of the central line of the fabricated CPW. The central line can be
seen tapering down from the LT-GaAs squares to the Hall bar in the centre. The average distance,
d, the THz wave travelled after it was injected to being detected. It also shows how a scan can be
made with the THz generator at the left LT-GaAs square and the detector as the right LT-GaAs
square (scan 1), and vice versa (scan 2). In both scans, the pump beam is on the left LT-GaAs
square and the probe beam is on right LT-GaAs square.

To calculate the velocity of the pulse, measurements were required with the configuration of
scan 1 and scan 2. In these scans, the pump beam (direct laser path) was placed on the left LT-
GaAs square and the probe beam (time delayed laser path) was on right LT-GaAs square. For
scan 1, the THz generator, i.e. the DC bias was placed on the left LT-GaAs square and the right
LT-GaAs square was connected to the lock-in amplifier, acting as the detector. For scan 2, the THz
generator is placed on the right LT-GaAs square and the detector on the left LT-GaAs square. This
yielded a pulse in the same time domain, but in the opposite direction - as shown in Figure 8.5.
The time difference between the main pulses (usually the first peak with the largest amplitude) in
both of these scans corresponded to twice the time it took for the THz pulse to travel from the
generator to the detector (∆t). This is because scan 1 shows the position of the transmitted pulse
in the time domain as its position with respect to the position of an input pulse. Scan 2 has an
input pulse in the same position as scan 1, however, the transmitted pulse travels in the opposite
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direction. This meant the time difference between the two transmitted pulses is two lengths of the
propagation, ∆t. Using this propagation time, and the distance between the generator and the
detector (d), the velocity of the pulse was calculated, v = 2d/∆t . In this case, ∆t = (6.8±0.2) ps
and d = (1200±100) µm, which gave a pulse velocity of (1.8±0.2)×108 ms−1; this was similar for
all measured waveguides in this thesis.

Figure 8.5: The graph shows scan 1 and scan 2 combined, using slotline mode of CPW 4, with a
translation in the y-axis to align them, but not in the x-axis. The time difference between the main
peaks of scan 1 and scan 2 was 13.5 ps - which is twice the time it takes for the wave to travel down
the waveguide. 6.5 ps and 6.4 ps are the times from the main peaks to the second peaks of each
scan, and 12.7 ps and 12.5 ps are the times from the main peaks to the third peaks of each scan.

Following this, estimations were made using the pulse velocity to determine where a reflection
may be expected in the time domain due to various features of the CPW. For a reflection from the
end of one of the contacts on the central line, the extra distance travelled would be approximately
5400 µm, which should correspond to a reflection at approximately 30 ps. This was not observed
in Figure 8.5 as the measurement did not cover a large enough time range. For reflections from
the Hall bar, there were two things to consider; firstly, there could be primary reflections, but also
secondary reflections, as detailed in Figure 8.6c and d. Secondly, the reflections could occur over
a range of distances due to the various components of the Hall bar (the bars, the step between
contacts and Hall bar and the gaps in the grounding planes) as shown in Figure 8.6b; this range
was taken into consideration with the uncertainty in the distance.
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Figure 8.6: a) is the fabricated Hall bar in the centre of the CPW, with the electrical contacts
attached to it. b) is a schematic of this showing the lengths of the Hall bar features. c) shows the
schematic of the central line of the CPW showing a primary reflection from the Hall bar: the THz
pulse reaches the detector, then is reflected to the Hall bar, then back to the detector. d) shows the
schematic of the central line of the CPW showing a secondary reflection from the Hall bar: again,
the THz pulse reaches the detector, then is reflected to the Hall bar, then back to the detector,
however this occurs twice.
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For a primary reflection from the Hall bar region, the extra distance travelled would have been
approximately (1200±135) µm, which should correspond to a reflection approximately (7±1) ps
after the original pulse; this was consistent with the second peaks shown in Figure 8.5, where a peak
occurred at (6.4±0.2) ps and (6.5±0.2) ps after the initial peak for scan 1 and scan 2 respectively.
It was therefore likely that this peak was a reflection due to the Hall bar, as illustrated in Figure
8.6. Another option for the same distance would be for the pulse to travel to the Hall bar, back
to the generator, then to the detector. For a secondary reflection from the Hall bar region, as
illustrated in Figure 8.6, the extra distance travelled would have been approximately (2400±270)
µm, which should correspond to a reflection approximately (13±2) ps after the original pulse; this
was in agreement with the third peaks shown in Figure 8.5, where a peak occurred at (12.5±0.2)
ps and (12.7±0.2) ps after the initial peak for scan 1 and scan 2 respectively. Again, it is therefore
likely that this peak was a secondary reflection due to the Hall bar. Another option for the same
distance would be for the pulse to travel to the Hall bar and back to the generator twice, then to
the detector, or simply back and forth from the generator to the detector twice.

Following the reflection calculations, it was reasonable to assume that the second and third
large peaks after the initial peak were caused by reflections from the Hall bar, and were therefore
excluded (by truncating the signal) during the Fourier transform analysis of the data. The smaller
peak that followed the main peak was not accounted for by any reflections and was therefore
included in the Fourier transform of the data. This truncation was used in all the analysis for this
thesis.

8.4 Analysis of a Multilayer Waveguide

8.4.1 Comparison: Different Magnetic Multilayer vs. TiAu Waveguide

First, a comparison was made between a Ti/Au waveguide without tapering (CPW 1), a Ti/Au
waveguide with tapering (CPW 2), and a tapered magnetic multilayer waveguide (CPW 7). As can
be seen from Figure 8.7, there were differences in the reflections for the three types of waveguide.
Figure 8.7, shows the signals measured in coplanar mode, at multiple DC biases. Without the
tapering and Hall bar (a), no reflections were observed. With the tapered central line and the Hall
bar made from thinner material, many more reflections were visible (b and c).

Transport measurements were performed on the Hall bar of CPW 7, via the Au contacts attached
to it. The transverse and longitudinal measurement signals (the experimental details were described
in Chapter 4) were measured to get the transverse (Rxy) and longitudinal (Rxx) resistance, as an
OP field was swept. This proved the SAF material on the waveguide as three separate switches
were observed, as expected in the Rxy signal, which reflects the hysteresis of the sample. The
longitudinal signal showed two levels of resistance, a lower resistance when the waveguide was in a
saturated state with each of the three magnetic layers having the same spin orientation. There was
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Figure 8.7: This shows the coplanar mode THz signal in the time domain at multiple DC biases,
for CPW 1 (a), CPW 2 (b) and CPW 7 (c).

a higher resistance state in between the two outer switches as in this period, there was AFM-IEC
between each layer (both ↓↑↓ and ↑↓↑).

Figure 8.8: This shows the transverse (Rxy) and longitudinal (magnetoresistance) resistance meas-
urements of CPW 7, as an OP field was swept. This was measured via the contacts on the Hall
bar and the central line.

These coplanar measurements on the three waveguides were compared both against each other,
and against their input and slotline mode measurements. Figure 8.9 presents a comparison between
the input and coplanar THz-TDS measurements in the time and frequency domain for CPW 1,
and input, coplanar and slotline measurements for CPW 2 and 7. The pulses were normalised to
compare their shapes. CPW 1 shows an input pulse which was less symmetrical to the pulse from
the coplanar measurement, though neither of them had reflections. The bandwidth of the input
measurement was up to 2 THz, whereas the coplanar bandwidth was around 1 THz. For CPW 2,
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the input and coplanar pulses had a similar shape, though in slotline mode, the main peak signal
dropped more abruptly. The slotline and coplanar signals had similarly placed reflections after the
main peak (being more pronounced in slotline mode), whereas the input pulse showed only one
reflection after around 7 ps. The bandwidth for the coplanar and slotline modes was just over 0.5
THz, however, for the input mode it was not clear. Finally, for CPW 7, we saw a similar pulse
shape for the input and coplanar modes, however, the slotline mode differed, this time the pulse
had a larger width. As with the other tapered waveguide, we saw aligned reflections in the coplanar
and slotline modes, and only one reflection of the opposite inflection to CPW 2, at around 7 ps
after the pulse. The bandwidth for CPW 7 measured in input mode was around 1 THz, for the
coplanar mode, it was around 0.8 THz, however, it was under 0.5 THz for the pulse measured in
slotline mode.

Figure 8.9: a) to c) show the pulses in the time domain for input, coplanar and slotline THz-TDS
measurements, they are normalised and offset in the x-axis to overlay them. d) to f) shows the
Fourier transform of these signals, these were offset in the y-axis to allow them to be viewed easily.
All measurements were performed with 50 V DC bias. a) and d) show CPW 1, b) and e) show
CPW 2 and c) and f) show CPW 7.

Figure 8.10 displays trends between these three waveguides, in terms of the pulse width and
bandwidth. Figure 8.10a and d show the coplanar pulse width as a function of DC bias for different
optical powers for CPW 2 and 7, respectively. There appeared to be little difference in the pulse
width as a function of DC bias for CPW 2, except for 45 mW, where there was a slight increase with
DC bias above 20 V. The values were however, within the range of the other values. At 10 V DC
bias, there was much larger width, which was due to the signal being much weaker with the low DC
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bias. Overall, the values measured with 56 mW optical power, were larger than for 45 mW, which
were larger on average than for 30 mW. CPW 7, showed similar trends in Figure 8.10d, however,
the pulse widths from measurements taken with a 30 mW optical power were much higher. This
was due to the deteriorating signal from a lower optical power. A comparison of the pulse widths
with 56 mW optical power and 50 V DC bias in coplanar mode is shown in Figure 8.10b. CPW
2 had the largest average pulse width, followed by CPW 1 and CPW 7 had the smallest average
pulse width.

Figure 8.10: a) shows the pulse width of coplanar measurements of CPW 2 at different DC biases
for different pump beam optical powers. b) shows the pulse width of coplanar measurements for
CPW 1, 2 and 7 at different DC biases. c) shows the different bandwidths of CPW 1 in input and
coplanar mode at different DC biases. d) shows the pulse width of coplanar measurements of CPW
7 at different DC biases for different optical powers. e) shows the different pulse widths of CPW 7
in input and coplanar mode at different DC biases. f) shows the different pulse widths of CPW 1
in input and coplanar mode at different DC biases.

Figure 8.10c shows how the bandwidth changed with DC bias for CPW 1 in both input and
coplanar mode. There appeared to be an increase in bandwidth above 20 V DC bias, suggesting
reliability in using 30 V DC bias or more. Above which, the coplanar mode showed a relatively
constant bandwidth, similar to the input bandwidth, except for at 50 V DC bias where the input
measurement showed a particularly high bandwidth of over 2 THz. The Figure 8.10e shows similar
pulse widths for the input and coplanar measurements of CPW 7 as a function of DC bias. Again,
the low DC bias measurements showed an increased pulse width. Figure 8.10f, shows the same for
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CPW 1, however, it showed the coplanar measurements with a slightly larger width, as expected,
as the pulse travels a further distance along the waveguide.

Figure 8.11: a) shows the amplitude of the pulses measured in coplanar mode of CPW 2 as a
function of DC bias, with the pump beam set to different optical powers. b) shows the amplitude
of the pulses measured in coplanar mode of CPW 7 as a function of DC bias, with the pump beam
set to different optical powers. A linear fit is shown for each optical power. c) shows the gradient
of the linear fits for each optical power for CPW 2 and 7.

The other parameter compared was the pulse amplitude. As shown in Figure 8.11a and b, the
amplitude increased as a function of DC bias in CPW 2 and 7 using coplanar mode, confirming
ohmic behaviour. The rate at which it increased was dependent on the optical power, as shown in
Figure 8.11c, and was similar for both waveguides.

Figure 8.12: a) shows the coplanar measurement pulse amplitude for CPW 1, 2 and 7, as a function
of DC bias. b) shows the pulse amplitude of input and coplanar mode measurements at different
DC biases.

Finally, the pulse amplitudes for the three waveguides (CPW 1, 2 and 7) were compared at
different DC bias in coplanar mode. All waveguides exhibited, Figure 8.12a the trend of increasing
amplitude magnitude with increasing DC bias, including for negative bias. CPW 1 showed the
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largest pulse amplitudes, which were considerably higher than for the other two tapered waveguides.
At generally much lower amplitudes, CPW 2 showed amplitudes slightly higher than CPW 7, with
the thinner Hall bar magnetic material. Figure 8.12b, shows the difference between the pulse
amplitude when performing a measurement in input and coplanar mode on CPW 7. The input
amplitudes were much larger than any coplanar measurements due to the short path of the THz
wave.

To summarise, tapering a multilayer CPW and including a magnetic material in the central
line added more reflections to the pulse signal and reduced the output current amplitude. The
reflections can however, be analysed and removed and the signal, when using 50 V DC bias, was
substantial enough to perform analysis and a Fourier transform of the signal. This means successful
measurements can be made using this device design.

8.4.2 Comparison: Different Magnetic Multilayer Waveguides

The second comparison we consider is between CPW 3, 4, 5 and 7, waveguides with different
magnetic multilayers in the centre in a Hall bar configuration. Figure 8.13 shows the hysteresis loops
for the different multilayers. CPW 3, 4 and 5, show ferromagnetic material with wasp-like hysteresis
loops, indicating maze-like domains within the Hall bar material. CPW 7 shows three separate
switches, representing a SAF of three magnetic layers, all coupled together antiferromagnetically.
These hysteresis loops were measured by MOKE or SQUID magnetometry on samples grown on a
silicon oxide substrate with the same recipe as that deposited on the Hall bar of the corresponding
CPW. The waveguides themselves were not able to be measured using these techniques due to the
small dimensions of the Hall bar.

Some of the Hall bars were, however, observed via Kerr microscopy. Figure 8.14 shows Kerr
microscopy images of the Hall bar at the centre of the waveguides for CPW 4 (a) and CPW 5 (b),
at different OP magnetic fields. The dark and lighter domains represent domains with opposite
spin orientations. CPW 4, Figure 8.14a, showed two different magnetic textures within the Hall
bar material at different applied fields. At around 0 mT, after increasing from a large negative
applied field, some small, maze-like domains of a lighter colour were seen starting to develop, and at
4 mT, these domains dominated the darker domains. The sample saturated and the dark domains
completely disappeared at around 15 mT. Figure 8.14b shows the Hall bar of CPW 5 in a saturated
state at an OP applied magnetic field of -200 mT. Then, when the field was increased to 1 mT,
dark, maze-like domains began to appear. These grew as the field was increased to 15 mT, reducing
the lighter domains, until the material was fully saturated at around 50 mT. A similar process was
observed in the reverse, after the Hall bar was saturated in a large positive field, small circular
domains began to appear at around 1 mT, which grew into maze-like domains as the field was
decreased further to -6 mT. These images proved that the material on these waveguides showed
skyrmion hosting abilities, similar to that of the FM samples shown in Chapter 7.
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Figure 8.13: The graphs show the hysteresis loops, measured by SQUID or MOKE, on samples
grown using the same recipe of the material on the Hall bar of the corresponding CPW, but grown
on SiO substrates. The hysteresis loops for the Hall bar material of CPW 3, 4, 5 and 7, respectively,
are shown. The signals have been normalised.

Figure 8.14: Shown are the Hall bars of CPW 4 (a) and CPW 5 (b), which show dark and light
textures, representing the up and down spin magnetic domains. A scale bar of 5 µm is shown
at the bottom of both figures and the applied fields are shown above the figure, with the arrow
representing the direction of the field increase/decrease. The initial image in b) shows the Hall bar
in a saturated state.
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Displayed in Figure 8.15 is a comparison of the parameters taken from measurements on these
four waveguide. Measurements of CPW 4, 5, and 7 were taken in coplanar mode, however, CPW
3 measurements had to be taken in slotline mode due to defects in the waveguide contacts. Figure
8.15a, compares the THz pulses in the time domain, the signals were normalised and translated
in the x-axis to allow for the comparison. CPW 3, 4 and 5 all showed a similar width peak,
CPW 4 being slightly thinner which was likely a result of the entire central line being made from
the thinner multilayer material. CPW 7, however, showed a much thinner peak width, it is the
waveguide with the SAF Hall bar with only 3 repetitions, making it much thinner material than
other samples. Alternatively, the cause of the difference could lie with the quality of the LT-GaAs
squares producing the THz pulse.

The second observation was that all samples appeared to have a peak around 3 ps after the main
peak, which was not accounted for by any reflections, however, it is likely a feature of the tapered
waveguide as it is observed for all samples. Following this, there was a second peak observed around
6 ps. CPW 3 had larger peaks and dips, most likely due to the measurements being made in slotline
mode as opposed to coplanar. CPW 7, also showed a small bump in the downside of the peak.

Figure 8.15b shows the FFT results from the THz-TDS measurements in Figure 8.15a. All
waveguides showed a bandwidth of around 0.5 THz, with no particular features present. Figure
8.15c, gives the amplitudes of the peaks when measured using different DC bias, which increased
as the bias increased, both at positive and negative voltages. All samples showed a similar trend,
with the largest amplitudes seen for CPW 7 and the lowest for CPW 3. Again, this was likely a
feature of the quality of the LT-GaAs or waveguide contacts. Figure 8.15d, shows the peak width
as a function of DC bias, which remained more constant across different DC biases. CPW 7 showed
the smallest width, as noted in 8.15a, followed by CPW 4. CPW 3 and CPW 5 show a similarly
large width, and also similarly scattered.

8.5 Synthetic Antiferromagnetic Waveguide

Another type of synthetic antiferromagnetic material with two ferromagnetic multilayers coupled
together antiferromagnetically, stack 2 in Chapter 7, was deposited on the Hall bar in CPW 6 and
measured. Figure 8.16a shows the hysteresis loop of the sister samples, grown at the same time as
the material was grown on the waveguide, however, on a silicon substrate. It showed two separate
switches of the two FM multilayers. 8.16b shows Kerr microscopy images of a sister waveguide, also
grown at the same time as CPW 6. It depicts the Hall bar in a saturated state, with an applied
field of 200 mT, the applied field was then taken to 10 mT and decreased gradually. At 7 mT,
domains were visible within the Hall bar, which shrank as the field was decreased to 2 mT and it
saturated fully below 2 mT. A similar process was observed as the field was decreased further to
negative fields, and also in the reverse of the loop. In Figure 8.16c, the THz-TDS signal for this
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Figure 8.15: a) shows normalised peaks from THz-TDS measurements in coplanar mode (or slotline
for CPW 3), at 50 V DC bias for CPW 3, 4, 5, and 7. b) shows the Fourier transform of these
measurements. c) shows the peak amplitudes as a function of DC bias and d) shows the peak
widths (FWHM) as a function of DC bias. All measurements were performed at zero field.
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sample is shown. It was measured in coplanar mode with 50 V DC bias, and as with the other
waveguides, a bump is observed 3 ps after the main peak, and again at 6 ps. These bumps were less
pronounced than in the other waveguides and the peak amplitude was larger, suggesting a better
quality waveguide. The pulse width was around 2.59 ps, similar to that of CPW 4 and 5, however,
it exhibited a bump in the downside of the main peak, as did the other SAF sample, CPW 7.
The Fourier transform of this peak is shown in Figure 8.16d, which had a bandwidth of just under
0.5 THz, however, no features were observed within the bandwidth. This measurement was also
performed for different applied magnetic fields, and no differences were observed in the signals.

Figure 8.16: a) shows the hysteresis loop of a sister samples to CPW 6, deposited at the same time
on SiO, measured by SQUID magnetometry. b) shows Kerr microscopy images of a sister Hall bar
grown at the same time as CPW 6, it is shown in a saturated state, then at three different applied
fields. The arrow represents the direction of the field decrease and there is a 5 µm scale bar. c)
shows the pulse in the time domain of CPW 6, measured with 50 V DC bias in coplanar mode. d)
shows the Fourier transform of the pulse in c).
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8.6 Field Dependent Measurements

Field dependent measurements were performed on CPW 7. This included both measuring the THz
pulse in the time domain and performing the Fourier transform at different OP fields, and measuring
the current as the applied field was swept. Figure 8.17a shows the THz pulse measured in slotline
mode (due to difficulty stabilising the photocurrent with the field in coplanar mode) on CPW 7, in
various OP magnetic fields between -187 mT and 184 mT; all measurements were performed with
50 V DC bias. Each measurement was then Fourier transformed, as shown in Figure 8.17b. There
were negligible differences between the signal at different fields and no particular features observed
within the 0.25 THz bandwidth. This is reflected in Figures 8.17c and d, which show the pulse
amplitude and width as a function of field, respectively, compared with in input, slotline mode,
and with the tapered Ti/Au waveguide (CPW 2). The results showed that CPW 7 in coplanar
mode had the lowest pulse amplitude, and the slotline mode had the largest amplitude, larger than
the Ti/Au waveguide (CPW 2) in coplanar mode (though it did not exceed the amplitude of the
coplanar measurements of CPW 1). As for the pulse width, the largest width was also found for
the slotline mode of CPW 7. The input mode had thinner pulses, comparable to the coplanar mode
widths and those from CPW 2 in coplanar mode. The smallest width was observed in the input
measurements of CPW 2. No significant trend with field was observed in the waveguide with the
magnetic material (CPW 7) compared to the Ti/Au Hall bar (CPW 2), in the pulse amplitude,
nor the pulse width.

To perform field sweeps whilst measuring the current, the following protocol was used: a normal
THz-TDS measurement, with the laser beams aligned at zero field, was performed to find the
position of the pulse, see Figure 8.18a, in this case the peak was at -45.8 ps of the delay stage
values. The delay stage was then set to this value, the rest of the configuration remained the same,
and the magnetic field was swept from positive to negative, or negative to positive whilst measuring
the current at the detecting LT-GaAs square. The result of this is shown in Figure 8.18d, where
the two field sweeps are plotted on the left axis, it was clarified that the position of the delay stage
is on the peak, as the initial current value was close to that of the corresponding pulse amplitude.
This measurement was repeated 100 times and an was average taken (see Figure 8.19). On the
right y-axis of Figure 8.18d, is the hysteresis loop from the transport measurement in Figure 8.8a
for comparison. The changes in current do correspond to similar fields to the changes in resistance
in the transport measurements and therefore changes in the magnetic behaviour within the sample,
considering there may be some systematic error in the magnetic field calibration for the field sweep
measurements.

A single field sweep was noisy and unclear, as can be seen from Figure 8.19a which shows 30
single field sweeps, however, when the sweeps were averaged the trend became more obvious. This
meant that there were large errors in the averaged current plot (Figure 8.19b) which were not
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Figure 8.17: a) shows the THz-TDS signal for CPW 7 in slotline mode at different OP field values
- 50 V DC bias. b) shows the Fourier transform results of a). c) shows the pulse amplitude as
a function of field of CPW 7 in slotline and coplanar mode, compared with CPW 2 in coplanar
mode. d) shows the pulse width as a function of field of CPW 7 in input, slotline and coplanar
mode, compared with CPW 2 in input and coplanar mode. All measurements used a DC bias of
50 V.
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Figure 8.18: a) to c) show THz-TDS measurements performed in coplanar mode, set up in zero
field for CPW 7. All measurements were taken with DC bias of 50 V. d) to f) show field sweeps
against the measured current, with the delay stage set to the corresponding pulse peak (a and d,
b and e, c and f). d) also shows the transport measurement of CPW 7 from Figure 8.8a.
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plotted on all figures to allow the averaged data to remain clear, although, even within the error
the trend still existed.

Figure 8.19: a) shows a sample of the field sweeps before they were averaged. b) shows the average
of the current values in a) with error bars.

Figures 8.18b and c are repeat measurements of a, with the corresponding field sweeps, averaged
over 50 measurements, below (e and f, respectively). It showed that the peak position varied only
slightly during the measurements. The sharper look to the peaks of Figure 8.18b and c, was due to
only one measurement being taken with no averaging across multiple sweeps, as was done in 8.18a.
From Figure 8.18d, we saw that as the field was swept, the current decreased at around -100 mT,
then flattened out and began to increase again, at 50 mT until it was around the original values
at 100 mT (and vice versa). Figure 8.18e, showed a similar trend, however, with a less defined
dip in and a sharp increase in current at 0 mT, this sharp increase was also seen in the negative
to positive sweep in Figure 8.18d. Figure 8.18f, again showed a similar trend to d, with a lower
current plateau that lined up perfectly with the central switch in the hysteresis loop of the Hall
bar material.

It was then investigated whether setting the position of the delay stage to a region of time after
the main pulse would have an effect on the current during the magnetic field sweep. Figure 8.20a
shows three different delay stage positions corresponding to three different parts of the THz pulse
and its reflections: -45.7, -43.7 and -41.7 ps. Based on the 50 repetition average magnetic field
sweeps in Figure 8.20b, c and d, no significant difference was observed in the current compared to
when the delay stage position was at the peak. The drop in current was observed to begin at -150
mT, instead of 100 mT, and increase until 150 mT, and vice versa.

To confirm the origin of this current trend, measurements were performed with the delay stage
set to a region of time before the pulse, to the peak of an input mode measurement pulse, and
the peak of a coplanar measurement on a Ti/Au waveguide (CPW 2). Figures 8.21a and d, show
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Figure 8.20: a) shows a THz-TDS measurement performed in coplanar mode, set up in zero field for
CPW 7 and taken with DC bias of 50 V. b) to d) show field sweeps against the measured current,
with the delay stage set to the corresponding delay stage position, as shown in a). They show an
average of 50 repetitions.
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Figure 8.21: a) to c) show THz-TDS measurements performed in coplanar mode (a and c) or input
mode (b), set up in zero field for CPW 7 (a and b) and CPW 2 (c). All measurements were taken
with a DC bias of 50 V. d) to f) show measured current against field as a 50 repetition average,
with the delay stage set to the corresponding delay stage position (a and d, b and e, c and f).
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the result for the CPW 7 coplanar measurement when the delay stage was placed at a position
before the THz pulse (-54 ps), the same current trend was observed. Figures 8.21b and e show
the result for a CPW 7 input measurement, with the delay stage position on the peak of the input
pulse. In this case, the field sweep was performed with the setup configured in input mode, and we
should therefore not see a response from the magnetic material on the Hall bar, however, we saw
a similar trend in current. These results suggested that the change in current was not a feature
caused by the SAF material on the Hall bar in the centre of CPW 7. Figure 8.21c and f, show
the measurement performed on CPW 2, the Ti/Au tapered waveguide. The THz-TDS pulse was
measured with 50 V DC bias and the delay stage was set to the centre of the peak before the field
sweep measurement was performed. This measurement did not show any dependence of current
on the magnetic field, therefore suggesting that the dip in current observed was specific to CPW
7, in which the only difference to CPW 2 was the Hall bar material. This suggested it could be a
feature due to the magnetic material, even though the dip appeared not only at the signal peak.
These measurements leave contrasting results.

Figure 8.22: a) shows a THz-TDS measurement performed in coplanar mode, set up in zero field
for CPW 7, taken with DC bias of 50 V. b) shows the field sweeps averaged over 200 measurements,
against the measured current, with the delay stage set to the corresponding pulse peak, plus, the
transport measurement of CPW 7 from Figure 8.8a. c) shows the same measurements as a function
of time, plus the current readings over the same time period at a set field of 171.5 mT and without
a field.

It was consequently investigated whether the change in current with field was a feature of
drift or movement caused by the magnetic field, although it was not expected to be due to it not
being observed in the CPW 2 field measurements. The original measurement process was repeated,
setting the delay stage to the peak position whilst in coplanar mode (Figure 8.22a). The field
was swept 200 times from positive to negative and vice versa, and an average taken of each. This
is plotted in Figure 8.22b, again, alongside the transport measurement in Figure 8.8a, and the
trend in current was very similar to Figure 8.18d. This current measurement was then plotted as
a function of time (the time over which the measurements were taken) in 8.22c. As well as the
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current values measured whilst the field was swept, the current values over the measurement time
are shown with a constant field at both 0 mT and 171.5 mT. The trend in current was only present
in the measurements performed whilst the field was changing and the current remained almost
constant when there was no change in field. This ruled out that the cause of the current dip was
due to drift, meaning it was caused by changing the applied magnetic field. If moving magnetic
field caused the whole waveguide to move slightly, which would have caused the lasers to move
from their optimal positions on the optical switches, it would more likely show a trend in which
the current reduces as the field moves away from 0 mT (where the optimal positions were set up)
to 200 mT and -200 mT, the inverse trend.

Figure 8.23: a) shows a THz-TDS measurement performed in coplanar mode, set up in zero field
for CPW 7, taken with DC bias of 50 V. b) shows the field sweeps averaged over 50 measurements,
against the measured current, with the delay stage set to the corresponding pulse peak. c) shows
a version of b), without the spike data points.

Finally, the field range in which these measurements were performed was limited by the magnetic
field set up used, to ±300 mT, however, above 200 mT sharp spikes in current were detected, the
cause of which was unknown and occurred for all measured samples in all measurement modes.
This meant that the data above 200 mT was unreliable. An example of these current spikes is
shown in Figure 8.23, in which the time domain THz signal is shown in 8.23a, in coplanar mode,
and the field sweep to high fields is shown in 8.23b with the spikes at around ±200 mT and above.
Figure 8.23c shows a version of 8.23b, with the spike data points removed. Still present, is the
decrease in current at around -100 mT, which appears more sharp than in previous measurements.
However, interestingly, there is no decrease in current observed in the negative to positive sweep.

8.7 Conclusions

To summarise all the THz-TDS results, it has been proven that it is possible to create a tapered
coplanar waveguide with a Hall bar in the centre and successfully measure the THz signal from a
transmission measurement in both coplanar and slotline mode. Reflections were observed, however,
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accounted for. Furthermore, these measurements were also successful in the case that the Hall bar
was fabricated from magnetic multilayers with different magnetic properties and thicknesses. Hall
measurements and Kerr microscopy images on the same waveguide were also achieved to understand
the exact properties of the small magnetic area. A measurement set up was created to allow for
the collection of field dependent data. Further measurements must be performed to understand
whether the effects measured as a function of field were a feature of the magnetic material. To do
this, the magnetic field range must be expanded, or a waveguide fabricated with lower switching
fields.
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9.1 Conclusions

As the demand for electronics and data storage is ever-growing and not sustainable in the long run,
the need for a lower power alternative to current electronics is becoming more urgent. Spintronics
is seen as a feasible candidate to help intercept this problem, as research focuses on skyrmions and
their applications for data storage. The intention of this thesis was to both establish conformity in
the methods used to carry out research into this topic, and to add to the knowledge, understanding
and progress to the field of skyrmions. In particularly, involving synthetic antiferromagnets, with
the hope that it can promote further research and accelerate the battle against climate change.

Chapter 5 summarised literature from multiple decades into the research of proximity effects at
a FM/NM interface. Trends and discrepancies were analysed, discussed and summarised to allow
informed decisions to be made about the accuracy of reported proximity effects in literature, and
to guide accuracy of future measurements, where relevant. Furthermore, a sample series was grown
to compare the proximity effects at the Co/NM (with the NM as Pt, Ir or Ta) interface, which
agreed well with other literature. Then, the less studied proximity effects at the CoB/NM (with the
NM as Pt, Ir or Ta) interface were investigated, and showed both agreeable and differing qualities
compared to Co.

Chapter 6 was part of a multi-partner research investigation into discrepancies when calculating
the DMI in Co multilayers. It considered various approaches to work out different parameters
that contributed to the DMI constant. Proximity effects mainly affected the anisotropy and the
saturation magnetisation, whereas the bulk vs. thin film method of calculating the exchange
stiffness had a significant difference on the DMI strength, however, the main factor was the DMI
field. The DMI field was calculated for the same sample in different laboratories via the bubble
expansion method, and the DMI strength was measured on the same sample at multiple laboratories
via both the bubble expansion method and BLS. The conclusions highlighted the way in which the
DMI strength can be cited differently, even for the same sample. The work from this chapter was
published in Reference [4].

Chapter 7 investigated the antiferromagnetic interlayer exchange coupling of CoB/Ir/Pt as a
function of temperature, number of repeats and thickness of the different components. It also pro-
posed a method in which to host skyrmions in synthetic antiferromagnets. This resulted in a SAF
stack which allowed for the presence skyrmions, however, the skyrmions were not coupled antifer-
romagnetically throughout the SAF. The skyrmion hosting SAF was also studied as a function of
temperature and thickness of the layers.

Chapter 8 created coplanar waveguides, adapted from Reference [5], to perform on-chip THz-
TDS measurements. The waveguides included a Hall bar in which it was possible to deposit the
FM multilayers and SAFs used throughout the thesis. Successful THz-TDS measurements were
performed on these CPW with the magnetic material, and compared to waveguides made solely
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of TiAu. The magnetic materials were probed by the THz wave as a function of magnetic field,
however, it would require further fabrication and measurements to determine the true nature of
the signals observed.

9.2 Future Work

Firstly, it would be instrumental to take the research of Chapter 6 further and look further into
discrepancies when different laboratories calculate the saturation magnetisation as it is a vital
component for the both the DMI, and many other parameters. This may offer an insight into
the differences of DMI values measured in different laboratories. If it is possible to calculate the
DMI with high accuracy and have a universal method of characterisation of DMI, this would allow
for uncomplicated fine-tuning of material properties for multilayer-based applications. Secondly,
further tweaking of the parameters of stack 2 in Chapter 7 is required to enable the skyrmions
within the SAF to couple together antiferromagnetically. This could include: changing the number
of repetitions in the top and bottom parts of the stack, increasing the thickness of the CoB closer to
the point just before the magnetisation becomes in-plane, and therefore adjusting the thicknesses
of the other layers. Otherwise, different materials could be tested to find a more appropriate
balance of effects. To arrive at material with the ability to host functional SAF skyrmions would
be a great step for skyrmion device application, opening a new platform for exploring skyrmion
dynamics. Finally, in regard to Chapter 8, more CPWs should be fabricated with SAF materials
that have switching fields within the magnetic field range of the magnet in the on-chip THz-TDS
measurement set up. Following this, a different number of repetitions of stack 1 and 2 could be
investigated, with an aim to uncover frequency responses from these materials. If these materials
are shown to have high frequency responses, this could lead to possible material routes for faster
technologies.
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mayer, and S. Blügel, “Spontaneous atomic-scale magnetic skyrmion lattice in two dimen-
sions,” nature physics, vol. 7, no. 9, pp. 713–718, 2011.

[56] K. Zeissler, M. Mruczkiewicz, S. Finizio, J. Raabe, P. Shepley, A. Sadovnikov, S. Nikitov,
K. Fallon, S. McFadzean, S. McVitie, et al., “Pinning and hysteresis in the field dependent
diameter evolution of skyrmions in pt/co/ir superlattice stacks,” Scientific reports, vol. 7,
no. 1, p. 15125, 2017.

[57] W. Jiang, P. Upadhyaya, W. Zhang, G. Yu, B. Jungfleisch, F. Fradin, J. Pearson,
Y. Tserkovnyak, K. Wang, O. Heinonen, et al., “Blowing magnetic skyrmion bubbles,” Sci-
ence, vol. 349, no. 6245, pp. 283–286, 2015.
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V. Jacques, A. Thiaville, and S. Rohart, “Current-induced skyrmion generation and dynamics
in symmetric bilayers,” Nature communications, vol. 8, no. 1, pp. 1–6, 2017.

[99] W. Jiang, X. Zhang, G. Yu, W. Zhang, X. Wang, M. Benjamin Jungfleisch, J. E. Pearson,
X. Cheng, O. Heinonen, K. L. Wang, et al., “Direct observation of the skyrmion hall effect,”
Nature Physics, vol. 13, no. 2, pp. 162–169, 2017.
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pfer, M. Meinert, and G. Reiss, “Static magnetic proximity effect in pt/ni 1- x fe x bilayers
investigated by x-ray resonant magnetic reflectivity,” Physical Review B, vol. 93, no. 21,
p. 214440, 2016.

[172] Y. Lee, J. Rhee, C. Whang, and Y. Lee, “Electronic structure of co-pt alloys: X-ray spec-
troscopy and density-functional calculations,” Physical Review B, vol. 68, no. 23, p. 235111,
2003.

[173] S.-C. Shin, G. Srinivas, Y.-S. Kim, and M.-G. Kim, “Observation of perpendicular magnetic
anisotropy in ni/pt multilayers at room temperature,” Applied physics letters, vol. 73, no. 3,
pp. 393–395, 1998.

191



REFERENCES REFERENCES

[174] F. Wilhelm, P. Poulopoulos, G. Ceballos, H. Wende, K. Baberschke, P. Srivastava, D. Benea,
H. Ebert, M. Angelakeris, N. Flevaris, et al., “Layer-resolved magnetic moments in ni/pt
multilayers,” Physical review letters, vol. 85, no. 2, p. 413, 2000.

[175] Y.-S. Kim, J.-R. Jeong, M.-G. Kim, and S.-C. Shin, “Observation of magnetic dead layer in
ni/pt multilayers,” IEEE transactions on magnetics, vol. 35, no. 5, pp. 3073–3075, 1999.

[176] S.-K. Kim, J.-R. Jeong, J. Kortright, and S.-C. Shin, “Experimental observation of magnet-
ically dead layers in ni/pt multilayer films,” Physical Review B, vol. 64, no. 5, p. 052406,
2001.

[177] X. Zhou and H. Wadley, “Atomistic simulations of the vapor deposition of ni/cu/ni mul-
tilayers: The effects of adatom incident energy,” Journal of applied physics, vol. 84, no. 4,
pp. 2301–2315, 1998.

[178] J. Yu, X. Qiu, Y. Wu, J. Yoon, P. Deorani, J. M. Besbas, A. Manchon, and H. Yang, “Spin
orbit torques and dzyaloshinskii-moriya interaction in dual-interfaced co-ni multilayers,” Sci-
entific reports, vol. 6, no. 1, pp. 1–9, 2016.

[179] P. Poulopoulos, F. Wilhelm, V. Kapaklis, N. Jaouen, M. Angelakeris, A. Rogalev, and
C. Politis, “Cocr-based alloys: Pt and ta induced magnetic moments probed by x-ray mag-
netic circular dichroism,” physica status solidi (a), vol. 201, no. 15, pp. 3243–3246, 2004.

[180] P. Poulopoulos, A. Scherz, F. Wilhelm, H. Wende, and K. Baberschke, “Direct probe of
induced magnetic moments at interfaces via x-ray magnetic circular dichroism,” physica status
solidi (a), vol. 189, no. 2, pp. 293–300, 2002.

[181] P. Poulopoulos, F. Wilhelm, Z. Li, A. Scherz, H. Wende, K. Baberschke, M. Angelakeris,
N. Flevaris, A. Rogalev, and N. Brookes, “Element-specific hysteresis loops and the aniso-
tropy of the orbital moment of pt in ni/pt multilayers,” Journal of magnetism and magnetic
materials, vol. 272, pp. 317–318, 2004.

[182] R. Wu, C. Li, and A. Freeman, “Structural, electronic and magnetic properties of co/pd (111)
and co/pt (111),” Journal of Magnetism and Magnetic Materials, vol. 99, no. 1-3, pp. 71–80,
1991.

[183] W. Antel Jr, M. Schwickert, T. Lin, W. O’Brien, and G. Harp, “Induced ferromagnetism
and anisotropy of pt layers in fe/pt (001) multilayers,” Physical Review B, vol. 60, no. 18,
p. 12933, 1999.
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