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Abstract 

 

Al0.85Ga0.15As0.56Sb0.44 is a wide bandgap material latticed matched to InP. Narrow devices from the literature 

show a very low excess noise factor, suggesting a wide disparity between the impact ionisation coefficients. 

In this work, a 600 nm pin is experimentally characterised for electron-initiated avalanche multiplication and 

excess noise factor. Using these results and those from the literature, a Simple Monte Carlo parameter set was 

validated, and the impact ionisation coefficients were extracted for an electric field range of 

400 – 1200 kV.cm-1.  

A Random Path Length model is a simplistic Monte Carlo model with a short simulation runtime compared to 

the more complex Simple Monte Carlo Model. The RPL has previously been used to model breakdown 

probability but could not accurately model the time to breakdown due to the limitations imposed by the 

saturation velocity assumption. In this work, an enhanced velocity for Si, InP and Al0.85Ga0.15As0.56Sb0.44 was 

proposed. The enhanced velocity of these materials was validated against the Simple Monte Carlo model with 

good agreement over a wide range of simulated devices.  

Finally, a Simple Monte Carlo model parameter set was validated for In0.53Ga0.47As, and the impact ionisation 

coefficients were extracted over an electric field range of 80 – 340 kV.cm-1. In0.53Ga0.47As is a common 

absorption material for III-V based SAM APDs. In0.53Ga0.47As has previously been characterised to have an 

abnormally low electric field election initiated avalanche multiplication due to the large energy offset between 

EΓ and the indirect energy valleys. Careful attention was made to ensure the avalanche multiplication 

simulations followed both the low and high electric field trends.  
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Chapter 1   

Introduction 

 

1.1) Applications of optical detectors 

Optical detectors are sensors designed to convert an optical signal to an electrical signal. 

Semiconductor optical detectors rely on the photoelectric effect (first explained by Einstien in 1905 [1]), in 

which light can be thought of as particles. These particles of light are called photons. If a photon’s energy is 

sufficiently high, absorption of a photon in a semiconductor material can generate a free electron-hole pair. 

Movements of the newly generated electron-hole pair yield an electrical current, which can be detected by 

subsequent circuitry. Applications utilising optical detectors are wide-ranging, and notable examples include 

Light Detection and Ranging (LiDAR), Time-Correlated Single Photon Counting (TCSPC) and Quantum Key 

Distribution.  

 

1.1.1) LiDAR 

LiDAR has seen an increase in popularity and research activities with the advancement of driverless 

and driver-assisted cars. LiDAR systems are now also applied in industries such as construction, site surveying 

[2] and agriculture [3]–[5]. A LiDAR system uses an optical emitter to send out optical pulses to the target and 

an optical detector to sense the reflections of those optical pulses. By measuring the time interval between the 

output of the optical emitter and the return signal from the optical detector, a distance is given by  
∆𝑡 𝑐

2
 , where 

c is the speed of light. The optical detector employed for LiDAR typically has high gain because the returning 

optical signal is weak (following scatterings in the path from the target back to the system). Variation in Δt is 

called timing jitter and can arise from several sources, including the optical pulse source, the detector and the 

receiver circuit. Jitter from the optical source may be due to variations in the driver circuit and current build-

up. The detector’s jitter may be due to differences in where the photon is absorbed in the absorption medium 

and the build-up of the electrical signal to a detectable level. The timing jitter of a system is typically quantified 

by the Full-Width-at-Half-Maximum (FWHM) of the timing response and is a key performance metric for 

LiDAR as it dictates the accuracy of the system overall.  

 

1.1.2) TCSPC 

TCSPC is becoming increasingly prominent, especially when used in combination with LiDAR [6], 

[7], with the advances in low jitter single photon detectors.  TCSPC relies upon detectors capable of repeatably 

detecting and responding to optical levels down to a single photon, such as PhotoMultiplier Tubes (PMT) and 
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Single Photon Avalanche Photodiodes (SPADs). For TCSPC measurements to be successful, a detector must 

have a low timing jitter, high detection probability and low error (dark) count rate.  

Fluorescence Lifetime Imaging Microscopy (FLIM) operates by exciting a fluorescent dye with an optical 

pulse and recording the time when a photon is emitted when the fluorescent dye relaxes [8]. The TCSPC needs 

to reliably detect single photons and accurately record the time delay between the optical pulse and the detected 

signal. The wavelength of the photon emitted by the dye varies, but they are typically in the visible wavelength 

spectrum [9], in order to utilise PMTs or Si CMOS SPADs [10]. A study on DNA for FLIM measurements of 

Nucleus and chromocenters had an timing jitter of 26 ps [11]. Another TCSPC application is Raman 

spectroscopy. This is a method of identifying material by the Raman scattering of light, which is a scattering 

process between optical phonons and electrons first reported in 1928 [12]. It has found use in non-invasive 

medical diagnosis and chemical analysis [13].  

 

1.1.3) QKD 

Quantum Key Distribution (QKD) is a communication principle relying upon detecting a single photon 

[14] to create a secure communication channel. Although there are different schemes for implementation of a 

QKD system, they all rely on the fact that, when each bit of the signal is made up of a single photon (or its 

absence), then the communication may not be intercepted without the knowledge of the sender or the receiver. 

It is impossible to replicate a quantum state [15], hence if an eavesdropper intercepts the single photon, they 

cannot replicate the photon without introducing detectable errors. These will reveal the presence of the  

eavesdropper [16]. QKD-based communications rely upon detectors such as PMTs and SPADs due to the 

inherent reliance on a single photon for communication.  

QKD systems are based on a 2 party system. For more than two parties, Quantum secret sharing (QSS) 

is used [17]. One QKD protocol (Twin-field QKD) has been demonstrated to have a practical operating 

distance of up to 500 km [18] using ultra lower fibre without a repeater. Twin-field QKD uses an optical signal 

generated by two sources that are phase-randomised and encoded to obscure the nature of the signal [19]. 

 

1.2) Types of optical detectors  

 

1.2.1) PMTs 

Photomultiplier tubes (PMTs) were first reported in 1935 [20].  In a PMT, the incoming photons strike 

a photocathode, releasing electrons, which are then focused using high voltage electrodes onto a set of high 

voltage dynodes. As the electrons strike each dynode, further secondary electrons are released, increasing the 

system gain—the more dynodes in the tube, the high the gain of the PMT. The electrons are finally focused 

on an anode for electrical detection. PMT typically operate at high voltages, with dynodes operating in the 
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kV’s region as standard.  PMTs were the first detector technology capable of detection down to single photon 

levels and were used predominately for all low light level detection while APDs and SPADs were in their 

infancy [21].  

As APD and SPADs have matured, PMTs have been phased out of all but the most specialised use 

cases. This is partly due to the high operating voltages and the fragility of the glass tubes, which means that 

the failure of a single PMT could cause all the other PMTs in a detector array to fail too, which was the fate of 

the Super-Kamiokande I detector array in 2001 [22]. Other significant drawbacks are their low Quantum 

Efficiency (QE) and slow response in the Near-Infrared band, e.g. QE of 0.04% at 1060 nm [23] and 2% at 

1.55 µm wavelength with a response time of 23 ns [24]. These are significantly worse than available Near-

Infrared (NIR) SPADs. They are, however, still commercially available for both NIR and visible detection 

[25]. PMTs find use in specialised roles requiring a dark count rate < 1000 [24], for example, in the Super-

Kamiokande neutrino detector [22].  

A variation on the PMT has been developed, such as the hybrid PMTs (HPMTs), where the dynode 

has been replaced with an avalanche diode [26] [27]. HPMTs have a better temporal response compared to 

PMTs. The rise and fall times are in the order of 100’s ps and jitter of 50-130 ps [28]. Microchannel Plates 

PMTs (MCP – PMT) [29] is another variation in which the ‘air’ gap between the cathode and anode is made 

up of many capillaries coated in a photoemissive material. This allows the detector to still achieve a high gain 

(300k) and dark count (2000 s-1) with a significantly lower time response and jitter [30]. They, however, still 

operate at several kV and suffer from a low active area to volume ratio compared to SPADs.  

 

1.2.2) Photodiodes (p-i-n) 

The simplest form of detector operates under the photoelectric effect principle. Photodiodes operate 

with unity gain, so a single electron-hole pair is generated for every photon absorbed. Photodiodes also have 

a lower output noise than Avalanche Photodiodes for the same output current. The photodiode’s primary noise 

source is shot noise, which is linearly proportional to current. In contrast, an APD has the same shot noise and 

excess noise, which is associated with fluctuations of the APD gain. Hence, a photodiode has a lower total 

noise for very strong optical power. However, in many important applications, the optical power is low, so an 

external circuit, such as a trans-impedance amplifier, is required to amplify the photodiode’s signal. The TIA 

will introduce noise; hence, a photodiode – TIA circuit can exhibit a higher noise than an equivalent APD-

based circuit.  At very high optical powers, a photodiode can suffer from a space charge effect where many 

photogenerated electrons generate an electric field opposing the bias applied to the diode.  
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1.2.3) Avalanche Photodiodes 

In the simplest form, Avalanche photodiodes are a p-n junction diode with a higher applied bias so 

that avalanche breakdown may occur. Impact ionisation, a process noted by Hippel [31] 1931, was used by 

Zener to define the relationship between electric field and breakdown [32]. Later, breakdown current was 

observed in a Ge p-n junction by McFee [33]. Avalanche breakdown and impact ionisation coefficient were 

first reported in Si by McKay [34] in 1954. McKay noted pulse-type noise associated with the breakdown 

point, which would fluctuate at the breakdown but would not be observed below or above the breakdown.  

Also, the noise pulses were proportional to temperature. In 1965, Haitz [35] investigated these noise pulses 

further and found three contributing factors: 1) thermal carriers from the generation sites, 2) re-emission of 

trapped carriers, and 3) carrier generation due to band-to-band tunnelling (trap-assisted tunnelling). Haitz 

suggested that mechanisms 2) and 3) could be reduced by driving the diode into the secondary breakdown. 

Effectively driving the diode to self-anneal due to the junction temperature, reducing the overall defect site in 

the crystal, which the two mechanisms required. McKay [34] also noted that breakdown did not occur at a 

single electric field as previously assumed by scaling with device width.  In the same year, Chynoweth 

parameterised Si electron ionisation rates in a uniform Si p-n junction [36]. Photon emission was observed in 

a Si device in breakdown for both grown and diffused junctions in 1956 [37]. The photon emission was 

observed to be randomly spaced across the whole junction. The number of light spots increases with current, 

with the photon being emitted by recombination at the light spot sites.  

A detailed study into the effect of avalanche multiplication on the Silicon p-n junction was carried out 

[38]. It was found that the inverse avalanche multiplication versus voltage did not follow a linear trend as 

previously expected. This was attributed to the space-charge effect and the pulsing noise mechanism. Si APDs 

with a gain of 1000 was reported in 1964 [39] for a planar device with a nominal i-region of 20 µm. The noise 

power transfer function was derived as a function of gain. Soon after, Johnson produced a high-speed Si APD 

with a signal-to-noise ratio of 45 dB for both a mesa and planar device [40].  

As APD quality improved, models were sought after to explain the experimental observations. 

McIntyre established equations to calculate the probability of a breakdown event [41] and the multiplication 

noise in an APD [42]. The latter is now called the local model for excess noise and used extensively for 

experimental comparisons nowadays. A theory on impact ionisation coefficients was proposed by Okuto et al. 

[43], building on the work by Wolff [44] for high electric fields and Shockley for low electric fields [45]. 

Okuto et al. presented impact ionisation coefficients considering a non-localised concept for Si, Ge, GaAs, 

and GaP [46]. Oldham et al. built on the model theorems to produce coupled differential equations to describe 

the breakdown probability for electron and hole initialisation, which could be used for any material where the 

impact ionisation coefficients were known [47]. McIntyre [48], using the experimental results from Conradi 

[49], sought to simplify the equation from Oldham et al. and produce a model for avalanche gain, excess noise 
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factor, and determine the probability of detection, so by calculating the minimum number of photons a device 

required to guarantee detections and hence the suitability of an APD in such an application.  

Many of the early APD structures were simple p-n or p-i-n junction diodes made of a single 

homogeneous material. This material is required to both absorb the photon and generate the internal gain 

through impact ionisation. For infrared detection, a narrow bandgap material is required, such as In0.53Ga0.75As, 

which can absorb light up to 1.7 µm or 0.75 eV. However, narrow bandgap materials are susceptible to band-

to-band tunnelling at high electric fields, which are required for high avalanche multiplication. To avoid band-

to-band tunnelling, a wide bandgap material is required for generating avalanche gains. Hence there exists a 

tradeoff in material choice for infrared APDs.  

In the late 1970s Nishida et al. [50] demonstrated a SAM APD (Separate-Absorption-Multiplication 

Avalanche Photodiode), containing an InGaAsP absorber and an InP avalanche region. The APD exhibited a 

gain > 1,000 for 1.25 µm optical injection. The 1.25 µm wavelength photon passes through the wide-bandgap 

InP layer but are then absorbed in the InGaAsP layer generating electron-hole pairs. The photo-generated 

carriers then travel under the electric field and impact ionise in the InP layer. The design was improved by 

adding grading layers between the absorber and the avalanche material [51]. They have intermediary bandgaps 

to smooth out the band offsets between the two regions and reduce the charge buildup, increasing the APD’s 

bandwidth.  

Capasso et al. improved upon this by ensuring that the absorber would have a lower electric field than 

the avalanche region [52]. This was achieved by adding a highly doped region between the absorber and the 

avalanche regions. Changing the charge sheet’s doping density and/or thickness determines difference of 

electric fields in the avalanche region and the absorber. A study by Ng et al. investigated the effects of a high 

electric field in an InGaAs absorber on the avalanche gain and excess noise factor of a SAM APD [53]. SAM 

APDs are now commonplace for 1.3 and 1.55 µm detection utilising grading layers and a charge sheet. If 

grown on InP substrates, SAM APDs will utilise InGaAs as an absorber material, and then any wide bandgap 

material as an avalanche region lattice matched to InP, such as InP, In0.52Al0.48As, AlAs0.56Sb0.44, and 

Al0.85Ga0.15As0.56Sb0.44. These avalanche materials will be discussed later in this chapter.  

 

1.2.4) Single Photon Avalanche Photodiodes 

Single Photon Avalanche Photodiodes (SPADs) are diodes capable of responding to a single photon 

input. The reverse bias applied to SPADs and APDs differs. When operated above the breakdown, the APD is 

operated in the Geiger mode, making it a SPAD. When operated below the breakdown, the APD is operated 

in the linear mode.   

Early Si SPADs consisted of p-n junctions [35] and were found to have exceptional timing resolution 

[54] compared to the main alternative at the time, PMTs. Si SPAD has since become the dominant detector for 
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the visible wavelength. This is partly due to Si SPAD being formed as a custom SPAD device or taking 

advantage of the Complementary Metal-Oxide Semiconductor (CMOS) design and fabrication. Custom Si 

SPADs design allows for complete control over the doping profile, type of doping (implant or growth) and 

processes such as annealing, which reduces dark counts by reducing defects such as those caused by 

implantation. A relatively thin custom Si SPAD had been reported with an SPDE of 48% at 550 nm [55], with 

a dark count rate of  200 s-1 while cooled. Recently a Si SPAD with an SPDE of  69 % at 633 nm at room 

temperature [56] has been reported with a nominal breakdown voltage of 30 V. To achieve higher SPDE at a 

longer wavelength, the SPADs have very thick i-regions, but they require high breakdown voltages in the 

several 100’s V [57]. Red-enhanced SPADs, such as those reported in [58] and [56], utilise a pseudo-SAM 

structure electric field profile. They have a high electric field region that is relatively narrow to ensure a low 

breakdown voltage and good temporal characteristics. Another thick, low electric field region is included to 

maximise the SPAD’s photon absorption efficiency. Such SPADs, however, require a high degree of control 

over the doping profiles compared to a simple thick SPAD.  

 

CMOS design allows the SPAD to be fabricated in conjunctions with biasing, quenching and read-out circuits 

on the same substrate. The advantage is a reduction in parasitic due to bond wires and cabling, the potential 

for higher operating frequencies and a reduction in external circuity requirements. However, the disadvantage 

is that CMOS SPADs tend to be relatively thin, limiting the maximum responsivity and the lack of high-

temperature annealing processes, which results in a higher dark count rate than a custom SPAD of comparable 

specifications.  

  

Ge has been used as a homogeneous infrared SPAD [59] and had a timing resolution of < 1 ns [60]. The devices 

however suffered from a high band-to-band tunnelling current and require cryogenic cooling. A Ge on Si 

SPAD was reported with an SPDE of 4% and a DCR of 6 Ms-1 at 10 % overbias while cooled at 100 K. While 

this SAM structure represents an improvement on a homogeneous Ge SPAD, the high dark count was attributed 

to surface leakage and lattice mismatch between Si and Ge and limited the device to 100 K or lower operation. 

Lu et al. [61]reported a Ge-on-Si SPAD with a DCR between 100 Ms-1 and 250 Ms-1 at 200 K. They reported 

an SPDE of 14 %; however, it was obtained using a relatively high optical power of 1 photon per pulse on 

average. Also, the work calculated SPDE assuming multiple events may be detected simultaneously, which is 

not valid for a Geiger mode SPAD [56]. Hence the reported SPDE value is likely to be an overestimate of 

practical values.  

 

For III-V infrared detection, SAM structures are the most commonly used. InGaAs-InP SAM SPADs were 

extensively characterised by Levine et al. [62]–[66]. The first InGaAs-InP SPAD operated at 10 MHz at 253 K 

(-20 °C) with an SPDE of 12 %. Pellegrini et al.[67] obtained an SPDE of 10 % with an FWHM of 470 ps. 

Comandar et al. [68] more recently obtained an SPDE of 55% while operating at 500 MHz at room 
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temperature. Afterpulsing at this frequency was calculated to be 10%. This represents one of the highest SPDE 

achieved at 1550 nm for an InGaAs-InP SPAD. A commercially available InGaAs-InP SPAD detector module 

[69] has been used for 3D imagining objects up to 10 km away [70]. The InP in the multiplication layer can be 

replaced with an InAlAs. Since InAlAs has a more desirable impact ionisation coefficient ratio and has been 

predicted to have a lower theoretical dark count rate than InP [71]. Meng et al. characterised an InGaAs-

InAlAs SPAD and obtained an SPDE of 26 % and a DCR of 300 Ms-1 while cooled at 210 K. The DCR, in this 

case, was reportedly due to poor quality InGaAs resulting in a higher than expected dark current. As InGaAs-

InAlAs SAM growth and fabrication technique mature, the SPDE is expected to increase.  

 

1.2.5) Single photon detectors (cryogenic cooling)  

Superconduction is where a device has zero resistance and occurs when the difference in electron 

states is less than the phonon energy [72], [73]. At near 0 K, the electrical resistance of metal becomes 

undetectable. This property has been utilised in two types of single photon detectors, as described below. 

Superconducting nanowire single-photon detectors (SNSPDs) operate in a temperature range between 

1.5 and 4 K. The nanowire is biased below its critical current. When a photon strikes it, the wire becomes 

resistive, inducing a voltage which can be measured [74]. The detectors consist of a long thin wire that 

meanders to increase the detection area of the SNSPDs [75]. Niobium nitride (NbN) is a commonly used 

material for SNSPDs due to the relatively high transition temperature of 16.11 K [76], although the typical 

operating temperature is 2-4 K. An SNSPDs has been reported with an SPDE of 57 % at 1550 nm, an FWHM 

of 41 ps [77], and significantly higher SPDE than previously reported at 17 %  [78]. SNSPDs based on 

Tungsten Silicon achieved an SPDE of 90 % at 1550 nm, one of the highest reported [79]. Although not 

superconducting recently, an InGaAs-GaAs SAM nanowire was reported with single photon capability 

operating at 77 K [80] 

In a Transmission Edge Sensor (TES), the location of photon absorption sees an increased resistance 

due to an absorbed photon [81]. The change in resistance is detected as a change in current flow through the 

voltage-biased device. They can have one of the highest SPDE reported of any detector system, at 95 % at 

1556 nm [82] and 98 % at 850 nm [83]. The reset time between photon events can be as long as a couple of 

µs. A high-speed TES reported with a decay time of 100 ns [84]. While TES have the highest SPDEs available, 

they have limited bandwidth and require cooling to 300 mK to obtain such a high SPDE.  

 

 

1.3) III-V Avalanche materials latticed matched to InP 

InP is a III-V material which is commercially available as both a device and a substrate for the growth 

of other materials. InP has a lattice constant of 5.87 Å [85]. The primary use case of III-V detectors over Si is 

that InP-based detectors can operate at short wave Infrared with materials such as In0.53Ga0.47As acting as an 

absorption material. This allows alloys optimised for infrared detection and avalanche multiplication to be 
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growth latticed matched to InP and hence grown on InP substrates to achieve good crystal quality with low 

defects due to lattice mismatch.  

For alloys used for avalanche multiplication, the desirable characteristics are: 1) wide bandgap to 

minimise band-to-band tunnelling, which is especially important for thin structures where high electric fields 

are present; 2) dissimilar α and β to minimise excess noise factors for linear mode operation or maximise 

breakdown probability for Geiger mode operation; 3) a small thermal coefficient of avalanche breakdown 

(Cbd). The smaller the Cbd of the device, the less sensitive the breakdown voltage to temperature. This allows 

for simplistic biasing and thermal stabilising solutions to be viable for the detector system, reducing cost and 

complexity.  

 

1.3.1) InP 

InP is one of the most prominent III-V materials used in APDs, partly due to it being a wide-bandgap 

material; wafer substrates may be formed from it and materials being latticed matched to it to allow for infrared 

detection used by the telecommunication industry. InP has a band gap of 1.34 eV [85], resulting in a cut-off 

wavelength ~ 930 nm. InP has been experimentally characterised for gain and excess noise for both electron 

[86] and hole injection [87]. For few and single photon detection, InP has been used as the avalanche material 

for over 5 decades [88]  [67]. The impact ionisation coefficients at a temperature of 300 to 150 K for an electric 

field range of 400 and 800 kV.cm-1 were reported [89]. InP is a hole preference material with a beta alpha 

difference of ×2.3 at  400 kV.cm-1. The temperature-dependent breakdown for InP has been characterised as 

∆𝑉𝑏𝑟

∆𝑇
= 42.5 × 𝑤 + 0.5[90], which has allowed temperature-based impact ionisation modelling to be verified 

for both a Simple Monte Carlo model and effective ionisation coefficieints used for simpler models [89]. 

 

1.3.2) In0.52Al0.48As 

 In0.52Al0.48As (InAlAs) is a III-V ternary alloy latticed matched to InP. It has a bandgap of 1.45 eV, 

corresponding to a cut-off wavelength of 860 nm. InAlAs have been extensively characterised for avalanche 

multiplication, and excess noise [91], and the impact ionisation coefficients, have been reported [91]–[94]. 

InAlAs was investigated as a potential replacement of InP as the avalanche region of SAM APDs. Its larger 

ionisation coefficient ratio resulted in a lower excess noise characteristic compared to InP. At low electric 

fields (350 kV.cm-1), the ratio between α and β is ×12. Additionally, the wider bandgap results in the material 

being less suspectable to band-to-band tunnelling, allowing for a theoretically lower DCR for narrower SPAD 

devices than InP.  

Additionally, models such as the Simple Monte Carlo model [92] and the Full Band Monte Carlo model [95] 

have been verified. A theoretical comparison for Geiger mode APD of InAlAs and InP suggests that InP has 

an advantage over InAlAs for timing response due to the smaller impact ionisation ratio but a lower dark count 
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rate because of the ratio [71]. InAlAs have also been used for single photon detection work, achieving a PDP 

of 60 % [96]. InAlAs’s 𝐶𝑑 =
∆𝑉𝑏𝑟

∆𝑇
= 15.3 × 𝑤 + 1[90], for w of 0.1-1 µm, which is 1.9-2.7 times smaller Cbd 

than InP for a given w. 

In0.52As0.48As can be grown as a random alloy and as a digital alloy. A digital alloy is formed by the growing 

ratio of the monolayers of the two binary materials, InAs and AlAs, to form the full ternary alloy. A digital 

alloy 600 nm pin device was characterised for excess noise [97] and was found to have a significantly lower 

excess noise factor than a random alloy pin with a comparable structure [91]. Growth by digital alloy can have 

an improved growth quality over random alloy by avoiding phase separation. Additionally, the alloy can be 

designed to suppress hole impact ionisation [93].  

 

1.3.3) AlAs0.56Sb0.44 

AlAs0.56Sb0.44 is a wide indirect bandgap material which has become of much interest in recent years 

as an alternative to InP and In0.52Al0.48As. AlAsSb has a direct bandgap (EΓ) of 1.96 eV and an indirect bandgap 

(Ex) of 1.65 eV [98]. Thin AlAsSb devices have shown insignificant band-to-band tunnelling [99] compared 

to InP and InAlAs due to the wide bandgap. The temperature dependant coefficient of breakdown for the thin 

devices was found to be 0.95 mV.K-1 
 for w = 80 nm [99] and 1.93 mV.K-1 for w = 230 nm [100]. The Cbd due 

to w was calculated to be 8.5 mV.K-1.µm-1 [101]. An InGaAs/AlAsSb SAM diode was experimentally shown 

to have a temperature-dependent coefficient of the breakdown of 8 mV.K-1
 [102] significantly smaller than 

equivalent InP and In0.52Al0.48As SAM devices. AlAsSb has been characterised for excess noise factor over a 

wide electric field range [103], [104]. The impact ionisation coefficient for AlAsSb has been parameterised 

using a local model by Yi et al. [105] for an electric field range of 250 – 1250 kV.cm-1 and 360 – 1250 kV.cm-1 

for α and β, respectively. This work was then expanded on to yield temperature-dependent impact ionisation 

coefficients [101].  Theoretical AlAsSb SPADs has been simulated for w between 100 and 2000 nm [106].  

 

1.3.4) Al0.85Ga0.15As0.56Sb0.44 

Al0.85Ga0.15As0.56Sb0.44 (AlGaAsSb) is a quaternary alloy based on AlAs0.56Sb0.44, popularised in recent 

years as an alternative to AlAsAb, which the alloy is based upon. Gallium was added to the structure to help 

suppress the high surface leakage seen in AlAsSb [107]. As the gallium content increases in the alloy, the 

surface leakage becomes less dominant; however, the Eg also starts to decrease [98]. Al0.85Ga0.15As0.56Sb0.44, 

like AlAsSb, is an indirect bandgap material, Zhou et al. [98] estimated the direct and lowest indirect band gap 

from extramental photoresponse. The direct bandgap (EΓ) was determined to be 1.77 eV, and the indirect 

bandgap (Ex) of 1.56 eV. Al0.85Ga0.15As0.56Sb0.44 has grown as a digital alloy, primarily to avoid phase separation 

at the wafer growth temperature. The bandgap (Ex) was determined in this case to be 1.52 eV [108]. In this 
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case, Lee et al. determined the indirect bandgap from PL measurements of the sample rather than from optical 

absorption spectrum measurements.  

Thin Al0.85Ga0.15As0.56Sb0.44 was used to determine the temperature dependant coefficient of 

breakdown, 1.6 mV.K-1
 [109], between 24 and 80 °C. Zhou et al. calculated the temperature dependant 

coefficient of breakdown, from phase-sensitive avalanche multiplication, for Al1-xGaxAs0.56Sb0.44, where x = 0, 

0.05, 0.1, and 0.15 for a thin 100 nm p-i-n sample to be 1.07-1.08, 1.03-1.05, 0.95-0.96, and 0.86-0.91 mV.K-1 

for a temperature range between 77 K and 297 K. Recently, thick AlGaAsSb temperature dependent coefficient 

of breakdown was determined from the photocurrent of 4.22±0.08 and 5.92 ± 0.36 mV.K-1 for a digital and 

random alloy respectively [110]. It has been suggested that the small temperature of AlGaAsSb is due to 

significant alloy scattering, which arises due to the differences between As and Sb atom covalent radii [109], 

indicating a high alloy scattering potential, which is insensitive to temperature [99]. It should also be noted 

that temperature dependence of breakdown is also affected by the device’s width; the narrower the width, the 

smaller the dependence. Ong et al. [111] suggest this is due to the higher electric field in thin devices. At 

higher electric fields, the average impact ionisation path lengths are reduced, resulting in fewer phonon 

scattering events. Phonon scattering events are highly dependent on the phonon occupancy factor.  

The thin AlGaAsSb has been characterised for avalanche multiplication and excess noise factor  [112]. 

Pinel et al experimentally characterised a pair of p-i-n and n-i-p samples with a nominal w of 100 and 200 nm 

for pure injection and two mixed injection profiles. These results confirmed that α >> β and that the thin devices 

exhibited a very strong dead-space effect since the excess noise factor – Avalanche Multiplication did not 

follow McIntyre local noise model [42]. The optical injection profiles for this work were determined from 

linear interpolation of the binary alloys [85], [113], [114]. Recently, Guo et al. [115] experimentally 

characterised a 1 µm digital alloy pin to determine the optical absorption coefficient of AlGaAsSb. Lee et al. 

experimentally characterised a digital alloy [108] and random alloy [116] AlGaAsSb pin for close to pure and 

pure electron injection, respectively. Lee’s results show that the excess noise factor of the digital and random 

alloy both had a McIntyre k value of 0.01, with a breakdown voltage of 53 and 56 V, respectively. Guo et al. 

have then used avalanche multiplication presented previously in the literature [108], [112], [116], including 

those presented in Chapter 4 of this work [117], to determine the local impact ionisation coefficients using a 

random path length model [118].  

 

1.3.5) Comparison 

 A comparison between the impact ionisation coefficient ratio of InP, InAlAs, AlAsb and AlGaAsSb 

is in Fig. 1.1. InP shows that over a wide electric field range, the ratio between the ionisation coefficients is 

around 2 times. The InP exhibited the highest F(M) of the compared materials. At 800 kV.cm-1 InAlAs exhibit 

a comparable ionisation ratio to InP. However, as the electric field decreases, the coefficients start to diverge, 

resulting in a lower F(M) overall. AlAsSb and AlGaAsSb both show a substantial difference in the ionisation 

coefficient, which has been attributed to low hole impact ionisation in the materials. AlAsSb and AlGaAsSb 
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are expected to be comparable due to the AlGaAsSb being based on AlAsSb. However, limited studies have 

been made on the effect Ga has on the impact of ionisation coefficients to date. A study by Lewis et al. [119] 

has, however, indicated a decrease in the coefficient ratio for Al0.75Ga0.25As0.56Sb0.44 compared to 

Al0.85Ga0.15As0.56Sb0.44. 

 

Fig. 1.1 Comparison between impact ionisation coefficient ratio for avalanching multiplication material latticed 

matched to InP. InP [89] InAlAs [91] AlAsSb [105], and AlGaAsSb [118] 

 

A comparison of experimental excess noise factor at an avalanche multiplication of 10 with respect to the i-

region width for some III-V materials is presented in Fig. 1.2. InP, as shown in Fig. 1.1, has an impact ionisation 

coefficient ratio peak of ~2.3, resulting in a relatively high excess noise at an avalanche multiplication of 10. 

As the width of the InP high field region increases, so too does the excess noise, tending toward F~5, indicating 

narrow InP F(M) benefits from deadspace. InAlAs, show a similar trend to InP, with an initial low F increasing 

with increased width up to F~4. Around 1 μm the F(10) starts to decrease. AlAsSb F(10) shows a different 

trend than InP and InAlAs. The trend seen in InP and InAlAs is also observed in GaAs and AlGaAs. 

Narrow AlAsSb exhibited the highest F(10) and decreased with an increase of i-region width. From Fig. 1.1, 

AlAsSb has a very large impact ionisation coefficient ratio compared to both InP and InAlAs, resulting in a 

lower F(10). The trend exhibited by AlAsSb in Fig. 1.2 indicates that the increase in impact ionisation 

coefficient ratio is more significant than the decrease in deadspace to width ratio. AlGaAsSb, similar to 

AlAsSb, also exhibits a higher F(10) for narrow devices, with thicker devices [108], [116] exhibiting slightly 

lower F(10) than AlAsSb. The sample characterised in Chp 4, and later, shows exceptionally low F(10), lower 

than that of InP, InAlAs and AlAsSb. 

 



Chapter 1: Introduction 

 

 

12 
 

 

Fig. 1.2 Comparison between Excess noise factor at an avalanche multiplication of 10 for III-V materials. 

InP[120]–[122] ,In0.52Al0.48As [91], [93], [94], [123], AlAs0.56Sb0.44[103], [104], Al0.85Ga0.15As0.56Sb0.44 [108], [112], [116], [117], 

[124]–[127], InAs [128], [129], GaAs [86], [130], [131], Al0.6Ga0.4As[132]. 

 

1.3.6) In0.53Ga0.47As 

In0.53Ga0.47As (InGaAs) is a narrow bandgap material that is latticed and matched to InP. InGaAs has 

a bandgap of 0.75 eV and can detect wavelengths up to 1.7 µm [133]. InGaAs is commonly used as the optical 

absorption material for telecommunication applications. Due to the narrow bandgap, band-to-band tunnelling 

current can become the dominant current leakage mechanism at an electric field strength of  200 kV.cm-1 and 

higher [134]. Hence, for a SAM APD design, the absorber's electric field is intentionally low. However, due 

to tolerances in the doping, higher than expected fields may occur in the practical device, which can have a 

detrimental effect on the excess noise factor of the device [53]. The avalanche multiplication [134], [135] and 

excess noise factor [136] have been experimentally measured for high electric fields.  Ng et al. showed that 

InGaAs could have non-negligible electron impact ionisation at low electric fields and parameterised the 

ionisation coefficients [137]. It was determined that impact ionisation could occur in the EΓ at low energies as 

well as following the three-valley approximation at higher energies. Electron impact ionisation was also 

determined to have a positive temperature dependence at low fields. However, at high fields, the ionisation 

coefficients temperature dependences were negative. Holes, however, exhibited a negative temperature 

dependence for all electric fields measured [138]. Tan et al. developed an ABMC model to simulate the 

electron impact ionisation rate with regard to temperature Tan el al. [139] and Choo et al. [140], [141]. 
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1.4) Thesis outline 

Chapter 2 gives the background theory for impact ionisation, which yields avalanche multiplication 

and excess noise in linear mode operated devices and breakdown events in Geiger mode operated devices. 

Additionally, several models capable of simulating linear and Geiger mode performance are discussed, along 

with a comparison of III-V latticed materials matched to InP. The experimental methods used to measure a 

device’s performance are discussed in chapter 3, along with simulation models used in this work. 

A novel Al0.85Ga0.15As0.56Sb0.44 is characterised in chapter 4 for avalanche multiplication and excess noise factor 

for pure electron injection. A Simple Monte Carlo model parameter set is then verified using these results and 

those found in the literature. The model is then used to extract the effective ionisation coefficient of the material 

system between 400 and 1200 kV.cm-1. 

A theoretical comparison is made between the Simple Monte Carlo and Random Path Length models in chapter 

5 for breakdown probability, time to breakdown and jitter. The RPL model represents a significant reduction 

in simulation runtime compared to the SMC model. However, the RPL is simplistic and can not accurately 

replicate the SMC’s temporal results. In this work, the saturation velocity of the carriers assumed in the RPL 

model is scaled with the electric field to allow the RPL to replicate the SMC results. Three materials are 

verified in this work: Si, InP and Al0.85Ga0.15As0.56Sb0.44 for a range of devices for w = 100 to 1500 nm.  

Chapter 6 verifies a Simple Monte Carlo model parameter set for In0.53Ga0.47As for gain and excess noise factor. 

The SMC model was modified to capture the low and high electric field impact ionisation seen in the literature.   
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Chapter 2  

Background Theory 

 

2.1) Impact ionisation  

Impact ionisation is the process of an electron-hole pair being generated by the loss of energy of 

another free carrier. The energy loss occurs when a carrier with sufficiently high energy strikes the material 

lattice to promote the electron-hole pair. An electron-hole pair is not generated if the initial carrier does not 

impart enough energy to exceed the energy band gap.  

 

2.1.1) Avalanche Multiplication 

Avalanche Multiplication (M), also known as gain, is a current amplification process where a free 

carrier gains sufficient energy under an electric field (ξ) to create a secondary (daughter) electron-hole pair by 

impacting the lattice. The original carrier energy is reduced by the process, with the energy being transferred 

to the daughter electron-hole pair. The process is repeated for all free carriers and will continue until it leaves 

the area under the electric field called the depletion width. This is often referred to as the linear mode of 

operation of the device. The average number of impact ionisation events per initial carrier is known as 

Avalanche Multiplication. An example of an energy band diagram with impact ionisation is presented in Fig. 

2.1 

 

Fig. 2.1. Example of Impact ionisation for a linear mode p-i-n diode 
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 The rate of impact ionisation events per unit distance is called the impact ionisation coefficient, with 

symbols α and β for electrons and holes, respectively. α and β are dependent on the applied electric field and 

is typically expressed as  

 
𝛼(𝜉) = A exp [− (

B

𝜉
)

c

] cm−1, 

(2.1) 

where A, B, and C are fitting parameters for a given material. 

 In a practical device, a carrier will deviate from this average distance depending on the instantaneous 

energy of the carrier, which gives rise to an excess noise factor. This distribution of impact ionisation as a 

function of ionisation path lengths is characterised by the probability density function (PDF), he(x) and hh(x) 

for electrons and holes.  

 The distribution of impact ionisation is also affected by the carrier's history, giving rise to the term 

dead space. Dead space is used to describe the minimum distance a carrier may travel through an electric field 

until it gains sufficient energy to undergo impact ionisation. If a carrier has recently undergone impact 

ionisation, it must gain sufficient energy before it can impact ionise again, giving rise to the name deadspace. 

For ease, a hard dead space approximation is commonly used, and he(h)(x)is described by [1] 

 
ℎ𝑒(𝑥) = {

0, 𝑥 ≤ 𝑑𝑒

𝛼∗𝑒𝑥𝑝[−𝛼∗(𝑥 − 𝑑𝑒)], 𝑥 > 𝑑𝑒
 

 

(2.2a) 

 
ℎℎ(𝑥) = {

0, 𝑥 ≤ 𝑑ℎ

𝛽∗𝑒𝑥𝑝[−𝛽∗(𝑥 − 𝑑ℎ)], 𝑥 > 𝑑ℎ
 

 

(2.2b) 

An example of he(x), Fig. 2.2, illustrates the effect hard deadspace has on the impact ionisation path length  

PDF. α assumes no deadspace is present, and α* assumes a hard deadspace value.  

 

Fig. 2.2. Example of he(h)(x) with (α*)  and without (α) deadspace 
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α* (β*) denotes the effective impact ionisation coefficients of electrons (holes), where dead space has been 

extracted or separated from the coefficient. The effective impact ionisation coefficients can be calculated from 

impact ionisation coefficients by 

 𝛼∗(𝜉) =  
1

1

𝛼(𝜉)
 − 𝑑𝑒(𝜉)

, 
(2.3) 

 

The dead space value is material specific and inversely proportional to the applied electric field. Since dead 

space is related to a carrier gaining sufficient energy as it travels along the electric field, carriers may initiate 

impact ionisation with different carrier's energy and hence x. An example ionisation path length PDF in 

Appendix C (Fig. C1) illustrates this distribution of x. In practice, dead space is related to a carrier's energy, 

and if a carrier gains sufficient energy, it may impact ionise before this distance, giving rise to the concept of 

soft dead space. Soft dead space more accurately describes the impact ionisation path length; however, 

parameterising it is non-trivial.  

The excess noise factor (F) describes the electrical noise generated by the randomness in the impact 

ionisation process. Because impact ionisation is a stochastic process, each photogenerated carrier will yield a 

different number of impact ionisation events. It is this randomness which gives rise to excess noise given by 

 
𝐹 =  

〈𝑚𝑖
2〉

〈𝑚𝑖〉2
=  

〈𝑚𝑖
2〉

𝑀2
 

(2.4) 

 

The brackets indicate an average where mi is the avalanche multiplication achieved in a single trial. 

 

2.2) Geiger devices 

Geiger mode is an operating region of an APD where the applied voltage causes the electric field to 

be above the critical breakdown point. By doing this, a single injected carrier may, upon impact ionisation, 

causes an avalanche cascade where the current increases indefinitely and is self-sustaining, whereas in linear 

mode devices, shown previously, the current will eventually stop. The onset of the self-sustaining avalanche 

current defines the Breakdown Voltage (Vbr). The current in the device does not decay but instead increases 

indefinitely, giving an avalanche multiplication of infinite. Practically the current is limited either by contact 

resistance or thermally. The temperature coefficient of breakdown voltage (Cbd) described how the breakdown 

voltage varies with temperature. Cbd is material, and device structure dependent and is desired to be as low as 

possible to allow for predictable response. Therefore as the current increases, so too does the device's 

temperature; hence Vbr increases. Avalanche breakdown does not occur in e-APD material such as InAs as the 

holes do not practically impact ionise. Hence no build-up in avalanche current is possible.  
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 Geiger mode devices are typically used for single and low photon detection because of this cascade 

avalanche effect.  

 

Fig. 2.3 Example of the energy band structure of a p-i-n device operating in the Geiger region 

 

2.2.1) Dark Count Rate 

A dark (false) count occurs when a SPAD undergoes a self-starting avalanche breakdown event 

without a photogenerated free carrier. Hence a dark count gives rise to a false event count; hence DCR is an 

error parameter for determining the quality of a SPAD. The mechanisms that can give rise to dark count 

generation include band-to-band tunnelling, trap-assisted tunnelling, thermal excitation and after-pulsing [2]. 

Band-to-band tunnelling occurs when the electrons in the valence band can tunnel through the 

forbidden region to the conduction band [3]. The forbidden region is between the valence band's highest energy 

and the conduction band's lowest energy state, also referred to as the bandgap energy (Eg). The forbidden 

region is devoid of available energy states, so a carrier would have to have enough energy to go from the 

valance band to the conduction band. The distance a carrier would need to tunnel between the two bands (wtun) 

is described by [4] 

 
𝑤𝑡𝑢𝑛 =  

𝐸𝑔

𝑞𝐸
, 

(2.5) 

and is dependent upon both the energy bandgap of the material and the applied electric field. Band-to-band 

tunnelling can be reduced through the choice of avalanche material, device structure and control of the electric 

field profile.  
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Trap-assisted tunnelling occurs when defects in the material cause an energy state to occur in the 

forbidden region. This effectively adds an energy level in the forbidden region, allowing valance band electrons 

to require lower energy to rise up to the conduction band. This, combined with thermal excitation, will cause 

a significant increase in dark counts. Trap-assisted tunnelling typically occurs due to issues that arise through 

wafer growth and processing. Hence it can be unpredictable for III-V alloy devices.  

After-pulsing can occur when a carrier falls into a trap and is released when the device is active, 

creating a breakdown event [5]. After-pulsing can also occur due to a failed quench [6]. The trapped carrier 

may have originated from a previously absorbed photon or from a previous breakdown event. A trap may be 

formed from defects similar to trap-assisted tunnelling. A hold-off time is introduced to limit the after-pulsing 

effect of a device. Hold-off or dead time is when the device is inactive and allows the trapped carriers to 

recombine without causing an event. The hold-off time can vary between nanoseconds and microseconds, 

limiting the device's maximum operating frequency.  

Thermal excitation is where the carriers can gain enough thermal energy to promote themselves. For 

electrons, this is the valence band to the conduction band and the inverse for holes. This can significantly 

increase dark counts for devices with narrow bandgaps. It has been reported that the absorber in an InGaAs/InP 

SPAD exhibited significant amounts of thermal excitation [7]. Dark counts from thermal excitation can be 

reduced by cooling the devices with cryogenics or thermoelectric cooling (TEC).  

 

2.2.2) Probability of detection efficiency 

The probability of detection efficiency is the probability that a photon-initiated event is achieved. 

Typically Single Photon Detection Efficient (SPDE) is used when referring to Geiger mode APDs. A SPAD’s 

PDE is given by 

 𝑃𝐷𝐸 =  𝜂 ×  𝑃𝑏 (2.6) 

 

Where η is external quantum efficiency and Pb is breakdown probability. The external quantum efficiency is 

the product of the probability that the photon is absorbed (Pa), generates an electron-hole pair and the 

probability that the carrier will transition (Pt) into the avalanche region of the diode before recombination in 

the case of a Separate Absorption Multiplication (SAM) APD. Breakdown probability is the probability that 

an injected electron-hole pair will result in an avalanche breakdown event. An avalanche breakdown event 

occurs when a SPAD generates a self-sustaining avalanche current that an external circuit must quench. In this 

work, 100 µA is used to define when a breakdown event occurs. For high-speed switching applications, source-

load impedance matching is used, with 50 Ω being the standard. For 100 µA, a 5 mV pulse will be induced, 

which is reliably detectable experimentally [8]. Breakdown probability increases as the applied bias increases 
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above breakdown, which is termed overbias. For an array of SPADs, the PDE will include a fill factor to 

account for a portion of the optical opening of the device that is not optically active.  

 

2.2.3) Jitter 

Jitter is the variation in time between a photon's absorption and the avalanche current being detected. 

Jitter is a important metric for time-correlated applications, such as time of flight used in distance measuring. 

For time-of-flight measurements, every picosecond of jitter results in an error of  150 µm in the calculated 

distance. Typically jitter of a device is in the order of 100's ps, or ~1.5 cm of uncertainty. The jitter of a device 

is affected by the device structure and the materials used for absorption and avalanche. The location of where 

a photon is absorbed and the shape of the electric field profile will impact the time taken to build up the 

avalanche current [9]. 

 

2.2.4) Linear mode SPADs 

High avalanche multiplication linear mode APDs can detect a single photon level of light. While this 

is possible for Geiger mode-capable devices to operate like this [10], this approach is far more common for e-

APD materials such as InAs. InAs is an unusual material as only electrons can practically impact ionisation 

[11] at operating electric fields. Typically InAs APDs are operated at low electric fields (<70 kV.cm-1) to limit 

tunnelling current due to the bandgap of 0.34 eV [12]. InAs can not operate in Geiger mode due to no hole 

impact ionisation at these low electric fields. Hence no self-sustaining avalanche can take place. InAs, 

however, can detect few single photons due to high multiplication [13] and low non-rising excess noise. The 

advantage InAs has over Geiger-mode APDs is the speed of response; all carriers will leave the device within 

two transience periods. An advantage of linear mode SPAD, in general, is that no additional quenching 

circuitry is required as the impulse current is finite. 

Additionally, it is possible to determine the number of photon-initiated events by analysing the device's 

instantaneous current, as each event will change the output pulse. With Geiger mode APDs the output has only 

two states, high and low, as the first event will mask any other photon-initiated events. The disadvantage is 

that additional circuitry is required for detection as the instantaneous current from a single event decays 

quickly.  

 

2.3) Quenching Circuits 

In Geiger mode operation, when a SPAD has a breakdown event, the current must be quenched to 

reset the SPAD so it can continue to detect. The SPAD can only detect a single event at a time; whether it is 

dark or photon initiated, the user can not tell. During breakdown, the SPAD is blind and can not detect another 

event until the current is quenched and the SPAD operating bias reset. To quench the breakdown current 
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additional external circuitry is required to reduce the bias across the SPAD to below the breakdown voltage. 

Many different quenching circuits are possible, which can be generalised into three basic groups: Passive, 

Gated, and Active [14] [15]. 

 

2.3.1) Passive quenching 

Passive quenching is the simplest quenching mechanism consisting of a high valve ballast resistor, 

typically in the order of 100's kΩ. The ballast resistor is placed in series with the SPAD between a static voltage 

bias supply and the ground. An example of the quenching mechanism circuit is presented in Fig. 2.4. When 

the SPAD breakdown, the current through the series connection increases; hence a voltage is induced across 

the ballast resistor. Since the bias supply is held at a static voltage, the voltage across the SPAD reduces and 

continues to reduce until the voltage across the SPAD is at or just below the breakdown voltage, placing the 

SPAD in the linear mode operation. Hence the SPAD breakdown current is quenched. The advantage of this 

quenching method is the ease with which it may be set up and incorporated, requiring only a resistor. The 

disadvantage of this method is that the SPAD will be partially quenched as the current build to the detectable 

level, which could lead to non-detectable events being quenched or a longer build-up time is required.  

 

Fig. 2.4 An example of a passive Quenching circuit 

 

2.3.2) Gated quenching 

Gated quenching works by utilising two bias sources, one static (sometimes termed Dc) and one pulsed 

(sometimes termed Ac). The two sources are combined, using a bias tee, with the static bias source being set 

to slightly below breakdown. A simplified circuit is shown in Fig. 2.5. When the pulsed source is high, the 

total applied bias is greater than the breakdown voltage, and when the pulsed source is low, the SPAD is biased 

out of the Geiger region, and hence the SPAD is quenched. Commonly the pulsed source is a square wave, but 

any waveform can be used, with sinusoidal gating also being used [16], [17]. For the characterisation of novel 
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materials, the square waveform is optimal for accurate knowledge of the applied voltage for Pb calculations. 

The advantage of this quenching method is that it allows for easy time correlation of the events. However, due 

to the capacitive nature of the diode, transience effects are seen on the rising and falling edge of the pulse 

signal, with the rising edge overshooting resulting in a higher probability of a dark count occurring. The 

overshoot will exhibit a ringing decay to the intended bias level.  

 

Fig. 2.5 An example of a gated quenching circuit 

For a well-behaved SPAD under a constant bias, the dark count occurs at a random time. Using a gated 

or active quenching method, described later, recording when the dark count occurs is possible to ensure this 

behaviour holds [18]. Using this method, it is also possible to determine the shape of the over bias pulse from 

the pulse bias source that the SPAD has seen. Since dark events occur randomly over a long measurement 

period, the events should show no trend. If a trend is seen in the distribution, it is indicative of a change in 

applied bias, which changes the Pb, such as the rise and fall time of the gated signal and transience [19]. This 

method can be used to examine the after-pulse effect of the pile-up of the dark counts early in the over bias 

period. 

 One variation of gated quenching highlighted here is Capacitive quenching [20]. Capacitate quenching 

uses the capacitor on the bias tee as a charge storage device. The capacitor is charged on the rising edge of the 

pulse bias, and on the falling edge, the capacitor is discharged. On the rising and falling edge of the square 

pulse, there is no voltage drop across the capacitor, as the voltage change is instantaneous, so the SPAD sees 

the pulse voltage for biasing. However, once (dis)charged, the same capacitor blocks the pulse voltage as the 

bias is in a steady state. When the SPAD breakdown, the current through the SPAD increases, causing the 

capacitor to discharge. As the capacitor discharges, the bias applied to the SPAD starts to drop, 𝑖 = 𝐶
Δ𝑉

Δ𝑡
. Since 

the pulse bias is now in steady-state the capacitor discharges, and does not recharge due to the steady-state. 

Once the capacitor is fully discharged, the bias applied to the SPAD is only due to the static bias source. Hence, 
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the SPAD is quenched and can not break down until the capacitor is recharged on the rising pulse edge. The 

advantage of this method is the SPAD is quenched as soon as it breakdown rather than waiting for the gate 

period to end. This helps reduce the heating effect of the SPAD and protects the SPAD from unnecessary long 

periods of high current flows.  

2.3.3) Active quenching 

The SPAD is biased above the breakdown voltage in active quenching until a breakdown event is 

detected. When the event is detected, the circuitry drops the bias seen by the SPAD for a predetermined period, 

after which the SPAD is rebiased [15]. This is one of the most complex quenching mechanisms due to the 

high-frequency detection and switching required. Active quenching is preferable to gated as the device is 

always active, like passive quenching, making the method more versatile as the incident photon does not need 

to be injected at a specific time. Making this method preferable for applications such as LiDAR.    

 

2.4) Impact ionisation models 

Several models exist for simulations of impact ionisation characteristics, including avalanche 

multiplication, excess noise factor, breakdown probability, and time to breakdown. Five models commonly 

used for this are described below in increasing order of complexity: Local, Recurrence, Random Path Length, 

Simple Monte Carlo, and Full / Analytical Band Monte Carlo models. The simulation model selection depends 

on the complexity of the desired results and the simulation runtime. In general, the more complex the model, 

the longer the simulation runtime.  

 

2.4.1) Local model 

The local model, popularised by McIntyre [21], uses impact ionisation coefficients to model a device 

of width, w. The model assumes all impact ionisation events are dependent on the local electric field, and the 

history of the impacting carrier does not influence the probability of impact ionisation. Due to the latter 

assumption, the local model is generally considered to be valid for devices with a large avalanche 

multiplication width. This assumption holds for avalanche multiplication; however, some deviation can be 

seen with F(M), especially for low-noise materials.  

 In the local model avalanche multiplication is calculated as, 

 
𝑀(𝑥) =  

exp[− ∫ (𝛼(𝑥′) − 𝛽(𝑥′))𝑑𝑥′
𝑥

0
]

1 − ∫ 𝛼(𝑥′) exp
𝑤

0
[− ∫ (𝛼(𝑥′′) −  𝛽(𝑥′′))𝑑𝑥′′

𝑥′

0
]
 

(2.7) 
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where x defines the starting position of the initial electron-hole pair. The electrons move from 0 to x and holes 

move in the opposite direction. For an ideal p-i-n where the electric field in the i-region is constant, the equation 

may be simplified to  

 
𝑀(𝑥) =  

(𝛼 −  𝛽) exp[−(𝛼 −  𝛽)𝑥]

𝛼 𝑒𝑥𝑝[−(𝛼 −  𝛽)𝑤] −  𝛽
 

(2.8) 

 

This can be simplified further for the pure electron (Me) and hole (Mh) avalanche multiplication. For Me the 

initial injection condition is x = 0. For Mh the initial condition is x = w. These result in 

 
𝑀𝑒 =  

𝛼 −  𝛽

𝛼 𝑒𝑥𝑝[−(𝛼 −  𝛽)𝑤] −  𝛽
 

(2.9) 

 

and 

 
𝑀ℎ =  

(𝛼 −  𝛽) exp[−(𝛼 −  𝛽)𝑤]

𝛼 𝑒𝑥𝑝[−(𝛼 −  𝛽)𝑤] −  𝛽
 

(2.10) 

 

 Since the local model only requires α and β, we can extract these from thick experimental devices with 

a well-defined high electric field region by rearranging eq. (2.9) and eq. (2.10). With experimental values of 

Me(ξ) and Mh(ξ), α and β are calculated using 

 
𝛼(𝜉) =  

1

𝑤
(

𝑀𝑒(𝜉) − 1

𝑀𝑒(𝜉) −  𝑀ℎ(𝜉)
) ln (

𝑀𝑒(𝜉)

𝑀ℎ(𝜉)
) 

(2.11) 

and 

 
𝛽(𝜉) =  

1

𝑤
(

𝑀ℎ(𝜉) − 1

𝑀ℎ(𝜉) −  𝑀𝑒(𝜉)
) ln (

𝑀ℎ(𝜉)

𝑀𝑒(𝜉)
) 

(2.12) 

 

For excess noise factor (F), the local model may also be used to determine the pure electron excess noise 

factor (Fe) and pure hole (Fh) as follows. 

 
𝐹𝑒(𝑀𝑒) = 𝑘𝑀𝑒 + (2 −

1

𝑀𝑒
) (1 −  𝑘) 

(2.13) 

and 

 
𝐹ℎ(𝑀ℎ) =

𝑘

𝑀ℎ
−  (2 − 

1

𝑀ℎ
) (1 −  

1

𝑘
) 

(2.14) 
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Where k is the ratio between the secondary ionisation coefficient and primary coefficient. For example, for 

InAlAs,  𝑘 =  𝛽 𝛼⁄  and InP, 𝑘 =  𝛼 𝛽⁄ . This k referred to McIntyre k-line is often quoted as a figure of merit 

for devices. Using the local model, the lowest F will occur at a k = 0 and will result in F(M) tending toward 2 

at a high gain. Experimentally we see an F(M) increases as w decreases, which the local model follows. 

However, for small values of w, the F(M) starts to decrease due to the dead space effect, which the local model 

can not follow due to the initial assumptions. Hence the local model is invalid for thin devices and high electric 

field modelling, such as Geiger mode. Where the local model stops being valid is dependent on the specific 

material.  

 

2.4.2) Recurrence model 

The recurrence equations for avalanche gain were developed in [1] and use probability densities of the 

impact ionisation path lengths for electrons he(x) and holes hh(x), eq (2.2). The recurrence model uses coupled 

integral equations that, when solved, will yield M(V) and F(M) in the following example, 

 
𝑀(𝑥) =  

(𝑍(𝑥′) + 𝑌(𝑥′))

2
 

(2.15) 

 

and 

 
𝐹 =  

𝑍2(𝑥′) + 2𝑍(𝑥′)𝑌(𝑥′) +  𝑌2(𝑥′)

(𝑍(𝑥′) + 𝑌(𝑥′))
2  

(2.16) 

 

Where 𝑥′ is the primary carrier's initial position, Z(𝑥′) is the number of generated electrons, and Y(𝑥′) 

is the number of generated holes.  

 

 
𝑍(𝑥′) = 1 − (𝑤 − 𝑥′) ∫ ℎ𝑒(𝑥)𝑑𝑥

𝑥′

−∞

+ ∫ 〈2𝑍(𝑥) + 𝑌(𝑥)〉ℎ𝑒(𝑥 − 𝑥′)𝑑𝑥
𝑤

𝑥′
 

(2.17) 

 

 
𝑌(𝑥′) = 1 −  ∫ ℎℎ(𝑥)

𝑥′

−∞

𝑑𝑥 +  ∫ 〈2𝑌(𝑥) + 𝑍(𝑥)〉ℎℎ(𝑥′ − 𝑥)𝑑𝑥
𝑥′

0

 

 (2.18) 

 

Where the first half of the term represents if the carrier does not impact ionise and the second half of 

the term is if the carrier does impact ionise. he(x) and hh(x) were previously defined in equation (2.2). Z2(𝑥′) 

and Y2(𝑥′) are the mean squared values of Z(𝑥′) and Y(𝑥′).  
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𝑍(𝑥′) = 1 − (𝑤 − 𝑥′) ∫ ℎ𝑒(𝑥)𝑑𝑥
𝑥′

−∞

+ ∫ (2𝑍2(𝑥) + 𝑌2(𝑥) + 4𝑍(𝑥)𝑌(𝑥) + 2𝑍2(𝑥))ℎ𝑒(𝑥 − 𝑥′)𝑑𝑥
𝑤

𝑥′
 

(2.19) 

and 
 

 

 

 

𝑌(𝑥′) = 1 − ∫ ℎℎ(𝑥)𝑑𝑥
𝑥′

−∞

+ ∫ (2𝑌(𝑥) + 𝑍2(𝑥) + 4𝑍(𝑥)𝑌(𝑥) + 2𝑌2(𝑥))ℎℎ(𝑥′ − 𝑥)𝑑𝑥
𝑤

𝑥′
 

 (2.20) 

 The recurrence model utilises the hard dead space approximation allowing it to more accurately model 

excess noise factor and thin devices compared to the local model. The recurrence equations have also been 

developed to calculate stable APD impulse currents [22], [23] and breakdown probability in Geiger mode 

APDs [24]. 

 

2.4.3) Random Path Length model 

The Random Path Length (RPL) [25] model is one of the simplest Monte Carlo-based models. The 

RPL model uses the effective impact ionisation coefficients and hard dead space. The effective impact 

ionisation coefficients exist for several materials, such as Si [26], InP [27], [28], In0.52Al0.53As [29], [30], 

AlxGa1-xAs (x = 0, 0.15, 0.3, 0.6) [31], Al0.8Ga0.2As [32], Al0.52In0.48P [33], Ga0.52In0.48P [34], 4H-SiC [35], and 

InAs [36]. The parametrised ionisation coefficient is extracted from fitting [1] probability density functions to 

simulate the impact ionisation path lengths.  

The random path lengths, l, are calculated by[25] 

 
𝑙𝑒(ℎ) =  𝑑𝑒(ℎ) − 

ln(𝑟)

𝛼∗(𝛽∗)
 

(2.21) 

 

Where r is a random number between 0 and 1, this process works by injecting an initial carrier between distance 

(x) of 0 and w, where x = 0 is for electron injection, x = w is for hole injection and 0 < x < w is for mixed 

injection. Therefore, electrons travel in a positive direction and holes in a negative direction. The initial carrier 

then travels l, length. In the case of electrons, if xinitial + le < w, then the carrier has an impact ionised, and the 

model generates a daughter electron-hole pair at this location. This process is repeated until all carriers, initial 

and generated via impact ionisation, have left the depletion width. The total number of impact ionisation events 

is recorded, and this is mi for that trial. The trial is then repeated a statistically significant number of times 

(20 k) to generate avalanche multiplication and excess noise factor. Using the saturation velocity for the 

material and Ramo's theory [37], the instantaneous current may be calculated. The RPL model simulates 

Geiger mode for breakdown probability and temporal results. By comparing when the instantaneous current 

exceeds a predetermined value, typically 100 µA.  
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The RPL model is commonly favoured for designing novel APDs due to the higher degree of accuracy than 

the local model, especially for thin devices, without a significant time penalty for linear mode APD design and 

simplistic implementation. For Geiger mode APDs the RPL is typically considered too simplistic, due to the 

saturation velocity assumption, to model temporal results such as time to breakdown and jitter [26]. It has been 

suggested that the saturation velocity is a poor assumption for a free carrier which will impact ionise shortly 

after dead space length has been achieved [38], such as narrow and Geiger mode operated APDs. In a Geiger 

mode, APD, the carrier has a significantly higher probability of impact ionising than linear mode. Hence for a 

trial that will yield a breakdown event, the carrier could be travelling at an enhanced velocity, higher than the 

saturation velocity. Using simulation data from a more complex model such as the Simple Monte Carlo model, 

a fitting may be applied to the saturation velocity to account for the expected change and hence allow the RPL 

to replicate the temporal results of a more complex model with a significant reduction in time.  

 

2.4.4) Simple Monte Carlo model 

The Simple Monte Carlo (SMC) model, originally developed by Plimmer [39]  to model GaAs, is more 

complex than the previous model. The SMC model uses energy dependant scattering rates to model impact 

ionisation results to approximate a single parabolic band rather than a band structure. The model was 

expanded to model InP [28], In0.52Al0.48As [40], In0.48Ga0.52P [41], AlxGax-1As [42] [43], Si [44] [26], 

Al0.85Ga0.15As0.56Sb0.44 [45] and, In0.53Ga0.47As. A compilation of SMC model parameters is presented in 

Appendix H. The SMC calculates and models three scattering rates, with the fourth being an optional and 

material dependant: Intervalley phonon emission (Rem), Intervalley phonon absorption (Rab), Impact 

ionisation scattering (Rii) and Alloy scattering (Ralloy), where applicable. Where the rates are calculated from 

the following equations, 

 
𝑅𝑒𝑚 =

𝑁(𝑇)+1

𝜆 (2𝑁(𝑇)+1)
√

2(𝐸𝑐−ħ𝜔)

𝑚∗ , 
(2.22) 

 

and 

 
𝑅𝑎𝑏 =

𝑁(𝑇)

𝜆 (2𝑁(𝑇)+1)
√

2(𝐸𝑐+ħ𝜔)

𝑚∗ , 
(2.23) 

 

ħω is phonon energy, m* is the effective mass of the free carrier, Ec is the carrier's energy, λ is the mean free 

path, T is temperature, and N(T) is the temperature-dependent phonon occupation factor. N(T) is given by  

 
𝑁(𝑇) = (exp (

ħ𝜔

𝑘𝑏𝑇
) − 1)

−1
 , 

(2.24) 

where k is Boltzmann's constant. Rii is calculated using the Keldysh equation [46] 

 𝑅𝑖𝑖 =  𝐶𝑖𝑖 (
𝐸𝑐− 𝐸𝑡ℎ

𝐸𝑡ℎ
)

𝛾
, 

(2.25) 
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where Cii is the prefactor of impact ionisation rate, Eth is the SMC model's threshold energy for impact 

ionisation, and γ is the softness factor. The threshold energy for impact ionisation, Eth is calculated from the 

weighted average three valley approximation [47],  

 
𝐸𝑡ℎ =  

𝐸Γ + 3𝐸𝑥 + 4𝐸𝐿

8
 

(2.26) 

 

Where EΓ, Ex and EL are the three valleys for the material  

Alloy scattering rate (Ralloy) [40], [48] is given by 

 𝑅𝑎𝑙𝑙𝑜𝑦 =  𝐶𝑎𝑙𝑙𝑜𝑦 (𝑚∗)
3

2√𝐸𝑐, (2.27) 

 

where Calloy is an alloy constant. For each carrier type (electron and hole), a probability table is generated for 

the scattering mechanisms, weighted by the magnitude of the rates. A random number generator is used to 

determine which scattering mechanism is chosen for the intended carrier.  

 The SMC has been used to model both avalanche multiplication and excess noise factor by fitting the 

rate equations to the available literature. Individual parameters may be found in literature, such as Eth and ħω, 

but some are specific to the model, such as m* and λ, so they have to be modified for the SMC to model results 

from the literature. The SMC has also been shown to model breakdown probability and temporal results. 

However, due to the lack of experimental results for validation, it is validated against other models.  

 

2.4.5) Analytical and Full Band Monte Carlo model 

Full Band Monte Carlo (FBMC) is a complex model that simulates the materials' full band structure, 

which can then be used to model the parameters of a material, such as drift velocity. FBMC exist for materials 

such as Si [49], GaAs [50], InP [51], InAlAs [52] and recently AlInAsSb [53] as a digital alloy. Analytical 

Band Monte Carlo (ABMC) models are computationally less intense than FBMC by using analytical models 

to describe the band structures. AMBC are commonly used to model carrier transport. Models exist for 

In0.53Ga0.47As [54], InAs, AlAs, AlGaAs [55], GaAs, GaSb [56]. Occasionally FBMC and AMBC are used for 

modelling impact ionisation simulations for linear and Geiger modes [57]. 
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Chapter 3  

Experimental Procedures and Simulation 

Models 

 

 

3.1 Current-Voltage 

Current-Voltage (I-V) measurements are typically the first form of electrical characterisation an APD 

or SPAD will undergo to determine device performance and uniformity. They are performed using a Source-

Measure-Unit (SMU), which can simultaneously supply a voltage and measure the resultant current. There are 

many types of information that could be obtained from I-V data. Typical uses include (i) assessing the 

significance of contact resistance, (ii) quickly establishing if the device exhibits diode-like characteristics, (iii) 

providing an indicative breakdown voltage, (iv) identifying the dominant leakage mechanism(s), and (v) assess 

the uniformity of devices across the sample. All of these are important for further photodiode/APD 

characterisation.  

The I-V measurements used either an HP4140B Picoammeter or a Keithley 236 SMU. Alternative 

SMUs (Keithley 237, 238 or Agilent B1505A) may be used if a higher supply voltage (> 110 V) or currents 

(>100 mA) is required. These are connected to a pair of probe positioners for the anode and cathode 

connections. 

 

3.1.1 Forward Bias I-V measurement 

Forward bias I-V can be used to estimate the series resistance (Rs) of the diode. In an ideal diode under 

forwarding bias, the diode’s dark current is given by 

 𝐼𝑓(𝑉) =  𝐼0 [exp (
𝑞𝑉

𝑛𝑘𝑏𝑇
) − 1], (3.1) 

 

where I0 is the forward saturation current at 0 V, n is the ideality factor of the diode (1 < n < 2), kb is Boltzmann’s 

constant, and T is the temperature (in Kelvin). The ideal forward I-V characteristics with n = 1 or 2 are 

compared in Fig. 3.1. The gradient of the characteristics in this log-linear plot is 
𝑞

𝑛𝑘𝑏𝑇⁄ .  
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Fig. 3.1 Calculated forward Current-Voltage characteristics of diodes with I0 = 10 fA and ideality factor of 1 or 2 (L). 

Calculated forward Current-Voltage of diodes with I0 = 10 fA and ideality factor of 1 for Rs = 0 to 10 k. (R). 

In a practical diode, the presence of series resistance (Rs) modifies Eqn. (3.1) into 

 𝐼𝑓(𝑉) =  𝐼0 [exp (
𝑞(𝑉−𝐼𝑓𝑅𝑠

𝑛𝑘𝑏𝑇
) − 1]. (3.2) 

  

Two methods of solving Eqn (3.2) for Rs and n are described here. In the first method, Eqn. (3.2) is rearranged 

to [1]  

 𝑉 =  
𝑛𝑘𝑏𝑇

𝑞
ln(𝐼𝑓) − 

𝑛𝑘𝑏𝑇

𝑞
ln(𝐼0) + 𝐼𝑓𝑅𝑠. (3.3) 

 

Differentiating Eqn. (3.3) with respect to If  yields 

 𝑑𝑉

𝑑𝐼𝑓
=  

𝑛𝑘𝑏𝑇 + 𝑅𝑠𝑞𝐼𝑓

𝑞𝐼𝑓
.  

(3.4) 

 

By plotting 𝐼𝑓
𝑑𝑉𝑓

𝑑𝐼𝑓
 against If, values of Rs and n can be determined from the gradient and the y-intercept, 

respectively. In practice, however, uncertainty in experimental results may produce non-linear characteristics 

of 𝐼𝑓
𝑑𝑉𝑓

𝑑𝐼𝑓
 against If, preventing reliable extraction of Rs.  

 

The second method [2] first rearranges Eqn. (3.2) and then makes use of the Lambert W function, which yields 

 𝐼𝑓(𝑉) =  
𝑛𝑘𝑏𝑇

𝑞𝑅𝑠
 𝑊0 [

𝑞𝑘𝑏𝑅𝑠

𝑛𝑘𝑏𝑇
𝑒𝑥𝑝 (

𝑞

𝑛𝑘𝑏𝑇
[𝐼0𝑅𝑠 + 𝑉])] − 𝐼0, 

(3.5) 

 

where W0[] is the zeroth solution of the Lambert W function, other solution sets are complex and hence are not 

applicable. Assuming n = 1 and I0 of 10 fA at room temperature, forward I-V characteristics were calculated 

using Eqn. (3.2) with Rs ranging from 0 to 10 k are compared in Fig. 3.1 (R).  
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3.1.2 Reverse Bias I-V measurements 

Performing I-V measurements between +1 V to -1V will reveal if the diode exhibits rectifying 

behaviour, i.e. asymmetrical I-V in the forward bias and the reverse bias regions. Focusing on the reverse bias 

region and increasing the voltage range yields reverse bias I-V characteristics. An indicative breakdown 

voltage corresponds to voltages with a sudden increase in current (several orders of magnitude). More detailed 

reverse bias I-V measurements are carried out to assess the uniformity of devices across the sample and identify 

the dominant leakage mechanism(s).  

The uniformity of the devices across the sample can be assessed by comparing reverse I-V 

characteristics obtained from multiple devices of the same radius across the sample. In addition, the avalanche 

breakdown of diodes should be unaffected by the diode’s diameter. Hence the variation in breakdown voltage 

values from experimental reverse I-V characteristics could imply edge breakdown, which is undesirable. Edge 

breakdown in mesa devices occurs when electric fields on the diode’s sidewalls are higher than those in the 

bulk of the diode. In this case, a localised hotspot occurs, causing the diode to exhibit premature breakdown. 

 Multiple devices of different radii are measured to identify the dominant leakage mechanism(s). Data 

of reverse current from a given device is then divided by the device area and perimeter to produce current 

density (Jd) and current/perimeter, respectively. The dominance of bulk or surface leakage mechanisms can be 

observed from these plots. Surface leakage refers to the current that flows along with the diode’s peripherals, 

which could arise from the mesa sidewalls for mesa diodes or edges of the Zn-diffusion regions for planar 

diodes. 

Example characteristics of current, current density, and current/perimeter versus reverse bias are 

shown in Fig. 3.2(a), (b), and (c), respectively. These indicate that the surface leakage mechanism(s) dominate 

the measured dark current since the current scales with the perimeter.  

 

Fig. 3.2. Example of experimental dark I-V (L) after normalisation to device area (M) and device perimeter (R). 

  

Typical bulk dark current mechanisms include diffusion current and generation-recombination current. A third 

bulk current mechanism important for APDs is band-to-band tunnelling current, which is given by 
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𝐼𝑡𝑢𝑛(𝑉) =  

(2𝑚𝑒
∗)0.5𝑞3𝜉𝑉𝐴

ℎ2𝐸𝑔
0.5 exp (−

2𝜋𝜎𝑡𝑢𝑛𝑚∗
𝑒
0.5𝐸𝑔

1.5

𝑞ℎ𝜉
), 

(3.6) 

 

where m*
e is the electron’s effective mass, 𝜉 is the electric field strength, V is the applied voltage, A is the area 

of the diode, h is Plank’s constant, Eg is the bandgap, and σtun is the tunnelling current fitting parameter. Band-

to-band tunnelling occurs when the energy bands have been deformed significantly by the applied electric field 

that the electrons in the valence band may tunnel into the conduction band without a photon being absorbed. 

Appendix G shows the tunnelling current fitting parameters and validation data for Al0.85Ga0.15As0.56Sb0.44.  

   

3.1.3 Transmission Line Measurement (TLM) 

These measurements are used to determine the contact resistance between the metal contact and the 

semiconductor material. TLM measurements are typically done when forward I-V data suggest high series 

resistance. A suitable TLM sample usually consists of metal contact pads deposited on the semiconductor 

contact layer. There should be an increased separation between each adjacent pair of metal contact pads, and 

a range of separation should be covered. The TLM samples used are illustrated schematically in Fig. 3.3 (top). 

Each set has six rectangular pads with dimensions of 100 × 50 µm and is separated by 5 µm to 25 µm. For 

each pair of the pads, the total resistance (Rmeasured) is a sum of the two contact resistances (Rcontact), 

semiconductor resistance (Rgap), and measurement system resistance (Rsystem). This can be expressed as 

𝑅𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑤) = 2𝑅𝑐𝑜𝑛𝑡𝑎𝑐𝑡 +  𝑅𝑔𝑎𝑝(𝑤) +  𝑅𝑠𝑦𝑠𝑡𝑒𝑚. 

For accurate TLM data, the measurement system resistance must be accounted for. The system 

resistance is obtained by short-circuiting the two probes and extracting the resistance from the linear I-V 

characteristics. Then, each pair of adjacent pads are probed, and an I-V characteristic is obtained. A voltage 

range of -1 V to +1 V is usually sufficient, and the linear I-V characteristics yield a resistance value. Some 

samples may produce non-linear I-V characteristics (possibly due to Schottky contacts) for which TLM is not 

applicable. The resistance values are plotted against w in a linear-linear plot. Using a linear regression fitting 

through the data points and extrapolating the fitting to the vertical axis produces Rcontact, as shown in Fig. 3.3 

(bottom). 
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Fig. 3.3. Example of TLM pad arrangement (top). Measured resistance versus separation and the linear regression 

fitting (bottom).  

 

3.2) Capacitance-Voltage measurements 

Capacitance-Voltage (C-V) measurements are used to calculate the doping profile and depletion width 

of a device. C-V is measured using an LCR meter, which applies a DC bias to reverse bias the device; a small 

signal, a high-frequency AC signal, is superimposed onto the DC bias. The resultant voltage, current 

magnitude, and phase shift are recorded to calculate the device’s impedance. The capacitance is calculated by 

assuming a parallel resistor-capacitor circuit, representing the diode’s leakage current and junction 

capacitance.  

 The C-V measurements were carried out using an HP 4275A LCR meter connected to four matched 

lengths of BNC cable and two probe positioners. The LCR meter has four outputs: high voltage, high current, 

low voltage, and low current.  The two high outputs are connected using a three-way BNC adaptor, the same 

for the two low connections. These combined ‘high’ and ‘low’ terminals are connected to the probe positioners.  

Typical settings for the LCR meter are the AC signal magnitude of 50 mVrms and frequency of 1 MHz. 

The AC magnitude must be high enough to produce impedance measurements without significantly affecting 

the overall (DC) bias. Since a typical diode used in this work has a capacitance between 1 and 10 pF, using an 

AC signal frequency of 1 MHz is within the recommended range from the equipment manual. Although the 

LCR meter is specified to measure capacitance down to 10 fF, the setup can only produce reliable 

measurements for values above 500 - 700 fF. This limit is possibly due to the long wires needed for the probe 

positioners. 
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3.2.1) Radius reduction  

Many of the research-grade devices used in this work were fabricated using wet chemical etching. 

Typically, mesa devices are etched with a range of different radii to measure uniformity, as shown in the 

reverse I-V section. During device fabrication, the isotropic nature of wet chemical etching produces mesa 

diodes with radii slightly less than the intended values. Hence the mesa diodes are not usually cylindrical but 

slightly tapered. For measurements such as M(V) and F(M), a slightly reduced radius (typically < 2 µm) does 

not affect the measurement accuracy. The reduction in the effective radius will create uncertainty in any 

analysis, such as depletion width and doping profile. Therefore, C-V analyses begin with radius correction, 

which involves applying a fixed reduction to all radii until the C/A characteristics from different-sized devices 

agree. 

The need for area correction is illustrated by considering an InAlAs p-i-n diode with a 100 nm thick i-

layer. The doping densities of the p-layer and n-layer are 2×1018 cm-3, while the i-region doping density is 

1×1015 cm-3. Fig. 3.4(a) shows the calculated C-V for a range of radii, where the dashed and solid lines are for 

a radius with and without a 2 µm radial reduction, respectively. Fig. 3.4(b) shows the percentage difference 

between the two calculated C-V.  For the devices with a larger radius, the error is relatively low and comparable 

to the repeatability of the setup. As the device radius reduces, the 2 µm reduction becomes more significant, 

leading to noticeable error in the smallest devices. These errors, in turn, cause uncertainty in subsequent C-V 

analyses. 

 

 

Fig. 3.4. Calculated Capacitance-Voltage of a 100 nm InAlAs p-i-n diode for a range of radii (a) and capacitance 

difference associated with a 2 µm reduction (b). 

 

 

3.2.2) Depletion width   

 In the parallel plate capacitance equation, the device’s depletion width can be deduced from  
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 𝑊(𝑉) =  
𝜀0𝜀𝑟𝐴

𝐶(𝑉)
, (3.7) 

 

where ε0 and εr are the permittivity of free space and relative permittivity of the material, A is the area of the 

DUT using the effective radius. For example, data of depletion width versus reverse bias (from the InAlAs pin 

diode used in Fig. 3.5), is shown in Fig. 3.5. The dash lines represent a diode with a 2 µm radial reduction 

which has been ignored when calculating the depletion width from the capacitance and mesa area. The dash 

lines used a radius of  210 (black), 110 (red), 60 (green) and 35 µm (blue) whereas the solid lines used a radius 

of 208 (black), 108 (red), 58 (green), and 33 μm (blue). As the device radius decreases, the error in the 

capacitance increases, which causes the depletion width calculated to increase as the device radius decreases. 

Using the corrected radial radius, the depletion width for all radii agrees.  

 

Fig. 3.5. Calculated depletion width of a 100 nm InAlAs p-i-n diode where the radial reduction of 2μm is ignored (dash) 

and included (solid)  

It is possible to infer the relative doping concentrations and i-layer thickness from the C-V and depletion width. 

If there is a significant change in depletion width at low bias, the i-region is being depleted. This may be due 

to a high background doping in the i-layer or a thick i-layer. For a p-i-n diode, the depletion width is not 

expected to change significantly at high reverse bias.  

 

3.2.3) Doping Profile fitting 

Using a 1D Poisson’s equation solver, the doping concentration and layer structure can be determined 

for an experimental device. Poisson’s equation solver will calculate the electric field profile and depletion 

width for a given doping profile. The calculated C-V is compared to experimental C-V data, and the doping 

profile is modified until the C-V agree. This allows Eqn. (3.7) to be solved for a given structure.   

Typically, a three-layer approximation is used for p-i-n structures or five layers for SAM structures. 

This approximation requires a constant doping approximation in each region and abrupt junctions. This 

approximation can yield an unsatisfactory fitting for devices with highly diffused dopants.  Such devices may 

require Secondary Ion Mass Spectrometry (SIMS) analysis to deduce their doping profiles. When using SIMS 
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data in C-V fitting, the raw SIMS data may need to be scaled downwards because SIMS data include 

electrically active and electrically inactive dopant atoms.  

 

3.3) Phase-sensitive measurements 

Phase-sensitive measurements are used for low photocurrent measurements, such as Avalanche 

Multiplication, Responsivity and Excess Noise Factor. A Lock-in Amplifier (LIA) allows an AC signal to be 

distinguished from other signals at other frequencies. This is applied to ensure the photocurrent is measured 

independently from dark current and currents due to other unintended optical sources. The AC light source is 

obtained by either placing a mechanical chopper in the light path of a DC light source or driving the light 

source with AC pulses. The frequency used by the mechanical chopper or the AC pulse driver is fed to the 

reference input of the LIA. The LIA will yield a magnitude and phase readings for the signal at the reference 

frequency, where the output is the product of the input signal and the LIA-generated reference signal. The LIA 

will vary the phase of the LIA-generated signal until it agrees with the input signal, so the phase component 

effect is removed, and the signal can be measured. 

 

3.3.1) Avalanche Multiplication and responsivity 

In phase-sensitive M(V) measurements, readings of photocurrent are obtained using the phase-

sensitive method. In the setup, a mechanically chopped light source provides AC light signal to the device 

under reverse bias. An SMU provides reverse bias to the device via a series resistor. An LIA (model SR830) 

measures the photovoltage induced across the series resistor. By varying the reverse bias, the photocurrent is 

measured as a function of reverse bias. 

M(V) is given by the ratio of the measured photocurrent to the primary current, Ipri (V). The latter is 

defined as the unmultiplied photocurrent. It is determined experimentally using either a single M(V) = 1 point 

or baseline correction. The first method is used primarily for SAM APD characterisation, in which a single 

photocurrent point after punch-through is selected as the M(V) = 1 point. This is appropriate for a SAM APD 

because depletion width increase is negligible after punch-through.  

For other devices, the primary current often has a stronger dependence on voltage due to an increase 

in carrier collection efficiency as depletion edges approach the light absorption regions (usually near the top 

surface). Assuming that all the light is absorbed for a single point, the primary photocurrent is described by 

 𝐼𝑝𝑟𝑖(𝑉) =  
𝐼𝑝𝑟𝑖(0)

cosh(
𝐿(𝑉)

𝐿𝑑
)
, 

(3.8) 

 

where Ipri(0) is the primary current at 0 V, L(V) is the distance between where the majority of the light is 

absorbed and the depletion edge, and Ld is the minority carrier diffusion length. Ld is often unknown for novel 

III-V materials. Experimentally the primary photocurrent may be extracted with a linear fit of the low bias 

photocurrent and extrapolation to higher biases. An experimental 800 nm InAlAs p-i-n photocurrent versus 
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reverse bias is shown in Fig. 3.6. In Region 1, there is a non-linear increase in photocurrent; this is due to a 

rapid increase in the depletion region through the i-region, which leads to an increase in carrier collection 

efficiency. In Region 2, photocurrent increases linearly as the depletion region starts to cover parts of the p 

and n regions. In  Region 3, the photocurrent increases faster than linear, indicating the onset of avalanche 

gain. Ipri can be extracted from a linear fit of the region 2 results.  

 

 

Fig. 3.6. Example of experimental 800 nm InAlAs p-i-n photocurrent. Region 1: depletion through i-region, Region 2: 

depletion into P and N region, and Region 3: start of non-negligible impact ionisation for this device 

M(V) may also be obtained from a pair of illuminated I-V and dark I-V measurements. The 

photocurrent is extracted by subtracting the dark current from the total current. This can then be used to 

calculate M(V) using either M = 1 data point or primary photocurrent.   

Three experimental Si diodes were tested under the same condition, phases sensitive measurement 

(symbols) and the illuminated I-V (lines). A comparison between the phase-sensitive calculated avalanche 

multiplication and the I-V method is shown in Fig. 3.7. The illuminated I-V method shows an increased M(V) 

compared to the phase-sensitive method. Typically, the I-V method requires around two to three orders of 

magnitude difference to be accurate, which is lost near breakdown. This method can be unsuitable for 

determining the avalanche multiplication for devices with high avalanche gain, high dark current, or low 

photocurrent devices due to poor responsivity.  
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Fig. 3.7. Example of experimental Si p-i-n gain using a phase-sensitive measurement (symbols) and illuminated I-V 

method (lines) (a). Dark current and photocurrent of the devices (b) 

 

Fig. 3.8. Effect of high series resistance on avalanche multiplication characterisation 

The effect of high series resistance on the measured avalanche multiplication can be observed in Fig. 3.8. The 

SMU supplies a total voltage split between the three effective loads as 𝑉𝑆𝑀𝑈 =  𝑉𝑑𝑒𝑣𝑖𝑐𝑒 + 𝑉𝑅𝑠𝑒𝑛𝑠𝑒
+  𝑉𝑅𝑠

.  As 

the current increases the voltage drops across the sense resistor, and the series resistor increases, reducing the 

voltage across the device and hence the avalanche multiplication. 

 

Responsivity is measured using the same procedure as the phase-sensitive avalanche multiplication 

characterisation, and the continuous wave (CW) optical power is measured. The responsivity is then calculated 

as the photocurrent verse optical power  

 

Responsivity (𝐴
𝑊⁄ ) =  

[
𝐿𝐼𝐴(𝑉)

𝑅𝑠𝑒𝑛𝑠𝑒 × 0.45]

𝑜𝑝𝑡𝑖𝑐𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 (𝑊)
, 

(3.9) 
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where LIA(V) is the recorded voltage across the sense resistor, and 0.45 is the factor for converting the RMS 

voltage of a square wave to a peak-to-peak value.  

 

3.3.2) Excess noise factor 

 The excess noise factor is noise which arises due to the stochastic nature of the impact ionisation 

process. It is a key performance parameter for both comparing different avalanche materials and device 

design(s). Both photodiodes and APDs exhibit shot noise, but only APDs exhibit excess noise. The excess 

noise factor is calculated by measuring the total noise of a DUT and comparing it to a reference shot noise 

value.  

The setup uses a phase-sensitive technique for both the photocurrent and the noise power equivalent voltage. 

The diode is illuminated with a pulsed light source at 180 Hz, and the noise is measured using a bandpass filter 

at 10 MHz. The noise power is measured using a power meter which yields an equivalent voltage for a given 

power.  

  As shown in Fig. 3.9, the excess noise setup consists of a trans-impedance amplifier (TIA) followed 

by a series of amplifiers, an attenuator, a bandpass filter and a power meter. The DUT’s cathode is connected 

to a 47 nF capacitor (C2) and a bias supply (SMU). The capacitor C2 provides a low impedance path for any 

transience that occurs between the SMU and the diode by the cable. The DUT’s anode is connected to the input 

of the TIA and two RF diodes (D1 and D2). Should the DUT fails, these diodes protect the TIA input from the 

bias supply by sinking the bias current to the ground and limiting the potential at TIA’s input to ±0.7 V.  

The TIA consists of an AD9631an op-amp with a feedback loop, a trans-impedance gain of 66.8 dB, 

and a cut-off frequency of 21.9 MHz. The output of the TIA is split into three paths: two buffer amplifiers and 

a 50 Ω impedance match output. The top buffer amplifier is connected to an LIA for measurement of the 

photocurrent, whereas the bottom one is connected to an oscilloscope for signal monitoring during the 

measurement session. Using two buffer amplifiers instead of a BNC three-way splitter ensures consistency in 

signal magnitudes in the three paths, irrespective of connections in any of the three paths.  

In the 50 Ω impedance match path, the magnitude of the noise signal is scaled by a combination of a 

wide bandwidth amplifier (Mini-Circuits ZFL-1000LN+) with a fixed gain of 20 dB and a variable attenuator 

(Agilent 4875A) to prevent saturating the following components (especially the power meter). The noise signal 

is then filtered by a bandpass filter centred at 10.2 MHz with a bandwidth of 4.4 MHz (Mini-Circuits SBP-

10.2), followed by a second amplifier (Mini-Circuits ZFL-1000LN+) and the power meter circuit. The power 

meter uses an AD835-based circuit which provides an output voltage proportional to the noise signal power. 

The power meter’s output is then measured by a second LIA, with a duplicate fed to an oscilloscope for 

monitoring. The DUT’s junction capacitance must be < 30 pF to avoid the system self-oscillating. Also, the 

DUT current must be < 1.8 mA since the maximum output of the op-amp is 3.9 V, to avoid saturation. This is 



Chapter 3: Experimental Procedures and Simulation Models 

 

 

50 
 

particularly important for narrow bandgap materials such as In0.53Ga0.47As where tunnelling current can 

dominate, causing the TIA or noise circuit to saturate. This can lead to the F(M) to artificially plateau, leading 

to a lower excess noise being recorded.  

 

 

 

Fig. 3.9. Simplified diagram of the Excess noise setup (top) Excess noise TIA and optical setup (bottom) 

Accurate excess noise measurements require two calibrations: shot noise calibration and effective 

noise bandwidth (ENBW) calibration. The shot noise calibration is used to determine the shot noise and offset 

expected for a non-avalanching device and is required to calculate the excess noise factor. The ENBW 

calibration is required to compensate for the change in system gain due to front-end capacitance changes, 

which arise due to the change in depletion width for the DUT. These calibrations are described in detail in the 

appendix. 

The process for obtaining excess noise factor using the calibrated setup is detailed below. Shot noise 

is given by 

 𝑁𝑠ℎ𝑜𝑡 = 2𝑞𝐼𝑝ℎ𝐵𝑒𝑓𝑓, (3.10) 
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where q is the electron charge, Iph is the measured photocurrent, and Beff is the effective bandwidth of the 

measurement. The noise of an APD is given by 

 𝑁𝐴𝑃𝐷 = 2𝑞𝐼𝑝𝑟𝑀̅2𝐹𝐵𝑒𝑓𝑓, (3.11) 

 

where Ipr is the primary photocurrent. Combining the two equations gives  

 𝑁𝐴𝑃𝐷 =  𝑁𝑠ℎ𝑜𝑡𝑀̅2𝐹. (3.12) 

 

From (3.10), the shot noise is linearly proportional with photocurrent (primary current in an APD) as all other 

factors are assumed constant. Linear regression is fitted to the experimentally measured shot noise power 

equivalent voltage  

 𝑆ℎ𝑜𝑡 𝑛𝑜𝑖𝑠𝑒 𝑝𝑜𝑤𝑒𝑟 𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 = 𝑘𝑝𝑟𝐼 + 𝐶, (3.13) 

 

where Kpr is the gradient and C is the y-intercept. These two constants are the shot noise calibration. This 

using (3.12) yields 

 𝑁𝐴𝑃𝐷 = 𝑘𝑝𝑟𝐼𝑝𝑟𝑀̅2𝐹 + (𝑐). (3.14) 

 

Eqn. (3.14) can be rearranged into  

 
𝐹 =  

𝑁𝐴𝑃𝐷

𝑘𝑝𝑟𝐼𝑝𝑟𝑀̅2 + 𝑐
. 

(3.15) 

 

Eqn. (3.15) is then modified for use with the setup to account for the dependence of bandwidth on device 

capacitance (ENBW) and variable attenuator 

 

𝐹 =  
𝑁𝐿𝐼𝐴10

𝐴𝑡𝑡𝑒𝑛𝑢𝑎𝑡𝑜𝑟 (𝑑𝐵)
10

𝑘𝑝𝑟𝑉𝑝𝑟𝑀̅2 + 𝑐

𝐸𝑁𝐵𝑊𝐶𝑐𝑎𝑙

𝐸𝑁𝐵𝑊𝐶𝐷𝑈𝑇

. 
(3.16) 

 

An example of the shot noise fitting values is shown in Table 3.1 for a range of light sources. The shot noise 

for 420 – 633 nm was calibrated using a BPX65 Si photodiode, and the 940 and 1520 nm wavelength was 

calibrated with an FGA015 InGaAs photodiode.  

Table 3.1 Shot noise fitting 

Wavelength of light 

source (nm) 

Fitting Device 

capacitance 

(pF) 

Light source 

type Kpr C 

420 38.55 2.7 4.7 LED 

543 39.43 1.61 4.7 Laser: HeNe 

633 39.37 4.84 4.7 Laser: HeNe 

940 40.8 7.77 1.5 LED 

1520 42.1 0.8 1.5 Laser: HeNe 
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The ENBW is fitted to the equation 𝑥𝑐𝑗
2 + 𝑦𝑐𝑗 + 𝑧, where cj is in pF., the fittings are shown in Table 3.2. The 

effect of the ENBW ratio has on the noise signal is shown in Fig. 3.10 for both reference photodiodes. The 

measured noise is scaled up or down depending on the DUT capacitance. The DUT capacitance ideally will 

be comparable to the reference device to minimise uncertainties introduced by the correction. 

Table 3.2. Selected Effective Noise Bandwidth calibrations 

Date x y z notes 

1999 460 77000 4240000 K.Li [3] 

Dec 2018 562.31 73833 4309280  

Mar 2020 428.1 82610 4429000  

 

 

Fig. 3.10 Effective Noise Bandwidth correction ratio  

 

3.4) Single Photon Avalanche Photodiode characterisation 

Single Photon Avalanche Photodiodes (SPADs) are devices capable of responding to a single photon 

input. Typically, this is achieved by operating the device in the Geiger region so that a single carrier may cause 

a self-sustain avalanche current. High gain linear mode APDs are capable of detecting single-photon events. 

Linear mode SPADs used for single and few photons injection can be experimentally characterised in 

the same way described previously. They are typically, used for single-carrier impact ionisation materials, such 

as InAs. A thicker i-region is required to facilitate a large enough M(V) to respond to a single photon. Since 

this event does not create a self-sustaining current, the device will naturally quench, so no additional 

consideration for the circuitry is required compared to an APD, which is advantageous. Another advantage is 

that the device can detect multiple events concurrently, so a distinction can be made between a single photon 
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and multiple photons. The devices, however, typically have to be very thick compared to APDs, which 

increases the chance of poor device quality.  

For Geiger mode SPADs, the device is biased above breakdown, and a self-sustaining avalanche 

current is produced when an “event” occurs. An event occurs when each electron-hole pair generates at least 

one additional electron-hole pair before leaving the device, creating a self-sustaining current. An event occurs 

when the diode generates an avalanche current. This may be initiated by either a photogenerated electron(hole) 

or a dark carrier, a generalised term for any event that occurred by non-photo initialised means such as the 

band-to-band tunnelling, trap-assisted tunnelling, thermal excitation and after-pulsing. In a Geiger mode 

SPAD, only a single event may be detected at a time. Hence no distinction can be made between dark events, 

single-photon injection events or multiple photon injection events. Due to the self-sustaining avalanche 

current, additional circuit considerations is required to allow the current to be quenched and the device reset. 

The devices, however, are of comparable width compared to APDs, where a typical avalanche region is ≤ 1 

µm.  

Two setups are used for characterising SPADs, with the preferred method requiring a packaged device 

and a gated Capacitive Quenching Circuit (CQC) [4]. The setup, however, has a small temperature range of 

18 to 25°C. This setup is hereafter known as the SPAD setup. Temperate stability is achieved by placing the 

SPAD in a copper holder connected to a Peltier element (controlled by a Keithley 2510 TEC source meter). 

The second method uses unpackaged devices, but the quenching mechanism is limited to either passive or 

gated. The advantage of the second method is that a cryogenic probe station may be used for temperature-

dependent measurement.  

The SPAD setup and the gated measurements in the cryogenic probe station have some common pieces 

of equipment. The DUT is reverse biased via a bias-tee by two sources: a DC voltage source (Keithley 6487 

Picoammeter to provide a voltage at just below the breakdown voltage) and an AC voltage source (TTi 

TGP3152 to provide overbias pulses). The device is over biased only when the AC pulse is on. Thus when the 

AC pulse is off, any avalanche current in the preceding on-period could be quenched.  

The AC pulse is split between the bias tee and a dummy load capacitor. The dummy load capacitor 

replicates the capacitive transients caused by the device’s capacitance. The output of the diode and the dummy 

load is connected to a differential amplifier, which aims to remove the capacitive transients and provide a 

cleaner signal for the detection of avalanche breakdown events.  

 The SPAD setup uses the CQC board, which incorporates a bias tee, dummy load and differential 

amplifier on a printed circuit board, shown in Fig. 3.11(top). The CQC board also incorporates an active probe 

to monitor the ac bias applied to the SPAD. The bias tee, dummy load, and differential amplifier are discrete 

components when using the cryogenic probe station. The bias tee used is Picosecond Pulse Labs, and the 

dummy load is a single value capacitor soldered to a simple PCB with 50 Ω terminals.  

 The breakdown events are detected using a discriminator, which uses a front-end comparator with one 

input from the device and the other from a tunable threshold voltage. When the signal from the device exceeds 
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the set threshold level, a breakdown event has occurred. The threshold level is required to be higher than the 

transients due to the ac pulse or other noise sources so that the counts recorded are accurate. The dummy load 

and differential amplifier reduce the transience seen on the input of the discriminator, which allows for the 

detection of smaller breakdown events. The output of the comparator is converted to a Nuclear Instrumentation 

Module (NIM) pulse for counting. The NIM pulse is defined as -16 mA into 50 Ω and for ~2 ns. The NIM 

pulses are counted using a Canberra Dual Counter/Timer 512 for a set time duration. A second NIM signal is 

generated in parallel for monitoring or timing information of the breakdown events. If there is a falling or 

rising trend, the SPAD is possibly not thermally stable and is heating up or cooling down, respectively. 
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Fig. 3.11 SPAD setup CQC-board and DUT (top), Discriminator and counter (bottom) 

For passively quenched devices in the cryogenic setup, a single DC voltage source is used to overbias 

the SPAD. A ballast resistor, typically in the order of 100 kΩ to MΩ, is connected in series with the SPAD to 

quench the avalanche current. The diode is then connected to the discriminator. When a breakdown event 

occurs, the increase in current causes an increase in voltage across the ballast resistor. Since the supply voltage 

is fixed, the bias across the SPAD reduces to approximately its breakdown voltage. At this condition, the 

avalanche current collapse and the SPAD is quenched. The SPAD is again overbiased due to a reduced voltage 

drop across the ballasted resistor. This method is one of the simplest to operate, but there is little user control. 

It is generally unsuitable for novel III-V material(s) characterisation due to the associated high dark count rate 

and lack of user control.  

 

3.4.1) Dark Count Rate 

Dark Count Rate (DCR) is the rate of dark events that occur per second. For gated measurements, 

DCR is calculated by measuring the mean number of dark counts per second and normalising for the duty 

cycle. Once a full bias sweep of results has been recorded, the counts per second (CPS) is used to calculate the 

DCR by 𝐷𝐶𝑅 =  𝐶𝑃𝑆
𝛿⁄ 𝑊here 𝛿 is the duty. Duty is a product of the frequency of the pulse generator 

(reptation rate, Rp) and on-time (Ton) of the ac pulse. The dark count probability may also be found by diving 

the CPS by the repetition rate.  
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3.4.2) Photon detection efficiency  

Photon detection efficiency uses the same procedure from the dark count rate with the addition of a 

pulsed laser source attenuated to a single photon level. A pulsed laser ALPHALAS PICOPOWERTM – LD, 

whose key parameters for its three emission wavelengths, 488, 635, and 1550 nm, are listed in Table 3.3. The 

pulse laser consists of a universal driver and three laser sources. A potentiometer is used to limit the driver 

power as each laser source has a different operating power.  The optical path for the SPAD setup consists of 

the pulse laser, single-mode fibre coupler and splitter, electronically controlled Variable Optical Attenuators 

(eVOAs) and optomechanical components to focus the light on the optical window of the DUT.  

 

Table 3.3. ALPHALAS pulsed laser specifications 

Wavelength (nm) Peak pulse power 

(mW) 

Pulse width (ps) Max potentiometer 

position at 1 MHz 

488 115 71.0 4.5 

635 453 56.9 7.1 

1550 39 23.3 1.6 

  

A simplified diagram of the SPAD setup for 633 nm optical measurements is shown in Fig. 3.12. The 

pulse generator, which is used to supply the ac pulse to the DUT, is also used to trigger the pulse laser driver, 

using the second output. The two outputs are temporally offset so that the optical pulse arrives when the DUT 

is overbias. This offset is required as there is a 45 ns delay between the pulse laser trigger and the laser firing.  

 

Fig. 3.12. Block diagram of the SPAD setup for 633 nm photon injection 

The optical power of each source is attenuated to the single-photon level. The 1550 nm pulses are attenuated 

using a commercial variable attenuator is used. For 633 nm, two eVOAs are connected in series to provide 

enough dynamic range for single-photon attenuation levels. 
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The 1550 nm laser pulse is attenuated with a combination of single-mode fixed fibre optical attenuators 

and a variable optical attenuator, EXFO FVA-3100 (1 dB to 70 dB), whose attenuation calibration is given in 

Table 3.4. The fixed fibre optical attenuators are used to limit the peak optical power to avoid damage and to 

ensure the variable optical attenuator is kept within the calibrated range. The setup exhibits a static attenuation 

of 9.19 dB, which arises from coupling losses between the fibre coupler and the 50:50 optical splitter. 

 

Table 3.4. Calibrated variable attenuation at 1550 nm for the EXFO FVA-3100. 

Attenuation setting 

(dB) 

Measured attenuation 

(dB) 

10 10.05 

20 20.02 

30 29.96 

40 39.78 

50 48.77 

 

The 633 nm laser pulse is attenuated with two ThorLabs V600A eVOAs and several FC/PC port savers 

used as fixed fibre optical attenuators. The port savers are required to reduce the peak power of the pulse laser 

to below 300 mW to avoid damage to the variable attenuators, fibre coupler, and splitter. The eVOAs are 

controlled by a dual variable 5 V source. The optical attenuation calibration of the 633 nm setup is shown in 

Table 3.5. The valid voltage range of the calibration fitting is between 0 V and 3.8 V 

Table 3.5 eVOA attenuation SPAD box fitting 

Static attenuation 

(dB) 

eVOA A (dB) eVOA B (dB) 

17.1486 -0.9814 V3 + 1.012 V2 + 

0.0898 V – 0.1927 

-1.273 V3 + 2.783 V2 – 

1.304 V -0.1515 

 

 

The photon detection probability of the DUT cannot be directly measured but deduced from the total event 

probability less the dark event probability. The Single Photon detection efficiency is calculated by;  

 
𝑆𝑃𝐷𝐸 =  

𝑃𝑡 − 𝑃𝑑

1 − 𝑒−𝑛̅
, 

(3.17) 

 

where Pt is the probability of an event during optical measurement, Pd is the probability of an event during 

dark measurements. 𝑛̅ is the average number of injected photons per pulse and 𝑛̅ < 1 and 𝑃𝑡(𝑑) =  
𝐶𝑃𝑆

𝑅𝑝
.  SPDE 

can also be calculated from the gated experimental results as  
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 𝐶𝑃𝑆𝑡𝑜𝑡𝑎𝑙 − 𝐶𝑃𝑆𝑑𝑎𝑟𝑘

𝑅𝑝 𝑛̅
. 

(3.18) 

 

3.4.3) Multichannel analyser  

The multichannel analyser (MCA) measures when breakdown events occur during the overbias period. 

The timing data is measured using the variable delay generator, a Time to Amplitude Converter (TAC) and 

the MCA. The TAC output is varied between 0 and 10 V depending on the time difference between the start 

and stop inputs. The two inputs of the TAC are connected to the discriminator output and delay generator, 

respectively. The MCA bins the voltage from the TAC where the bin value can be referenced back to a time.  

 

The variable delay generator (Ortec 416A) can delay a signal from 0.1 to 110 µs in three ranges, 1.1 µs, 11 µs, 

and 110 µs. The jitter of the delay is ≤ 0.02 % of the range, 220 ps, 2.2 ns, and 22 ns, respectively. The TAC 

(Ortect 566) ranges 50, 100, and 200 ns with a decade multiplier from 1 to 10 k. The MCA (Canberra Multiport 

II Multi channel analyser) has 16385 bins evenly distributed between 0 and 10 V. This gives a bin width of 

3.05 ps and 12.2 ps, where the TAC is set to 50 ns and 200 ns, respectively. The jitter of the MCA and TAC 

was measured to be 9.15 and 24.4 ps for a TAC setting of 50 ns and 200 ns, respectively. The discriminator 

was measured with a jitter of 42.3 ps, and the delay generator, using TTL input, was measured with a jitter of 

204.2 ps. The MCA requires a stable input of 1 µs, making it unsuitable for use with measurements of a 

repetition rate of over 100 kHz.  

An example of the MCA results is shown in Fig. 3.13. A thin Si SPAD [2] was measured in the 

cryogenic probe station, using the setup as described previously. The waveform seen by the discriminator 

showed minimal transience after the differential amplifier, which allowed for accurate counting. However, the 

MCA results show the SPAD did not see a square overbias pulse, indicated by the change in counts over the 

gate period. This causes uncertainty in the recorded CPS as the voltage applied to the SPAD during the gate 

period is non-uniform. For a well-behaved SPAD, a dark carrier event will occur randomly for a single 

overbias. Since the SPAD is gated, the events will only occur during this time and the probability of the event 

occurring at a particular time will be proportional to the overbias voltage. Using the MCA, a record of when a 

dark event(s) occur and the suitability of the measurement conditions may be determined. The transient voltage 

can be estimated by relating the counts during the stable overbias period to a voltage, which can then be used 

for LCR analysis and extraction of breakdown probability.   
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Fig. 3.13 Thin Si SPAD, Overbias vs time using Cryogenic setup 

 

 

3.5) Modelling  

 

3.5.1) light absorption profile model 

This simple model uses the Beer-Lambert equation and published photon absorption coefficients to 

calculate photon absorption efficiency at a given wavelength by a given material. The model includes the 

following materials: In0.53Ga0.47As, In0.52Al0.48As, InP, Al0.85Ga0.15As0.56Sb0.44, GaAs0.52Sb0.48, and Si. Reflection 

loss at the air/semiconductor surface is included in the calculations of absorption efficiency in a single layer 

of the structure and the absorption and responsivity versus depth profile in the total structure.  

 

3.5.2) Simple Monte Carlo Model 

The SMC code reported by Petticrew et al [5] was modified to include alloy scattering for AlGaAsSb 

and simulating two scatter rates depending on an energy level. Alloy scattering rates were included for 

Al0.85Ga0.15As0.56Sb0.44 modelling. For In0.53Ga0.47As a special case condition was written to fit the two distinct 

trends for electron impact ionisation rate [6]. The SMC requires two input files, a doping profile to calculate 

the electric field at a particular location in the depletion width and applied bias. For Geiger mode modelling, 

the breakdown condition is defined as 100 µA and is calculated using Ramo’s theorem [7]  

 𝑖𝑏𝑟 =
𝑛𝑏𝑟 𝑞 𝑣

𝑤
, 

(3.19) 

 

where nbr is the number of carriers for breakdown, q is the electron charge, 𝑣 is the velocity, and w is the 

device's width. The SMC models drift velocity by recording the time taken and distance travelled for 1 million 

drift events to occur. In the impact ionisation coefficients, the model simulates an infinite-length electric field 

and records the distance between impact ionisation events. The SMC model runs each carrier synchronous in 



Chapter 3: Experimental Procedures and Simulation Models 

 

 

60 
 

time steps. A trial is stopped when all active carriers leave the device, the breakdown condition is met, or the 

carriers are generated outside the simulation time limit.  

 

3.5.3) Random Path Length Model 

In Random Path Length (RPL) Model, M(V) and F(M) are modelled using the probability density 

function to weight a random distance a carrier travels. If the distance travelled is such that the carrier is still 

within the device from the initial position, an impact ionisation event is said to of occurred. The gain of each 

trial (𝑀̅) is averaged to calculate M(V), and F(M) is calculated by 
〈𝑀̅2〉

〈𝑀̅〉2. For Geiger mode modelling, the 

breakdown condition is also defined as 100 µA and is calculated using Eqn.(3.19). The RPL model assumes 

both carrier types have a single constant velocity, typically saturation velocity. 

The RPL used in this work is written in C and runs each carrier asynchronous. Carriers are run in the 

order generated by the model, which is not necessarily the same as the order of time generated. This reduces 

the code's complexity and runtime but gives rise to uncertainty for breakdown conditions. Once the breakdown 

condition is reached, the trial is stopped and time recorded. This could result in some generated carriers not 

being run but could shorten the breakdown time. The trail stop condition is changed to be twice the breakdown 

condition before the breakdown time is recorded. Similarly to the SMC, the RPL trial is stopped by one of 

three conditions. When all active carriers have left the device region, when the breakdown condition is met or 

when the generated carriers are outside the user-define measurement period, the temporal results are not 

recorded.  
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Chapter 4  

Al0.85Ga0.15As0.56Sb0.44 avalanche 

characteristics and simulation 

 

This chapter presents experimental results from a w = 600 nm Al0.85Ga0.15As0.56Sb0.44 (hereafter AlGaAsSb) p-

i-n diode, an AlGaAsSb SMC model, and effective ionisation coefficients of AlGaAsSb for use in simpler 

simulation models. Experimental results from the 600 nm thick p-i-n diode included M(V) and F(M) 

characteristics from three optical injection profiles (pure electron and two mixed injection profiles). These and 

earlier data formed the verification data for an AlGaAsSb SMC model.  Using the SMC model, effective 

impact ionisation coefficients and threshold energies valid for electric fields between 400 and 1200 kV.cm-1 

were obtained. 

The work presented in this chapter has been published [1], [2] 

4.1) Experimental results (w = 600 nm AlGaAsSb p-i-n diode)  

 The AlGaAsSb p-i-n wafer, designed and commissioned by Phlux Technology Ltd, were grown using 

Molecular Beam Epitaxy (MBE) on a semi-insulating InP substrate by a wafer foundry. Layers of AlGaAsSb 

were grown as random alloys and X-ray diffraction was used to confirm the composition of the AlGaAsSb 

layers. The wafer structure is summarised in Table 4.1. The p-, i-, and n- AlGaAsSb layers are sandwiched 

between p+-In0.53Ga0.47As and n+-In0.53Ga0.47As (hereafter InGaAs) layers, which facilitate good ohmic 

contacts. The top InGaAs layer also acts as a barrier to prevent the AlGaAsSb from oxidising.  The i- 

AlGaAsSb layer is sandwiched between highly doped p, and n AlGaAsSb layers. This is to facilitate a well-

defined high electric field in the i-layer with minimal change to the depletion width as the reverse bias is 

increased.  

Table 4.1. Nominal wafer structure 

Material Doping 

type 

Nominal doping 

density (cm-3) 

Nominal 

thickness (nm) 

Notes 

In0.53Ga0.47As p+ 2 × 1019 50 Capping and p-contact 

layer 

Al0.85Ga0.15As0.56Sb0.44 p 1 × 1018 300  

i - 600 High electric field 

region 

n 1 × 1018 200  

In0.53Ga0.47As n+ 2 × 1019 500 n-contact layer 

InP substrate (semi-insulating) 
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4.1.1) Device fabrication details 

Device fabrication using NEWPIN photolithography masks was carried out by Dr V. Shulyak. 

Circular mesa devices were fabricated from wafer pieces using standard photolithography and wet chemical 

etch with two etchants. The first etchant was a solution of Sulphuric acid (H2SO4): Hydrogen peroxide (H2O2): 

de-ionised water (H2O) in a ratio of 1:8:80 to remove the top InGaAs layer. This was followed by a solution 

of  Hydrochloric acid (HCl): Hydrogen peroxide (H2O2): de-ionised water in a ratio of 5:1:60 to etch the 

AlGaAsSb layers. The NEWPIN mask forms devices with a radii of 210, 110, 60 and 35 µm. Metal contacts 

were formed by evaporating Ti/Au (20/200nm) on top of the devices (for p-contact) and on the n+-InGaAs 

layer (for n-contact). The Ti aids the Au in adhering to the semiconductor to form robust contacts. The devices 

were passivated using silicon nitride before a layer of Ti/Au was deposited to act as an optical mask. The metal 

is disposited on the mesa floor and sidewall, and are left floating. This prevented undesirable injection of 

incoming illumination to the sides of the devices during avalanche gain and excess noise measurements and 

limited any coupling capacitance effects.  

Deposition of the SiN was carried at 300 °C, which may have resulted in I-V degradation (see data in 

later sections). To avoid fabrication tolerances causing the metal mask to influence C-V characteristics, all C-

V measurements were performed prior to the deposition of the metal mask. SiN was used in this instance as it 

can be used as an anti-reflection coating for 420 nm illumination to maximise the photo response.  

 

4.1.2) Experimental results 

 Room temperature forward I-V characteristics were obtained for three device sizes. Data and fittings 

using Equation (3.5) are shown in Fig. 4.1. The fittings yield ideality factor of 1.7-1.85 and series resistance 

of 60 – 200 Ω. Hence the devices have sufficiently good ohmic contact and should not compromise 

measurements of avalanche multiplication. 

 

Fig. 4.1 Forward I-V data and fitting for three device sizes at room temperature. The fittings used ideality factor of 1.7-

1.85 and the series resistance values in the legends.  
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 Reverse dark I-V characteristics at room temperature were obtained from 4 - 6 devices for each size. 

The mean dark I-V and standard deviations for each radius of the devices are presented in Fig. 4.2(top). All 

devices exhibit an abrupt increase in dark current at ~ -37 V. Dark current densities from different sized 

devices, shown in Fig. 4.2(middle), are in disagreement, indicating that the surface-related dark current 

mechanism(s) dominate. The reverse I-V characteristics of the two smaller sizes scale with device perimeter, 

as shown in Fig. 4.2(bottom), indicating dark current is dominated by surface leakage for these sizes.  

 

Fig. 4.2 Mean reverse dark I-V data with standard deviations of 210, 110 and 60 µm radii diodes at room temperature. 

The data are presented as dark current (top), current density (middle), and current normalised to the perimeter 

(bottom).  

 C-V data of the different-sized devices are shown in Fig. 4.3. A comparison of C/A data from different-

sized devices indicated a mesa radial reduction of ~ 2 µm. Using the corrected radii, the depletion width as a 

function of reverse bias was obtained and shown in the right axis of Fig. 4.3. The depletion width was ~610 

nm at 0 V and increased to 720 nm at the highest reverse bias used. 
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Fig. 4.3 Mean capacitance-voltage data (symbols) and fitting (solid) for 210, 110 and 60 µm radii diodes. and depletion 

width (dash)  

 Using 3-region C-V fitting (shown in Fig. 4.3), assuming constant doping in each of the p-, i-, and n 

layers, a dielectric constant of 11.41 [3] and corrected radii, it was found that the i-AlGaAsSb region width 

was ~608 nm with a background doping of 5 ×1015 cm-3. The p-AlGaAsSb and n-AlGaAsSb were both fitted 

with a doping concentration of  ±7 ×1017 cm-3. Electric field profiles simulated using the extracted doping 

profile are shown in Fig. 4.4 for several reverse biases. C-V data were also used to extract noise power from 

raw noise measurement data. 

 

 

Fig. 4.4 Electric field profiles simulated using the extracted doping profiles at different reverse biases.  

 

 The main M(V) and F(M) data were obtained using a LED with a centre emission wavelength of 420 

nm as the light source with a FWHM of ~15nm [4]. This wavelength choice ensured pure electron injection 

(as in [5]), with > 99.99% of the incoming light absorbed by the point of the p-AlGaAsSb/i-AlGaAsSb 

junction. The estimate was obtained using Beer-Lambert’s Law and absorption coefficients (6.4×105 cm-1 for 
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In0.53Ga0.47As [6] and 3.0×105 cm-1 for AlGaAsSb [5]), as summarised in Table 4.2. The absorption coefficients 

for AlGaAsSb were calculated using linear interpolation between the binary materials [6]–[9]. They are similar 

to those reported recently for AlGaAsSb [10], which was based on optical absorption data measured from 400 

to 850 nm wavelengths for a 1 µm thick AlGaAsSb grown as a digital alloy.  

Table 4.2. Calculated absorption coefficients for In0.53Ga0.47As and Al0.85Ga0.15As0.56Sb0.44 

Wavelength (nm) In0.53Ga0.47As (cm-1) Al0.85Ga0.15As0.56Sb0.44 (cm-1) 

Linear interpolation 

[6]–[9] 

Ref. [10] 

420 6.4 × 105 3.0 × 105 2.3 × 105 

543 2.3 × 105 5.3 × 104 3.0 × 104 

633 1.2 × 105 1.9 × 104 9.6 × 103 

 

The light transmittance profiles within the device (using the linear interpolated values) for the three 

wavelengths is shown in Fig. 4.5. Electric field profiles at 0, and -37.2 V are included to indicate the expected 

depletion region’s location. The optical absorption in each layer is tabulated in Table 4.3 for both the linear 

and Ref. [10] absorption coefficients.  

 

Fig. 4.5. The transmittance of a mesa for three different wavelengths with minimum and maximum electric field 

 

 

 

 

 

 



Chapter 4: Al0.85Ga0.15As0.56Sb0.44 avalanche characteristics and simulation 

 

 

68 
 

Table 4.3. Calculated absorption of light in each layer of the device 

Layer 
Depth 

(nm) 
doping 

Amount of light absorbed (%) 

Ref. [10] Linear interpolation 

420 nm 543 nm 633 nm 420 nm 543 nm 633 nm 

In0.53Ga0.47As 50 p+ 95.7 68.3 45.7 95.7 68.3 45.7 

Al0.85Ga0.15As0.56Sb0.44 300 p 4.3 25.2 23.8 4.3 18.6 13.5 

Al0.85Ga0.15As0.56Sb0.44 600 i - 6.3 20.9 - 10.8 17.8 

Al0.85Ga0.15As0.56Sb0.44 200 n - 0.2 3.1 - 1.1 4.0 

In0.53Ga0.47As 500 n+ - - 6.5 - 1.2 19.0 

 

A significant proportion of the injected light is absorbed in the InGaAs capping layer, which will 

reduce responsivity. The 420 nm wavelength light (meant to produce pure electron injection) is strongly 

absorbed before reaching the depletion region. A proportion of photo-generated carriers will be lost through 

recombination when diffusing towards the depletion region, resulting in low responsivity. Hence phase-

sensitive measurements are essential in obtaining accurate M(V) and F(M) data. Additional measurements were 

taken using stablised He-Ne lasers emitting at 543 and 633 nm wavelengths. The percentage of light absorbed 

by the point of the p-AlGaAsSb/i-AlGaAsSb junction is 86.9-93.5 and 59.2-69.5 %, resulting in mixed carrier 

injections (since each absorbed photon will generate an electron-hole pair). 

 The M(V) and F(M) characteristics at room temperature were obtained from 5 – 15 devices of various 

sizes, with the results presented as an average and standard deviation for each optical injection profile. M(V) 

data obtained using different wavelengths are compared in Fig. 4.6. Small increases in collection efficiency of 

photo-generated carriers with V were taken into account (using linear baseline correction from chapter 3) when 

extracting M(V). For a given reverse bias, avalanche gain decreases as wavelength increases which is expected 

as more holes are injected into the avalanche region and α >> β in this material [5], [11], [12]. Data of inverse 

gain (right axis) in Fig. 4.6 has been extrapolated and shows the inverse gain, converging and intercepting the 

axis at a voltage of -37.2 V, confirming the avalanche breakdown voltage. 
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Fig. 4.6 M(V) of the sample under 420, 543, and 633 nm illumination (symbols), The inverse M(V) (lines) is used for 

indicating the breakdown voltage. 

 The corresponding F(M) data are shown in Fig. 4.7 (left), along with lines of F(M) based on the 

McIntyre model [13] for k values. Pure electron injection using 420 nm light produced the lowest F(M) data. 

As the wavelength of light increases, there is a monotonic, significant increase in F for a given M, indicating 

the significant impact that carrier injection profile has on the noise performance in AlGaAsSb. Again, this is 

consistent with α >> β since excess noise is highly sensitive to changes in carrier injection profile. Fe(Me) 

results on a sample before applying the metal mask indicated the devices were highly sensitive to side injection. 

The larger devices with the optical spot being many times smaller than the device had an F(M) result 

comparable to the pure electron injection presented in Fig. 4.7 (left). The smaller radius devices had an F(M) 

result comparable to the 543 nm injection profile. The side injection effect was not observed with the optical 

metal mask applied. In Fig. 4.7 (left), the data set with larger mean F values have larger standard deviations, 

consistent with the data reported in [5]. This may be due to a combination of greater optical power fluctuation 

of the light source and/or fewer devices in the data set. Comparison of F(M) data from different APDs or 

reports can be made by comparing their effective k values, which are deduced from the F(M) characteristics 

expected from the Local Model (section 2.4.1). The 420 nm illuminated Fe(Me) presented in Fig. 4.7 has a keff 

< 0 for M<25. This may be due to a combination of α >> β and the effects of carriers’ deadspace. Previously 

reported AlGaAsSb F(M) and this work are compared between various avalanche widths in Fig. 4.7 (right). 

These include w = 100 and 200 nm devices [5] by Pinel et al. as well as w = 1000 nm DA (mixed) [11] and w 

= 910 nm RA [12] by Lee et al. Differences could be due to the characterisation method and analysis method. 

For example, ref [12] used an Agilent 8973 noise figure analyser, which does not utilise phase-sensitive 
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detection techniques as in this work. Both 1 µm and 910 nm devices follow a McIntyre local excess noise 

model [13], where k is ~0.01. 

 

 

Fig. 4.7 F(M) data using 420, 543, and 633 nm illumination, with error bars indicate standard deviation (L). 

Comparison of F(M) with other reports, including L.Pinel (100 and 200 nm) [5], S.Lee (1000 nm and 910 nm) [11], 

[12] (R). McIntyre’s local model [13] for fixed k values (0 to 0.1 in 0.02 steps, grey dash) is included for comparison 

 

4.2) AlGaAsSb Simple Monte Carlo modelling 

 A Simple Monte Carlo model for Al0.85Ga0.15As0.56Sb0.44 was developed and validated using reported 

experimental results of C-V, M(V), and F(M) from five AlGaAsSb APDs. The verified model was then used 

to extract the effective ionisation coefficients and threshold energies between 400–1200 kV.cm−1 at room 

temperature. These are suitable for use with less complex APD simulation models. 

Extracting impact ionisation coefficients from experimental M(V) and F(M) results usually requires 

experimental samples with uniform electric fields across the avalanche regions. The AlGaAsSb diodes in Ref. 

[5] and in this work, possess relatively graded doping profiles, producing a highly non-uniform electric field 

profile, as illustrated in the comparison between the intended doping profile and SIMS analysis in Fig. 4.8. 

Commonly used APD simulation models, such as the local model [13], the recurrence model [14], and the 

RPL model [15], are unsuitable for non-uniform electric field profiles [16]. Therefore, obtaining the electric 

field dependences of α and β for AlGaAsSb requires a more complex method and APD simulation model. In 

this work, a Simple Monte Carlo (SMC) simulation model for AlGaAsSb APDs, validated with published 

room temperature data of M(V) and F(M) from Ref [5] and Section 4.1, is presented. The AlGaAsSb SMC 

model can then be used to extract the electric field dependencies of effective impact ionisation coefficients and 

threshold energies. These could be used with simpler, more accessible simulation models, such as the 

recurrence model and RPL model, provided the APD designs have well-defined doping profiles. 
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Fig. 4.8 Comparison between the intended doping profile (dash) and the SIMS P and N dopants for SF0921 

 

4.2.1) Verification device details 

The experimental data used in the AlGaAsSb SMC model validation were from three p-i-n wafers (A, 

C, and E) and two n-i-p wafers (B and D) of various avalanche widths from Refs. [5] and Section 4.1. Nominal 

w values, Vbd values, and data types of the wafers are summarised in Table 4.4. The p-i-n wafers provided 

validation data for electron-initiated avalanche multiplication and excess noise factor, Me(V) and Fe(Me), 

respectively. Similarly, the n-i-p wafers provided hole-initiated avalanche multiplication and excess noise 

factor Mh(V) and Fh(Mh). The wafer structure of these p-i-n (or n-i-p) diodes [5] are as follows: 100 nm of p+ 

(or n+) InGaAs (1×1019 cm-3), 300 nm of p+ (or n+) AlGaAsSb (2×1018 cm-3), 100-200 nm unintentionally 

doped AlGaAsSb, 200 nm of n+ (or p+) AlGaAsSb (2×1018 cm-3), and 1000 nm of  n+(or p+) InGaAs (1×1019 cm-

3). 

Table 4.4. AlGaAsSb device details for modelling 

Device Wafer 

number 

Nominal 

(fitted) 

i-region (nm) 

Layer 

structure 

Breakdown 

Voltage (V) 

Impact 

ionisation data 

Electric 

field range 

(kV.cm-1) 

A SF0921 100 (80) p-i-n 11.0 Me(V), Fe(Me) 800-1200 

B SF0926 100 (98) n-i-p 10.6 Mh(V), Fh(Mh) 800-1050 

C SF0922 200 (160) p-i-n 15.9 Me(V), Fe(Me) 600-850 

D SF0929 200 (193) n-i-p 15.9 Mh(V), Fh(Mh) 700-810 

E IE-01 600 (608) p-i-n 37.2 Me(V), Fe(Me) 400 - 580 
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The doping profiles for wafer A-D used were estimated by fitting C-V data to Secondary Ion Mass 

Spectroscopy. For each of the five wafers, the C-V data used, covers multiple devices with at least three device 

diameters. In addition, C-V data analyses included slight radial reductions in the device area to account for 

device fabrication tolerances. The SIMS results for Device A -D are shown in Fig. 4.9 (L); the C-V data and 

fitting using the 1-D Poisson’s field solver are shown in Fig. 4.9 (R).  

The SIMS results have a noise floor of ~ 1015 cm-3, and the calibration sample for the SIMS 

measurements was GaAs due to the lack of reliable AlGaAsSb reference samples (at the time of the analysis). 

C-V data of wafer E was fitted satisfactorily using a three-region fitting; hence SIMS analysis was not required. 

The SIMS profiles for devices B and D indicate the N-type dopant (Te) were less confined the p-type dopant 

(Be). For devices A and C, the SIMS profile indicate that both dopants were not well confined. To fit to the C-

V data, approximately 75, 95, 60 and 95 % of the dopants in the SIMS data were assumed as electrically active 

dopants for wafers A, B, C and D, respectively.   
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Fig. 4.9 SIMS and activated doping profile for Device A-D (L) and experimental Capacitance-Voltage (symbols) 

compared with 100 % dopant activation and fitted dopant activation (R) 
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The electric field of each wafer near breakdown versus a ratio of depletion width to intended i-region width is 

presented in Fig. 4.10. Wafers A and B have their depletion width 40% wider than the intended widths, with 

other samples wider by ≤ 20 %. Wafer A has a highly non-uniform electric field.  

 

Fig. 4.10 Electric field strength for the five devices, near breakdown. The X-axis ratio of depletion width to i-region. 

 

4.2.2) SMC parameter set 

In the SMC model simulations, each carrier drifts across an avalanche region, under an electric field, 

for a random distance before undergoing one of four possible scattering mechanisms: intervalley phonon 

emission (Rem), intervalley phonon absorption (Rab), impact ionisation (Rii), and alloy scatting rate (Ralloy). The 

scattering rates are given by  

 

𝑅𝑒𝑚 =
𝑁(𝑇) + 1

𝜆 (2𝑁(𝑇) + 1)
√

2(𝐸𝑐 − ħ𝜔)

𝑚∗
 

(2.22 repeated) 

 

𝑅𝑎𝑏 =
𝑁(𝑇)

𝜆 (2𝑁(𝑇) + 1)
√

2(𝐸𝑐 + ħ𝜔)

𝑚∗
 

(2.23 repeated) 

 
𝑅𝑖𝑖 =  𝐶𝑖𝑖 (

𝐸𝑐 − 𝐸𝑡ℎ

𝐸𝑡ℎ
)

𝛾

 
(2.25 repeated) 

 
𝑅𝑎𝑙𝑙𝑜𝑦 =  𝐶𝑎𝑙𝑙𝑜𝑦 (𝑚∗)

3
2√𝐸𝑐 (2.27 repeated) 

 

When simulating an APD at a given reverse bias, the electric field profile was calculated using a 1-D Poisson’s 

field solver with the C-V fitted doping profile. Typically, the rate equations are fitted to scattering rate data 

from literature and then modified to fit experimental impact ionisation results to obtain a verified parameter 

set. Due to a lack of published carrier scattering rates for AlGaAsSb, this approach was not feasible. Hence 

reported GaAs [17] and AlGaAs [18] [19] SMC parameter sets were used as an initial reference. The value of 

ħω was obtained by linear interpolation of values from the binary materials [20]–[22]. The value of Eth was 
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similarly obtained. The value of the binary material’s threshold energy was given by the weighted average [23] 

Eth = (E0 + 3Ex + 4EL)/8, where E0, Ex, and EL [20], [24]–[27] are the energy bandgap for Γ, X and L valleys, 

respectively. The drift velocities for electrons and holes were set to closely match GaAs and Al0.8Ga0.2As due 

to the lack of experimental drift velocity data for AlGaAsSb. Values of Cii, λ, γ, and Calloy were adjusted so that 

the SMC results agree with published M(V) and F(M) results. The relative permittivity of the material [28] and 

built-in voltage were extracted from C-V data.  The AlGaAsSb SMC model parameter set is summarised in 

Table 4.5. 

Table 4.5 AlGaAsSb SMC model parameter set 

 Electrons Holes 

Phonon energy, ħω (meV) 44 

Threshold energy, Eth (eV) 2 

Mean free path, λ (Å) 50 33 

Effective mass, m* 0.6 m0 0.65 m0 

Impact ionisation rate prefactor, Cii (×1012 s-1) 60 

Softness factor, γ 2 

Alloy scatting constant (×1068) 1 3 

Max energy (eV) 9 

Relative permittivity, εr 11.41 

Built-in voltage (V) 1.24 

 

 

Using our SMC model, M(V) and F(M) characteristics were simulated for wafers A, C and E (electron-

initiated) as well as wafers B and D (hole-initiated). The simulated results are in agreement with the 

experimental validation data, as shown in Fig. 4.11. F(M) for all devices show good agreement, with the n-i-p 

devices having a slightly higher F(M) than the experimental. For wafer E, the agreement in M(V) worsens as 

the gain increases, which may be due to the 3-layer abrupt doping profile approximation used. 
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Fig. 4.11 M(V) for the five verification devices (lines) and the SMC model (symbols). F(M) for the five verification 

devices (lines) and SMC model (symbols) 

 

4.2.3) Saturation velocity 

 The SMC’s drift velocity for this parameter set is shown in Fig. 4.12. The saturation velocity values 

(between 100 and 400 kV.cm-1) are 7.6 × 104 and 6.6 × 104 m.s-1 for electrons and holes respectively. They are 

similar to those of GaAs and Al0.8Ga0.2As. Beyond 400 kV.cm-1, the SMC predicts that the drift velocity will 

increase as impact ionisation becomes significant. However, due to a lack of published experimental data for 

this material, the AlGaAsSb SMC model’s drift velocity is unverified. This should be noted if the SMC model 

is applied to the time-domain simulations, such as time to breakdown simulation for Geiger-mode devices.   

 

Fig. 4.12 Drift velocity calculated using the AlGaAsSb SMC parameter set for electrons (L) and holes (R). GaAs and 

Al0.8Ga0.2As drift velocity produced by SMC are also plotted for comparison. 

 

4.2.4) Probability density function fitting 

Using the AlGaAsSb SMC model, another series of simulations were carried out to extract impact 

ionisation coefficients as functions of electric field (ξ) from 400 to 1200 kV.cm−1. For this, each simulation 

tracked a single carrier (electron or hole) under a constant electric field of infinite length and recorded distances 

between each consecutive impact ionisation event (i.e. ionisation path lengths). These statistics yielded 
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probability density functions (PDFs) of the ionisation path lengths for electrons and holes, he(x) and hh(x) [29]. 

The effective ionisation coefficient (α* and β*) and deadspace (de and dh) for electrons and holes were obtained 

from fittings to these PDFs, using the hard deadspace assumption [14], where 

 

ℎ𝑒(ℎ)(𝑥) =  {
0,                                                                  𝑥 ≤  𝑑𝑒(ℎ)

𝛼∗(𝛽∗)𝑒𝑥𝑝[−𝛼∗(𝛽∗)(𝑥 − 𝑑𝑒(ℎ))]    𝑥 >  𝑑𝑒(ℎ).
  

(4.1) 

  

Example he(x) and hh(x) as well as their fittings at ξ = 800 kV.cm−1 are shown in Fig. 4.13 (L). Full PDFs fittings 

are shown in the appendix. For each electric field, values of α* (or β*) and de (or dh) were extracted by fitting 

to the gradient of he(x) at large x and the he(x) region before the peak, respectively. The deadspaces were given 

by Eqn. (4.1), and the values obtained from the fittings were usually  PDFs from the SMC model showing a 

soft dead space value. To represent this effect with the hard dead space approximation, a value less than the 

peak is chosen and modified to obtain good agreement. An example of this is shown in Fig. 4.13 (R) for electron 

ξ = 800 kV.cm−1.  

 

 

Fig. 4.13 Example of PDF fitting for electrons and holes for AlGaAsSb at 800 kV.cm-1(L). Example of PDF fitting for 

electron for AlGaAsSb at 800 kV.cm-1 (R). 

4.2.5) Ionisation coefficients and threshold energies  

The values for Ethe and Ethh are 3.6 eV. The extracted electric field dependence of α* and β* are 

plotted versus the electric field and inverse electric field in Fig. 4.14. They can be parametrised using 

 
𝛼∗(𝜉) = 5.2 × 106 exp [− (

1.8 ×  106

𝜉
)

1.27

] cm−1 
(4.2) 

 
𝛽∗(𝜉) = 3.2 × 106 exp [− (

2.1 × 106

𝜉
)

1.53

] cm−1, (4.3) 

 

which are also included in Fig. 4.14. 
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Fig. 4.14 Effective impact ionisation coefficient for ξ and ξ-1 from PDF fitting (symbols) and parametrised fitting 

(lines). 

The extracted effective impact ionisation coefficients of AlGaAsSb are compared to those of AlAsSb [30], 

InAlAs [16], and InP [31] in Fig. 4.15 (right). α and β of AlGaAsSb are much more dissimilar, compared to 

those of InP and InAlAs. The α and β of AlGaAsSb and AlAsSb show a similar value for low electric fields. 

In addition, recently published AlGaAsSb [32] coefficients extracted using a local impact ionisation model 

(i.e. assuming zero deadspace) are compared to ionisation coefficients of this work in Fig. 4.15 (left). However, 

it is difficult to make direct comparison given the assumption made in ref [32].  

 

Fig. 4.15 Impact ionisation coefficient for AlGaAsSb for this work and reported [32] (L). Impact ionisation coefficients 

for AlGaAsSb, InP [31], InAlAs [16] and AlAsSb [30], lattices-matched to InP (R). 

 

To confirm the validity of  Eqn. (4.2) and (4.3), avalanche multiplication and excess noise factors of 

a series of AlGaAsSb ideal p-i-n diodes were simulated using both the AlGaAsSb SMC model and an RPL 

model. Inputs to the latter are Eqn. (4.2) and (4.3) as well as Ethe = Ethh = 3.6 eV. The ideal p-i-n diodes, labelled 

as D1, D2, D3, D4, D5, and D6, have w of 100, 200, 500, 800, 1000, and 1500 nm, respectively. Avalanche 

gain results from SMC and RPL simulations are in good agreement, as shown in Fig. 4.16. Similar comparisons 

are made for excess noise factors due to pure electron or pure hole injection are also in good agreement, as 

shown in Fig. 4.17. These confirm the validity of the α*(ξ), β*(ξ), Ethe, and Ethh of this work. 



Chapter 4: Al0.85Ga0.15As0.56Sb0.44 avalanche characteristics and simulation 

 

 

79 
 

 

Fig. 4.16 Avalanche multiplication and inverse for the electron (triangle and solid) and hole (circle and dash) initialled 

impact ionisation for various widths compared between SMC (symbols) and RPL (lines) 

 

Fig. 4.17 Excess noise factor for the electron (triangle and solid) and hole (circle and dash) initialled impact ionisation 

for various widths compared between SMC (symbols) and RPL (lines) 

A comparison of breakdown voltage extracted from M-1(V) for device width from the SMC and reported 

experimental [5], [11], [12] is presented in Fig. 4.18 (L).  The breakdown voltage is fitted to the linear 

regression 𝑉𝑏𝑟 = 0.0478(𝑤𝑖𝑑𝑡ℎ[𝑛𝑚]) + 5.8. The Fe(Me) for Me of 10, 20 and 30 is presented in Fig. 4.18 (R). 

 

Fig. 4.18 Breakdown voltage compared to device-width from SMC fitting and experimental results (left). Excess noise 

factor for a particular gain compared to the width of the device for SMC fitting and experimental results (right). 
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4.3) Conclusion 

A 600 nm AlGaAsSb mesa p-i-n diode has been experimentally characterised for avalanche gain and 

excess noise factor for pure electron injection and two mixed injection profiles. At an avalanche multiplication 

of 10 and 20, the excess noise factor was measured at 1.27 and 1.74 for pure electron injection, significantly 

lower than previously reported, narrower device based on Al0.85Ga0.15As0.56Sb0.44, as well as comparable 

devices based on relevant avalanche materials such as InP and In0.52Al0.48As. The importance of using pure 

electron injection is confirmed by the worsening excess noise performance when relatively low mixed carrier 

injection profiles were characterised. The pure electron injection impact ionisation results demonstrate the 

potential for this material system for a new generation of extremely low noise SAM APDs for 1.31 and 1.55 μm 

detection.  

A Simple Monte Carlo model parameter set has been verified for avalanche multiplication and excess 

noise factor using this work’s experimental capacitance-voltage, avalanche multiplication and excess noise 

factor, and those earlier reported in the literature. Using the validated parameter set, the electric field dependant 

effective impact ionisation coefficients and threshold energies of Al0.85Ga0.15As0.56Sb0.44 at room temperature 

has been extracted from the simulations. The impact ionisation coefficients have been parameterised between 

the electric field range of 400-1200 kV.cm-1. These parameters were verified by simulating a range of p-i-n 

and n-i-p devices using the verified Simple Monte Carlo Model and the parameterised impact ionisation 

coefficients with a random path length model.  
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Chapter 5  

Geiger-mode APD simulations using Simple 

Monte Carlo Models and Random Path 

Length Models 

 

5.1) Geiger mode modelling 

Simulations of SPADs are crucial in designing novel SPADs and analysing experimental device performance. 

The breakdown probability of SPADs has been simulated using models with varying complexity, e.g. 

Recurrence [1], Random Path Length (RPL) [2], Simple Monte Carlo (SMC) [3], and Full Band Monte Carlo 

(FBMC) [4] models. There are fewer studies on simulations of SPAD’s temporal parameters, such as time to 

breakdown (tb) and jitter, compared to breakdown probability. tb influences system performance for 

applications such as LIDAR and high-speed data transfer.  

There are as yet no equations of SPAD’s instantaneous current or tb developed for the Recurrence model, even 

though it can simulate APD instantaneous current [5]. Values of tb can be obtained from RPL, SMC and FBMC 

models, which  simulate the instantaneous SPAD current using Ramo’s Theorem [6] 

 𝑖 =  
𝑛 𝑞 𝑣

𝑤
. 

(5.1) 

 

A breakdown event occurs when the current exceeds a predefined breakdown threshold, typically 100 µA. 

The RPL model is a simplistic Monte Carlo-based model compared to the SMC and FBMC models. Since 

simulation run times typically increase with the model’s complexity, it is preferable to use the simplest possible 

simulation model for the desired outputs. The simpler computations allow the RPL model to perform 

simulations significantly quicker. For statistically significant temporal results, tens of thousands of trials for 

each simulation condition are required from Monte Carlo-based models. If an RPL model could be used, this 

would represent a significant reduction in simulation run time. 

Carriers with a short ionisation path length have significantly fewer scattering events, resulting in a higher 

carrier velocity. However, the RPL model uses a saturation velocity (vsat) assumption that consistently 

overestimates values of tb [3], [7]. Using an SMC model to simulate a thin GaAs APD, the average ionising 

carrier velocity was found to be three times greater than the saturation velocity (7.4 × 104 m.s-1) [8]. It may be 
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possible to rectify this deficiency in the RPL model by appropriately scaling the saturation velocity as a 

function of the electric field in the RPL model. 

In this work, we report saturation velocity used in the RPL model as functions of electric field and avalanche 

material for replicating values of breakdown probability, tb and jitter from the SMC model. Our simulations 

include p-i-n and n-i-p APDs of varying avalanche width and three avalanche materials, namely Si, InP and 

Al0.85Ga0.15As0.56Sb0.44. Si and InP have established avalanche materials used in commercial SPADs for visible 

and near-IR light, respectively. AlGaAsSb, as shown in chapter 4, is an exceptionally low noise avalanche 

material. Its large α / β ratio promises a steep rise in Pbe(V), which could result in a high SPDE for SPADs. 

 

5.1.1) SMC model details 

The SMC model used in this work was developed by Petticrew et al. [8] and modified to include the 

additional scattering mechanism for AlGaAsSb (Chapters 4 and [9]). The SMC model parameter set for the 

three avalanche materials used are presented in Table 5.1. 

Table 5.1 Si, InP and AlGaAsSb SMC model parameter set used in this work 

 Si [10] InP [11] AlGaAsSb  

(as in Table 4.5) 

 Electrons Holes Electrons Holes Electrons Holes 

Phonon energy, ħω (meV) 63 42 44 

Threshold energy, Eth (eV) 1.2 1.5 1.55 2 

Mean free path, λ (Å) 98 68 41 42 50 33 

Effective mass, m* 0.6 m0 0.9 m0 0.62 m0 0.63 m0 0.6 m0 0.65 m0 

Impact ionisation rate  

prefactor, Cii (×1012 s-1) 

2.0 4.4 3.5 8.8 60 

Softness factor, γ 3.5 0.7 2 

Alloy scattering constant (×1068) - - - - 1 3 

Max energy (eV) 6 6 9 

Relative permittivity, εr 11.90 12.5 11.41 

Built-in voltage (V) 1.0 1.2 1.24 

 

5.1.2) RPL model details 

The RPL model (described in chapter 2) uses effective impact ionisation coefficients given by, 

 𝛼∗(𝜉) = 𝐴 exp [− (
𝐵

𝜉
)
𝐶

] cm−1. (5.2) 

Values of A, B and C, as well as ionisation threshold energies for Si, InP and AlGaAsSb, are presented in Table 

5.2. There are two sets for Si because set Si(a) were not validated for ξ > 800 kV.cm-1
 [3]. Therefore an 

additional set, Si(b), were obtained for 350 < ξ < 1200 kV.cm-1. It was extracted from ionisation path length 

PDFs simulated using an existing Si SMC model [10]. The PDFs range was selected to cover the ξ range that 

will be simulated with the SMC model.   
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Table 5.2. Effective impact ionisation coefficient and threshold energies used in the RPL model simulation.  

  A (cm-1) B (cm-1) C Ethe (eV) Ethh (eV) 

Si(a) [3]  
α* 5.0 × 105 8.0 × 105 1.28 

2.18 3.41 
β* 4.4 × 105 9.4 × 105 1.65 

Si(b) 
α* 9.0 × 106 2.1 × 106 0.95 

3.4 3.5 
β* 6.0 × 106 2.1 × 106 1.44 

InP [11] 
α* 2.55 × 106 2.15 × 106 1.08 

2.8 3.0 
β* 9.80 × 106 1.00 × 106 1.60 

AlGaAsSb 
α* 5.2 × 106 1.8 × 106 1.27 

3.6 3.6 
β* 3.2 × 106 2.1 × 106 1.53 

 

The SMC models were used to adjust saturation velocity values as functions of electric field (0 - 1000 kV.cm-

1) for the RPL model. Although SMC models cannot accurately simulate drift velocity at low electric fields, 

they can do so at higher electric fields, where impact ionisation occurs. The drift velocity of Si, InP and 

AlGaAsSb from the SMC models are shown in Fig. 5.1(a), (b), and (c), respectively. Values of electron and 

hole saturation velocity are: 1×105 and 8×104 m.s-1 for Si, 6.8×104 m.s-1 and 7.0×104 m.s-1 for InP, and 7.6×104 

m.s-1 and 6.6×104 m.s-1 for AlGaAsSb, respectively.  

 

Fig. 5.1 Drift velocity (symbols) and Saturation velocity (lines) for electrons and holes for Si (a), InP (b), and 

AlGaAsSb (c). 
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The RPL model used simulates carriers asynchronously, meaning successive simulated carriers may 

occur at significantly different simulation times. This can lead to a later breakdown time being recorded as 

some carriers with an earlier simulation time are left unrun. To mitigate this, the simulations are ended using 

a threshold value higher than the predefined breakdown threshold, termed Overdrive multiplier (Mod). An 

AlGaAsSb APD (1.5 µm avalanche width) was simulated using overdrive factor of 1 to 5 to determine an 

appropriate Mod. The results are compared in Fig. 5.2. The Mod does not affect the simulated breakdown 

probability, but tb and jitter are. The tb values decrease as the overdrive factor increases, with the values 

saturating when the overdrive factor > 1.5. tb was found to decrease by 5% as Mod increased. Increasing the 

Mod, however, increases the model simulation runtime (details in Appendix F). Hence a compromise of Mod = 

1.5 was chosen for the remaining simulations. 

 

Fig. 5.2 Simulation results from RPL model for a 1.5 um AlGaAsSb APD using different overdrive values. The 

parameters simulated are Breakdown Probability - Voltage (left), time to breakdown (middle), and jitter (right) 

 

5.2) Simulation results using saturated velocities 

 The RPL model was used to simulate pairs of p-i-n and n-i-p APDs with i-region thickness of 100, 

200, 500, 800, 1000, 1200, and 1500 nm. Abrupt three-layer doping profiles were assumed so the APDs had 

uniform electric fields within the i-regions. For each voltage point, a total of 20,000 simulation trials were used 

and statistics were collected to yield breakdown probability, tb and jitter of the breakdown time. The breakdown 

condition was defined as 100 µA.  

For Si APDs, using the impact ionisation coefficient from [ref], Si(a) in Table 5.2, there is a poor agreement 

between the results from RPL model and the SMC model for the breakdown probability of the narrow devices, 

as shown in Fig. 5.3. This may be caused by using the ionisation coefficients beyond their validated electric 

field range of 350 to 800 kV.cm-1 [3]. Therefore, a new set of ionisation coefficients and threshold energies, 

Si(b) in Table 5.2, were extracted from the ionisation path length PDFs generated by the Si SMC model, 

focusing on the higher electric fields (upto 1200 kV.cm-1). The detailed process for this were outlined in 
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Chapter 4, with data and fittings shown in Appendix D. For InP and AlGaAsSb, the reported ionisation 

coefficients and threshold energies were used as they were and without adjustments. 

 

 

Fig. 5.3 Comparison of breakdown probability simulated using SMC model and RPL model for Si SPADs using 

saturation velocities of 1×105 and 8×104 m.s-1. Results include pure electron (L) and pure hole (R) injection conditions. 

The values of α*(ξ), β*(ξ), Ethe, and Ethh are given in Table 5.2 as Si(a). 

 

The SMC and RPL results for Si (using Si(b)), InP and AlGaAsSb using standard vsat values are compared in 

in Fig. 5.4, Fig. 5.5, and Fig. 5.6, respectively. are in good agreement for Pbe(h)(V) for both electron and hole-

initiated breakdown, as shown in Fig. 5.4 (top). Results from the two models are in good agreement for Pbe(V) 

and Pbh(V) for each material over the full range of devices simulated. However mean tb and jitter results show 

poor agreement, with the RPL results higher than the SMC results. The disagreement is more significant for 

the narrower SPADs, which operate at higher electric fields. This is expected because the assumption of 

saturation velocity for ionising carriers is less valid for narrow SPADs than thick SPADs [12]. However, for 

the three material systems simulated, no device simulated upto 1.5 μm showed good agreement between the 

SMC and RPL model for time to breakdown and jitter. The 100 nm devices typically exhibited a difference of 

×2.3-2.9 times difference, and the 1.5 μm devices exhibited a difference of ×1.3 times difference between the 

SMC and RPL simulations.  

For AlGaAsSb, the effect of the large ratio between α and β can be seen when comparing the voltage 

requirement for Pb > 0.95 between the two carrier types. To achieve Pb ~0.95 in a 1.5 µm device, the over bias 

required is 4.4 V (5.5%) and 53.5 V (41%) for electrons and holes, respectively. This would indicate a 

reduction in the theoretical dark count rate compared to both InP and InAlAs [13]. To realise a 1.5 μm thick 

AlGaAsSb avalanche layer in practical SPADs, there may be challenges related to wafer growth of thick, high-

quality AlGaAsSb needed because the AlGaAsSb APDs reported to date have avalanche layers thickness 

below 1.0 μm. 
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Fig. 5.4 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for Si SPADs using saturation velocities of 1×105 and 8×104 m.s-1. Results include pure 

electron (L) and pure hole (R) injection conditions. The values of α*(ξ), β*(ξ), Ethe, and Ethh are given in Table 5.2 as 

Si(b). 
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Fig. 5.5 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for InP SPADs using saturation velocities of 6.8×104 and 7×104 m.s-1. Results include pure 

electron (L) and pure hole (R) injection conditions. 
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Fig. 5.6 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for AlGaAsSb SPADs using saturation velocities of 7.6×104 and 6.6×104 m.s-1. Results 

include pure electron (L) and pure hole (R) injection conditions. 
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5.3) Simulation results using enhanced velocities 
To rectify the disagreements observed in the previous section, an enhanced velocity (ven)(ξ) is 

introduced to ensure the RPL results fit to the SMC results. ven(ξ) is a sigmoid equation,  

 

𝑣𝑒𝑛 =

(

 
 
1+ 

𝑎

[1 + exp (−(
𝜉 − 𝑏
𝑐
))]

𝑑

)

 
 
 𝑣𝑠𝑎𝑡 , 

 (5.3) 

where a, b, c, and d are unitless constants, which are adjusted as fitting parameters. Their values for Si, InP 

and AlGaAsSb are summarised in Table 5.3. RPL results for Pb, tb and jitter obtained using the enhanced 

velocity values are compared to the SMC results. All other conditions were the same as earlier simulations 

using saturated velocity values. ven versus electric field are shown in Fig. 5.7 for Si, InP and AlGaAsSb, with 

dashed lines indicating the valid range of ven of this work. The lower limit corresponds to the breakdown 

electric field for w = 1500 nm devices. The upper limit is the electric field for w = 100 nm SPAD at Pb > 0.95. 

Table 5.3 fitting parameters for ven for Si, InP, and AlGaAsSb, with validated electric field range 

Material a b c d 
Valid ξ  range 

(kV.cm-1) 

Si 1.4296 5.9e7 4.8e6 0.2922 330 - 1000 

InP 1.73 7.4e7 2.5e7 1 400 - 1100 

AlGaAsSb 0.997 -1.2e7 1.4e7 174 500 - 1250 

 

 

Fig. 5.7 ven for InP, Si and AlGaAsSb (solid lines). The valid electric field range for each material is indicated by 

dashed lines.  

 Simulation results from the RPL (enhanced velocity) and SMC models are compared in Fig. 5.8, Fig. 

5.9, and Fig. 5.10, for Si, InP, and AlGaAsSb, respectively. Good agreement between the two models can be 

observed for Pb(V) of all materials and SPAD widths simulated. For tb and jitter, agreement between the two 
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models is also good, except for slight disagreement in Si and AlGaAsSb jitter results for hole injection when 

Pb(h) > 0.5. The disagreement may have been caused by uncertainty in reported values of β* and Ethh for these 

materials. 

 

 

 

Fig. 5.8 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for Si SPADs using the enhanced carrier velocity fitting from Table 5.3. Results include 

pure electron (L) and pure hole (R) injection conditions. The values of α*(ξ), β*(ξ), Ethe, and Ethh are given in Table 5.2 

as Si(b). 
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Fig. 5.9 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for InP SPADs using the enhanced carrier velocity fitting from Table 5.3. Results include 

pure electron (L) and pure hole (R) injection conditions. 
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Fig. 5.10 Comparison of breakdown probability (top), time to breakdown (middle) and jitter (bottom) simulated using 

SMC model and RPL model for AlGaAsSb SPADs using the enhanced carrier velocity fitting from Table 5.3. Results 

include pure electron (L) and pure hole (R) injection conditions. 
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5.3) Comparison 
Observing Fig. 5.10, AlGaAsSb results of Pbe and Pbh for a given bias differ significantly, as expected 

from the large ratio of α* to β*. If using electron injection, a thick AlGaAsSb SPAD could exhibit abruptly 

increasing Pbe versus overbias characteristics, which is an attractive attribute for SPADs [13]. From the 

literature, simulated InAlAs has a lower DCR compared to InP and a higher tb at the same overbias. This was 

attributed to InAlAs having a more dissimilar impact ionisation coefficient compared to InP and a lower band-

to-band tunnelling current for a given ξ. AlGaAsSb will be of interest for novel SPAD design due to a more 

dissimilar α* β* compared to InAlAs, resulting in a lower DCR potential. 

A comparison of InP, Si and AlGaAsSb is presented in Fig. 5.11 for Pb (left) and tb (right). InP requires 

the highest overbias to achieve the same Pb as Si and AlGaAsSb. Although Si has a more dissimilar impact 

ionisation coefficient, it displays a comparable tb compared to InP. This is maybe due to Si having a higher 

carrier velocity compared to InP. Compared to Si, AlGaAsSb gives a higher Pbe (which is desirable) for a given 

overbias but its tb values are also higher (undesirable).  

 

Fig. 5.11. Overbias - Pb for InP, Si, and AlGaAsSb for w = 100, 500, and 1000 nm (L). Pb-tb for InP, Si, and AlGaAsSb 

for w = 100, 500, and 1000 nm (R) 

 

RPL results of AlGaAsSb SPADs are also compared to results from a recent simulation study of 

Geiger-mode AlAs0.56Sb0.44 [14]. Ref [14] work used a commercial software (Silvaco Atlas), reported impact 

ionisation coefficients [15] and their own ionisation threshold energies [14] to calculate Pbe. To validate a 

comparison, the RPL model was used to replicates the Pbe(h) presented in [14]. A good agreement was achieved 

and is presented in appendix F. A comparison between Pbe versus overbias for AlAsSb and AlGaAsSb SPADs 

for a range of w is shown in Fig. 5.12. AlGaAsSb shows a higher Pbe for a given overbias, compared to AlAsSb 

for all w values.  
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Fig. 5.12. Comparison of simulated Pbe versus Overbias for AlAsSb [14](symbols) and AlGaAsSb (lines) SPADs with 

100  - 2000 nm avalanche region width 

 

5.4) Conclusions 

Devices with an i-region of 100 nm to 1500nm have been simulated using the Simple Monte Carlo 

model for breakdown probability, time to breakdown and jitter of the breakdown time. InP and Si represent 

common avalanche materials used in SPADs which are commercially available. AlGaAsSb is a novel material 

which could not be simulated previously due to the lack of validated models for the material. Using the SMC 

from chapter 4, AlGaAsSb has been simulated for the breakdown probability for electrons and holes, time to 

breakdown and the jitter. It was found that AlGaAsSb has a very favourable breakdown probability compared 

to InP and Si, which can be attributed in part to the large difference in the impact ionisation coefficient, as 

shown in chapter 4. However, the tb(Pb) were worse compared to InP and Si for the same device widths. The 

Pb(V) of AlGaAsSb was also compared to published AlAsSb, which suggests AlGaAsSb has a more favourable 

Pb for a wide range of devices and a promising avalanche material for the next generation of single photon 

avalanche photodiodes.  

A Random path length model has been modified to replicate the SMC's tb and jitter simulated results. 

The RPL model is a very simplistic model and, due to the saturation velocity assumption, would simulate 

higher tb(Pb) than the SMC. However, due to the RPL model’s simplicity, it is significantly faster running, 

making it desirable to use for ideal device structures in SPAD designs. Instead, the enhanced velocity as a 

function of the electric field was used and validated against the SMC simulated results. Good agreement was 

achieved for Si, InP, and AlGaAsSb for all device widths with a significant reduction in simulation runtime.  
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Chapter 6  

In0.53Ga0.47As Simple Monte Carlo Model 

 

In0.53Ga0.47As (InGaAs) is widely used for absorbing 1.3 and 1.55 µm wavelength light, in particular 

as the absorber material in a Separate Absorption Multiplication (SAM) APDs. In these SAM APDs, it is 

undesirable to have impact ionisation in the InGaAs absorber because this can worsen F(M) performance [1]. 

However, when developing SAM APDs in research activities, the absorber may have a higher than intended 

electric field that is not constant (perhaps due to doping concentration tolerances in the charge sheet or dopants 

diffusing into the absorber). The SMC model has been shown previously [2] to handle highly graded fields; 

hence a validated InGaAs SMC model parameter set is useful for both design and analysis of SAM APDs with 

InGaAs absorber. In this work, an InGaAs SMC model is developed and validated using reported data over an 

electric field range of  80 to 340 kV.cm-1. Which represents the onset of measured avalanche multiplication 

and the breakdown field of the widest and narrowest validation devices, respectively. 

6.1) Validation data 

 
The verification data used were from eight InGaAs p-i-n diodes, Device A to H, with w from 400 nm 

to 5 µm. These were grown lattice-matched to InP substrates by MBE or MOVPE. Their nominal w values 

and doping densities (using 3-layer approximation) are summarised in Table 6.1. Available impact ionisation 

data for each diode are also listed and they range from breakdown voltage only to complete sets Me(V) and 

Fe(Me). This is due to diodes with narrow i-regions exhibiting higher dark currents (band-to-band tunnelling 

current), which prevents certain types of measurements, such as avalanche multiplication and excess noise as 

highlighted in sections 3.3.1 and 3.3.2, respectively. 

Table 6.1. InGaAs diodes and their data used to validate the SMC model 

Device 

P (N) doping 

concentration 

(cm-3) 

I doping 

concentration 

(cm-3) 

Nominal (fitted) 

i-region 

(nm) 

Available impact 

ionisation data 
Reference 

A 2×1018 (-2×1018) 2×1016 400 (330) Vbr only [3] 

B 2×1017 (-5×1017) 5×1015 750(750) Me(V) [4] 

C 8×1017 (-5×1017) 1.5×1015 1100 (1120) Me(V) [3] 

D 1.5×1017 (-2×1017) 1.5×1015 1300 (1350) Me(V) [3] 

E 2×1017 (-2×1017) 1.5×1015 2000 (2000) Me(V) and  Fe(Me) [3] [4] 

F 2×1017 (-2×1017) 1.5×1015 2450 (2350) Me(V) and  Fe(Me) [4] 

G 1×1017 (-2×1018) 7×1014 3500 (3500) Me(V) and  Fe(Me) [3] [4] 

H 1×1017 (-2×1017) 4×1014 4800 (5000) Me(V) and  Fe(Me) [3] [4] 
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The doping profiles for devices A-H were estimated from fittings to experimental C-V data using 1-D 

Poisson’s field solver and assuming 3-layer abrupt doping profiles. Good agreement between the C-V data and 

the fitting was achieved for all devices at reverse biases greater than 5 V, as shown in Fig. 6.1. For lower 

biases, the agreement is not as good since the 3-layer abrupt doping profile assumption is less accurate in 

describing the doping profiles around the p/i and n/i  junctions. All devices were assumed to have a radius of 

200 µm, except for device A, which was 100 µm. The radial reduction was not carried out due to a lack of 

readily available C/A-V data.   

 

Fig. 6.1. Experimental C-V characteristics (symbols) and fitting (lines) using 1-D Poisson’s field solver. 

 

6.2) Simple Monte Carlo model 

The SMC model used in this work is modified from [5] to include alloy scattering as one of the carrier 

scattering mechanisms. Since the reported electric field dependence of  in InGaAs is distinct from those of   

Si and InP [6], the SMC model was further modified to include two parameter sets for impact ionisation rates 

(for low and high carrier’s energy range). As stated in chapter 2, in a SMC simulation, each carrier will drift 

across an avalanche region, under an electric field, for a random distance before undergoing one of four 

possible scattering mechanisms intervalley phonon emission (Rem), intervalley phonon absorption (Rab), impact 

ionisation (Rii), and alloy scatting rate (Ralloy). They are given by:  

 

𝑅𝑒𝑚 =
𝑁(𝑇) + 1

𝜆 (2𝑁(𝑇) + 1)
√
2(𝐸𝑐 − ħ𝜔)

𝑚∗
 

(2.22 repeated) 

 

𝑅𝑎𝑏 =
𝑁(𝑇)

𝜆 (2𝑁(𝑇) + 1)
√
2(𝐸𝑐 + ħ𝜔)

𝑚∗
 

(2.23 repeated) 
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𝑅𝑖𝑖 = 𝐶𝑖𝑖 (

𝐸𝑐 − 𝐸𝑡ℎ
𝐸𝑡ℎ

)
𝛾

 

(2.25 repeated) 

 
𝑅𝑎𝑙𝑙𝑜𝑦 = 𝐶𝑎𝑙𝑙𝑜𝑦 (𝑚

∗)
3
2√𝐸𝑐 

(2.27 repeated) 

 

The electron's electron ionisation rate for the SMC model is similar to those of reported InGaAs Monte 

Carlo models [7]–[9], as shown in Fig. 6.2. Ref [7] and [10] have two components corresponding to the Γ-

valley (Eth of 0.75 eV) and the weighted three-valley approximation (Eth of 1.46 eV), whereas ref [9] used only 

a single component. Ref [7] reported that all three rates produce alpha consistent with experimental report of 

ref [6] for fields above 220 kV.cm-1, however rate from ref [9] resulted in significantly lower alpha values. 

Hence the electron ionisation rate used in this work was from [7]. The switchover point between the two impact 

ionisation rates is 1.8 eV. There is a single parameter set values for hole ionisation rate as in SMC models for 

other materials. Holes do not benefit from large energy separation between EΓ and Eχ, which allows electrons 

to impact ionise in the Γ-valley [6] [8]. Hence β(ξ) in InGaAs exhibited a conventional field dependence.  

The full set of parameters used in the SMC model is summarised in Table 6.2. The value of ħω was 

calculated from linear interpolation of the binaries [11]. The values of Calloy, m* and λ were adjusted so the 

SMC results agreed with the validation data. The relative permittivity and built-in voltage were set to be 13.6 

and 0.7 V, respectively, where the latter is commonly extracted from experimental C-V. 

 

 

Fig. 6.2 Electron’s impact ionisation rate used in the InGaAs SMC model (symbols) is similar to those reported by Tan 

et al [7], Bude and Hess [8], and Harrison et al [9]. 
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Table 6.2 In0.53Ga0.47As SMC model parameter set 

 Electrons Holes Ec range (eV) 

Effective mass, m* 0.15 0.65 

0 - 1.8 

Mean free path, λ (Å) 220 55.3 

Threshold energy, Eth (eV) 0.75 1.46 

Impact ionisation rate prefactor, Cii 

(×1012 s-1) 
0.006 4.0 

Softness factor, γ 2.0 4.0 

Alloy scatting constant (×1068) 0.1 0.5 

Effective mass, m* 0.35 0.65 

1.8 - 4.5 

Mean free path, λ (Å) 60.0 55.3 

Threshold energy, Eth (eV) 1.46 1.46 

Impact ionisation rate prefactor, Cii 

(×1012 s-1) 
4.2 4.0 

Softness factor, γ 4.0 4.0 

Alloy scatting constant (×1068) 110 0.5 

Phonon energy, ħω (meV) 33 

0 – 4.5 
Max energy (eV) 4.5 

Relative permittivity, εr 13.6 

Built-in voltage (V) 0.7 

 

The SMC’s drift velocity produced by this SMC model is shown in Fig. 6.3. The drift velocities for 

electrons and holes at 200 kV.cm-1 are 6.9 × 104 and 5.2 × 104 m.s-1, respectively. These correspond to reported 

values of 6.8 × 104 [12] and 4.8 × 104 m.s-1 [13]. The drift velocity agreement between the InGaAs SMC model 

and the experimental reports is poor at low electric fields, because the SMC model does not contain sufficient 

band strucutre details near the band edge (which affects low field velocity). This is a known issue [14], [15], 

but it is necessary to ensure the SMC model is computationally efficient. This does not affect accuracy of 

simulated avalalnche multiplication and excess noise.  

 

Fig. 6.3 drift velocity for electrons [12]and holes [13]and the SMC 
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6.3) Avalanche multiplication and Excess noise 

Using the InGaAs parameter set with the SMC model, Me(V) and Fe(Me) were simulated for devices 

A-H and E-H, respectively. The SMC model results and the validation data are compared in Fig. 6.4. For Me(V) 

there is good agreement for both low and high electric fields. This is of particular importance for SAM APD 

simulations since electron’s impact ionisation at low fields can adversely affect SAM APD performance. For 

Fe(Me), there is reasonable agreement, but deviations exist at higher multiplication. The deviations at higher 

multiplication factors may be due to the validation excess noise data being affected by high dark currents in 

the device, despite the use of a phase-sensitive detection technique. A simular tend of excess noise 

characteristics has been obseved in experiments when devices with high dark current were used (see section 

3.3.2) 

 

Fig. 6.4 Me(V) (top), Fe(Me) (bottom left) and 1/Me(V) (bottom right) from the SMC model (symbols) and validation 

data (lines) 
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6.4) Ionisation coefficients 

Using the InGaAs SMC model, statistics of the impact ionisation path lengths were obtained for 

electrons and holes as functions of electric field (as described in Chapters 3 and 4). The electric field ranges 

covered are 80 to 500 kV.cm-1 and 180 to 500 kV.cm-1, for electron and holes respectively. The statistics were 

converted to PDFs for electrons and holes he(x) and hh(x) [16]. Using the hard deadspace assumption [17], 

effective ionisation coefficients and deadspace values for electrons and holes were obtained by fitting the PDFs 

(see Appendix E).  

The threshold energies extracted are Ethe = 2.3 eV and Ethh = 2.6 eV. The extracted α* and β* can be 

parametrised by  

 

𝛼∗(𝜉) =

{
 
 
 
 

 
 
 
 2.1 × 103 exp [−(

 1.95 × 105

𝜉
)

1.15

] cm−1 , (80kV. cm−1 ≤ 𝜉 < 170kV. cm−1)

1.1 × 104 exp [−(
 2.8 × 105

𝜉
)

2.10

] cm−1 , (170kV. cm−1  ≤ 𝜉 < 250kV. cm−1)

3.0 × 106 exp [−(
1.7 ×  106

𝜉
)

1.00

] cm−1 , (250kV. cm−1 ≤ 𝜉 ≤ 340kV. cm−1),

 

(6.1) 

and   

  

𝛽∗(𝜉) = 2.7 × 106 exp [−(
1.14 ×  106

𝜉
)

1.35

] cm−1, 
(6.2) 

 

where ξ is in V.cm-1. 

The values of α* and β* extracted from the PDFs, and Equations 6.1 -6.2 are compared in Fig. 6.5. They are 

in agreement. The avalanche multiplication that could be achieved in a practical device will, however be 

limited by the band-to-band tunnelling current. Where in a Geiger mode device, the electric field is typically 

below 150 kV.cm-1 and in a linear mode device, an electric field of ~300 kV.cm-1 yeilded a tunnelling current 

of 1 mA [3].The threshold energies are quite high compared to Eg; a possible cause for this could be due to the 

high non-impact ionising scattering rates in the material at higher energies resulting in a slower build up of 

carrier energy once the carrier is outside the Γ-valley. Practically the deadspace has a limited effect on M(V) 

for devices with a width < 1µm, but it has a noticeable impact on F(M) at that width. 
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Fig. 6.5 Effective impact ionisation coefficients for ξ and ξ-1from PDF fitting (symbols) and parameterised fitting 

(solid). Impact ionisation coefficients Ng [6] (dash) 

6.5) Parametrised effective impact ionisation coefficients verification 

To confirm the validity of the parametrised α* and β*, avalanche multiplication and excess noise factor 

for ideal InGaAs p-i-n were simulated using bother the SMC and the RPL models. The ideal p-i-n diodes, 

labelled D1 to D6, have w of 400 nm, 1 µm, 2 µm, 3 µm, 4 µm, and 5 µm, respectively. Results from the SMC 

and RPL model simulations are in agreement with M(V), and M-1(V) between the two models, Fig. 6.6. For the 

RPL simulation, the change in the parametrised α* fitting equation can be seen by the abrupt changes in 

gradient. The most prominent example is seen in the M-1(V) plot for D5 and D6 and is a consequence of using 

three distinct fitting regions for α*. This aliasing effect is not seen in the SMC simulations, demonstrated by 

D6. Excess noise factor for electron and hole injection shows good agreement, Fig. 6.7, confirming the validity 

for α*(ξ), β*(ξ), Ethe, and Ethh. 

 

Fig. 6.6 Avalanche multiplication and inverse for the electron (triangle and solid) and hole (circle and dash) initialled 

impact ionisation for various widths compared between SMC (symbols) and RPL (lines) 
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Fig. 6.7 Excess noise factor for the electron (triangle and solid) and hole (circle and dash) initialled impact ionisation 

for various widths compared between SMC (symbols) and RPL (lines) 

 

6.6) Conclusions 

An SMC parameter set was created to model InGaAs for both low and high electric field conditions. 

The SMC parameter set was then verified for Me(V) and Fe(Me) for an electric field range between 80 to 340 

kV.cm-1. The SMC parameter set is divided into two sections, 0-1.8 eV and 1.8-4.5 eV. This allows the SMC 

model to simulate the Γ-valley only avalanche multiplication as well as the avalanche multiplication at the 

higher energies. The model can then be used to simulate expected avalanche multiplication in a SAM device 

or verify the presents of avalanche multiplication in the absorber region of an experimental device.    

The SMC was used to generate PDFs for electric fields between 80 and 500 kV.cm-1, for electrons and 

holes. The PDFs were used to extract the effective impact ionisation coefficients and threshold energies for 

InGaAs. The effective impact ionisation coefficients were parameterised and verified using an RPL model by 

comparing M(V), and F(M) results to the verified SMC model.  

The InGaAs SMC will allow for accurate simulation of the absorption layer of a SAM APD and the 

absorber’s contribution to the avalanche multiplication and excess noise to the SAM APD.   
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Chapter 7  

Conclusion & Future Work 

 

7.1) Conclusion 

 

A 600 nm AlGaAsSb mesa p-i-n diode has been experimentally characterised for avalanche gain and 

excess noise factor for pure electron injection and two mixed injection profiles at room temperature. The 

importance of using pure electron injection is confirmed by the worsening excess noise performance when 

relatively low mixed carrier injection profiles were characterised. With pure electron injection  F(10) = 1.27 

and F(20) = 1.74 was measured, significantly lower than previously reported at F(10) = 2.50 and 200 nm pin 

F(10) = 2.27 for 100 nm and 200 nm pin device, respectively [1], F(10) =1.99 for a 1 μm[2], F(10) = 1.90 for 

a 910 nm [3], and a SAM APD with F(10) = 1.93 [4]. The experimental 600 nm p-i-n also exhibited lower 

excess noise than other III-V based materials, shown previously in Fig.1.2. The pure electron injection impact 

ionisation results demonstrate the potential for this material system for a new generation of extremely low 

noise SAM APDs for 1.31 and 1.55 μm detection.  

Utilising the experimental data and data from earlier work, a Simple Monte Carlo model parameter set 

has been validated for avalanche multiplication and excess noise factor at room temperature using this work's 

experimental capacitance-voltage, avalanche multiplication and excess noise factor, and those of narrower 

devices, reported in the literature. Using the validated parameter set, the electric field dependant effective 

impact ionisation coefficients and threshold energies of Al0.85Ga0.15As0.56Sb0.44 at room temperature has been 

extracted from the simulations. The impact ionisation coefficients have been parameterised between the 

electric field range of 400-1200 kV.cm-1. These parameters were verified by simulating a range of p-i-n and n-

i-p devices using the verified simple monte carlo model and the parameterised impact ionisation coefficients 

with a random path length model. Comparing the impact ionisation coefficient ratio with InP and InAlAs, Fig. 

1.1, AlGaAsSb has a significantly higher ratio, leading to very low excess noise for both narrow and thick 

devices. 

With the AlGaAsSb SMC model validated, a simulation study was carried out to compare AlGaAsSb 

with InP and Si for breakdown probability, time to breakdown and jitter. Devices with an i-region of 100 nm, 

200 nm, 500 nm, 800 nm, 1000 nm, 1200 nm, and 1500nm have been simulated using the Simple Monte Carlo 

model for breakdown probability, time to breakdown and jitter of the breakdown time, for three different 

materials. InP and Si represent common avalanche materials used in SPADs which are commercially available. 

AlGaAsSb, is a novel material which can now be simulated using the work in Chapter 4. AlGaAsSb has been 

shown to have a large impact ionisation coefficient ratio, indicating a promising replacement for InP in 1550 
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nm detection SPADs. AlGaAsSb's breakdown probability simulation indicated a very promising alternative to 

InP, with a small overbias required for electron-initiated breakdown events to occur compared to a significant 

overbias required for holes. The AlGaAsSb breakdown probability simulation also indicates a favourable 

comparison to the Si simulations.  

The Simple Monte Carlo model for Geiger mode simulations was found to be computationally 

intensive and with long simulation runtimes. It is, therefore, desirable to utilise less complex simulation models 

where possible to reduce simulation runtimes. The Random Path Length model was able to accurately replicate 

the Simple Monte Carlo model's breakdown probability simulations in a significantly short simulation run 

time. However, the Random Path Length model could not replicate the time to breakdown and jitter simulations 

of the Simple Monte Carlo model for any material or device width. When calculating the instantaneous current 

using Ramo's theorem, the Random Path Length model assumes that all free carriers travel at saturation 

velocity. However, the saturation velocity assumption is not valid for hot carriers, as they can exceed the 

saturation velocity by 2-3 times. In this work, an effective enhanced velocity was determined for Si, InP, and 

AlGaAsSb and parameterised for the applied electric field across the device. Excellent agreement was achieved 

for all three materials across all devices for both time to breakdown and jitter of electron and hole initialised 

events, with an acceptable agreement for hole-initiated jitter for Si and AlGaAsSb. The enhanced velocity 

Random Path Length model represents a significant reduction in simulation time compared to the Simple 

Monte Carlo.  

Finally, an In0.53Ga0.47As  Simple Monte Carlo parameter set was verified for M(V) and F(M) for for both low 

and high electric field conditions. The InGaAs Simple Monte Carlo model parameter set is divided into two 

sections, 0-1.8 eV and 1.8-4.5 eV. This allows the Simple Monte Carlo model to simulate the Γ-valley only 

avalanche multiplication as well as the avalanche multiplication at the higher energies. The model can then be 

used to simulate expected avalanche multiplication in a SAM device or verify the presents of avalanche 

multiplication in the absorber region of an experimental device. Using the Simple Monte Carlo parameter, set 

the probability density function for electric fields fitted between 80 and 500 kV.cm-1
, with the effective impact 

ionisation coefficients and threshold energies being parameterised between 80 ad 340 kV.cm-1. Good 

agreement was achieved between the Simple Monte Carlo model and the Random Path Length model for M(V) 

and F(M) for  a set of ideal p-i-n and n-i-p devices with an i-region of 0.4 μm, 1 μm, 2 μm, 3 μm, 4 μm, and 5 

μm. The InGaAs Simple Monte Carlo model will allow for accurate simulation of the absorption layer of a 

SAM APD and any contribution to the avalanche multiplication and excess noise to the SAM APD 

 

 

 



Chapter 7: Conclusion & Future Work 

 

 

111 
 

7.2) Future Work 

 

With this work, InGaAs can now be modelled using the SMC model. It would be advantageous for designing 

and characterising the SMC model to be modified to simulate SAM device structures. This would allow 1) the 

designer to simulate the expected performance of an entire novel structure without the need to make 

assumptions about impact ionisation, temporal results and breakdown probability. 2) Allow the simulation of 

an experimental device to identify irregularities in an experimental SAM APD impact ionisation results.   

Due to the nature of the work presented in Chapter 5, only three materials were verified for enhanced velocity 

simulations. Hence a general relationship between the enhanced velocity curve and the modelled material 

would be advantageous, especially for novel materials where little to no experimental results is available. 

Additionally, experimental determined Pb, tb, and jitter for the materials would add to the validity of this work 

and Geiger-mode APD simulations in general.   

 

In chapter 4, an AlGaAsSb p-i-n was experimentally characterised for excess noise. With very low F(M) 

displayed in recent novel materials, experimental limitations are becoming a significant barrier to 

characterisation. With low F(M), the noise due to variations in the impact ionisation rate is not much greater 

than the expected shot noise. By characterising both p-i-n and n-i-p devices, the low F(M) can be confirmed 

with one device and the additionally high F(M) can be used for verifying simulations. The non-prefered 

injection type typically shows more significant variation with w compared to the preferred injection type, as 

seen in chapter 4. This will add to the rigour for fitting the impact ionisation coefficients. 
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Appendix A.  

Excess noise setup Calibration 

 

A.1) Shot Noise Calibration 

 

Shot noise arises due to the photocurrent of the device under test; an accurate knowledge of the shot noise 

response of the system is required to calculate F(M). A reference photodiode is used to calculate the shot 

noise power equivalent voltage. For viable wavelength, a Centronic BPX65 Si photodiode is used. For near 

Infrared, a Thorlabs FGA015 InGaAs photodiode is used. The reference diode is soldered to the input of  

 

• Turn on the LIA, SMU, light source, chopper and oscilospce  

• Solder the reference diode to the input of the TIA and the SMU 

• Reverse bias the reference diode, typically 5 V to a known capacitance value 

• Focus the light onto the active region of the reference diode 

• Set the variable attenuator to no less than 20 dB   

• Shine the light on the device and record the photocurrent and noise power equivalent voltage from 

the two LIAs  

• Vary the optical power and record the photocurrent and noise power equivalent voltage and repeat 

for multiple optical powers. 

• Plot photocurrent – noise power equivalent voltage  

• Calculate the linear regression for that given light source.  

 

 

Fig. A.1 Example of shot noise and fitting calibration 
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Table A.1 Previous shot noise calibration results 

Date Wavelength (nm) K c 
Reference device 
capacitance (pF) 

Reference device 

01/19 633 40.79 5.74 4.7 BPX65 

01/19 543 41.54 1.48 4.7 BPX65 

01/19 420 41.08 3.56 4.7 BPX65 

03/20 633 47.51 -2.72 4.7 BPX65 

03/20 543 47.65 1.83 4.7 BPX65 

03/20 420 46.46 6.43 4.7 BPX65 

11/20 633 39.89 4.59 4.7 BPX65 

11/20 543 40.46 1.85 4.7 BPX65 

11/20 420 41.40 -1.67 4.7 BPX65 

01/21 1520 38.70 0.00 1.5 FGA015 

03/21 1520 39.30 2.05 1.5 FGA015 

03/21 633 39.37 4.84 4.7 BPX65 

03/21 543 39.73 1.61 4.7 BPX65 

03/21 420 38.55 2.70 4.7 BPX65 

05/21 1520 42.10 0.80 1.5 FGA015 

05/21 940 40.80 7.77 1.5 FGA015 

 

 

A.2) Effective Noise Bandwidth 

 

The Effective Noise Bandwidth (ENBW)  

This calibration should be done every time the op-amp is replaced. 

• Turn on the network analyser and excess noise setup power supply to warm up for at least 30 mins 

• Turn on the PC associated with the network analyser and ensure the LabView program called 

V0.5.1 connects to the network analyser via a GPIB cable and can retrieve the data successfully 

o Without the PC and labview, a floppy disk will be required to retrieve the data from the 

network analyser 

• Equipment required 

o Four impedance match SMA cables of the same length 

o Impedance matched signal splitter PCB 

o Resistor block PCB 

▪ Resistor block PCB consists of a pair of 50 Ω impedance match connectors with 

three groups of 33 kΩ in parallel connected in series. The total impedance is 33 kΩ 

• Change network analyser setting to desired power and frequency range. An example of possible 

settings for the HP4396B Network/Spectrum Analyser 

o Press start and on the number pad key in starting frequency 100 kHz 

o Press stop and on the number pay key in stopping frequency to 50 MHz 

o Change sweep type to log sweep 

o Change the number of points to the maximum of 801 

o Ensure IF frequency is set from 40 kHz to 1 kHz 

▪ Defines the frequency accuracy of the network analyser sweep 
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o Change output reference power of the network analyser 

▪ -50dBm with 50dB through the valuable attenuator was found to avoid signal 

clipping 

o Turn on sweep averaging 

• Solder an SMA jack to the resistor block and plug it into the network analyser  

▪ Signal out to splitter, splitter to reference and splitter to resistor block and resistor 

block to input A 

o Press Calibrate and select through and wait for the network analyser to finish – there 

should now be a letter C in the top left side indicating that it is calibrated. 

o De-solder resistor block and solder to the input of the TIA 

• Disconnect the cable linking the variable attenuator to the power meter equivalent circuit input 

and connect this to Input A of the network analyser 

• Press avg on the network analyser to start the sweep 

• Retrieve the frequency response using the Labview code and label with the appropriate input 

capacitance value.  

• Solder a capacitor between the input and earth on the TIA board (As close to the input of the TIA as 

possible is preferable) and repeat data acquisition for each capacitor value. 

o Calibration should only be required once, but changing frequency or power settings will 

cause the calibration to be lost 

• To calculate the ENBW(cj) 
1

𝐴0
2 ∫ |𝐴(𝑓; 𝐶𝑗)|

2
𝑑𝑓

∞

0
: 

o  Numerically integrate each waveform to find area 

o Multiply each by 
1

𝐴0
2Where A0 is the gain at 10MHz for 0pF input 

o Plot ENBW again Cj and find the fitted quadratic equation (The current system cannot 

handle Cj in excess of around 30pF) 

▪ ENBW(Cj) = x.Cj
2 + y.Cj + z, where Cj is in pF 

Table A.2 Previous calibration for ENBW 

Date x y z 

12/18 562.31 73833 4309280 

02/20 428.1 82610 4429000 

 

Fig. A.2 Example of expected frequency response of the excess noise setup, using a 1 MHz bandpass filter (L). Fitted 

ENBW for input capacitance compared with previous fitting (R). 
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Appendix B.  

Single Photon Avalanche Photodiode setup 

Calibration 

 

B.1) CQC-PCB Calibrations 

 

1. Remove CQC-board from the SPAD setup 

a. move cage setup to one side (not require for calibration) 

b. Remove all copper blocks, device etc 

2. Solder a 50Ω from the high voltage side of the component to ground 

3. Solder the core of a BNC cable to the high voltage side and the shield braid to ground 

4. Put the CQC-board back in to the SPAD box and connect the two DC power supplies and turn on 

5. Connect the BNC cable to the Pulse generator  

6. Connect the Pulse monitor to the Oscilloscope 

7. Connect an oscilloscope probe to the BNC core 

8. Vary the AC Pulse height and record the value of the oscilloscope probe and the pulse monitor 

9. Plot pulse monitor voltage against oscilloscope probe voltage 

 

B.2) Optical Calibration 

 

Due to the High attenuation value possible of the 633 nm eVOAs it is recommended that the user only 

calibrates one attenuator at a time. 

To calibrate the eVOA 

1. Turn on 633nm HeNe laser (or other CW 633nm source) and wait for it to stabilise 

2. Using the fibre mounted connected, place the optical power meter on the output of the eVOA and 

zero offset calibrate 

3. Set both attenuator voltages to 0V 

4. Connected laser source to input of eVOA. 

5. Record optical power through eVOA at 0V input 

a. Data may need to be recorded over a period of time and averaged  

b. If a HeNe light souce is used, a single mode fibre connection, like that used with the eVOAs, 

can cause back reflections decreasing the stability of the laser source.  

6. Ser input voltage to eVOA record optical power. 

7. Repeat steps 5 and 6 until full range has been achieved for a single eVOA 

8. Repeat steps 3-7 for the second eVOA. 

9. Calculated optical attenuation as 10 ∗ log
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑝𝑡𝑖𝑐𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 (𝑤𝑖𝑡ℎ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 𝑎𝑝𝑝𝑙𝑖𝑒𝑑)

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑝𝑡𝑖𝑐𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 (0 𝑉)
 

 

Static Attenuation: 

 To measure the static attenuation of the eVOA 

1. Measure optical power at the light source (using a single mode fibre) 

2. Set eVOAs to 0V  
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3. Measure the optical power of light on the output of the eVOA setup. 

 

To measure the static attenuation of the system: 

1. Measure optical power from the light source through a single mode fibre 

2. Place optical power meter on the CQC-board where the DUT would be placed 

a. Calibrate the power meter for the optical power offset 

3. Place the light soure fibre on the input to the SPAD setup’s black box 

4. Record optical power through the fibres to the sensor on the CQC board 

5. Calculate attenuation due to the fibres and optics inside the black box 

 

 

The total attenuation of the eVOAs will be the sum of the static attenuation and the selected variable 

attenuation. The total attenuation of the system is the sum of the static attenuation of the system, static 

attenuation of the eVOAs and the variable attenuation selected.  

 

 

 

Fig. B.1 Example of eVOA calibration and fitting 
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Appendix C.  

Al0.85Ga0.15As0.56Sb0.44 PDF fitting 

 

This appendices shows the complete PDF fitting for the extraction of effective impact ionisation coefficients 

for electrons and holes. The fitting used the hard deadspace approximation,   

ℎ𝑒(ℎ)(𝑥) =  {
0,                                                                  𝑥 ≤  𝑑𝑒(ℎ)

𝛼∗(𝛽∗)𝑒𝑥𝑝[−𝛼∗(𝛽∗)(𝑥 − 𝑑𝑒(ℎ))]    𝑥 >  𝑑𝑒(ℎ).
, where he(x) is the probability density, α* is 

the gradient of the decay function and de is the offset. 

The impact ionisation path length was measured with 20,000 events for each carrier at each voltage level  

 

 

 

 

 

 
Fig. C.1 Example of electron PDF fitting for AlGaAsSb at an electric field of 800 kV.cm-1 

 



Appendix C: Al0.85Ga0.15As0.56Sb0.44 PDF fitting 

 

 

 

120 
 

 

Fig. C.2 PDF fitting for AlGaAsSb using the SMC for electrons, between 1000 and 1200 kV.cm-1 
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Fig. C.3 PDF fitting for AlGaAsSb using the SMC for electrons, between 760 and 960  kV.cm-1 
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Fig. C.4 PDF fitting for AlGaAsSb using the SMC for electrons, between 520 and 720 kV.cm-1 
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Fig. C.5 PDF fitting for AlGaAsSb using the SMC for electrons, between 500 and 390 kV.cm-1 
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Fig. C.6 PDF fitting for AlGaAsSb using the SMC for holes, between 1000 and 1200 kV.cm-1 
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Fig. C.7 PDF fitting for AlGaAsSb using the SMC for holes, between 760 and 960 kV.cm-1 
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Fig. C.8 PDF fitting for AlGaAsSb using the SMC for holes, between 520 and 720 kV.cm-1 
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Fig. C.9 PDF fitting for AlGaAsSb using the SMC for holes, between 390 and 500 kV.cm-1 
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Appendix D.  

Si PDF fitting 

 

 

This appendix shows the complete PDF fitting for the extraction of effective impact ionisation coefficients for 

electrons and holes. The fitting used the hard deadspace approximation,   

ℎ𝑒(ℎ)(𝑥) =  {
0,                                                                  𝑥 ≤  𝑑𝑒(ℎ)

𝛼∗(𝛽∗)𝑒𝑥𝑝[−𝛼∗(𝛽∗)(𝑥 − 𝑑𝑒(ℎ))]    𝑥 >  𝑑𝑒(ℎ).
, where he(x) is the probability density, α* is 

the gradient of the decay function and de is the offset. 

The impact ionisation path length was measured with 20,000 events for each carrier at each voltage level  
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Fig. D.1 PDF fitting for Si using the SMC for electrons, between 950 and 1200 kV.cm-1 
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Fig. D.2 PDF fitting for Si using the SMC for electrons, between 650 and 900 kV.cm-1 
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Fig. D.3 PDF fitting for Si using the SMC for electrons, between 350 and 600 kV.cm-1 
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Fig. D.4 PDF fitting for Si using the SMC for holes, between 950 and 1200 kV.cm-1 
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Fig. D.5 PDF fitting for Si using the SMC for electrons, between 650 and 900 kV.cm-1 
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Fig. D.6 PDF fitting for Si using the SMC for electrons, between 350 and 600 kV.cm-1 
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Appendix E.  

In0.53Ga0.47As PDF fitting 

 

This appendix shows the complete PDF fitting for extracting effective impact ionisation coefficients for 

electrons and holes. The fitting used the hard deadspace approximation,   

ℎ𝑒(ℎ)(𝑥) =  {
0,                                                                  𝑥 ≤  𝑑𝑒(ℎ)

𝛼∗(𝛽∗)𝑒𝑥𝑝[−𝛼∗(𝛽∗)(𝑥 − 𝑑𝑒(ℎ))]    𝑥 >  𝑑𝑒(ℎ).
Where he(x) is the probability density, α* is 

the gradient of the decay function, and de is the offset. 

The impact ionisation path length was measured with 20,000 events for each carrier at each voltage level  
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Fig. E.1 PDF fitting for InGaAs using the SMC for electrons, between 450 and 500 kV.cm-1 
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Fig. E.2 PDF fitting for InGaAs using the SMC for electrons, between 390 and 440 kV.cm-1 
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Fig. E.3 PDF fitting for InGaAs using the SMC for electrons, between 330 and 380 kV.cm-1 
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Fig. E.4 PDF fitting for InGaAs using the SMC for electrons, between 270 and 320 kV.cm-1 
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Fig. E.5 PDF fitting for InGaAs using the SMC for electrons, between 210 and 260 kV.cm-1 
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Fig. E.6 PDF fitting for InGaAs using the SMC for electrons, between 140 and 200 kV.cm-1 
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Fig. E.7 PDF fitting for InGaAs using the SMC for electrons, between 80 and 130 kV.cm-1 
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Fig. E.8 PDF fitting for InGaAs using the SMC for holes, between 450 and 500 kV.cm-1 
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Fig. E.9 PDF fitting for InGaAs using the SMC for holes, between 390 and 440 kV.cm-1 
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Fig. E.10 PDF fitting for InGaAs using the SMC for holes, between 330 and 380 kV.cm-1 
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Fig. E.11 PDF fitting for InGaAs using the SMC for holes, between 270 and 320 kV.cm-1 
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Fig. E.12 PDF fitting for InGaAs using the SMC for holes, between 210 and 260 kV.cm-1 



Appendix E: In0.53Ga0.47As PDF fitting 

 

 

 

150 
 

 

Fig. E.13 PDF fitting for InGaAs using the SMC for holes, between 180 and 200 kV.cm-1 
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Appendix F.  

Geiger-mode APD Simulation using the 

RPL Model 

F.1) Simulation runtime comparison between the SMC and RPL models 

A comparison of simulation runtimes, Table F.1, the simulation runtime between the SMC and RPL 

model for comparable inputs is shown. In these simulations, two InP p-i-n diodes with 100 and 1500 nm i-

region widths were modelled using the SMC and the RPL models. Identical conditions were used: the number 

of trials per voltage point (500), voltage range, voltage step, breakdown condition (100 µA) and simulation 

cut-off time. A trial count of 500 is used for demonstration purposes for the simulation time difference. For 

Monte Carlo-based models like the SMC and RPL models, a trial count of 500 is not enough to yield a 

statistically significant result for Pb(V), tb or jitter.  

Table F.1. Simulation runtime difference between the SMC and RPL model for a narrow and thick pin APD 

W 
Voltage range 

(V) 

Voltage step 

(V) 
SMC RPL 

Time 

difference 

100 nm 8-12 0.5 45 mins < 1 min × 45 

1500 nm 55-70 1 
10 days, 3 

hrs, 53 mins 
17 mins 

× 861 

 

 

F.2) Overdrive effect on simulation results and runtime 

A comparison of the time to breakdown (tb) for three overdrive factor (Mod) conditions is presented in 

Fig. F.1. As the overdrive factor increases, the time to breakdown decreases. As the overdrive factor increased 

above 1.5, it was found the decrease seen in tb started to become negligible. The simulation runtime difference 

can be seen in Table F.2. The control (no Mod) is the same as Mod = 1. This is a control to ensure the 

implementation of Mod was not having an unintended effect on Pb(V) and tb. The current array is checked at 

the end of each carrier trial. However, to avoid unnecessary checks slowing down the simulation, a flag is 

raised if the value exceeds Ibr × Mod while the instantaneous current array has populated. The control represents 

the least efficient and slowest implementation of the RPL model. 
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Fig. F.1 Time to breakdown for Mod = 1, 1.5, and 5. The difference in tb between Mod 1-5 and 1.5-5 is presented in the grey lines 

Table F.2. RPL runtime for 1.5 um AlGaAsSb pin, with 20k trials. for a voltage range between 76 and 80 V in 0.1 V 

steps 

Mod Model runtime Simulation Δt from Mod = 1 

Control (no Mod) 155 hrs 53 mins 140 hrs 59 mins 

1 14 hrs 15 mins - 

1.2 16 hrs 45 mins 2 hrs 30 mins 

1.5 19 hrs 16 mins 5 hrs 1 mins 

2 22 hrs 55 mins 8 hrs 40 mins 

3 28 hrs 24 mins 14 hrs 9 mins 

4 34 hrs 19 mins 20 hrs 4 mins 

5 39 hrs 9 mins 24 hrs 54 mins 

 

F.3) Simulation comparison check 

In this work, the RPL model simulation results were validated against those published by Ahmed et 

al. [1] to ensure the comparison with AlAsSb to AlGaAsSb was valid. These checks can be seen in Fig. F.2. 

Where the ionisation coefficient used is the same as those quoted by Ahmed et al. InP [2], InAlAs [3], Si [4], 



Appendix F: Geiger-Mode APD Simulation using the RPL Model 

 

 

153 
 

and AlAsSb [5]. All devices modelled used w = 1500 nm and electron initialisation except for InP where hole 

initialisation was used. Good agreement was achieved for all materials simulation  

 

 

 

Fig. F.2 Comparison between results presented by Ahmed et al. (symbols) and those reproduced using the RPL model 

(lines) 
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Appendix G.  

Al0.85Ga0.15As0.56Sb0.44 tunnelling current 

fitting 

 

 

 

Fig. G.1. Dark current of 100 nm AlGaAsSb nip (solid)[1] and tunnelling current fitting using the fitting values in Table G.1 
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Table G.1. AlGaAsSb Tunnelling current fitting and equation (eq. G.1) 

 

 

 

 

 

 

 

 

 
𝐼𝑡𝑢𝑛(𝑉) =  

(2𝑚𝑒
∗)0.5𝑞3𝜉𝑉𝐴

ℎ2𝐸𝑔
0.5 exp (−

2𝜋𝜎𝑡𝑢𝑛𝑚∗
𝑒
0.5𝐸𝑔

1.5

𝑞ℎ𝜉
), 

(G.1) 

 

me* 0.076 

Eg (eV) 1.56 

σtun 1.8 

Vbi 1.24 

π 3.1416 

h 6.6261 × 10-34 

m0 9.11 × 10-31 

q 1.6 × 10-19 
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Appendix H.  

Simple Monte Carlo Model Parameter set 

reference 

H.1)  Simple Monte Carlo Model Parameter set references 
Table H.1. Simple Monte Carlo Model Parameter set reference 

 Si [1] GaAs [2] 
Al0.3Ga0.7

As [3] 
Al0.8Ga0.2

As [3] 
InGaP [4] InP [5] 

In0.52Al0.48

As [6] 
Al0.85Ga0.15As0.56Sb

0.44 [7] 
In0.53Ga0.48

As 

 e- h+ e- h+ e- h+ e- h+ e- h+ e- h+ e- h+ e- h+ e- h+ 

Effective 
mass, m* 

0.
6 

0.
9 

0.5 
0.6
4 

0.6
0 

0.6
9 

0.7
1 

0.7 
0.6
2 

0.6
3 

0.2 0.4 0.6 0.65 
0.15 0.6

5 0.35 

Mean free 

path, λ, 
(Å) 

98 68 
50.

4 

47.

6 
43 41 39 34 

55.

7 

58.

2 
41 42 37 

34.

5 
50 33 

240 55.

3 60 

Threshold 

energy, 

Eth (eV) 

1.
2 

1.
5 

1.75 1.91 2.21 2.11 1.55 1.835 2 
0.75 1.4

6 1.46 

Impact 
ionisation 

rate 

prefactor, 

Cii (x1012) 

2 
4.
4 

40 30 13.0 16.5 8 3.5 8.8 21 14 60 

0.00

6 
4 

4.2 

Softness 
factor, γ 

3.5 4 3 3 2.3 0.7 2 4 2 
2 

4 
4 

Alloy 
scattering 

prefactor 

(x1068) 

- - - - - - 
62.

8 

12.

8 
1 3 

0.1 

0.5 

110 

Phonon 

energy, 

ħω, 
(meV) 

63 29 35 31 37 42 27 44 33 

Max 

Energy 

(eV) 

6 8.75 9 9 6 6 12 9 4.5 

Built in 

voltage, 
(V) 

1 1.2 1.2 1.2 1.8 1.2 1.2 1.24 13.6 

Relative 
permittivit

y, εr 

11.9 12.9 12.3 10.6 11.8 12.5 12.44 11.41 0.7 
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AlxGa1-xAs for x = 0,0.15,0.30,0.60, and 0.90 SMC model parameter sets were validated by Plimmer [8]. 

However, the scattering rate equation inputs used in this work are not compatible with the SMC model [9] 

and require modification and revalidation.   
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