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Abstract 

 

Developmental prosopagnosia (DP) is a neurodevelopmental condition in which there is an 

impairment in the ability to recognise face identities. The aim of this thesis was to explore the 

behavioural and neural deficits that characterise DP. Chapter 2 examined a current debate 

about the extent to which DP is face-specific or also affects the recognition of other objects. 

We asked whether objects that were perceived as faces (pareidolia) would also be affected in 

DP. Recognition of pareidolic objects was impaired in DP, but only if the objects had similar 

image properties to faces. This suggests that the underlying deficit in DP may reflect a 

disruption to processing image properties typically found in face images. In Chapters 3 and 4, 

we demonstrated that the deficit in DP extends to faces from different races and faces from 

different species. These findings suggest that the deficit in DP encompasses a range of 

configural and morphological structures. Chapters 5 and 6 explored the neural correlates of 

DP. Chapter 5 explored the identity recognition deficits in DP through investigating the neural 

signatures elicited by individual faces. We show that in contrast to neurotypical controls, DPs 

do not evidence identity discrimination at the neural level. Chapter 5 further showed that DP 

is marked by alterations in the overall functional connectivity organization. Finally, Chapter 6 

showed that, although global structural connectivity is not affected in DP, there were local 

reductions in connectivity within the temporal lobe. Taken together, the results from this 

thesis provide new insights into our understanding of the behavioural and neural mechanisms 

that underlie the deficits evident in DP. 
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Chapter 1 

 

Literature review: The behavioural and neural correlates 

of developmental prosopagnosia 

 

 

1.1. Developmental prosopagnosia 

Prosopagnosia is a deficit in face identity recognition with a prevalence in the general 

population of approximately 2% (Hecaen & Angelergues, 1962). Prosopagnosia is divided into 

two general subtypes – acquired prosopagnosia (AP) and developmental prosopagnosia (DP) 

(Cook & Biotti, 2016). AP is a condition which results from brain damage such as concussion 

and stroke. In contrast, DP is a neurodevelopmental disorder, characterised by deficits in face 

identity recognition, despite intact low-level vision and no history of brain damage (Cook & 

Biotti, 2016; Duchaine & Nakayama, 2006; Susilo & Duchaine, 2013). DP individuals struggle 

to identify people by their faces and often resort to recognition based on non-facial features, 

including voice, hairstyle, clothes, and gate (Fine, 2012). As face recognition is a biologically 

and socially fundamental ability, DP could lead to a number of negative psychosocial 

consequences for the individuals suffering with the disorder such as social anxiety, feelings of 

embarrassment, guilt and feeling of failure (Yardley, McDermott, Pisarski, Duchaine, & 

Nakayama, 2008; Davis et al., 2011). Research efforts into DP have benefited our 

understanding of the aetiology of this disorder as well as elucidating the cognitive and neural 

frameworks of face recognition.  
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1.2. Mnemonic and apperceptive accounts of development prosopagnosia 

By definition, DP is characterised by impaired face memory. However, there is an on-

going debate about the extent to which DP can be described as an independent deficit in the 

perception or memory of faces. Mnemonic accounts suggest that the deficits observed in DPs 

can be explained by the inability to retrieve memory representations of different faces in the 

absence of face perception impairments. There are a few reports supporting the idea that DP 

is a condition characterised by face memory deficits with intact face perception abilities. 

Dalrymple, Garrido, & Duchaine, (2014) found that less than half of their DP participants 

displayed impairments in face perception. Another report showed the same pattern - 4 out 

of 6 DPs showed normal performance with face perception (McKone et al., 2011). However, 

both studies used a single measure to test face perception - Dartmouth Face Perception Test 

(DFPT) and Cambridge Face Perception Test (CFPT), respectively, thus it is possible that there 

was insufficient power to capture finer perceptual impairments.  

Other studies have demonstrated an impairment in both memory and perceptual face 

tasks in DP, in line with an apperceptive account of the disorder. According to this account, 

DP might result from deficits in perceiving and encoding face features, resulting in consequent 

deficits in retrieval. One study tested DPs on a delayed match-to-samples task with varying 

retention intervals, thus manipulating memory demands (Biotti, Gray, & Cook, 2019). In 

support of the apperceptive account, there was no effect of memory demands on face 

recognition deficits in DPs. Moreover, an extension of the apperceptive hypothesis is that DP 

will not only have deficits in identity perception, but also with perception of subtle cues in 

discriminating facial gender, age and emotion. Reports have found mixed results. Some 

demonstrate no age and gender discrimination deficits in DPs (Chatterjee & Nakayama, 2012). 
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However, a study using more sensitive measures of signal detection theory showed that DPs 

have deficits in facial gender perception (Marsh, Biotti, Cook, & Gray, 2019). Taking into 

consideration the high heterogeneity of DP (Stollhoff, Jost, Elze, & Kennerknecht, 2011), it is 

possible that the condition is divided into an apperceptive and mnemonic sub-types. Biotti & 

Cook (2016) divided DP participants into two sub-groups based on their scores on the 

Cambridge Face Perception Test (CFPT): apperceptive (scores <2SD on the CFPT) and non-

apperceptive. The authors found that only the apperceptive DPs showed deficits in emotion 

discrimination compared to controls.  

Another possibility that can account for the mixed results concerns how DP is classified 

and validated. DP is not currently listed in the Diagnostic and Statistical Manual of Mental 

Disorders (DSM-5) and no formal diagnostic criteria exist. The most common approach for 

diagnosis involves completion of a combination of self-report questionnaires and face 

memory tasks such as the Cambridge Face Memory Task (CFMT) and the Famous Faces Task 

(FFT). Based on the scores of these tests, individuals who perform 2SD below the control 

mean are usually classified as DPs. This diagnostic procedure has clear implications for the 

estimated prevalence of DP in the population – classifying anyone scoring 2SD below the 

mean on a given test as a DP will result in ~2% estimate for the condition. Based on the 

diagnostic procedure it is also possible that there is an overrepresentation of mnemonic 

impairment in the selected DP samples as the screening tests selectively test for face memory 

deficits.   
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1.3. Developmental prosopagnosia: a domain-specific or domain-general disorder? 

The degree to which deficits in DP are face-specific or involve more general processing 

mechanisms has been the subject of a longstanding debate and carries important theoretical 

implications for how the visual system is organised. Domain-specific accounts have proposed 

that face recognition engages a domain-specific mechanism, dissociated from mechanisms 

responsible for recognition of other object classes. In support of this some individuals with 

DP have face-specific deficits and preserved object recognition abilities (Duchaine, Yovel, 

Butterworth, & Nakayama, 2006; Duchaine & Nakayama, 2006). For instance, DPs perform 

comparable to controls on a wide range of objects such as guns, horses, glasses, bicycles 

(Barton, Albonico, Susilo, Duchaine, & Corrow, 2019), shoes (Stollhoff et al., 2011), seashells 

(Esins, Schultz, Stemper, & Bülthoff, 2014) and flowers (Song, Zhu, Li, Wang, & Liu, 2015). 

Further, one study tested a large number of DP participants (n = 40) and found a selective 

deficit with face matching and preserved matching abilities for biological (hands) and non-

biological (houses) objects (Bate, Bennetts, Tree, Adams, & Murray, 2019). Other reports have 

also found no recognition deficits with other animate and biological classes of objects 

(butterflies and hands, respectively) (Shah, Gaule, Gaigg, Bird, & Cook, 2015). Furthermore, 

some have suggested that DP might be characterised by a deficit in experience-dependent 

learning of novel objects. To address this, Fry, Wilmer, Xie, Verfaellie, & DeGutis, (2020) tested 

30 DPs with a novel object memory task (NOMT) – a task with matching structure and 

demands to the CFMT. There were no differences in accuracy and reaction time on the NOMT 

between the DP and control participants, indicating a lack of object recognition deficit for 

novel objects in DP.  
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  Although many researchers have asserted that individuals with prosopagnosia have 

exclusive face-selective deficits, the results of many other studies favour a more domain-

general explanation and have reported an impairment for other visual categories. For 

example, Biotti, Gray, & Cook, (2017) found that relative to control participants, individuals 

with DP exhibit impaired body matching accuracy. Deficits in car recognition abilities have 

also been reported, relative to matched controls (Gray, Biotti, & Cook, 2019), although see 

(Esins, Schultz, Stemper, Kennerknecht, & Bülthoff, 2016). In a large meta-analysis 

investigating the comorbidity of prosopagnosia and object agnosia, Geskin & Behrmann, 

(2018) examined 238 individuals with prosopagnosia and found that only 19.7% of DP had a 

selective problem with faces, while 80.3% of DPs demonstrated an association between 

prosopagnosia and object agnosia. However, this number is likely overestimated as a large 

number of studies were excluded from the meta-analysis for lacking reaction time data and 

studies varied greatly in their diagnostic methods of DP. Moreover, some studies tested 

participants with multiple object recognition tests. As such, the chance for scoring low on one 

of the tests and therefore being inaccurately classified as having object agnosia is increased. 

Indeed, Garrido, Duchaine, & DeGutis, (2018) pointed out that using the criteria implemented 

by Geskin & Behrmann (2018), 50% of their control sample will be misclassified as having 

object agnosia.   

One explanation for the co-occurrence of face and object deficits in DPs is provided by 

the independent disorders hypothesis (IDH) (Gray & Cook, 2018). The IDH states that face and 

object recognition deficits are independent neurodevelopmental conditions that co-occur 

more commonly in DPs, similarly to the higher rate of co-occurrence between DP and Autism 

Spectrum Disorder (ASD). Indeed, DP is a condition with considerable heterogeneity 

(Rosenthal & Avidan, 2018). Reports have consistently demonstrated that even in the absence 
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of a reduced performance with object recognition on a group level, some DP individuals 

exhibit object deficits (Barton et al., 2019). Conversely, Gray et al., (2019) found that although 

on a group level individuals with DP were impaired with cars, there was a large heterogeneity 

among the sample, with several DPs achieving scores comparable with the top-performing 

control participants. Indeed, there are cases with pure face deficits in the absence of any 

object deficits and vice versa (Duchaine et al., 2006; Germine, Cashdollar, Düzel, & Duchaine, 

2011). According to the IDH, the probable mechanisms of shared face and object deficits 

might stem from a shared developmental atypicality and common genetic and environmental 

factors. Consistent with this, one study investigating 10 genetically related family members 

with prosopagnosia reported that all of them were also impaired on recognition of cars and 

guns (Duchaine, Germine, & Nakayama, 2007).  

A consistent problem with investigating the association between DP and object 

agnosia is the lack of theoretical justification for choosing a particular object category when 

probing the recognition deficits in DPs. This makes it difficult to draw comparisons between 

studies and conclusions about any shared attributes among the objects that DPs have deficits 

with. The artificial division of visual stimuli into faces and objects does not reflect the 

underlying complexity and diversity of physical and semantic properties of different objects.  

Variability in any cognitive measure is likely an emergent property of multiple 

structural or functional neural processes. As such, neural patterns of activity for different 

objects might provide an insight into the behavioural recognition mechanism, and specifically, 

the association (or lack of) between different objects as well as faces and objects. Neural 

patterns of activity in the ventral temporal cortex have been shown to differentiate between 

sub-categories within a domain (Margalit et al., 2020), animate and inanimate objects 
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(Kriegeskorte et al., 2008), real-world object’s size (Konkle & Oliva, 2012) and semantic 

relatedness of objects (Wen, Shi, Chen, & Liu, 2018). However, these parameters are not 

orthogonal to objects’ low-level visual properties, which presents a bias in assessing their 

independent contribution to neural representations. For example, inanimate objects (e.g. a 

cow-shaped mug) that visually resemble an animate object elicit a similar neural pattern of 

response to that of the animate object (e.g. cow) (Bracci et al., 2019).  

Furthermore, face recognition impairment is the hallmark symptom of DP. However, 

faces themselves are a heterogeneous category, including other-race, other-species and 

cartoon faces. The extent to which DP affects recognition of non-white, non-human faces is 

currently not well understood. Only one study has investigated the recognition of other-race 

faces in DP, whereas recognition of animal faces in DP has not been explored at all. Cenac et 

al., (2019) demonstrated that DPs were impaired at recognising both own-race and other-

race faces, and this impairment was proportional for own- and other-race faces.  

 

1.4. Neural correlates of face recognition 

Neuroimaging studies have demonstrated a strong selectivity for recognition of object 

categories in higher-order areas of the visual system. Category-selective areas have been 

observed in the inferior temporal (IT) cortex in the ventral visual stream. Faces selectively 

activate areas in the IT cortex – the fusiform face area (FFA), the occipital face area (OFA) and 

the superior temporal sulcus (STS) (Kanwisher, 2010). These selective activations for faces are 

robust and have reliably been replicated over the past 20 years. Figure 1.1 shows the results 

from a large-scale meta-analysis of published functional magnetic resonance imaging (fMRI) 
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studies (n = 896) demonstrating that face images evoke preferential activation in stereotypical 

locations within the IT cortex - the FFA OFA, STS.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1. Locations of core face selective regions. The figure was created by the author of 
this thesis using data from a large-scale automated meta-analysis of functional neuroimaging 
data. Face selectivity maps identified by mapping voxels preferentially related to the term 
“face” (n=896 studies) are shown in the 1a) fusiform face area, 1b) occipital face area, 1c) 
superior temporal sulcus. The evoked activity was identified using association test maps, 
showing voxels that are reported more often in articles containing the term face in their 
abstract than articles that do not. Maps are corrected with FDR = 0.01, threshold = 5. For 
detailed explanation of the methodology, please see Yarkoni, Poldrack, Nichols, Van Essen, & 
Wager, (2011). A list of all the studies contributing to the meta-analysis can be found in the 
NeuroSynth database at neurosynth.org  
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1.5. A framework for the special status of faces based on organizational principles of 

 low-level properties  

The domain-specificity of neural selectivity has several limitations. Firstly, it only 

accounts for the neural correlates of a limited number of categories. There are numerous 

categories of objects, which fail to produce activity clustered in a specific area and many 

regions within IT cortex do not exhibit selectivity to any preferred category. Further, the 

domain-specific hypothesis does not explain how the brain reorganizes information from 

image-based representations in early visual areas to categorical representations in higher 

visual areas. Higher-level semantic information about images such as their category is 

discontinuous in nature, and it is unclear how it can serve as an organization principle of the 

IT.  

One biologically plausible hypothesis for the emergence of face-selective clusters is 

the diagnostic featural coding hypothesis, which is based on low-level properties as the 

organizing principle of object representation. According to this hypothesis, the IT cortex 

contains subareas selective for combinations of low-level visual features which characterise 

particular object categories (Andrews, Watson, Rice, & Hartley, 2015; Bracci, Ritchie, & Beeck, 

2017). Indeed, the stereotypic locations of high order object areas correspond with 

eccentricity biases - objects which require fine detail processing such as faces and text are 

associated with central-biased representations, while objects which require large-scale 

integration processing such as scenes exhibit a bias towards peripheral visual fields (Malach, 

Levy, & Hasson, 2002). IT neurons also exhibit shape selectivity by integrating highly specific 

information about the orientations and positions of contour fragments (Brincat & Connor, 

2004). Similarly, Rice, Watson, Hartley, & Andrews, (2014) reported a correlation between 

neural patterns of response in IT and low-level visual features of objects in humans. The 
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influence of low-level properties on representations is also evident within the FFA. In the FFA 

variations in low-level features of faces correlated with patterns of neural response (Rice et 

al., 2014). The FFA also displays a geometric pattern-specific response and preferentially 

responds to curvilinear patterns with more high-contrast elements in the upper part of the 

image (Caldara et al., 2006). Activation of the FFA when viewing concentric patterns is 

stronger compared to viewing radial or parallel patterns (Wilkinson et al., 2000). Moreover, 

the FFA activation in response to concentric geometry was approximately half the amount of 

FFA activation in response to faces, suggesting that processing image structure is a major 

component of face perception.  

Importantly, the model fits well with the reported lack of correlation between face 

and other object classes in behavioural tasks, as distinct processing mechanisms might be 

expected for any class of images that have high intra-class and low inter-class similarity in 

their low-level properties. Faces are one such image class with high inter-category similarity 

of low-level properties and low between-category similarity. To illustrate this point, we 

carried out a non-metric multidimensional scaling analysis of the low-level properties of 

different image exemplars from 9 categories (Figure 1.2).  
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Figure 1.2. A non-metric multidimensional scaling (NMDS) analysis of low-level visual 
properties of 9 object categories. Each dot represent an image. Each dot’s position is 
determined by its’ low-level properties - 2048 values, calculated using the GIST descriptor 
(Torralba & Oliva, 2001). Ellipses represent standard error (SE).   

 

As illustrated, faces form a distinct cluster, clearly separated from other categories, 

with the highest within-cluster similarity in low-level properties. Therefore, based on low-

level properties, it is not surprising that face recognition is consistently found to be 

dissociated from recognition of other object categories. Interestingly, different objects 

categories show heterogeneity in low-level properties among them, illustrating that object 

categories do not form a uniform cluster and their heterogeneity in physical properties should 

be considered in object recognition research.   

A clear prediction of the diagnostic featural coding hypothesis is that there will be an 

association between abilities to discriminate faces and abilities to discriminate exemplars of 

within-object classes sharing similar low-level properties to faces. A further extension of this 
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prediction is that DPs will also have deficits in recognition of objects with sufficient similarity 

in low-level properties to faces. To the best of the author’s knowledge, there are no prior 

studies in the literature that measured low-level properties of images and assessed their 

contribution to face and object recognition abilities in neither DP, nor neurotypical groups.  

 

1.6. Measuring low-level properties with the GIST descriptor 

Throughout this thesis low-level properties of images were measured using the GIST 

descriptor (Torralba & Oliva, 2001). The GIST descriptor is an image analysis tool that captures 

the spectral and spatial properties of an image. For any input image, the GIST descriptor 

convolves the image with 32 Gabor filters at 4 spatial scales, across 8 orientations, producing 

32 feature maps at each location of the image. The number of locations in the image is defined 

by the user but is typically 16 (the image is divided into 4x4 grid). The 16 locations each have 

32 feature maps, resulting in a 16x32=512 numbers to describe the low-level image properties 

of an image (GIST descriptor). Put simply, the GIST descriptor summarises the spatial scales 

and orientations across different parts of an image with the goal to provide a description (the 

gist) of that image. Figure 1.3 illustrates the GIST descriptor output for a few images used in 

experiments within the thesis.  
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Figure 1.3. Average energy after applying Gabor filters in each location. From each location 
32 GIST features (4 scales and 8 orientations) are extracted and visualized in polar 
coordinates. 

 

The GIST descriptor was initially proposed in scene perception (Torralba & Oliva, 2001) 

with the aim to develop a low dimensional representation of the scene. The authors propose 

a set of perceptual dimensions (naturalness, openness, roughness, expansion, ruggedness) 

that represent the dominant spatial structure of a scene. They show that these dimensions 

can be reliably estimated using the GIST descriptor. Since then, The GIST descriptor, as a 

model of low-level image properties, has been successfully utilised beyond scene perception. 

For example, similarity in low-level properties of objects such as bottles, chairs, houses and, 

shoes, measured with the GIST descriptor can explain similarity in neural patterns to these 
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object categories (Rice et al., 2014). More importantly, the GIST descriptor has successfully 

captured variations in patterns of neural response to face identities (Rice et al., 2014).  

Although the GIST descriptor was built to capture low-level properties, it is important to note 

that the model can be subject to the same biases in low-level properties that it so well 

measures. For example, in a typical face matching task where the goal is to state whether two 

face identities match, difference in image background should not influence the decision. 

However, GIST does not have “high-level” cognition, and thus no way of distinguishing 

meaningful objects (the ones important for the matching task) from their background. It 

simply calculates the low-level properties of the whole image, treating the 16 locations as 

equally important. Figure 1.4 illustrates this point by visualizing the average energy across the 

16 locations of the same face identity with different backgrounds. Similarly, as illustrated on 

Figure 1.3. different image categories will naturally have different shapes. When these images 

are superimposed on a background, the pattern of background (space not covered by stimuli) 

will be more similar between some categories and can influence the similarity estimates.  

Therefore, care should be taken to standardise backgrounds when using the GIST descriptor 

and interpreting the similarity estimates. 
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Figure 1.4. Average energy after applying Gabor filters in each location for the same face 
identity with different backgrounds.  

 

1.7. Neural correlates of face recognition deficits in developmental prosopagnosia 

The underlying neural mechanisms responsible for developmental prosopagnosia are 

still a subject of debate. The face-specificity observed in regions of the IT cortex of 

neurotypical individuals has focused research efforts to these face-specific areas as probable 

candidates of the neural correlates of DP. While some studies link deficits in DP to lower 

selectivity in the face-selective regions (Hadjikhani & De Gelder, 2002; Furl, Garrido, Dolan, 

Driver, & Duchaine, 2011; Jiahui, Yang, & Duchaine, 2018), others suggest that activation in 

the core face regions in DP is comparable to that of controls (Avidan, Hasson, Malach, & 

Behrmann, 2005; Hasson, Avidan, Deouell, Bentin, & Malach, 2003; Rivolta et al., 2014). Core 
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face-selective areas are identified by showing higher activity for faces compared to non-face 

objects, suggesting that they are involved in face recognition on a categorical level, rather 

than recognition of individual face identities. However, individuals with DP do not have any 

difficulties with recognising that a face is a face but are impaired with distinguishing different 

face identities. Face recognition on a categorical level and identity recognition need not 

necessarily be co-localized. Some areas may not exhibit face selectivity, yet still play a role in 

processing features important for face identity recognition (Anzellotti & Caramazza, 2014). 

While the core face network is specialised for face perception, the need to associate face 

images with person-specific knowledge necessary for identity recognition requires the neural 

network to increasingly integrate signals beyond the core face network. The anterior 

temporal cortex has been implicated as the neural correlate of recognising individual face 

identities. Activity in the anterior temporal cortex is sensitive to previously familiar faces 

(Gobbini & Haxby, 2007; Sugiura et al., 2001; Gorno-Tempini et al., 1998; Leveroni et al., 2000; 

Gorno-Tempini & Price, 2001; Collins & Olson, 2014) but also supports fine-grained perceptual 

discrimination in previously unfamiliar face identities (Kriegeskorte et al., 2007; Anzellotti et 

al., 2014; Yang et al., 2016) and is proposed to bridge high-level visual perception with 

memory (Collins et al., 2016). Specifically, neuropsychological lesion studies show that the 

left anterior temporal lobe is involved in associating verbal and semantic knowledge with 

faces, whereas the right anterior temporal lobe is involved in the visual representation and 

sense of familiarity (Gainotti, 2007). Further support for the importance of the anterior 

temporal lobe in identities recognition comes from findings demonstrating that deficits in 

connectivity with the anterior temporal lobe are linked to deficits in face recognition ability 

in DP and neurotypical populations (Rosenthal et al., 2017; Levakov et al., 2022). 
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 Further, the interpretation of face selectivity is limited by univariate analyses. 

Univariate analyses compare BOLD responses on a voxel-by-voxel basis, with statistically 

significant voxels indicating stimulus-specific neural activity. In contrast multi-voxel pattern 

analysis (MVPA) allows for detecting differences between conditions with higher sensitivity. 

The pattern of activity of individual voxels is jointly analysed, capturing activation in voxels 

that might have been below threshold or have shown similar activation magnitude in a 

univariate analysis (Figure 1.3). For instance, when object representations are probed with 

MVPA, reliable distinct patterns of response emerge for many object categories (Haxby et al., 

2001), compared to univariate analyses which show region-specific activation only for a very 

limited number of categories (faces, places, and bodies). One of the methodological strengths 

of MVPA is that it can treat each stimulus as its own condition and allows for investigation of 

the subtle differences in the overlap between the neural representation patterns of different 

face identities and as such is better equipped to probe the deficits in face identity recognition 

in DP.  
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Figure 1.5. Schematic representation of univariate analysis (left) and MVPA (right). The same 
voxel-based activity can lead to different interpretations depending on the method used. 
Univariate analysis shows the same average activity across the 3 conditions, whereas MVPA 
shows differences in the pattern similarity between the conditions. 

 

An alternative proposal has suggested that face-selective regions exhibit typical brain 

activity, however aberrant connectivity between them can account for the deficits in face 

recognition in DPs (Behrmann & Plaut, 2013). Connectivity can be structural and functional. 

Structural connectivity refers to the physical (white matter) connections between regions, 

while functional connectivity is measured by the correlation between regions’ timeseries and 

thus reflects the level of neural synchronization. Disruptions in functional connectivity have 

been implicated in face recognition abilities (Levakov et al., 2022). Specifically, Rosenthal et 

al., (2017) demonstrated reduced functional connectivity between posterior face-selective 

regions and the anterior temporal cortex in DP. It is possible that to some extent the 

functional reductions in connectivity are constrained by reductions in structural connectivity. 
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Structurally, two white matter tracts have been implicated in face and object recognition. The 

inferior longitudinal fasciculus (ILF) - a long range, multi-layered white matter tract with 

bidirectional projections between the extrastriate cortex of the occipital lobe and the ventral 

anterior temporal lobe. One of the four major branches of the ILF is the fusiform branch, 

which connects the fusiform gyrus to the anterior temporal regions, thus linking the “core” 

with the “extended” face network (Latini et al., 2017). The second fibre tract integral for face 

and object processing is the inferior fronto-occipital fasciculus (IFOF), linking the occipiral and 

frontal lobes. Both ILF and IFOF have cortical terminations in posterior occipito-temporal 

areas such as the lateral-occipital cortex and the fusiform gurus (Herbet et al., 2018). 

Alterations of ILF’s and IFOF’s connectivity have been implicated in visual agnosia and 

prosopagnosia. Thomas et al., (2009) showed that DP individuals evidence reduced structural 

integrity of the ILF and IFOF in both hemispheres, despite showing BOLD activation in the core 

face areas comparable to controls. Importantly, higher structural integrity of both tracts was 

associated with fewer errors on a face recognition task. Moreover, structural integrity in the 

vicinity of face-selective regions, rather than the entire tract, might better account for the 

behavioural face recognition difficulties in DPs (Gomez et al., 2015; Song et al., 2015).  

 

1.8. Thesis objectives 

The overreaching objective of this thesis is to advance our understanding of DP by 

investigating the behavioural recognition profile and neural correlates of DP. The first aim of 

the thesis was to characterise the extent to which face, and object processing engage shared 

mechanisms and investigate the organizational principles behind the concurrent deficits in 

face and object recognition in DP. Specifically, Chapter 2 addressed the hypothesis that 
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similarity in low-level image properties will modulate the association between recognition 

abilities for faces and objects. Across 2 Experiments, we investigated the extent of association 

between recognition abilities of neurotypical adults as well as the recognition deficits in DP 

for faces and face-like objects varying in their low-level similarity to faces. Taken together, 

Chapter 2 will address the overreaching theoretical question of the extent to which face 

recognition is a specialised ability (domain specific) or engages a shared perceptual 

mechanism (domain-general).  

Although face recognition is well-studied, a comprehensive mapping of the course of 

its development, and the role of perceptual experience to its development, is still missing. 

Behavioural results suggest that the specialisation for human face recognition is a gradual 

experience-dependent process not fully present at birth (Pascalis et al., 2002; Pascalis et al., 

2005).  Face recognition impairments are a hallmark symptom of DP, however, it is currently 

unclear whether recognition deficits emerge as a function of perceptual experience. Chapters 

3 and 4 directly address whether DPs’ recognition abilities will be influenced by the level of 

experience with different types of faces, or a general face deficit, independent of experience. 

Specifically, Chapter 3 addressed the hypothesis that face deficits in DP will extend to faces 

from other races. Similar in its conception, Chapter 4 addressed the hypothesis that DPs’ face 

deficits will extend to animal faces. Together, Chapters 3 and 4 investigated the overreaching 

question of whether DPs have a general, experience-independent, deficit in the recognition 

of faces that encompasses a range of configural and morphological structures. 

 Lastly, despite the increased number of recent investigations, a comprehensive 

account of the neural correlates of DP is still missing. A final aim of the thesis was to explore 

how the brain may give rise to deficits in face recognition by focusing on measures relevant 
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to the behavioural deficits and developmental course in DP. As DP is a condition affecting the 

recognition of individual face identities, rather than faces as a category, Chapter 5 explored 

the neural correlates in DP by probing the neural signatures elicited by individual faces. 

Moreover, current theories of the neural basis of DP focus on the face processing network in 

the temporal lobe. While this core face network is specialised for face perception, the need 

to associate face images with person-specific knowledge necessary for recognition, requires 

the neural architecture to increasingly integrate signals across the whole brain. To this end, 

Chapters 5 and 6 used data-driven analyses to explore whether a disruption to global 

connectivity could explain the deficits in face recognition evident in DP.  

Taken together, the overreaching aim of this thesis is to understand the behvaioural 

and neural mechanisms of typical and atypical face recognition abilities in DP. Chapters 2, 3, 

and 4 directly address whether face recognition in DP is a specific or shared impairment, and 

the extent to which this impairment is dependent on visual experience. Chapters 5 and 6 

explore the significance of functional and structural integration of information across the 

whole brain in supporting face recognition abilities.  
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Chapter 2 

 

Recognition of pareidolic objects in 

developmental prosopagnosic and neurotypical individuals 

 

2.1. Abstract 

Developmental prosopagnosia (DP) is a neurodevelopmental disorder associated with 

difficulties in the perception and recognition of faces. However, the extent to which DP affects 

non-face object is an ongoing debate. In this study, we asked whether pareidolic objects 

(which give rise to the perception of a face) are also affected in DP. First, we compared 

performance in DPs (n=30) and controls (n=27) on a recognition task with faces, pareidolic 

objects and non-pareidolic objects (bottles). The pareidolic objects had either similar or 

dissimilar image statistics to faces. Consistent with our understanding of DP, we found that 

the pattern of recognition across items between DPs and controls was lowest for faces. 

Interestingly, there was also a low correlation between DPs and controls for pareidolic-similar 

objects that was similar to faces. In contrast, there were higher correlations between DPs and 

controls for pareidolic-dissimilar objects and bottles, which were both significantly different 

to faces. These findings suggest that the deficit in DP involves processing image properties 

that are common to faces.  Next, using an individual differences approach across a large group 

of neurotypical adults (n=94), we found that face recognition covaried with the recognition 

of pareidolic-similar objects, but not with pareidolic-dissimilar objects or non-pareidolic 

objects. Together, these findings support the idea that a representation based on image 

properties plays an important role in the perception and recognition of objects and faces and 

that the deficit in the perception of some object categories in DP could be explained by their 



 

35 
 

similarity to the image properties found in faces.   

 

2.2 Introduction 

The extent to which the underlying cognitive processes involved in face and object recognition 

are specific for each category (domain-specific) or shared between categories (domain-

general) is an ongoing debate in psychology and neuroscience (Kanwisher, 2010; Behrmann 

& Plaut, 2014). Support for a domain-specific organization has been demonstrated in 

neuropsychological disorders, such as prosopagnosia in which lesions to the temporal lobe 

can result in severe deficits in face recognition but leave object recognition relatively intact 

(McNeil & Warrington, 1993). Conversely, other lesions are reported to affect non-face object 

processing, but leave face perception intact (Moscovitch et al., 1997). Further support for 

domain specificity is found in fMRI studies that have shown discrete regions in the temporal 

lobe respond selectively to faces (Kanwisher et al., 1997), whereas other regions are selective 

for different categories of non-face objects (Downing, Jiang, Shuman, & Kanwisher, 2001; 

Epstein & Kanwisher, 1998). 

Other evidence supports a domain-general neural organization of the visual brain. In 

cases of acquired prosopagnosia, individuals develop typical face recognition ability, but 

subsequently experience face recognition difficulties following a brain injury (Renzi De, 

Faglioni, Grossi, & Nichelli, 1991; McNeil & Warrington, 1993). However, there is now growing 

evidence that these individuals also acquire deficits in the recognition of non-face objects 

(Behrmann & Plaut, 2013;Behrmann & Plaut, 2014). There are also individuals in the general 

population who experience lifelong face recognition difficulties without any history of brain 

injury (Duchaine & Nakayama, 2006). This condition is often referred to as developmental 

prosopagnosia (DP), to reflect the fact that the disorder is lifelong in duration. The degree to 
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which deficits in DP are face-specific or involve more general processing mechanisms has 

been the subject of debate (Behrmann & Plaut, 2013; Susilo & Duchaine, 2013). Some 

behavioural studies suggest that individuals with DP have preserved object recognition 

abilities (Duchaine, Yovel, Butterworth & Nakayama, 2006; Duchaine & Nakayama, 2006; 

Bate, Bennetts, Tree, Adams & Murray, 2019; Garrido, Duchaine & DeGutis, 2018), whereas 

other studies report deficits in object recognition (Behrmann, Avidan, Marotta & Kimchi, 

2005; Biotti, Gray & Cook, 2017; Gray, Biotti & Cook, 2019;Geskin & Behrmann, 2018). 

Further support for a domain-general neural organization can also be found in 

neuroimaging studies. For example, fMRI studies using multivariate analysis methods (in 

which the pattern, rather than the magnitude, of response is compared) show that 

overlapping patterns of response across the entire ventral temporal cortex may be important 

for the discrimination of different object categories (Haxby et al., 2001; Rice, Watson, Hartley 

& Andrews, 2014; Harris, Rice, Young & Andrews, 2015). The potential importance of the 

pattern is demonstrated by the fact that the ability to discriminate particular object categories 

is still evident when the most category-selective regions are removed from the analysis 

(Haxby et al., 2001b). For example, the pattern can still discriminate faces when the most 

face-selective regions are removed from the analysis. These findings suggest a distributed 

domain-general representation could underlie the perception of faces and non-face objects 

in ventral temporal cortex. 

A key problem in understanding whether prosopagnosia is a domain-general disorder 

is that there has not been a clear theoretical rationale for which objects to test (Bate, 

Bennetts, Tree, et al., 2019). This has led to the use of a diverse range of object categories. As 

objects vary widely in both their visual and semantic properties (Rice et al., 2014; Coggan et 
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al., 2019), it is difficult to compare results across different studies and this may account for 

some of the discrepancies in the literature. It also makes it difficult to draw wider conclusions 

about the perceptual or cognitive origins of the disorder. 

The aim of this study is to determine whether objects with similar visual or semantic 

properties are affected in the DP. To test this prediction, we used an old/new recognition 

paradigm using objects that give rise to the perception of faces (pareidolia). Pareidolic objects 

not only give rise to the perception of a face, but they also elicit face-like patterns of neural 

response (Wardle, Taubert, Teichmann & Baker, 2020; Taubert, Wardle & Ungerleider, 2020; 

Decramer et al., 2021) and can engage higher-level semantic properties, such as gender, age, 

and emotional expression (Wardle, Paranjape, Taubert & Baker, 2022). To determine the 

importance of visual and semantic properties, we selected pareidolic images that had either 

similar or dissimilar image statistics to faces. In Experiment 1, we compared the 

representational pattern similarity and performance on the recognition memory tasks for 

each condition with DPs and control participants. If semantic properties are important, we 

would expect the recognition of pareidolic objects to depend on perceived facial appearance. 

However, if image properties are important, we would only expect recognition to be affected 

for the pareidolic images with similar image statistics to faces. In Experiment 2, we used an 

individual differences approach with a larger analysis of neurotypical participants. We 

compared individual differences in performance on the face recognition task with 

performance with pareidolic objects. If image properties are important, we would only expect 

covariation in performance between faces and pareidolic images with similar image statistics 

to faces. On the other hand, if semantic properties are important, we would expect 

covariation between faces and all pareidolic images. 
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2.3. Methods 

2.3.1. Participants 

We report how we determined our sample size, all data exclusions (if any), all 

inclusion/exclusion criteria, whether inclusion/exclusion criteria were established prior to 

data analysis, all manipulations, and all measures in the study. Sample size was determined 

based on similar group studies investigating object recognition in DP (Biotti et al., 2017; 

Malaspina, Albonico, Toneatto & Daini, 2017; Bate et al., 2019). In Experiment 1, there were 

30 participants with DP (Mage = 41.17, SDage = 11.04, 21 females) and 27 control participants 

(Mage = 36.93, SDage = 11.31, 16 females). There was no significant difference in age [t(55) = 

1.43, p = 0.158, two-tailed] or gender [X2 (1) = 0.72, p = 0.396, two-sided] between the two 

groups. All participants were over 18 years-old, had normal or corrected-to-normal vision and 

had no history of neurological conditions, schizophrenia or Autism Spectrum Disorder. All 

participants provided written informed consent and were fully debriefed after the 

experimental procedure. In Experiment 2, 95 participants (Mage = 19.05, SDage = 0.98, 81 

females) were recruited via an opportunity sample. One participant was excluded from the 

study for reporting face recognition difficulties (PI20 score > 65). All participants were over 

18 years-old, had normal or corrected-to-normal vision and had no history of psychiatric or 

neurological conditions. All participants provided written informed consent and were fully 

debriefed after the experimental procedure. All experiments presented were approved by the 

Psychology Research Ethics Committee at the University of York. 

2.3.2. Diagnostic Tests 

DP participants were recruited through www.troublewithfaces.org. Diagnostic evidence for 

the presence of DP was collected using the PI20 questionnaire - a 20-item self-report measure 
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of face recognition abilities - https://www.troublewithfaces.org/pi20_printable.pdf (Shah, 

Gaule, Sowden, et al., 2015) and the Cambridge Face Memory Test (CFMT) – an objective 

measure of face recognition (Duchaine & Nakayama, 2006). CFMT consists of a learning stage 

where a target face is presented from 3 viewpoints for 2 seconds per viewpoint and 500ms. 

ISI. There were 3 types of test stages: 1) identical stage – target is presented the same as in 

the learning stage among 2 distractors; 2) novel stage – target is presented in a different 

viewpoint from the learning stage among 2 distractors; 3) noise stage – target is presented in 

a different viewpoint from the learning stage among 2 distractors and visual noise is added to 

all images. To be classified with DP, a participant had to score both > 65 on the PI20 and < 

65% on the CFMT (Supplementary Table 1). The use of convergent diagnostic evidence from 

self-report and objective computer-based measure of face recognition ability is thought to 

provide reliable identification of DP; for example, less than 2% of the population score > 65 

on the PI20 and < 65% on the CFMT (Gray et al., 2017).  

 

2.3.3. Additional tests 

In order to assess face perception and car recognition abilities participants who were 

classified into controls and DPs based on their pre-screening scores completed the Cambridge 

Face Perception Test (CFPT) (Duchaine, Germine & Nakayama, 2007), assessing the ability to 

perceive similarity between faces. Each trial required participants to arrange 6 faces morphed 

to different degrees according to their perceived similarity to a target face. Half of the trials 

were comprised of upright faces and half of inverted faces. Participants had 60 seconds to 

complete each trial. Performance was calculated as a deviation from the correct ordering of 

images across the upright and inverted trials (higher scores indicate more deviation and lower 
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performance). All participants completed the Models Face Matching Test (MFMT) (Dowsett 

& Burton, 2015) assessing unfamiliar face matching abilities. The MFMT entails seeing 90 pairs 

of face images and assessing whether the 2 faces within a pair are the same or different 

identity. Half of the pairs contained faces of the same identity and the other half had faces 

with different identities. Participants also completed the Cambridge Car Memory Test (CCMT) 

(Dennett et al., 2012) – a well-validated test for car recognition abilities with the same task 

structure and demands as CFMT. As expected, there were significant differences in 

performance between DPs and Controls for tests of upright face processing (Table 1). 

Participants with DP showed significant differences from controls on the PI20, t(55) = 16.8, p 

< 0.0001, CFMT, t(55) = 12.55, p < 0.0001, MFMT, t(55) = 4.66, p < 0.0001, CFPT Upright , t(55) 

= 5.94, p < 0.001. However, there were no significant differences on the control tests: CFPT 

Inverted, t(55) = 1.49, p = 0.143; CCMT, t(55) = 1.55, p = 0.127. 

 

Table 2.1. Group comparisons results on diagnostic and additional tests. Mean scores (± 1 SE) 
on the Twenty-Item Prosopagnosia Index (PI20), Cambridge Face Memory Test (CFMT), 
Models Face Matching Test (MFMT), Cambridge Face Perception Test (CFPT) – Upright and 
Inverted, and Cambridge Car Memory Test (CCMT) for control (n = 27) and DP (n = 30) 
participants • reverse scored. ***p<0.001, n.s. not significant. 

 

Test  Controls (n=27)  DPs (n=30) Significance Effect size      
(Cohen’s d) 

PI20 • 39.6 ± 1.9 77.2 ± 1.2        ***       4.40 

CFMT % 83.8 ± 2.0 54.0 ± 1.4        ***       3.30 

MFMT % 72.9 ± 1.3 64.0 ± 1.4        ***       1.24 

CFPT Upright • 29.5 ± 1.8 47.9 ± 2.5        ***       1.59 

CFPT Inverted • 64.0 ± 2.6 69.1 ± 2.2         n.s.       0.39 

CCMT % 70.2 ± 2.4 65.6 ± 1.8         n.s.       0.41 
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2.3.4. Old/New Recognition Task 

The old/new recognition test consisted of 4 conditions: 1) faces, 2) pareidolic objects with 

similar visual properties to faces, 3) pareidolic objects with dissimilar visual properties to 

faces, and 4) non-pareidolic objects (bottles). Face images were from young-adult, male, 

Caucasians and were taken from the MFMT (Dowsett & Burton, 2015). Images of pareidolic 

objects and bottles were taken from a variety of freely available Internet sources. Our 

rationale for choosing bottles as a control condition was threefold: (1) a category with 

exemplars that were similar to each other; (2) a category with dissimilar image properties to 

faces; (3) a category in which the neural response to bottles is dissimilar to faces (Coggan et 

al., 2016). All images were presented in gray-scale and had a resolution of 256x256 pixels. 

A GIST descriptor was used to determine the image similarity of pareidolic images to 

faces (Torralba & Oliva, 2001). The GIST descriptor is an image analysis tool that captures the 

spectral and spatial properties of an image. Each image is spatially divided into 16 (4x4) 

locations. The GIST descriptor calculates low-level properties by convolving the image with 32 

Gabor filters at 4 spatial scales, each with 8 orientations, producing 32 feature maps for each 

of the 16 spatial locations. This produces a total of 512 values describing the low-level 

properties of each image. 

First, we measured the GIST for all 60 face images to generate an average GIST 

descriptor for faces. Next, we measured the GIST of 120 pareidolic images and correlated the 

resulting vector with the average face vector. Based on the correlation values, the 20 

pareidolic images with highest correlations to the 20 face targets were selected as targets for 

the face-like similar condition. The 20 pareidolic images with the lowest correlations to the 

20 target faces were selected as targets for the face-like dissimilar condition. We compared 
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the low-level properties of bottles with the average face vector. Figure 2.1 illustrates example 

images of each condition and their correlation with the average GIST descriptor of faces. A 

one-way ANOVA indicated that there were significant differences in the similarity with faces 

across the different conditions (F(3,76) = 739.4, p < 0.001). Post-hoc multiple comparisons 

(FDR-corrected) showed that pareidolic-similar images had a higher correlation with faces (M 

= 0.58, SD = 0.07) compared to the pareidolic-dissimilar images (M = 0.08, SD = 0.06), t(76) = 

26.75, p < 0.001) and bottles (M = 0.29, SD = 0.07, t(76) = 15.25, p < 0.001).  

To select the distractors, we ran a cluster analysis of the pareidolic objects, which 

produced a matrix of similarity of each image to all other images. Based on the cluster analysis 

we chose the PS and PD distractor images from the clusters that contained the PS and PD 

targets. This allowed us to ensure that both targets and distractors in each condition had 

similar image properties. We also calculated low-level similarity of all 60 PS (targets and 

distractors) and 60 PD images to the face targets. Together, PS targets and distractors were 

the most face-like based on their image properties. PD targets and distractors were the least 

face-like based on their image properties. An independent t-test showed that low-level 

similarity to faces was significantly higher for the pareidolic-similar (M = 0.41, SD = 0.15) 

compared to pareidolic-dissimilar condition (M = 0.26, SD = 0.15), t(118) = 5.82, p < 0.0001).  

To determine whether the observed low-level similarity of PS and PD images to faces 

generalises to a more diverse set of images, we calculated low-level similarity to faces from 

two other face databases (Supp Fig.1): Radboud face database (Langner et al., 2010) and the 

London face dataset (DeBruine et al., 2017). This analysis shows that PS images (M = 0.43, SD 

= 0.08) were significantly more similar to faces from the Radboud database than the PD 

images (M = 0.08, SD = 0.15), t(38) = 9.28, p < 0.0001. Similarly, PS images (M = 0.31, SD = 
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0.13) were more similar to faces from the London dataset compared to the PD images (M = 

0.05, SD = 0.14), t(38) = 5.89, p < 0.0001). 

 

 

 

 

 

 

 

 

 

 

 

  

  

 

 

 

Figure 2.1. Example target (a) and distractor (b) images from F) Faces, PS) Pareidolic-Similar, 
PD) Pareidolic Dissimilar and B) Bottles conditions. (c) Similarity in low-level properties 
(Pearson’s r) between the images from each condition and the average face descriptor. (d) 
Mean face resemblance rating for PS and PD targets in DP and Control participants. 

 

The old/new recognition task involved a learning phase and a test phase. In the 

learning phase of each condition participants were presented with 20 target images for 2 sec 

each with a 1 sec inter-stimulus-interval. Participants were instructed to remember the 
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images. During the recognition phase the 20 target images were presented along with 40 

distractor images. The recognition phase followed immediately after the learning phase for 

each condition. Conditions were counterbalanced and the order of image presentation in the 

recognition phase within each condition was randomised. Distractor images in each condition 

were from the same category as the target images. Participants were instructed to indicate 

by a button press whether the image was old or new. Images stayed on screen until 

participants made a response. 

 

2.4. Results 

2.4.1. Experiment 1 

First, we performed an item analysis to determine whether there were differences in the way 

DPs and control participants represent images from the different conditions. To do this, we 

calculated the average accuracy for each item in the recognition task across all participants in 

either the DP or the control group, thus constructing a multi-item discriminability pattern for 

each task (Fig. 2.2). The mean and the range for each condition are shown in Table 2 and Supp 

Fig 1. The internal reliabilities are shown in Supp. Table 2. These are similar for the PS and PD 

conditions. We then correlated the average item values across the two groups for each 

condition. Correlations were then compared statistically using Fisher’ z. A power analysis 

revealed that to detect an estimated correlation of r = 0.54, the required sample size is 24, 

(alpha = .05 and power = 0.80). Thus, the number of items (n = 60) used in the current analysis 

is sufficient for this analysis. We carried out a further sensitivity power analysis to determine 

whether the number of items is sufficient for comparing correlations. The power analysis 

revealed that to detect an effect size of 0.60 (power = 0.80), 47 items are required, critical z 
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score = ±1.96. However, for detecting a medium effect size of 0.3, 178 items are required. 

This suggests that the current analysis had limited sensitivity to detect small or medium effect 

sizes.  

  

 

 

 

 

 

 

 

 

 

 

Figure 2.2. Correlations of multi-item patterns between DPs and controls for each recognition 
task. Each matrix shows participants on the x-axis and trials on the y-axis. Blue cells show 
correct responses and white cells show incorrect responses. The average values for each 
participant group were calculated for each trial and the corresponding item analysis 
correlated between DP and controls. The correlation between DPs and controls for faces was 
not significantly different to that of pareidolic similar (PS) but was significantly different to 
pareidolic dissimilar (PD) and Bottles. Significance values reflect whether each correlation is 
significantly different from the correlation value for faces ***p<0.001, **p<0.01, *p<0.05, n.s. 
p>0.05. 

 

The multi-item pattern for faces showed the lowest correlation between DP and control 

participants. This is consistent with a general deficit in face perception in DPs. The correlation 
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between DPs and control participants was significantly higher for bottles (z = -3.29, p = 0.001) 

and for pareidolic-dissimilar objects (z = -2.09, p = 0.036) compared to faces. However, there 

was no significant difference between DPs and controls for pareidolic-similar objects 

compared to faces (z = -0.65, p = 0.519). The correlation between DPs and controls for 

pareidolic-similar objects was, however, significantly lower than for bottles (z = -2.65, p = 

0.008). There was no significant difference between bottles and pareidolic-dissimilar objects 

(z = -1.20, p = 0.229). These findings suggest a difference in the way DPs represent faces and 

objects with similar image properties to faces compared to objects with dissimilar image 

properties to faces. 

To determine whether these results could be explained by perceptual similarity to 

faces, participants rated the 20 pareidolic-similar and 20 pareidolic-dissimilar targets for their 

resemblance to faces on a 5-point scale (1: very low resemblance to faces to 5: very high 

resemblance to faces) at the end of the testing session. A 2-way mixed ANOVA with Group 

(DPs and Controls) as the between-subject factor and Image (PS, PD) as the within-subject 

factor. There was a significant main effect of Group (F(1, 38) = 9.80, p = 0.003). However, 

there was no effect of Image (F(1, 38) = 0.16, p = 0.694) or any interaction between Group 

and Image, F(1, 38) = 0.01, p = 0.921. Post-hoc multiple comparisons (FDR-corrected) revealed 

that DP participants (M = 2.98, SD = 0.88) reported lower face-like ratings for PS images 

compared to controls (M = 3.14, SD = 0.85, t(38) = 2.23, p = 0.032, Cohen’s d = 0.18). PD 

images were also rated lower by DP (M = 2.88, SD = 0.76) than control (M = 3.04, SD = 0.84) 

participants (t(38) = 2.20, p = 0.034, Cohen’s d = 0.20). This shows that the difference between 

pareidolic-similar and pareidolic-dissimilar objects did not reflect a difference in face likeness. 
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As a further test of whether perceptual similarity might explain the pattern of data, 

we reanalysed the data with the 20 ‘most face-like’ (M = 3.68, SD = 0.44) and 20 ‘least face-

like’ (M = 2.34, SD = 0.45) pareidolic images, irrespective of the image properties. The 

correlation between the multi-item patterns of DPs and controls for the 20 most face-like 

images was r(18) = 0.71, p < 0.0001 and for least face-like images, r(18) = 0.66, p = 0.002. In 

order to compare these values to the correlations with faces, PS, PD and bottles from 

Experiment 1, we repeated the analysis with the 20 target images from the original 

conditions. The correlation between control and DP participants (restricted to the 20 target 

images) were as follows:  faces (r = 0.51, p = 0.021), PS (r(18) = 0.48, p = 0. 032), PD (r(18) = 

0.79, p < 0.0001 and bottles (r(18) = 0.66, p = 0.002). Consistent with the original analysis, 

when pareidolic images are separated based on low-level properties, the correlation for faces 

(r = 0.51) is similar to PS (r = 0.48), but is different from PD (r = 0.79), (Supp Table 3). However, 

when the pareidolic images are separated based on perceived similarity to faces, the ‘most 

face-like’ and ‘least face-like’ conditions are higher (showing more similarity between DPs and 

Controls) and more similar to each other. 

Next, we compared recognition accuracy for DP and control participants in the 

old/new recognition task. Item scores were entered into a 2 (group: DP and Control) x 4 

(condition: face, pareidolic-similar, pareidolic-dissimilar and bottle images) repeated 

measures ANOVA. There were significant main effects of group (F(1, 236) = 33.26, p < 0.0001, 

ηp2 = 0.12) and condition (F(3, 236) = 34.05, p < 0.0001, ηp2 = 0.30). The interaction between 

group and condition was also significant (F(3, 236) = 7.06, p < 0.001, ηp2 = 0.08). To explore 

the interaction in more detail, we performed post-hoc comparisons (FDR-corrected) between 

DPs and controls for all tasks (Table 2). We also explored the strength of the evidence for the 

alternative hypothesis using Bayesian t-tests. Specifically, we tested the strength of evidence 
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for differences (the alternative hypothesis stating that DPs and Controls will differ) using BF10. 

As the Bayes factor (BF10) increasingly deviates from 1, (which indicates equal support for the 

null and the alternative hypotheses), more support is gained for the alternative hypothesis. 

BF10 between 1 and 3 is considered to be weak support, BF10 between 3 and 10 is considered 

moderate, and BF10 greater than 10 is considered strong evidence in support of the alternative 

hypothesis. We found a significant difference between DPs (M = 0.68, SD = 0.18) and controls 

(M= 0.77, SD = 0.14) on the face condition, (t(236) = 6.79, p < 0.0001), BF10 = 10.99). There 

was also a significant difference in accuracy between DPs (M = 0.90, SD = 0.08) and controls 

(M = 0.93, SD = 0.07) on the pareidolic-similar condition (t(236) = 2.27, p = 0.049), BF10 =1.35. 

However, there were no significant differences between DP (M = 0.87, SD = 0.10) and control 

participants (M = 0.89, SD = 0.10) on the pareidolic-dissimilar (t(236) = 1.51, p = 0.178, BF10 = 

0.34) and the bottles, (MDP = 0.83, SDDP = 0.15,  MC = 0.84, SDC = 0.14, t(236) = 0.97, p = 0.331, 

BF10 = 0.22). 

We also analysed the heterogeneity of performance in the DP group across the 4 

conditions (Suppl. Fig. 3). We found that the number of DPs who performed 1SD below the 

mean of the control group was 13 (43.3%) in the face task, 9 (30%) for the PS task, 6 (20%) for 

the PD task and only 4 (13.3%) for bottle task. This pattern of results mirrors that of the multi-

item analysis. However, a Chi-square test indicated that there was no significant difference 

between the number of DPs who were impaired with PS objects (9) and the number of DPs 

impaired with PD objects (6), X2 (1, N = 30) = 0.89, p = 0.371.  

 

Table 2.2. Group comparisons results on the old/new recognition tasks. Mean (± 1SEM) 
recognition accuracy for the old/new recognition tasks in Control (n=27) and DP participants 
(n=30). ***p<0.001, **p<0.01, *p<0.05, n.s. p>0.05. 
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We calculated reaction time (RT) for all correct trials. There was a significant 

interaction between group and task (F(3, 220) = 2.73, p = 0.045). Post-hoc multiple 

comparisons (FDR-corrected) showed that RT was significantly higher for faces in the DP 

group (M = 2.31, SD = 0.69, BF10 = 25.26) compared to Controls (M = 1.74, SD = 0.55) (t(220) 

= 4.62, p < 0.0001). However, there was no difference between DPs and controls for 

pareidolic-similar (MDP = 1.41, SDDP = 0.39; MC = 1.28, SDC = 0.31, t(220) = 1.04, p = 0.299, BF10 

= 0.58), pareidolic-dissimilar (MDP = 1.58, SDDP = 0.47; MC = 1.37, SDC = 0.34 ,t(220) = 1.70, p = 

0.091, BF10 = 1.19), or bottles (MDP = 1.46, SDDP = 0.45; MC = 1.29, SDC = 0.35, t(220) = 1.34, p 

= 0.182, BF10 = 0.70). 

 Finally, we analysed the data using an individual differences approach. We calculated 

the correlation between individual performance with faces with performance on the other 

conditions. For controls, accuracy scores for faces were significantly correlated with PS, (rs = 

0.53, p = 0.005, BF10 = 8.96), but not with PD (rs = 0.31, p = 0.115, BF10 = 0.69) or bottles (rs = 

0.37, p = 0.057, BF10 = 1.29). For DPs, there was no significant correlation between 

performance with faces and PS (rs = 0.03, p = 0.883, BF10 = 0.47), PD (rs = 0.25, p = 0.192, BF10 

= 0.35) or bottles, (rs = -0.26, p = 0.158, BF10 = 0.67). This shows similar individual variation 

between faces and PS in controls, but not in DPs. To ensure that the lack of correlation 

  Controls            DPs          Significance       Effect size  

     (Cohen’s d) 

Faces 0.77 ± 0.02      0.68 ± 0.02                ***            0.56  

PS 0.93 ± 0.01      0.90 ± 0.01                  *            0.40 

PD 0.89 ± 0.01      0.87 ± 0.01                n.s.            0.20 

Bottles 0.84 ± 0.02      0.83 ± 0.02                n.s.            0.07 
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between DPs is not caused by lower variability of scores we correlated individual differences 

between bottles and PS and PD. In Controls, performance with bottles did not correlate with 

PS, (rs = 0.30, p = 0.126), but correlated with PD (rs = 0.76, p < 0.001). In DPs performance 

with bottles significantly correlated with PS, (rs = 0.56, p = 0.001), and PD (rs = 0.39, p = 0.031), 

suggesting that the previously reported lack of correlation between faces and PS in DPs 

reflects that DPs are not sensitive to the low-level properties common to faces.  

 

2.4.2. Experiment 2  

Experiment 2 used an individual differences approach to compare performance on tasks of 

face and object processing in a large group of neurotypical adults. First, we compared 

performance on the standard diagnostic tests used in Experiment 1 (scores on tests in which 

lower scores indicate better performance were reverse-coded). Fig 2.3a shows the individual 

variation in all the tests: CFMT (M = 80.0, SD = 12.9), CFPT Upright (M = 31.9, SD = 13.1), and 

Inverted (M = 62.9, SD = 14.7), MFMT (M = 70.4, SD = 8.9) and CCMT (M = 66.2, SD = 11.5).  

Figure 2.3c shows a correlation matrix across all the diagnostic tests. We found that 

the CFMT had the highest correlation with the other tests of upright face perception, namely 

the CFPT upright (rs (92) = 0.50, p < 0.0001, BF10 = 31705.2) and the MFMT (rs (92) = 0.56, p < 

0.0001, BF10 = 382025.1). The CFMT was also correlated with the CFPT inverted (rs (92) = 0.26, 

p = 0.011, BF10 = 0.88). The MFMT correlated positively with both CFPT upright (rs (92) = 0.34, 

p = 0.001, BF10 = 27.9) and inverted conditions (rs (92) = 0.34, p = 0.0009, BF10 = 29.1). Finally, 

there was a significant positive correlation between the upright and inverted CFMT (rs (92) = 

0.46, p < 0.0001, BF10 = 57853.1). In contrast, the CCMT was not correlated with any of the 
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tests at p < 0.05. These findings show that the significant inter-individual variation across 

participants covaries with tasks involving upright faces.  

 

 

  

 

  

 

 

 

 

 

 

 

 

 

Figure 2.3. (a) Individual variation of scores on the diagnostic tests. (b) Individual variation of 
d’ scores on the 4 conditions of the old/new recognition paradigm. (c) Correlation matrix 
between the diagnostic tests. (d) Correlation matrix between the d’ values for Faces, PS, PD 
and Bottles conditions in the old/new recognition task ***p<0.001, **p<0.01, *p<0.05 

 

Performance for each participant on the old/new recognition tasks was calculated 

with d’, by using the hit rate (correctly recognising an image as a target) and false alarm rates 

(incorrectly mistaking an image for a target). In cases where hit rate was 1 and/or false alarm 

rate was 0, d’ was calculated by decreasing the hit rate to 0.99 and increasing the false alarm 

to 0.01. Fig. 2.3b shows there was significant individual variation in the d’ scores on the face 
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(M = 1.65, SD = 0.66), pareidolic-similar (M = 2.83, SD = 0.94), pareidolic-dissimilar (M = 2.83, 

SD = 0.85) and bottles conditions (M = 2.27, SD = 0.88). Although there was significant 

variation in performance across the 4 conditions, F(3, 279) = 63.26, p < 0.0001, there was no 

significant difference in overall performance between the critical PS and PD conditions (t(93) 

= 0.01, p = 0.990, FDR-corrected). 

Next, we compared individual variation on the recognition tasks (Fig. 2.3d). There was 

a significant positive correlation between recognition accuracy on the face condition and the 

pareidolic-similar condition (rs (92) = 0.30, p = 0.004, BF10 = 6.91). In contrast, there was no 

correlation between performance on the face condition and pareidolic-dissimilar (rs (92) = 

0.18, p = 0.081, BF10 = 2.16) or bottle (rs (92) = 0.20, p = 0.054, BF10 = 1.39) conditions. 

Recognition of pareidolic-similar and pareidolic-dissimilar objects was positively correlated (rs 

(92) = 0.34, p < 0.001, BF10 = 50.2) and recognition performance with bottles was correlated 

positively with both pareidolic-similar objects (rs (92) = 0.49, p < 0.001, BF10 = 93179.7), and 

PD objects, (rs (92) = 0.39, p < 0.001, BF10 = 231.6). 

 

2.5. Discussion 

The aim of the study was to investigate the extent to which individuals with developmental 

prosopagnosia also exhibit impaired recognition of objects. Although some studies suggest 

that individuals with DP have preserved object recognition abilities (Bate, Bennetts, Tree, 

Adams & Murray, 2019; Garrido, Duchaine & DeGutis, 2018), there is now growing evidence 

that individuals with DP have deficits in the recognition of some non-face objects (Geskin & 

Behrmann, 2018). A key issue that has not been resolved is why some objects appear to be 

affected whereas others are not. In this study, we asked whether objects with similar visual 
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or semantic properties to faces are more likely to be affected in DP. To do this, we used the 

phenomenon of face pareidolia, in which inanimate objects give rise to the perception of 

faces (Liu et al., 2014; Wardle et al., 2020;  Decramer et al., 2021; Omer et al., 2019; Alais et 

al., 2021; Keys et al., 2021; Wardle, Paranjape, Taubert & Baker, 2022). 

We compared pareidolic objects with similar image properties to faces to pareidolic 

objects with dissimilar image properties to faces. In Experiment 1, we used an item-wise 

correlation analysis to determine the pattern of performance for DP and match-control 

participants. For each recognition condition, we first measured the mean accuracy for each 

item across all individuals within a group (DPs and neurotypical controls). The accuracy across 

the different items gives rise to the multi-item pattern. We measured the similarity of these 

multi-item patterns in DPs and controls for each condition. We found that the similarity 

between DPs and controls was significantly lower for faces compared to the control non-

pareidolic object condition (bottles). This demonstrates a clear difference in the way that 

faces and non-face objects are represented in DPs and is consistent with a recent study using 

a similar item-wise correlation method (Xue et al., 2020). The key novel finding in this study 

is that the similarity in the multi-item pattern between DPs and controls was also lower for 

pareidolic objects with similar image properties to faces. In contrast, the similarity in the item 

analysis was greater for pareidolic objects with dissimilar image properties and with bottles. 

This suggests that these objects are perceived more similarly in DPs and controls. Importantly, 

the ranges and reliability for PS and PD scores were comparable.  

A possible alternative explanation of the data could be that the pareidolic objects with 

more similar image properties were also perceived to be more ‘face-like’. To address this 

issue, we measured the perceived ‘face-likeness’ of pareidolic objects with similar and 
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dissimilar image properties to faces. We found that both pareidolic similar and pareidolic 

dissimilar objects were perceived to have a similar face-likeness. This allows us to 

differentiate between low-level and high-level properties in the main analysis of the data. We 

also reanalysed the data by separating the pareidolic images into the ‘most face-like’ and 

‘least face-like’. We found that the item-wise correlation was similar in these two conditions 

and was higher than for faces. Together, this suggests that the deficit in DP is better explained 

by the visual properties of the images.   

We also found that DPs were impaired in the recognition of faces and pareidolic 

objects that had similar image statistics to faces. However, there was no difference in 

performance between DPs and controls for pareidolic objects that had dissimilar low-level 

image properties or non-pareidolic objects (bottles). The group difference in recognition 

accuracy for pareidolic similar objects was significant, but it was smaller compared to faces. 

There was also no difference in response time. There are two reasons for why there might be 

a smaller effect on overall recognition with pareidolic similar objects between DPs and 

controls. The first is that, although the image properties are similar, they are not identical to 

faces. This is consistent with previous studies have also shown that neural response to 

pareidolic objects is similar, but not identical to faces (Liu et al., 2014; Wardle et al., 2020;  

Decramer et al., 2021; Omer et al., 2019; Alais et al., 2021; Keys et al., 2021). Another reason 

for the smaller difference in pareidolic similar objects might be the higher accuracy for the 

pareidolic objects in the old/new recognition task, which may have masked the effect of 

group. 

In Experiment 2, we tested a large group of neurotypical adults on the recognition 

tasks. One hypothesis about the deficit in DP is that it reflects the lower end of the normal 



 

55 
 

distribution of face processing abilities (Barton & Corrow, 2016). With this theoretical 

perspective, we used an individual differences approach to ask whether recognition 

performance on faces could be predicted by recognition performance on other objects. 

Although some studies have found correlations between face and object tasks (Zhao et al., 

2016; Malaspina et al., 2017; Biotti et al., 2017), other studies have failed to report significant 

covariation between faces and non-face objects (Bate, Bennetts, Tree, et al., 2019). Here, we 

report that performance on the face recognition task was only correlated with performance 

on the pareidolic-similar object task. There was no correlation between faces and pareidolic-

dissimilar objects or bottles. We performed a similar individual differences analysis on the 

data in Experiment 1, albeit with a smaller sample size. Consistent with the findings from 

Experiment 2, we found the highest correlation between faces and PS in control participants. 

Interestingly, there was no correlation between faces and PS in DPs. This was not caused by 

less variability of scores in DPs as the correlation between bottles and PS was significant. 

Hence, the lack of correlation between faces and PS in DPs likely results from lack of a unified 

mechanism for faces and PS recognition. While, low-level properties are driving the 

covariation of performance in Controls, this is not the case for DPs. Together these findings 

suggest that variation in previous studies comparing the perception of faces and objects may 

reflect variance in the image statistics. Again, this suggests that performance on these 

recognition tasks is linked to the representation of the image properties. 

One interesting result we observed from the additional tasks is that there was no 

group difference between DPs and controls for inverted faces (CFPT Inverted task) in 

Experiment 1 and this task showed the weakest correlations with other face tasks in 

Experiment 2. This fits with a previous study that found a reduced face inversion effect in DPs 

that reflected poorer performance on upright faces compared to controls (Klargaard, Starrfelt 
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& Gerlach, 2018). Most studies using inverted faces suggest that the difference in 

performance is explained by an absence of configural or holistic processing in inverted faces 

(Carey & Diamond, 1977). However, when faces are inverted, their low-level properties do 

not match those of upright faces. The role of low-level properties might be an alternative 

framework for future studies when trying to explain face and object inversion effects. 

 The importance of image statistics in the recognition of faces and objects shown 

across the two experiments raises important questions about the underlying neural 

representations of complex objects. Although the ventral visual pathway is directly involved 

in the perception and recognition of objects (Milner & Goodale, 1995; Haxby et al., 1991), the 

extent to which the neural representation of objects in this region reflects low-level or high-

level properties remains unresolved. Patterns of response in higher-visual areas of the ventral 

visual pathway have been linked to higher-level properties of objects, such as category 

(Connolly et al., 2012; Haxby et al., 2001), animacy (Kriegeskorte et al., 2008a), semantics 

(Naselaris et al., 2009) and real-world size (Konkle & Oliva, 2012b). However, it remains 

unclear how these representations emerge from the image-based representations found in 

early visual areas. One possibility is that the patterns of response in high-level visual areas 

reflect an underlying representation that is based on more fundamental properties of the 

stimulus (Andrews, Watson, Rice, & Hartley, 2015). Recent studies have shown that 

differences in image properties of objects can explain a significant amount of the variance in 

high-level regions of visual cortex (Coggan et al., 2019; Rice et al., 2014; Watson, Hartley & 

Andrews, 2014; Sormaz, Watson, Smith, Young & Andrews, 2016). For example, category-

selective patterns of response are still evident when images have been scrambled in a way 

that preserves some of their visual properties, but removes their semantic properties 

(Coggan, Baker, & Andrews, 2016; Coggan, Liu, Baker & Andrews, 2016; Long, Yu & Konkle, 
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2018; Watson, Hartley & Andrews, 2017). Similarly, objects from different categories but with 

similar image properties give rise to similar patterns of response (Coggan et al., 2019). The 

behavioural findings in this study using pareidolic objects provide strong converging evidence 

for the importance of image properties in the representation and recognition of objects and 

provide insights into the way that domain-general processing might occur (Behrmann & Plaut, 

2013; Andrews, Watson, Rice & Hartley, 2015). 

In conclusion, we show that faces and pareidolic objects with similar image properties 

to faces are significantly affected in individuals with DP. However, we did not find any effects 

for pareidolic objects that did not have similar image properties to faces. This difference 

between pareidolic objects could not be explained by how face-like they were perceived. 

These results provide new insights into object recognition deficits in DP. Further evidence for 

the role of image properties is shown by the covariation between faces and pareidolic objects 

with similar image properties in the neurotypical population. Together, our results support 

the idea of an underlying domain-general representation in visual cortex that is based on the 

image statistics of objects.  

 

2.6. Data accessibility  

Experimental stimuli, code and anonymised data are publicly available at https://osf.io/c7esz/ 

Legal copyright restrictions prevent public archiving of the additional tests used in this study, 

which can be obtained from the copyright holders in the cited references (see 'Additional 

tests'). 
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Chapter 3 

 

Different mechanisms explain face recognition deficits 

in developmental prosopagnosia and the other-race effect 

 

3.1. Abstract 

Individuals with developmental prosopagnosia (DP) are impaired in their ability to recognise 

faces when compared to neurotypical controls. Neurotypical controls, on the other hand, are 

impaired in the recognition of other-race faces compared to own-race faces – a phenomenon 

known as the other-race effect (ORE). However, it is not clear whether these deficits in face 

recognition reflect a common mechanism. In this study, we compared recognition for own-

race and other-race faces in DPs and Controls. Participants completed matching tasks with 

own-race (White) and other-race faces (Black and Asian). DPs were impaired with both own-

race and other-race faces, however, the impairment was larger for own-race faces. We used 

an individual differences approach to assess whether performance for own- and other race 

faces will co-vary within the same individuals. At the individual level performance of controls 

on own-race faces strongly predicted performance on other-race faces, suggesting that faces 

from different races engage a common cognitive mechanism. However, DPs performance 

with own-race faces did not predict their performance with other-race faces, suggesting a lack 

of a shared processing mechanism across all faces. Together, these results suggest different 

processes may underpin the deficits in face recognition found in DP and the ORE. 
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3.2. Introduction 

Developmental prosopagnosia (DP) a neurodevelopmental disorder, characterised by 

deficits in face identity recognition, despite normal low-level vision and no history of brain 

damage (Cook & Biotti, 2016; Duchaine & Nakayama, 2006; Susilo & Duchaine, 2013). Tests 

reveal that these individuals perform significantly below average on a range of common tests 

of face perception, matching and recognition (Biotti et al., 2019; Duchaine et al., 2007; 

Duchaine & Nakayama, 2006).  

The Other-Race Effect (ORE) is another deficit in face recognition in which neurotypical 

controls show better recognition with own-race faces compared to other race faces. The ORE 

is a well-established phenomenon in which individuals show better recognition with own-race 

faces, relative to other race faces (Malpass & Kravitz, 1969). The ORE is a well-replicated effect 

across different ethnic groups (Bothwell et al., 1989; Walker & Tanaka, 2003) and is present 

in humans as early as 4 months old (Chien et al., 2016). The ORE is typically demonstrated 

with memory tasks, however, the effect is present in perceptual and matching tasks as well 

(Wang et al., 2022; Bate et al., 2019; Megreya et al., 2011; Robertson et al., 2020), suggesting 

that the ORE might emerge at the encoding level of face processing. An influential explanation 

of the ORE is the perceptual expertise hypothesis (Goldstein & Chance, 1985; Rhodes et al., 

1989). According to it, the ORE reflects increased sensitivity to differences in own race faces 

as a function of visual experience. Importantly, the theory predicts that despite lower 

recognition of own- compared to other- race faces, performance across different faces will 

depend on a shared mechanism and will co-vary. There is growing evidence in support of this. 

Despite lower accuracy for other-race faces, face matching and sorting of own races co-varied 

with that of other-race faces (Wang et al., 2022; Kokje et al., 2018), suggesting that own and 
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other-race faces recruit the same processing mechanism. Super recognisers are a group of 

individuals who display superior performance in face identity recognition but show an ORE 

comparable to controls (Bate, Bennetts, Hasshim, et al., 2019) and their performance on 

matching own-race faces also predicts their other-race matching abilities (Robertson et al., 

2020).  

Although DP and the ORE both involve a deficit in face recognition, it is not clear whether 

the underlying mechanism is similar in both. One reason for this is that the tests used to define 

DP typically involve own-race faces. Only two studies have investigated the interaction of 

other-race face processing and DP. The first study demonstrated that DPs were impaired at 

recognising both own-race and other-race faces, and this impairment was proportional for 

own- and other-race faces (Cenac et al., 2019). However, this study did not demonstrate an 

ORE in either controls or DPs, and the authors did not make conclusions about the magnitude 

of ORE within the DP sample. The second study investigated face memory abilities in white 

DPs and white and asian controls (Esins et al., 2014). As expected, DPs were worse on 

recognition of white faces compared to neurotypical white participants. Interestingly, white 

DPs also performed worse than asian control participants, suggesting that DP and the ORE 

result from different processing impairments. Nevertheless, the study did not investigate 

recognition of different races in DP.    

The study had two aims. First, to determine whether the perceptual impairments in DP, 

typically shown using own-race faces, extend to other-races. To test this, we used own-race 

(White) and other-race (Asian and Black) identity matching tasks to assess the discrimination 

abilities of DPs relative to neurotypical individuals. We also used an item analysis to explore 

whether there are qualitative differences between DPs and Controls in the patterns of 
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performance across items for own-race and other-race faces. The second aim of the study 

was to determine the extent to which processing other-race faces engages the same 

mechanisms of own-race faces in neurotypical and DP participants. To do this, we used an 

individual differences approach to assess whether performance for own- and other race faces 

will co-vary within the same individuals.  

 

3.3. Methods 

3.3.1. Participants 

29 White participants with DP (Mage = 43.10, SDage = 12.70, 24 females) and 26 White control 

participants (Mage = 40.00, SDage = 13.08, 18 females) completed the experiment online via 

Pavlovia - https://pavlovia.org. Some of the DP and control participants recruited for the 

current study have already participated in the experiment from Chapter 2. We performed a 

power analysis based on the effect size found in our experiment from Chapter 2 (Epihova et 

al., 2022), using the same own-race perceptual task as in the current study (Models Face 

Matching Test). Based on an effect size of 1.24 (Cohen’s d) with an alpha = 0.05 and power = 

0.80, the projected sample size needed was a minimum of 12 participants per group. The 

groups did not differ significantly in age, t(53) = 0.89, p = 0.377 or gender, X2 (1) = 1.39, p = 

0.238. All participants were over 18 years-old, had normal or corrected-to-normal vision and 

had no history of psychiatric or neurological conditions (schizophrenia, Autism Spectrum 

Disorder). All participants had grown up and were currently living in Western European 

countries. All participants provided written informed consent before participation. The study 

was approved by the Psychology Research Ethics Committee at the University of York. 

Participants were given a £5 Amazon voucher for participating in the experiment.  
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3.3.2. Diagnostic Tests 

DP participants were recruited through www.troublewithfaces.org. Diagnostic evidence for 

the presence of DP was collected using the PI20 questionnaire - a 20-item self-report measure 

of face recognition abilities -  https://www.troublewithfaces.org/pi20_printable.pdf (Shah, 

Gaule, Sowden, Bird, & Cook, 2015) and the Cambridge Face Memory Test (CFMT) – an 

objective measure of face recognition (Duchaine & Nakayama, 2006). CFMT consists of a 

learning stage where a target face is presented from 3 viewpoints for 2 seconds per viewpoint 

and 500ms. ISI. There were 3 types of test stages: 1) identical stage – target is presented the 

same as in the learning stage among 2 distractors; 2) novel stage – target is presented in a 

different viewpoint from the learning stage among 2 distractors; 3) noise stage – target is 

presented in a different viewpoint from the learning stage among 2 distractors and visual 

noise is added to all images. To be classified with DP, a participant had to score above the 

established cut-off on the PI20 (> 65) and < 65% on the CFMT to ensure their score falls at 

least 2 standard deviations below the typical mean on the CFMT (Table 1). The average DP 

scores on the diagnostic tests were: PI20 (M = 77.86, SD = 5.99), CFMT: (M = 53.69, SD = 8.79). 

The use of convergent diagnostic evidence from self-report and objective computer-based 

measure of face recognition ability provides reliable identification of DP (Gray et al., 2017; 

Tsantani et al., 2021). Where a participant has completed the PI20 and CFMT as part of the 

selection criteria for a previous experiment, the score from their first attempt was taken to 

avoid practice effects.   
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Table 3.1. Demographic information and individual scores on the diagnostic tests used to 

validate developmental prosopagnosia (PI20 questionnaire and Cambridge Face Memory 

Test (CFMT)). Comparison data (N = 54) for the PI20 and CFMT were taken from Biotti et al., 
2019. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Participant Age Gender Hand PI20 CFMT % 
DP1 57 F R 72 62.5 
DP2 21 F R 84 34.72 
DP3 33 F L 76 56.94 
DP4 29 F R 84 45.83 
DP5 54 F R 74 58.33 
DP6 59 M R 84 43.05 
DP7 25 F R 83 59.72 
DP8 50 F R 84 54.17 
DP9 51 F L 79 55.55 
DP10 40 F R 82 62.5 
DP11 52 F L 75 41.67 
DP12 33 M R 67 48.61 
DP13 57 F R 78 34.72 
DP14 52 M R 84 51.39 
DP15 22 F R 77 59.72 
DP16 19 M R 75 51.39 
DP17 63 F R 75 45.83 
DP18 41 F R 75 48.61 
DP19 43 F R 68 56.94 
DP20 49 F R 75 61.11 
DP21 42 F R 73 63.89 
DP22 48 F R 86 62.5 
DP23 23 F R 86 41.66 
DP24 45 F R 79 62.5 
DP25 60 F L 68 61.11 
DP26 48 F R 79 52.78 
DP27 39 F R 84 63.89 
DP28 46 F R 67 63.89 
DP29 49 M R 85 51.39 
DP Mean 43.10   77.86 53.69 
DP SD 12.70   5.99 8.79 
Comparison Mean  39.2   38.0 85.0 
Comparison SD 13.4   9.1 8.9 
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3.3.3. Face Matching Tasks 

 
Participants completed 3 face matching tasks – Asian, Black, and White male face matching 

tasks. Each matching task had 90 trials, where a pair of face images were presented together 

on each trial (Fig. 3.1). Half of the trials contained face pairs with the same identity and the 

other half had face pairs with a different identity. Participants were instructed to press a key 

to indicate the pair of faces are from the same identity and a different key to indicate if the 

pair had a different identity. Response times was recorded for all trials. The order of tasks was 

counterbalanced across all participants. Images were taken from the Models Face Matching 

Task (MFMT) (Dowsett & Burton, 2015). Images for the Asian and Black face matching tasks 

were taken from Wang et al., (2022). We used Signal detection theory (SDT) to measure 

performance. We calculated d′ - a measure of discriminability from hit rate (correct match of 

same identity pair) and false alarm rates (incorrect match of different identity pair). 

 

 

 

 

 

 

 

 

Figure 3.1. Example images from the Asian, Black and White face matching tasks showing 
Same identity (left) and Different identity (right) face pairs.  
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3.4. Results 

First, we asked whether DPs are impaired with other-race faces and whether the magnitude 

of the impairment was similar to that of Controls. Discriminability (d’) scores for DP and 

control participants were compared for white, black and asian tasks. A 2 (Group: Control, DP) 

by 3 (Race: White, Black, Asian) ANOVA showed a significant main effect of Group, F(1, 159) 

= 26.89, p < 0.001, Race, F(2, 159) = 48.91, p < 0.001 and a significant interaction, F(2, 159) = 

3.66, p = 0.028. Post-hoc multiple (FDR-corrected) showed that DPs scored significantly lower 

than controls on both White, t(159) = 4.97 , p < 0.001 and Black faces, t(159) = 2.82, p = 0.008. 

There was no significant difference between Controls and DPs in performance with Asian 

faces, t(159) = 1.17, p = 0.243. Post-hoc multiple comparisons (FDR-corrected) showed that 

Controls scored significantly higher on white faces (M = 1.52) compared to black faces (M = 

1.21), t(159) = 2.30, p = 0.023. Controls also had significantly higher d’ on white compared to 

asian faces (M = 0.41), t(159) = 8.28, p < 0.001 and on black than on asian faces t(159) = 5.98, 

p < 0.0001. In DPs there wasn’t any significant difference in performance between white (M 

=0.87) and black faces (M = 0.84), t(106) = 0.20, p= 0.842 (Figure 3.2a). DPs were significantly 

better at matching white faces compared to asian (M = 0.26), t(159) = 4.82 , p < 0.001 and 

black compared to asian faces, t(106) = 4.62, p < 0.001.  

Next, we further examined response time (RT) of correct responses (Fig. 3.2b). 

Responses longer than 2 minutes per pair were removed, which resulted in the removal of 2 

responses. RTs were entered in a 2 (Group: Control, DP) x 3 (Race: White, Black, Asian) 

ANOVA. There was no effect of Group, F(1, 159) = 0.51, p = 0.478, but there was a significant 

main effect of Race, F(2, 159) = 3.15, p = 0.045. The interaction between Group and Race was 

not significant, F(2, 159) = 0.01, p = 0.988. Post-hoc multiple comparisons (FDR-corrected) 
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indicated that RT was not significantly different between any 2 tasks in Control and in DP 

participants at p < 0.05.  

 

 

  

  

   

 

 

Figure 3.2. a) Mean d’ score and b) mean RT data for Control and DP participants for White, 

Black and Asian face matching tasks. Error bars represent + 1 SEM.  

 

 

Next, we investigated the pattern of response on the different face matching tasks for 

controls and DPs. For each image pair we computed the average % correct answers for 

controls and DPs. We then correlated the values to determine the similarity between controls 

and DPs (Fig. 3.3). Although we found significant correlations for each face matching task 

(White: r(88) = 0.74, p < 0.001; Black: r(88) = 0.88, p < 0.001; Asian: r(88) = 0.81, p < 0.001), 

there were differences in the magnitude of the correlations.  We determined whether these 

correlations were significantly different using Fisher’s z. The similarity of patterns for White 

faces was significantly lower than for Black faces (z = -2.81, p = 0.005) but not for Asian faces 



 

67 
 

(z = -1.16, p = 0.244). There was no difference between Black faces and Asian faces (z = 1.64, 

p = 0.101). 

 

 

 

 

  

  

 

Figure 3.3. Correlations between the multi-item patterns of Control and DP participants for 
White, Black and Asian faces. Blue shaded region represent 95% confidence intervals.  

 

 

Next, we compared individual variation on both tasks to determine if performance on 

own-race faces can predict performance with other-race faces (Fig. 3.4). There was a 

significant correlation among control participants between White and Black faces (r(24) = 

0.77, p < 0.001) and between White and Asian faces (r(24) = 0.57, p = 0.002). There was also 

a correlation between Black and Asian faces (r(24) = 0.59, p = 0.001). In contrast, DPs showed 

no significant correlations between White and Black faces (r(27) = 0.25, p = 0.188), White and 

Asian faces (r(27) = 0.28, p = 0.141) or Black and Asian faces (r(27) = -0.04, p = 0.828). 
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Figure 3.4. Correlation (Pearson’s r) in d’ scores between White, Black and Asian faces for 
control and DP participants. ***p<0.001, **p<0.01, n.s. p > 0.05 

 

 

 

3.5. Discussion 

The first aim of the study was to determine whether the perceptual impairments in 

DP, typically shown using own-race faces, extent to other-races. To address this, we tested 

face matching abilities of white control and DP participants with own-race (White) and other 

race (Asian, Black) faces. Overall, we found that DPs performed worse on both own- and 

other-race faces relative to controls, but the magnitude of impairment was lower for other-

race faces. The performance with Black faces was significantly lower in DPs, and a similar 

trend was observed with Asian faces, but the difference did not reach significance. This 

suggests that the face identity recognition deficits in DP extend to other-race faces. These 
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results are consistent with recent findings demonstrating impairment in both own and other-

race faces in DPs relative to controls (Cenac et al., 2019). However, the authors found a 

proportional impairment for White and Black faces. One explanation for this discrepancy 

might be the different difficulty between own-races and other-race tasks in Cenac et al., 

(2019). The authors used other-race faces with higher variability then own-race faces, thus 

making the other-race task easier. As a result, no ORE was observed in Controls or DPs. In 

fact, the data illustrates a reverse trend – higher performance with other-race relative to own-

race faces. It is possible that the easier other-race tasks have amplified the magnitude of 

impairment to match that for own-race faces. When the difficulty between own-race and 

other-race (Asian) tasks was equal, the magnitude of impairment for own-race faces was 

bigger than for other-race faces.   

A more general issue in ORE studies is determining whether the effect is driven by a 

genuine ORE or differences in the difficulty of the stimulus sets that are used for own-race 

and other-race tasks other-race faces being more difficult than own-race faces). Wang et al., 

(2022) developed the tasks used in the current study and used them in a cross-over design 

where the Asian, Black, and White face matching tasks were performed by Asian and White 

participants. This cross-over design is critical in studies of the ORE in order to show a cross-

over interaction and rule out the possibility of the potential confound of task difficulty. The 

Asian face matching task was more difficult which was reflected by the fact that Asian 

participants did not demonstrate superior performance for it compared to other-race tasks. 

However, performance of Asian participants on the Black and White tasks was similar, 

suggesting that they their difficulty is comparable. These results suggests that in the current 

study the better performance of Controls with White (own-race) faces compared to Black 

faces cannot be explained by task difficulty, but reflects a genuine ORE. 
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We used an item-wise correlation analysis to determine the pattern of performance 

for DP and match-control participants. For each matching task, we first measured the mean 

accuracy for each pair of faces across all individuals within a group. The accuracy across the 

different pairs gives rise to the multi-item pattern. We measured the similarity of the multi-

item patterns in DPs and controls for each task. Overall, we found that the multi-item patterns 

of DPs and Controls were significantly similar– that is, pairs that were found to be difficult for 

controls were also difficult for DPs, whereas pairs that were easier for controls were also 

easier for DPs. However, the similarity between DPs and controls was significantly lower for 

White faces compared to Black faces. This demonstrates a difference in the way that White 

and Black faces are represented, suggesting that the most prominent differences in face 

representations between the two groups was for own-race faces. These results show that 

DPs’ disproportionate quantitative difference in impairment for White faces was associated 

with the highest qualitative difference in the pattern of performance.  

Our results support the idea that DP and ORE are associated with different face 

processing deficits (Esins et al., 2014; Cenac et al., 2019). Despite clear evidence for an ORE 

in controls, at the individual level performance of controls on own-race faces strongly 

predicted performance on other-race faces, suggesting that faces from different races engage 

a common cognitive mechanism. This is consistent with previous reports, showing a shared 

cognitive mechanism for own- and other-race faces in neurotypical individuals and super 

recognisers (Wang et al., 2022; Bate & Bennetts, 2015; Robertson et al., 2020; Kokje, 

Bindemann, & Megreya, 2018). However, DPs performance with own-race faces did not 

predict their performance with other-race faces, suggesting a lack of, or less tuned shared 

processing mechanism across all faces. Successful recognition entails judging similarity 

between faces. In typically developed individuals such principles will be updated as a function 
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of visual experience, to optimally processes variance between individual faces. This can be 

illustrated by the face-space framework, which postulates that similarity between faces is 

encoded as a mean relative vector in a multi-dimensional space (Valentine, 1991). Due to the 

highest experience with own-race faces, these principles will be optimally tuned for 

processing variance within own-race faces, and less so for other-race faces, resulting in the 

ORE. The lack of correlation between performance with own- and other-race faces in DPs 

might stem from less tuned principles which guide similarity judgements affecting faces from 

all races. Indeed, DPs have been demonstrated to show atypical mechanisms of face identity 

coding in a multi-dimensional faces space (Palermo et al., 2011). This is consistent with the 

lack of correlation we report between own- and other-race faces in DP, as the impairment in 

coding face-identity properties is irrespective of race in DPs. Nevertheless, previous reports 

have demonstrated that DPs have some coarse face-space that subserves overt recognition 

of some faces (Nishimura et al., 2010). This is in line with our results as DPs scored above 

chance on both own- and other-race face tasks. This suggests that although face identity 

coding might be impaired, DPs have retained some residual properties based on which face 

identity is judged above chance.  

In conclusion, we show that DPs were impaired with both own- and other-race faces, 

but the impairment was larger for own-race faces. An item analysis showed there was lower 

similarity in the patterns of recognition for White faces compared to Black faces. These results 

suggest that the highest quantitative and qualitative differences between DPs and Controls 

were observed for own-race faces. Further, performance on own-race faces co-varied with 

performance on other-race faces in controls, but not in DPs. Together, these findings suggest 

that DP, and reduced visual experience with other-race faces differentially influence the ORE. 
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3.6. Data accessibility  

Anonymised data from this study is publicly available at https://osf.io/2esw5/   
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Chapter 4 

 

Recognition of animal faces is impaired 

in developmental prosopagnosia 

 

4.1. Abstract 

Developmental prosopagnosia (DP) is a neurodevelopmental disorder associated with 

difficulties in the recognition of human faces. However, it is unclear whether the recognition 

of non-human faces is also affected in DP. To address this question, we compared recognition 

performance in DPs and controls with human and animal faces. We found that DPs showed 

deficits in the recognition of both human and animal faces compared to neurotypical controls. 

However, differences in the response to human and animal faces in DPs suggest somewhat 

different processing strategies may underlie these deficits. In contrast to human and animal 

faces, we found no deficit in the recognition of animate or inanimate objects in DPs. Using an 

individual-level approach, we demonstrate that in 60% of cases in which face recognition is 

impaired, there is a concurrent deficit with animal faces. Together, these results show that 

DPs have a general deficit in the recognition of faces. 

 

4.2. Introduction 

Prosopagnosia is the inability to recognise faces despite normal visual processing. In cases of 

acquired prosopagnosia (AP), individuals develop normal face recognition, but following brain 

damage to the occipito-temporal cortex, experience difficulty in recognising faces (Barton, 

2008; de Renzi et al., 1991). Developmental prosopagnosia (DP), on the other hand, reflects 

deficits in face recognition in the absence of any observable brain injury (Cook & Biotti, 2016; 
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Duchaine & Nakayama, 2006; Susilo & Duchaine, 2013). Tests reveal that these individuals 

perform significantly below average on a range of common tests of face perception and 

recognition (Biotti et al., 2019; Duchaine et al., 2007; Duchaine & Nakayama, 2006). However, 

the extent to which prosopagnosia selectively affects the perception of human faces remains 

contentious (Geskin & Behrmann, 2018). 

It is unclear whether the deficit in prosopagnosia also affects animal faces, as standard 

tests for prosopagnosia only use human faces (Duchaine & Nakayama, 2006; Shah, Gaule, 

Sowden, et al., 2015). There are a few case studies of individuals with AP who report 

impairments in the ability to discriminate different categories of animal faces and also in the 

ability to recognize individuals within the same species (Bornstein et al., 1969; Landis et al., 

1986; Toftness, 2019). However, there are other cases of AP, in which the ability to recognise 

animal faces remains intact (Landis et al., 1986; McNeil and Warrington, 1993). For example, 

patient WJ was a sheep farmer, who acquired prosopagnosia after a stroke, but was still able 

to differentiate between different sheep (McNeil & Warrington, 1993). These studies provide 

mixed evidence for impaired animal face recognition in AP. However, to our knowledge, there 

have been no systematic investigations of animal face recognition in DP.  

Neurophysiological and neuroimaging studies provide some support for the idea that 

similar neural processes underpin the perception and recognition of both human and animal 

faces. For example, face-selective regions such as the FFA show similar preferential activity 

for human and animal faces compared to images of bodies and objects (Kanwisher et al., 

1999; Tong et al., 2000). Other studies have investigated the pattern of response in the 

inferior temporal lobe and found similar patterns of response to human and animal faces that 

is distinct from non-face objects (Kriegeskorte et al., 2008). Evidence for the association of 
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human and animal faces also comes from single neuron activity in humans. Face-selective 

neurons in humans are more responsive to animal faces compared to other object categories 

(Decramer et al., 2021). Single neuron studies in monkeys have also shown that most face 

cells respond in a similar way to monkey and human faces (Perrett et al., 1992). 

In contrast to these neuroimaging and neurophysiological studies, developmental 

work suggests that the mechanisms underlying the perception of human and animal faces 

may be somewhat different. Although young human infants show similar sensitivity to human 

and monkey faces, they gradually become tuned to human faces throughout infancy 

reflecting the perceptual experience of the individual (Pascalis et al., 2002; Pascalis et al., 

2005). For example, it has been reported that 6-month-old infants are able to discriminate 

between monkey faces, in a way that 9-month-olds and adults cannot (Pascalis et al., 2005). 

Moreover, exposure to monkey faces in early infancy is thought to attenuate this ‘perceptual 

narrowing’ (Pascalis et al., 2002). 

Previous studies have, therefore, provided conflicting evidence in support of the idea 

that the recognition of human and animal faces might engage similar processing mechanisms. 

To address this question, we investigated human and animal face recognition in DP. Despite 

the important theoretical implications of this question, this has not been directly investigated 

in DP. Using an old/new recognition paradigm, we compared performance with human, cat, 

dog, monkey, and sheep faces in DPs and neurotypical controls. We also compared 

performance with animate (starfish) and inanimate (bottle) object categories that do not have 

faces.  
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4.3. Methods 

4.3.1. Participants 

Thirty-seven DPs (7 males, Mage = 36.92, SDage = 6.61) and 27 Controls (10 males, Mage = 31.78, 

SDage = 13.27) participated in the experiment. Some of the DP and control participants 

recruited for the current study have already participated in the experiment from Chapter 2 

and Chapter 3. There have been no previous studies of animal face recognition. However, we 

performed a power analysis using the data from Biotti, Gray & Cook (2017) because the 

authors used the same diagnostic tests to identify DP and investigated the recognition deficit 

of a biological class of stimuli (bodies). Based on an effect size of 0.89 (Cohen’s d) with an 

alpha = 0.05 and power = 0.80, the projected sample size needed was a minimum of 21 

participants per group. The groups did not differ significantly in age (t(62) = 1.53, p = 0.131), 

or in gender (X2 (1) = 1.62, p = 0.105). All participants were over 18 years-old, had normal or 

corrected-to-normal vision and had no history of neurological conditions, schizophrenia or 

Autism Spectrum Disorder. All participants provided written informed consent and were fully 

debriefed after the experimental procedure. The experiment was approved by the Psychology 

Research Ethics Committee at the University of York. 

 

4.3.2. Diagnostic Tests 

DP participants were recruited through www.troublewithfaces.org. Diagnostic evidence for 

the presence of DP was collected using the PI20 questionnaire – a 20-item self-report measure 

of face recognition abilities (Shah, Gaule, Sowden, et al., 2015), and the Cambridge Face 

Memory Test (CFMT) – an objective measure of face recognition (Duchaine & Nakayama, 

2006). To be classified with DP, a participant had to score above the established cut-off on 
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the PI20 (> 65) and < 65 % on the CFMT, to ensure their score falls at least 2 standard 

deviations below the typical mean on the CFMT (Table 1). The average DP scores on the 

diagnostic tests were: PI20 (M = 79.11, SD = 6.61), CFMT: (M = 50.69, SD = 8.49). The use of 

convergent diagnostic evidence from self-report and objective computer-based measure of 

face recognition ability provides reliable identification of DP (Gray et al., 2017; Tsantani et al., 

2021). Where a participant has completed the PI20 and CFMT as part of the selection criteria 

in a previous experiment, the score from their first attempt was taken to avoid practice 

effects. 

 

Table 4.1. Demographic information and individual scores on the diagnostic tests used to 
validate developmental prosopagnosia, namely the PI20 questionnaire (PI20) and Cambridge 
Face Memory Test (CFMT). 

DP Gender Hand Age PI20 CFMT zPI20 zCFMT 

DP1 F R 21 84 34.72 5.05 -5.65 

DP2 F R 28 80 41.67 4.62 -4.87 

DP3 F R 49 86 44.45 5.27 -4.56 

DP4 F R 56 80 55.58 4.62 -3.31 

DP5 F R 53 77 63.89 4.29 -2.37 

DP6 M R 59 70 41.67 3.52 -4.87 

DP7 F R 57 78 34.72 4.40 -5.65 

DP8 F R 48 79 52.78 4.51 -3.62 

DP9 F L 52 75 41.67 4.07 -4.87 

DP10 F R 43 68 56.94 3.30 -3.15 

DP11 F R 26 81 51.38 4.73 -3.78 

DP12 F R 45 84 51.39 5.05 -3.78 

DP13 M R 45 77 56.94 4.29 -3.15 

DP14 F R 47 87 44.44 5.38 -4.56 

DP15 F R 41 69 59.72 3.41 -2.84 
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DP16 F R 22 69 52.77 3.41 -3.62 

DP17 F R 55 74 58.33 3.96 -3.00 

DP18 F R 26 83 59.72 4.95 -2.84 

DP19 F R 44 88 48.61 5.49 -4.09 

DP20 M R 25 89 43.05 5.60 -4.71 

DP21 F L 34 76 56.94 4.18 -3.15 

DP22 F R 31 80 52.78 4.62 -3.62 

DP23 F R 52 84 54.17 5.05 -3.46 

DP24 F R 59 72 62.5 3.74 -2.53 

DP25 M R 20 90 26.39 5.71 -6.59 

DP26 M R 20 82 47.22 4.84 -4.24 

DP27 F L 32 89 47.22 5.60 -4.24 

DP28 F R 25 74 45.83 3.96 -4.40 

DP29 M R 20 83 48.61 4.95 -4.09 

DP30 F R 42 88 47.22 5.49 -4.24 

DP31 F L 24 73 54.17 3.85 -3.46 

DP32 F R 36 73 58.33 3.85 -3.00 

DP33 F R 36 70 63 3.52 -2.47 

DP34 F R 26 77 61.11 4.29 -2.68 

DP35 F L 22 88 54.17 5.49 -3.46 

DP36 M R 20 80 50 4.62 -3.93 

DP37 F R 25 70 51.39 3.52 -3.78 

DPs Mean 
 

36.92 79.11 50.69   

DPs SD 
  

13.29 6.61 8.49   

Comparison Mean 39.2 38.0 85.0   

Comparison SD 13.4 9.1 8.9   

Nb. Comparison data (N = 54) for the PI20 and CFMT were taken from Biotti et al., 2019. 
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4.3.3. Old/New Recognition Task 

The old/new recognition test used 7 object categories: 1) human face, 2) cat face 3) dog face 

4) monkey face, 5) sheep face, 6) starfish and 7) bottles. Figure 4.1a shows example images 

from all conditions. Face images were from young-adult, male, Caucasians and were taken 

from the MFMT (Dowsett & Burton, 2015). Monkey faces were obtained from the PrimFace 

databse (https://visiome.neuroinf.jp/primface/). Dog faces were obtained from the Flickr-dog 

dataset (Moreira et al., 2017). All other images were obtained from a variety of freely 

available Internet sources. Animal face categories were selected based on the availability of 

sufficient number of front-view, clear images. Additionally, sheep faces were included as 

previous work has reported an acquired case of prosopagnosia following stroke in a sheep 

farmer (WJ) who retained the ability to recognise sheep. As such, we wanted to specifically 

test sheep face recognition in our DP sample. Starfish were chosen based on the rationale 

that they belong to the category of animals but do not have a face, whereas bottles were 

chosen as an object condition to which DPs have previously demonstrated normal recognition 

performance (Epihova et al., 2022). All images were presented in gray-scale and had a 

resolution of 400x400 pixels. 

A GIST descriptor was used to determine the image similarity of pareidolic images to 

faces (Torralba & Oliva, 2001). Each image was spatially divided into 64 (8x8) locations. The 

GIST descriptor calculates low-level properties by convolving the image with 32 Gabor filters 

at 4 spatial scales, each with 8 orientations, producing 32 feature maps for each of the 64 

spatial locations. This produces a total of 2048 values describing the low-level properties of 

each image. Next, we correlated the 2048 numbers between any pair of images to derive 

their index of similarity (higher correlation indicates higher similarity) with respect to their 

low-level image properties. To investigate how the animal faces compare with human faces 
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with respect to their low-level properties, the average similarity of cats, dogs, monkeys, and 

sheep to each of the 30 human faces was calculated. Sheep (r = 0.31) and monkeys (r = 0.31) 

had the highest similarity to human faces followed by dog faces (r = 0.22) and cats were 

least similar (r = 0.01).  

The old/new recognition task involved a learning phase and a recognition phase 

(Figure 4.1b). In the learning phase each trial began with the presentation of fixation cross 

(500 ms) followed by a presentation of a target image (3000 ms). A total of 10 target images 

were presented in each condition. Participants were instructed to remember the images prior 

to being testing for recognition. In the recognition phase the 10 target images were presented 

along with 20 foil images from the same category as the target images. Conditions were 

counterbalanced and the order of image presentation in the recognition phase within each 

condition was randomised. Participants were instructed to indicate by a button press whether 

the image was old or new. Images stayed on screen until participants made a response. 

We used Signal detection theory (SDT) to measure performance in the old/new 

recognition task. First, we calculated d′ - a measure of sensitivity, incorporating information 

from hit rate (correctly recognising an image as a target) and false alarm rates (incorrectly 

mistaking an image for a target). In cases where hit rate was 1 and/or false alarm rate was 0, 

d’ was calculated by decreasing the hit rate to 0.99 and increasing the false alarm to 0.01. A 

d’ score of 0 indicates the observer cannot distinguish between a signal and background noise 

(chance performance). 
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Figure 4.1. a) Example targets from each condition in the old/new recognition task. b) 
Schematic of the experimental procedure in the old/new recognition task. In the learning 
phase target images were presented sequentially. Accuracy was then measured in a 
recognition phase in which the targets were presented among foils. For each image 
participants had to indicate if the image was old or new. 

 

 

4.4. Results 

We calculated the mean d’ score for each participant on the old/new recognition task for each 

condition. The d’ scores were entered into a 4 (Animal type: Dog, Sheep, Monkey, Cat) x 2 

(Group: DP, Control) was carried out. There was a significant main effect of Group F (1, 248) 

= 16.25, p < 0.001 and Animal type F (3, 248) = 8.96, p < 0.001, but no significant interaction 

F (3, 248) = 1.01, p = 0.390, hence we averaged the d’ scores across the different animal face 

types. We then performed a 2 (Group: Control, DP) x 3 (Category: Human, Animal, Objects) 

mixed ANOVA. There was a significant effect of Group (F(1, 186) = 23.68, p <0.001) and 

Condition (F(2, 186) = 64.15, p < 0.001). There was also a significant interaction between 

Group and Condition (F (2, 186) = 7.20, p = 0.001). To explore the interaction further, we 
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conducted pairwise comparisons of d’ scores for the 3 conditions between the groups (Fig. 

4.2). The d’ scores seen for human faces were significantly lower in the DP group compared 

to the control group (MC = 2.66, SDC = 1.05, MDP = 1.52, SDDP = 0.90, t(62) = 4.66, p < 0.001, 

Cohen’s d = 1.17). We found that DPs had a significantly lower d’ scores for animal faces, (MC 

= 1.28, SDC = 0.56, MDP = 0.90, SDDP = 0.35, t(62) = 3.33, p = 0.002, Cohen’s d = 0.81). However, 

there was no difference in d’ scores between DPs and controls for objects (MC = 2.71, SDC = 

0.80, MDP = 2.58, SDDP = 0.82, t(62) = 0.64, p = 0.524, Cohen’s d = 0.16).   

 

 

 

 

 

 

 

 

 

 

Figure 4.2. Mean sensitivity (d’) scores for the Control and DP groups for human faces, animal 
faces and objects. An average score for the animal faces was calculated by combining the d’ 
scores for the cat, dog, monkey and sheep face conditions. An average score for objects was 
calculated by combining the d’ scores for starfish and bottles. Error bars represent + 1 SEM. 
***p<0.001, **p<0.01, n.s p>0.05 

 

Next, we calculated the median reaction time (RT) for correct trials. A 2 (Group: 

Control, DP) x 3 (Category: Human, Animal, Objects) mixed ANOVA showed significant effects 

of Group (F(1, 186) = 5.44, p = 0.021) and Condition (F(2, 186) = 15.85, p < 0.001), but no 

interaction between Group and Condition (F(2, 186) = 2.42, p = 0.092). Pairwise comparisons 
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showed that DPs had a significantly higher RT for human faces, (MC = 1.05, SDC = 0.26, MDP = 

1.29, SDDP = 0.44, t(62) = 2.53, p = 0.014, Cohen’s d =0.66), but not for animal faces (MC = 1.25, 

SDC = 0.29, MDP = 1.31, SDDP = 0.34, t(62) = 0.82, p = 0.417, Cohen’s d = 0.19) or objects, (MC = 

0.97, SDC = 0.25, MDP = 0.98, SDDP = 0.18, t(62) = 0.16, p = 0.870, Cohen’s d = 0.05). 

We then compared sensitivity (d’) of the DPs and Controls in each animal face 

condition (Fig. 3). A 2 (Group: Control, DP) x 5 (Category: Human, Dog, Sheep, Monkey, Cat) 

mixed ANOVA revealed a significant effect of Group (F(1, 310) = 35.01, p <0.001) and 

Condition (F(4, 310) = 64.15, p < 0.001). There was also a significant interaction between 

Group and Condition (F(4, 310) = 3.55, p = 0.008). To explore the interaction further, we 

performed pairwise comparisons (Fig. 4.3). DPs had a significantly lower d’ score for dogs (MC 

= 1.69, SDC = 0.95, MDP = 1.03, SDDP = 0.52, t(62) = 3.52, p < 0.001, Cohen’s d = 0.86) and 

monkeys (MC = 0.90, SDC = 0.70, MDP = 0.58, SDDP = 0.51, t(62) = 2.13, p = 0.037, Cohen’s d = 

0.52). However, d’ scores were not significantly different for sheep (MC = 1.17, SDC = 0.78, 

MDP = 0.84, SDDP = 0.79, t(62) = 1.67, p =0.101, Cohen’s d = 0.42) and cats (MC = 1.38, SDC = 

0.87, MDP = 1.17, SDDP = 0.81, t(62) = 1.01, p = 0.320, Cohen’s d = 0.25). 

To examine response bias in the different face conditions, we calculated a criterion 

score - C (Fig 4.3b). The higher the criterion, the more perceptual evidence is required to make 

a decision (i.e. a conservative response bias). Criterion scores were entered into 2 (Group: 

Control, DP) x 5 (Category: Human, Dog, Sheep, Monkey, Cat) mixed ANOVA. The main effect 

of Group was not significant (F(1, 310) = 0.01, p = 0.918), but there was a significant effect of 

Condition (F(4, 310) = 3.91, p = 0.004) and a significant interaction (F(4, 310) = 3.97, p = 0.004).  

DPs had a significantly higher criterion score for human faces (MC = 0.06, SDC = 0.41, MDP = 
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0.47, SDDP = 0.64, t(62) = 2.98, p = 0.004, Cohen’s d = 0.76). However, there was no significant 

difference in criterion score with any of the animal faces and objects at p < 0.05. 

To further explore the mechanisms underlying the impairments with human and 

animal faces, we analysed hits (Fig. 4.3c) and false alarms (Fig 4.3d). Hit and false alarm rates 

were entered into a 2 (Group: Control, DP) x 5 (Condition: Human, Dog, Sheep, Monkey, Cat) 

x 2 (Outcome: Hits, False alarms) mixed ANOVA. There was a significant effect of Condition 

(F(4, 620) = 3.94, p = 0.004) and Outcome (F(1, 620) = 829.10, p < 0.001), but no effect of 

Group (F(1, 620) = 0.23, p = 0.635). However, there were significant interactions between 

Group and Outcome (F(1, 620) = 28.31, p < 0.001) and Group and Condition (F(4, 620) = 4.09, 

p = 0.003). Individual comparisons showed that DPs had a significantly lower hit rate for 

human faces compared to Controls (MC = 0.85, SDC = 0.13, MDP = 0.60, SDDP = 0.24, t(62) = 

4.83, p < 0.001, Cohen’s d = 1.30). However, there was no significant difference in hit rate 

with any of the animal faces. Conversely, DPs and Controls did not show a difference in false 

alarm rates for human faces (MC = 0.11, SDC = 0.09, MDP = 0.16, SDDP = 0.15, t(62) = 1.55, p = 

0.127, Cohen’s d = 0.40), but there was a significant difference in false alarm rates for dogs 

(MC = 0.21, SDC = 0.14, MDP = 0.30, SDDP = 0.17, t(62) = 2.21, p = 0.031, Cohen’s d = 0.58), sheep 

(MC = 0.27, SDC = 0.13, MDP = 0.36, SDDP = 0.17, t(62) = 2.14, p = 0.036, Cohen’s d = 0.59), 

monkeys (MC = 0.35, SDC = 0.15, MDP = 0.43, SDDP = 0.16, t(62) = 2.02, p = 0.047, Cohen’s d = 

0.52) and cats (MC = 0.24, SDC = 0.14, MDP = 0.34, SDDP = 0.21, t(62) = 2.09, p = 0.041, Cohen’s 

d = 0.56). 
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Figure 4.3. (a) Mean sensitivity (d’), (b) criterion, (c) hit rate and (d) false alarm rate for the 
control and DP groups with human and animal faces. Error bars represent + 1 SEM. 
***p<0.001, **p<0.01, *p<0.05 

 

We also compared DPs and Controls in the two object conditions. There was no 

significant difference in sensitivity (d’) for either starfish (MC = 2.21, SDC = 1.04, MDP = 1.88, 

SDDP = 0.93, t(62) = 1.35, p = 0.183, Cohen’s d = 0.33) or bottles (MC = 3.21, SDC = 0.96, MDP = 

3.28, SDDP = 1.00, t(62) = 0.33, p = 0.746, Cohen’s d = 0.07). 

 

4.4.1. Patterns of recognition dissociations 

We investigated the number of DPs with dissociations in impairment. First, we calculated an 

A score for each condition (non-parametric measure of d’) (Zhang & Mueller, 2005). As a 

group, DPs had significantly lower A scores for human, t(62) = 5.08, p < 0.001 and animal faces 

t(62) = 2.94, p = 0.005, but not objects t(62) = 0.49, p = 0.629. Next, we selected the DPs who 

scored ≤ 2SD from the Control mean A score on the human face condition in the old/new 

recognition task.  On this basis, 15 out of 37 DPs (40.54 %) exhibited evidence of impaired 

human face recognition at the single-case level. We then used Crawford & Garthwaite’s 
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(2005) Bayesian criteria for a dissociation test to estimate the number of individuals exhibiting 

associations and dissociations between the human face and animal face conditions, and 

between the human face and object conditions. The Bayesian criteria for a dissociation 

considers the A scores for both conditions in the Control sample, whether the standardised 

difference in A scores differs significantly from the standardized difference in the control 

sample, and the correlation in A scores between the two conditions in the control sample. A 

strong dissociation was recorded if an individual has a deficit on both conditions and has a 

significant between-conditions difference. A classical dissociation was recorded if the 

individual has a deficit on only one of the conditions and has a significant between-conditions 

difference. An association (no dissociation) was recorded if the individual does not meet the 

criteria for either a strong or classical dissociation (Table 4.2). Of the 15 DP individuals 

impaired in face recognition, 9 individuals (60%) showed an associated impairment with 

animal faces, whereas only 5 DPs (33%) had an associated impairment with objects (Fig. 4.4).  

 

 

 

 

 

 

 

 

Figure 4.4.  A Sankey diagram visualising the number of DP individuals with face recognition 
impairment and associations and dissociations (classical and strong) with animal faces and 
objects. The widths of the nodes are proportional to the number of individuals flowing 
between the categories  
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Table 4.2. Z scores for human and animal faces and objects and the results of Bayesian criteria 
for dissociations test for the 15 DP individuals who were impaired with human face 
recognition on the old/new recognition task. 

 

DPs 
Humans 
z score 

Animals     
z score 

Objects 
z score 

Animals 
association/dissociation 

Objects 
association/dissociation 

DP1 -2.78 -1.88 -2.5 Association Association 

DP2       -2.22 -1.75 -1.5 Association Association 

DP3 -3.11 -0.25 0.31 Classical dissociation Classical dissociation 

DP4 -2.11 -1.5 0.83 Association Classical dissociation 

DP5 -2.11 0.5 1.33 Classical dissociation Classical dissociation 

DP6 -2.33 -1.5 -1.33 Association Association 

DP7 -3.22 -4.00 0.17 Association Classical dissociation 

DP8 -3.22 0.13 0.33 Classical dissociation Classical dissociation 

DP9 -2.56 0.13 -0.5 Classical dissociation Association 

DP10 -3.22 -1 -0.33 Association Classical dissociation 

DP13 -7.33 -1.25 -3.17 Classical dissociation Strong dissociation 

DP12 -2.11 -0.38 -1.17 Association Association 

DP13 -2.33 -0.38 1 Association Classical dissociation 

DP14 -4.33 0 -0.83 Classical dissociation Classical dissociation 

DP15 -2 -0.5 1.17 Association Classical dissociation 
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4.5. Discussion 

The aim of this study was to investigate whether the deficit in human face recognition evident 

in DP extends to animal faces. Studies of acquired prosopagnosia have found mixed evidence 

for a deficit in animal face recognition. McNeil and Warrington (1993) reported the case of a 

sheep farmer (WJ), who acquired prosopagnosia after a stroke, but was still able to 

differentiate between different sheep identities. On the other hand, other cases of 

prosopagnosia have been reported with deficits in the recognition of animal faces (Bornstein 

et al., 1969; Landis, 1986; Toftness, 2019). To date, however, no studies have investigated 

whether the deficit in human faces in DP extends to animal faces. In this study, we found that 

at a group level, individuals with DP had recognition deficits with both human and animal 

faces. The selectivity of the deficit in recognition was shown by the lack of any difference 

between DPs and controls in the recognition of objects that did not have faces. Although DPs 

were impaired with recognising animal faces, the magnitude of group-level impairment was 

different for the different animal faces. While in the current study, the recognition deficits in 

DP for dog and monkey faces reached significance, we note that there is a similar trend of 

reduced performance for sheep and cat faces. Low-level image properties cannot fully 

account for the magnitude of recognition deficits, as DPs were only significantly impaired with 

dogs and monkeys, whereas the low-level properties analysis shows highest similarity of 

sheep and monkeys to human faces.  

These findings suggest that the deficit in DP involves a shared representation of 

human and animal faces. This is consistent with neurophysiological and neuroimaging studies 

showing a similar representation of human and animal faces in the temporal lobe (Decramer 

et al., 2021; Kriegeskorte et al., 2008; Tong et al., 2000; Kanwisher et al., 1999).  For example, 
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single neuron recordings have shown that neurons in human brain that are selective for 

human faces are also selective for monkey faces (Decramer et al., 2021). Neuroimaging 

studies have reported similar findings with regions showing selectivity for human faces also 

showing selective responses to animal faces (Kanwisher et al., 1999; Tong et al., 2000) and 

studies using multi-voxel pattern analysis (MVPA) further report similar patterns of neural 

response between human and animal faces (Kriegeskorte et al., 2008). 

There were, however, some differences in the way DPs and controls recognised 

human and animal faces. The impaired recognition of human faces in DPs reflected a lower 

hit rate, but no difference in false alarms. On the other hand, recognition impairments in 

animal faces in DPs reflected a higher incidence of false alarms, but no difference in hit rate. 

One explanation is that these differences between human and animal faces result from a 

difference in response bias. Our criterion analysis fits with this account as DPs had a more 

conservative bias for human face recognition. That is, they required more perceptual 

evidence to indicate that a target was present. It is possible that a lifetime of face recognition 

problems and the associated social embarrassment causes DPs to adopt a conservative 

decision criterion. This may not generalise to animal faces because the social cost of 

misidentification (i.e., the potential for embarrassment) is substantially lower. Overall, this 

suggests that the lower recognition of human faces in DPs may reflect a somewhat different 

processing strategy to that found for the deficit in animal faces. 

We did not find any group level deficits in the recognition of simple animate (starfish) 

or inanimate objects (bottles). Although our findings suggest that DP is selective for faces, the 

extent to which prosopagnosia selectively affects the perception of non-face objects remains 

contentious (Geskin & Behrmann, 2018). A number of studies have suggested that deficits in 
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the human face identification occur in the absence of any deficits in the recognition of non-

face objects (Barton et al., 2019; Bate et al., 2019; Garrido et al., 2018; Shah, Gaule, Gaigg, et 

al., 2015). However, there is now increasing evidence that individuals can have co-occurring 

deficits in non-face object recognition (Duchaine et al., 2007; Barton et al., 2019; Barton & 

Corrow, 2016; Biotti et al., 2017; de Haan & Campbell, 1991; Gray et al., 2019; Epihova et al., 

2022). Nevertheless, it is not clear why only particular objects are affected in DP. In a recent 

study, we showed a deficit in the perception of pareidolic objects (that are perceived as being 

face-like) in DP (Epihova et al., 2022). However, this was only with pareidolic objects that had 

similar image properties to faces. Further studies that reveal which objects are or are not 

affected in DP may help uncover the functional organising principles involved in object 

perception. 

Next, we investigated the dissociations/associations between performance for human 

faces and either animal faces or objects. We selected only the DPs who performed ≤2 SD on 

the human face condition on the old/new recognition task for this analysis. 60% of this sample 

showed an association between human and animal face recognition, whereas only 33% of this 

sample showed an association between human faces and objects. Nevertheless, one third of 

the DP sample did have associated object agnosia, despite the fact that, at group level, DPs 

performed equally to controls with objects. This is consistent with previous reports 

demonstrating that even in the absence of reduced performance with object recognition, at 

a group level, some DP individuals in the group exhibit object deficits (Barton et al., 2019; 

Bate et al., 2019) and provides support for a heterogenous profile of DP (Minnebusch et al., 

2007).  
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In the present study, we classified individuals as DP based on their scores on the PI20 

and CFMT. Although there is no formal guidance on the diagnosis of DP, we acknowledge that 

this approach is relatively liberal. In particular, it has been argued that diagnostic decisions 

should be informed by performance on multiple objective tests of face recognition 

performance in addition to any self-report evidence (Bate & Tree, 2017; Dalrymple & 

Palermo, 2016). It is true that liberal diagnostic criteria can complicate the interpretation of 

null effects of group (DPs vs controls). For example, subtle perceptual deficits may be harder 

to detect in milder cases. However, it is unlikely that clear evidence of a perceptual deficit – 

such as that described here – can be attributed to the presence of milder cases within the DP 

sample. If anything, a more liberal approach would be expected to reduce the chance of a 

significant group difference (DPs vs controls). 

In conclusion, we provide the first systematic evidence for a deficit in the recognition 

of animal faces in DP. These findings converge with other studies showing similar patterns of 

neural response to human and animal faces in the temporal lobe. Nevertheless, we did find 

some differences in the manifestation of the deficit in recognition with human and animal 

faces - deficits in human face recognition were linked to lower ability to recognize targets and 

a more conservative response bias, while impairments with animal faces reflected higher 

misidentification of foils. Our results suggest a heterogenous recognition profile of DP, as one 

third of the DPs who were impaired with human faces were also impaired with objects, 

despite normal group-level performance with objects. 
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4.6. Data accessibility  

Experimental stimuli, code and anonymised data are publicly available at 

https://osf.io/jymqv/  
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Chapter 5 

 

Alterations in functional connectivity and face identity representations 

in developmental prosopagnosia 

 

5.1. Abstract 

Developmental prosopagnosia (DP) is a neurodevelopmental disorder, characterised by 

impairments in recognising face identities. However, the neural correlates of DP are currently 

not well understood. Here, we combined fMRI univariate, functional connectivity and multi-

voxel pattern analyses (MVPA) to investigate the organization of face-selectivity, functional 

connectivity and representations of individual faces in DP and neurotypical individuals. We 

show that DP is associated with atypical functional connectivity organisation despite normal 

face-selectivity. Namely, the anterior temporal cortex was less functionally connected to the 

rest of the brain in DP and exhibited an atypical connectivity pattern. Moreover, we found 

distinct response patterns to individual face identities in the anterior temporal cortex in 

neurotypical, but not in DP individuals. The alterations in connectivity and identity 

representations were specific to faces. Together, these findings suggest that poor face 

recognition ability in DPs is associated with poor quality of neural representations of 

individual face identities and reduced global functional connectivity. These results offer new 

insights for the critical role of the anterior temporal cortex in supporting face recognition 

abilities.  
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5.2. Introduction 

Developmental prosopagnosia (DP) a neurodevelopmental disorder, characterised by 

deficits in face identity recognition, despite normal intelligence, low-level vision and no 

history of brain damage (Cook & Biotti, 2016; Duchaine & Nakayama, 2006; Susilo & Duchaine, 

2013). Regions in the ventral temporal cortex have been functionally defined as face-selective 

to reflect their preferential response for faces, compared to other visual categories (Haxby et 

al., 2000; Kanwisher, 2010). The occipital face area (OFA), fusiform face area (FFA) and 

superior temporal sulcus (STS) are thought to comprise the core face system responsible for 

visual analysis of faces (Haxby et al., 2000). The face-selectivity found in these regions has 

focused research efforts to these face-specific areas as probable candidates of the neural 

correlates of individual differences in face recognition and deficits in DP. Some studies have 

shown that face selectivity in the FFA predicts individual differences of face recognition ability 

in the neurotypical population (Elbich & Scherf, 2017; Ramot et al., 2019), however, others 

have found no association (McGugin & Gauthier, 2016; Jiang et al., 2013). These mixed results 

extend into DP - while some studies show reduced face-selectivity in DPs (Jiahui, Yang, & 

Duchaine, 2018; Hadjikhani & De Gelder, 2002; Furl, Garrido, Dolan, Driver, & Duchaine, 

2011), others find face-selectivity comparable to that of neurotypical individuals (Rivolta et 

al., 2014; Avidan, Hasson, Malach, & Behrmann, 2005; Hasson, Avidan, Deouell, Bentin, & 

Malach, 2003). The integrity of information flow expressed as functional connectivity, rather 

than face selectivity per se, might be a better predictor of face recognition abilities. In a large 

study of neurotypical individuals, Levakov et al., (2022) demonstrated that reduced functional 

connectivity to the anterior temporal cortex is associated with worse face recognition 

performance. Consistent with this, DPs also show reduced functional connectivity to the 

anterior temporal cortex (Rosenthal et al., 2017).  
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However, these approaches might be limited for the investigation of DP. Firstly, DP is 

a neurodevelopmental disorder. Unlike acquired prosopagnosia, resulting from core localised 

damage (Barton, 2008; Davies-Thompson et al., 2014), atypical face recognition skills in DP 

emerge over the course of development. As such, impaired face recognition has the potential 

to be arrived at through different neural routes – the principle of equifinality (Bishop, 1997). 

The plasticity of face recognition development is demonstrated by a recent study showing 

that patients whose entire hemisphere was removed in childhood can achieve 80% of the 

neurotypical face recognition performance (Granovetter et al., 2022). Importantly, this effect 

was independent of which hemisphere was removed. This suggest that even though in adult 

neurotypical participants the right hemisphere is dominant for face processing (Kanwisher et 

al., 1997; Pitcher et al., 2007), the functional processing of faces can be reorganized, such that 

equal performance can be achieved. Thus, neural correlates of DP should not be necessarily 

assumed to have one-to-one mapping with the neural correlates implicated in acquired face 

recognition deficits or in neurotypical individuals. Exploring functional connectivity of the 

whole brain has the potential to uncover reorganizations in brain areas not typically 

associated with face recognition in acquired disorders. Related to this, is the notion that the 

connectivity of an area need not necessarily be reduced or increased to be atypical. Similarly 

to the fact that atypical representation of faces can be achieved even if face selectivity is 

typical (Rivolta et al., 2014), typical functional connectivity strength does not necessarily 

imply that the pattern of connectivity will be intact. For example, it is possible that a brain 

area in DP has the same connectivity strength with the rest of the brain as neurotypicals, but 

the pattern of connections differ. Further, the approach of exploring the pattern of 

connectivity can be utilised to move beyond traditional neurobiological measures of 
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“increased/decreased” activity and connectivity and allows for a greater understanding of 

how neural responses are expressed at the large-scale level of the brain.  

Secondly, so far investigations of the neural correlates of DP have largely focused on 

face selectivity. However, DPs’ difficulties with faces stem from inability to recognise 

individual face identities, rather than not recognising faces as such. For example, Natu et al., 

(2016) demonstrated that in the neurotypical population perceptual discriminability of face-

identity was associated with the magnitude of neural sensitivity to face identity, but not with 

activity for faces in face-selective regions. An alternative hypothesis therefore is that DP will 

be associated with the quality of neural pattern discrimination between individual face 

identities. As identity recognition might be achieved through a significant overlap between 

the output of the structural encoding for a stimulus and the already stored representation of 

the same stimulus (Wing et al., 2020; Wing et al., 2015; Ritchey et al., 2013; Sommer & Sander, 

2022), successful face recognition might manifest as a higher neural representational 

similarity for the same face identity compared to two different identities. Conversely, 

impairments in face recognition, such as those found in DP, might stem from a less distinct 

representation of individual identities, where the neural pattern shows lower discrimination 

between same and different identities.  

Here, we combined univariate, functional connectivity and MVPA fMRI analyses to 

investigate the neural correlates of DP. Specifically, the study had 3 aims. Firstly, to determine 

whether the organization of face-selectivity in terms of location and magnitude differs in DP. 

Secondly, we explored potential alterations in whole-brain functional connectivity when 

viewing faces and a control category of flowers. In a data-driven analysis, we compared voxel-

based global functional connectivity organization between DPs and controls. The aim of this 
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approach was to uncover areas with altered functional topology in DP – areas with different 

number and pattern of connections without pre-defined regions of interest assumptions. 

Finally, we investigated the similarity in neural signatures elicited by different face identities. 

We hypothesised that controls would show higher similarity in neural representations of the 

same face identity compared to different face identities. In contrast, the representational 

difference between same and different face identities will be less distinct in DPs.  

 

5.3. Methods 

5.3.1. Participants 

Twenty-two DPs (4 males, Mage = 41.59, SDage = 11.82, 20 right-handed, 2 left-handed) and 20 

Controls (8 males, Mage = 34.10, SDage=12.62, 20 right-handed) participated in the study. DP 

participants were recruited through www.troublewithfaces.org. Some of the DP and control 

participants recruited for the current study have already participated in the experiments from 

Chapters 2, 3, and 4. Diagnostic evidence for the presence of DP was collected using the PI20 

questionnaire - a 20-item self-report measure of face recognition abilities (Shah et al., 2015) 

and the Cambridge Face Memory Test (CFMT) – an objective measure of face recognition 

(Duchaine & Nakayama, 2006). To be classified with DP, a participant had to score both > 65 

on the PI20 and < 65% on the CFMT (Supplementary Table 1 shows diagnostic information for 

all DPs). Conversely, all control participants had to score <65 on the PI20 and > 65% on the 

CFMT, (Figure 5.1). Where a participant has completed the PI20 and CFMT as part of the 

selection criteria in a previous experiment, the score from their first attempt was taken to 

avoid practice effects. The use of convergent diagnostic evidence from self-report and 

objective computer-based measure of face recognition ability provides reliable identification 
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of DP; for example, less than 2% of the population score > 65 on the PI20 and < 65% on the 

CFMT (Gray et al., 2017). All participants were over 18 years-old, had normal or corrected-to-

normal vision and had no history of psychiatric and neurological conditions and Autism 

Spectrum Disorder. All participants provided written informed consent and the experiment 

was approved by the York Neuroimaging Centre (YNiC) Ethics Committee. 

 

 

 

  

 

 

Figure 5.1. Individual scores on the diagnostic tests: self-report of face recognition abilities 
(PI20) and face recognition abilities (CFMT) in Control and DP participants. Each point 
represents one participant.  

 

 

5.3.2. Functional localiser scan 

36 faces, 36 scenes and 36 scrambled images were used for the localiser scan. Images 

were in colour, superimposed on a mid-gray background and had a resolution of 400x400 

pixels. Faces were front-, left- and right-facing white male and female images and were taken 

from the Radboud face database (Langner et al., 2010). Scene images consisted of natural 

outdoor, man-made outdoor and indoor scenes and were taken from the SUN database (Xiao 

et al., 2010). The scrambled images were generated through global phase scrambling of the 
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face images, which rendered them unrecognisable. Example images are shown on 

Supplementary Figure 1. The 3 object categories were presented in a block design, with 9 

blocks per each category. In each block, 4 images from the same category were presented 

individually for 600ms, with a 200ms. inter-stimulus-interval. This was followed by an inter-

block interval lasting 6s. The order of blocks presentation was pseudorandomised such that 

each triplet of blocks contained 3 different conditions. To maintain attention during the scan, 

participants were required to press a button when the fixation cross changes from black to 

green, which occurred randomly 60 times throughout the scan. The total length of the scan 

was 4.5mins.  

 

5.3.3. Experimental scans 

15 different face and flower identities were used for the face and flower scans, 

respectively. All face and flower images were gray-scale on a mid-gray background with a 

resolution of 400x400 pixels. All faces were front-facing white males and were taken from the 

Radboud face database (Langner et al., 2010). All flowers were from the Asteraceae family 

and were taken from the SOLID database (Frank et al., 2020). Examples of face and flower 

images are shown in Figure 5.2a. The faces and flowers scans had block designs, with 4 blocks 

per each unique face or flower identity. In each block, an image of the same identity was 

repeated 4 times for 600ms, with a 200ms. inter-stimulus-interval. This was followed by an 

inter-block interval lasting 6s. The order of blocks presentation was pseudorandomised such 

that in each 15 blocks the same exemplar was never repeated. To maintain attention during 

the scan, participants were required to press a button when the fixation cross changes from 
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black to green, which occurred randomly 60 times throughout the scan. The total length of 

each scan was 9mins.  

To ensure that the face and flower exemplars were comparable on low-level similarity 

among them, we measured low-level properties of the 15 face and 15 flower exemplars and 

calculated similarity among the within-category exemplars using a GIST descriptor an image 

analysis tool that captures the spectral and spatial properties of an image (Torralba & Oliva, 

2001). Each image was spatially divided into 64 (8x8) locations. The GIST descriptor calculates 

low-level properties by convolving the image with 32 Gabor filters at 4 spatial scales, each 

with 8 orientations, producing 32 feature maps for each of the 64 spatial locations. This 

produces a total of 2048 values describing the low-level properties of each image. First, we 

measured the GIST for all 15 face and flower images. Next, we correlated the resulting vector 

of each face with the other 14 faces and each flower with the other 14 flowers, producing 105 

values describing the similarity in low-level properties between each pair of images for the 

face and flower categories, thus measuring the low-level homogeneity of images in the two 

conditions. Next, we compared the homogeneity of low-level properties between the faces 

and flowers. There was no significant difference in low-level homogeneity between the face 

and flower categories, t(208) = 0.03, p = 0.979, (Figure 5.2b).  
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Figure 5.2 (a) The 15 face and flower identities used in the fMRI experiment, (b) No difference 
in the similarity of image properties between the faces and flowers stimuli. Each dot represent 
similarity in image statistics between a pair of images (105 similarities within a category). 

 

5.3.4. fMRI data acquisition and pre-processing 

fMRI data were acquired with a GE 3T HD Excite MRI scanner at YNiC at the University 

of York, fitted with an eight-channel phased-array, head-dedicated gradient insert coil tuned 

to 127.4 Hz. A gradient echo-planar imaging (EPI) was used to collect data from 38 contiguous 

slices (TR= 3000 ms, TE = 25 ms, FOV = 288 x 288 mm, matrix size = 128 x 128, slice thickness 

= 3mm). The fMRI data was initially analysed with FEAT v5.98 (http://www.fmrib.ox.ac.uk/fsl). 

In all scans, the initial 9 sec. of data was removed to reduce the effects of magnetic saturation. 

Registration of the functional data to the structural image was conducted using the boundary-

based registration algorithm (Greve & Fischl, 2009). Motion correction was applied using 

MCFLIRT (Jenkinson et al., 2002), non-brain tissue removal was applied using BET (Smith, 

2002) and slice-timing correction were applied followed by temporal high-pass filtering 

(Gaussian-weighted least squares straight line fitting, sigma = 100s). Gaussian spatial 

smoothing was applied at 5 mm FWHM. Parameter estimates were generated for each 

condition (localiser scan- 3 conditions: face, scrambled, scene; face scan – 15 conditions: 15 
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face identities; flowers scan - 15 conditions: 15 flower identities) by regressing the 

homodynamic response of each voxel against a box-car function convolved with a single 

gamma HRF. There were no significant differences in head movement between the groups in 

the localiser scan, t(40) = 1.43, p = 0.162, faces scan, t(40) = 0.70, p = 0.488 and flowers scan, 

t(40) = 1.00, p = 0.323. One Control participant was excluded from further analysis for 

excessive head motion (Supplementary Figure 2). 

 

5.3.5. Functional connectivity (FC) pre-processing 

FC pre-processing and analysis was carried out with the CONN toolbox (Whitfield-Gabrieli & 

Nieto-Castanon, 2012). The faces and flowers scans were pre-processed using CONN’s default 

pre-processing pipeline, which includes realignment and unwrapping, slice-timing correction, 

outlier detection, structural and functional segmentation and normalization and spatial 

smoothing (8mm Gaussian kernel). Next, functional data was denoised by applying CONN’s 

default denoising pipeline. This included the anatomical component-based noise correction 

aCompCor (Behzadi et al., 2007) by modelling out the sources of noise from white matter, 

gray matter, and cerebro-spinal fluid as nuisance parameters within the first-level general-

linear model (GLM). Scrubbing (as many regressors as identified invalid scans), motion 

regression (12 regressors: 6 motion parameters + 6 first-order temporal derivatives) and a 

temporal band-pass filter (0.008–0.09 Hz) were applied.  
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5.4. Results 

5.4.1. Univariate analyses 

First, we asked whether there was a difference in face selectivity between DPs and Controls. 

We compared the magnitude of face selectivity by comparing the response to faces with the 

response to scenes and scrambled images. Figure 5.3 shows face-selectivity for each group of 

participants. The location of face-selective areas was similar across both groups (Table 1, 

Suppl. Table 2). We then contrasted the face-selectivity from both groups across the whole 

brain. We did not find large differences between the control and DP group (Figure 5.3).  

The OFA, FFA and STS were functionally present at both groups. Analysis of group peak 

coordinates within these areas showed a striking similarity in the location of the face-selective 

regions between both groups (Supplementary Table 2). 
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Figure 5.3. Face selectivity in Controls, DPs and the Controls > DPs and DPs > Controls whole 
brain contrasts  

 

 

Next, to check for individual differences in the location and presence of face-selective 

regions between the groups, we identified individual regions of interest (ROIs) in each 

participant. Table 1 shows the mean and SD of coordinates of the face-selective ROIs and the 

number of DP and Control participants in which each ROI was functionally present. Similar to 

the group analysis, individually defined face-selective regions shared similar locations in DPs 

and Controls. Next, we determined whether there are any differences in the presence of each 

region between the groups. Fisher’s exact tests showed no difference between the groups in 

the presence of rOFA (p = 0.209), rFFA (p = 0.463), rSTS (p = 0.390), rAFTP (p = 0.758), lOFA (p 

= 0.463), lFFA (p = 0.321), lSTS (p = 0.354), lAFTP (p = 0.999).  
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Taken together, these findings do not appear to show significant differences in the 

selectivity for faces compared to non-face images in controls compared to DPs. 

 

Table 5.1. Control (n = 19) and DP (n = 22) mean and standard deviation of peak voxel 
coordinates for each ROI. Individual regions defined by localiser scan (Faces > Scrambled + 
Scenes). Coordinates were transformed from individual space into MNI-ICBM1522 mm space.  

  
MNI mean coordinates  SD 

   x y z x y Z 

rFFA 

 

Control(n=18) 

 

40.11 

 

-55.56 

 

-14.56 

 

3.03 

 

7.53 

 

3.42 

DP (n=22) 40.27 -52.36 -16.64 3.72 6.25 2.92 
        
lFFA Control (n=16) -39.63 -53.38 -16.25 3.74 6.05 3.34 

 
DP (n=21) -40.57 -56.67 -17.14 4.25 7.16 3.26 

        
rOFA Control (n=17) 41.88 -78.94 -7.53 3.64 5.92 6.15 

 
DP (n=22) 44.73 -75.45 -6.73 3.47 5.76 6.49 

        
lOFA Control (n=18) -40.24 -80.82 -8.82 4.99 4.61 5.91 

 
DP (n=22) -41.27 -82.18 -7.18 5.18 4.70 4.73 

        
rSTS Control (n=15) 44.80 -58.80 16.13 5.80 6.27 6.99 

 
DP (n=20) 46.10 -57.40 15.90 5.17 9.63 4.75 

        
lSTS Control (n=8) -43.75 -66.25 15.25 3.77 6.96 5.65 

 
DP (n=13) -42.00 -60.62 16.46 4.83 13.07 7.26 

        
rATFP Control (n=10) 36.90 -4.60 -28.60 6.61 12.04 6.33 

 
DP (n=10) 38.60 -14.20 -25.20 5.08 10.97 8.95 

        
lATFP Control (n=6) -35.67 -12.67 -24.33 9.91 10.41 5.43 

 
DP (n=7) -36.00 -14.57 -22.29 8.33 11.65 8.75 
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5.4.2. Whole-brain global functional connectivity 

We measured connectivity differences between Controls and DPs for the face and flowers 

scans. A whole-brain voxel-based functional intrinsic connectivity contrast (ICC) (Martuzzi et 

al., 2011) was computed. This analysis measures the strength of functional connectivity 

between each voxel and every other voxel and then calculates the strength of connectivity 

between each voxel and the average of the rest of the voxels in the brain (root mean square 

of correlation coefficient values between a voxel and the rest of the brain), thus providing a 

measure of the functional centrality at each voxel.  Centrality is a graph theory-based measure 

used to identify the degree of connections of each voxel with all other voxels. Voxels with 

higher connections to the rest of the brain are regarded as functionally central and thus more 

globally connected. Individual-level ICCs were calculated and combined into Control and DP 

group-level analyses. Next, we performed a group contrast to identify any regions that are 

less globally connected in DPs compared to Controls (voxel-threshold p<0.005, cluster-size 

FDR-corrected p<0.05). Areas with significantly lower global connectivity in DP compared to 

controls are shown on Figure 5.4. Most voxels fell within the left temporal pole. Full details of 

the overlap of the area with anatomical structures from the Harvard Oxford atlas can be found 

in Supplementary Table 3. 

In contrast, for the flowers scan, there was no difference in global connectivity between 

controls and DPs in any region (Fig. 5.4). This shows that there is a selective reduction in global 

connectivity during face processing for DPs.  
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Figure 5.4. Difference in whole-brain global connectivity between controls and DP groups for 
the faces and flowers scans. 

 

 

5.4.3. Seed-based functional connectivity 

To identify potential regions for further seed-based connectivity analysis, we ran the global 

connectivity contrast between Controls and DPs with a more liberal threshold of voxel-

threshold p<0.05, cluster-size FDR-corrected p<0.05. The rationale for this was based on the 

fact that a region will show as significantly less globally connected (less central) in DPs only if 

it is significantly less connected to sufficiently large number of voxels. As such, if a region has 

a reduced connection to only one other region, this might not be sufficient to result in reduced 

global connectivity. Repeating the analysis with a higher threshold allows for exploration of 

regions that might not be less connected with the rest of the whole brain, but nevertheless 

less connected to a set of other regions. Regions with lower global connectivity identified with 

the more liberal threshold are shown in Supplementary Table 4. We used the top 4 anatomical 

regions from the Harvard Oxford atlas falling within the identified overall lower global 

connectivity area as seeds to perform a classic seed-to-voxel functional connectivity analysis. 

These seed regions were the left temporal pole, right putamen, left insular cortex and left 
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hippocampus. The reference time series for each seed were obtained by averaging the time 

series of all voxels within the seed region. First, a seed-to-voxel functional connectivity was 

calculated for Controls and DPs and then a group contrast was carried out. Figure 5.5 shows 

regions that have lower connectivity with the respective seed in DPs compared to controls. In 

DPs the left temporal pole had weaker connections to the right posterior middle temporal 

gyrus, left frontal pole and left superior frontal gyrus. The right putamen was less connected 

to the left and right insular cortices. The left insular cortex was less connected to the right 

cuneal cortex, precuneous cortex and the right putamen. The left hippocampus had less 

connections with the right anterior middle temporal gyrus and right anterior superior 

temporal gyrus. Full details of the regions with lower connectivity to the 4 seeds are 

presented in in Supplementary Tables 5-8. Next, we asked whether the seed-based reductions 

in connectivity were specific for faces by repeating the 4 seed-based connectivity analysis 

with the flowers experiment. We found that only the right putamen had reduced connectivity 

in DPs for flowers, whereas the left temporal pole, hippocampus and insular cortex showed 

connectivity comparable to controls. The pattern of reduced connections to the right 

putamen was similar to the face scan, with lower connections found to the right central 

opercular cortex, right precentral gyrus and right insular cortex (Supplementary Table 9). 
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Figure 5.5. Seed-based functional connectivity reductions for the Controls > DPs contrast. The 
4 seeds were the left temporal pole, right putamen, left insular cortex and left hippocampus.  

 

 

5.4.4. Multivariate pattern analysis of functional connectivity  

The global connectivity analysis aims to uncover quantitative group differences in the 

strength of connectivity. However, atypical functionality of a region may not necessarily be 

linked to lower connectivity strength, but rather qualitatively different pattern of 

connections. To explore this, we carried out a functional connectivity multi-variate pattern 

analysis (fc-MVPA). This analysis computes the connectivity patterns characterising the 

connectivity between each voxel and the rest of the brain (Nieto-Castanon, 2022). That is, the 

connectivity of a particular area does not necessarily need to be lower (quantitatively 

different), but the pattern of functional projections might be (qualitative difference). The fc-

MVPA calculates functional connectivity between each voxel and the rest of the voxels in the 

brain for each subject and computes a reduced set of eigenpattern (principal component) 
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scores best characterizing relevant spatial features of these maps across subjects. In the 

current analysis we used the first 4 components. Cumulatively the first 4 components 

explained 90.02% and 89.70% of the variance in connectivity profiles across all gray matter 

voxels in the faces and flowers scans, respectively. Once each subject’s functional connectivity 

profiles are represented in terms of the 4 lower-dimensional eigenpattern scores, group-level 

functional connectivity analyses are computed by entering these scores into a standard 

General Linear Model that evaluates the hypothesis that there will be a group difference 

(Control vs DP) in the connectivity pattern of a given voxel using the Likelihood Ratio Test. 

Lastly, this procedure is repeated for each voxel sequentially, constructing a statistical 

parametric map across the entire brain. We performed a group contrast to identify any 

regions with different pattern of connectivity in DPs compared to controls (voxel-threshold 

p<0.005, cluster-size FDR-corrected p<0.05). Areas with significantly different pattern of 

functional connections in DP are shown on Figure 5.6. Most voxels fell within the left 

temporooccipital middle temporal gyrus, precuneous cortex, brain stem, right 

temporooccipital fusiform cortex and the left temporal pole. Full details of the overlap of the 

area with anatomical structures from the Harvard Oxford atlas can be found in Supplementary 

Table 10. Next, we repeated the fc-MVPA with the flowers scan. For the flowers scan 

significantly different pattern of functional connections in DPs was found in the precuneous 

cortex, right lingual gyrus, and the left cerebellum (Supplementary Table 11). This shows that 

the difference in connectivity pattern associated with the anterior, posterior, and inferior 

temporal cortex is selective for face processing. 
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Figure 5.6. Difference in whole-brain fc-MVPA between controls and DP groups for the faces 
and flowers scans. 

 

 

5.4.5. Representational MVPA 

Next, we asked whether there was any difference in the pattern of activity to individual face 

identities in DPs and controls. To determine whether the pattern of activity could discriminate 

between individual exemplars, we compared responses to odd and even repetitions of 

individual face or flower images. If there is a distinct representation of individual exemplars 

in these regions, we would expect higher similarity for the same identity compared to 

different identities faces. First, we calculated the within-identity and between-identities 

similarities for each participant and subtracted the between-identities similarity from the 

within-identity similarity. We identified 5 large anatomical ROIs from the Harvard-Oxford 

atlas based on the areas in which the functionally face-selective ROIs (OFA, FFA, STS, ATFP) 

fall within. Based on this, we selected the temporal-occipital fusiform cortex (TOFC), posterior 

and anterior temporal fusiform cortex (pTFC, aTFC) and the posterior and anterior inferior 

temporal gyrus (pITG, aITG) for analysis. Figure 5.7 shows the magnitude of face identity 

representations across the different regions. One-sample t-tests (two-tailed) showed that 
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controls had distinct representations of individual face identities in anterior regions of the 

temporal lobe (aITG: t =2.51, p = 0.022; pITG: t = 2.34, p = 0.031; aTFC, t = 2.17, p = 0.043), 

but not in posterior regions (pTFC: t =1.88, p = 0.077; TOFC: t: 1.18, p = 0.255). In contrast, 

DPs did not show any distinct face identity representations in any of these regions (TOFC: t = 

0.29, p = 0.771; pTFC: t = 0.04, p = 0.968; aTFC: t = 0.96, p = 0.347; pITG: t = 0.67, p = 0.511; 

aITG: t = 0.31, p = 762). A 2 (Groups) x 5 (ROIs) ANOVA showed that Controls had significantly 

higher identity representations across all regions compared to DPs, F(1, 195) = 10.84, p = 

0.001. We next asked whether the magnitude of face identity representations could be 

predicted by performance on the CFMT. None of the correlations were significant at p < 0.05 

after correcting for multiple comparisons.  

 

  

 

 

 

 

 

 

 

  

 

 

 

Figure 5.7. Mean (± 1 SEM) difference of within minus between identity representations in 
DP and Control participants  
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Next, we repeated this analysis for the flowers scan. There were no distinct 

representations for individual flower exemplars in Controls and DPs in any of the regions,  

Controls: TOFC: t = 0.72, p = 0.479; pTFC: t = 1.92, p = 0.072; aTFC: t = 1.13, p = 0.273; pITG: t 

= 1.66, p = 0.115;  aITG: t = 0.18, p = 857; DPs: TOFC: t = 2.01, p = 0.058; pTFC: t = 0.47, p = 

0.640; aTFC: t = 1.03, p = 0.316; pITG: t = 1.85, p = 0.405;  aITG: t = 0.52, p = 0.608. A 2 (Groups) 

x 5 (ROIs) ANOVA showed that there was no difference in magnitude of identity 

representations between Controls and DPs, F(1, 195) = 0.49, p = 0.483, Supplementary Figure 

3. 

 

5.5. Discussion 

 Here we combined univariate, MVPA and functional connectivity fMRI analyses to 

investigate the organization of face-selectivity, functional connectivity, and representations 

of individual faces in DP and neurotypical individuals. Overall, we found similar organization 

of face-selectivity maps in DP and neurotypical participants. Namely, the presence, location 

and activity magnitude of face-selective regions did not differ between the groups. These 

results add to previous reports of typical face selectivity in DP (Rivolta et al., 2014; Avidan, 

Hasson, Malach, & Behrmann, 2005; Hasson, Avidan, Deouell, Bentin, & Malach, 2003), but 

see (Jiahui, Yang, & Duchaine, 2018; Hadjikhani & De Gelder, 2002; Furl, Garrido, Dolan, 

Driver, & Duchaine, 2011).  

Instead, DP was characterised by altered functional connectivity organization. 

Quantitatively, the left anterior temporal cortex was less functionally connected to the rest 

of the brain when DPs were presented with faces, but not flowers. Seed-based connectivity 

analyses showed that the global reduction in connectivity of the anterior temporal cortex is 
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mainly contributed by interhemispheric connectivity reductions to the contralateral middle 

temporal cortex and reduction in spatially distant ipsilateral connections to the left frontal 

pole and superior frontal gyrus. DPs had further face-specific interhemispheric reductions in 

connectivity between the right anterior temporal cortex and the left hippocampus, and 

between the left insular cortex and the right cuneal and precuneous cortex – regions 

comprising the extended face processing system (Gobbini & Haxby, 2007). Our results suggest 

that alterations in integrity of interhemispheric functional connectivity is involved in poor face 

recognition abilities. We further analysed the pattern of functional connectivity using fc-

MVPA analysis. This analysis aims to uncover alterations in the whole-brain connectivity 

pattern, rather than connectivity strength. Similarly, to the global connectivity analysis, we 

found that the left anterior temporal lobe had different pattern of connections to the rest of 

the brain in DP. We also observed altered connectivity in left posterior middle temporal cortex 

and right temporooccipital fusiform cortex. Importantly, the difference in functional 

organization observed in these areas was specific to face processing. These results are 

consistent with the previously demonstrated functional disruptions in the anterior temporal 

lobe associated with DP (Rosenthal et al., 2017) and poor face recognition skills in 

neurotypical populations (Levakov et al., 2022). Our findings further demonstrate that 

reduced connectivity and different pattern of connectivity to the anterior temporal cortex are 

involved in DP. Importantly, these alterations are evident at the large-scale whole-brain level, 

without restriction of analysis to pre-defined face-selective regions and point to the 

significance of integration across the whole-brain functional connectivity in supporting typical 

face recognition abilities.  

We measured the discriminability of individual face identities by comparing the 

representational patterns for the same face identity compared to different face identities. 
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Controls exhibited distinct response patterns to individual face identities in the anterior 

temporal fusiform cortex, posterior, and anterior inferior temporal cortex. Read-out of 

individual-level face information was progressively more pronounced anteriorly along the 

ventral stream, reaching the highest discriminability in the anterior temporal cortex. In 

contrast to neurotypical controls, DPs showed no identity discrimination in any of the areas 

we analysed, including the anterior temporal cortex. That is, the similarity in neural 

representations for the same face identity was equal to that of two different faces. The lack 

of face-identity information in anterior temporal cortex suggests that DP do not have a 

population code in the temporal cortex representing the subtle differences between 

individual faces. These results are consistent with previous reports, supporting the functional 

role of anterior temporal cortex in distinguishing individual face identities (Kriegeskorte et al., 

2007; Anzellotti et al., 2014; Yang et al., 2016).  

Successful face recognition entails distinguishing and recognising a face as familiar 

among other highly similar face identities. This process is supported by accumulating 

perceptual experience with different face identities through repetitive exposure. Indeed, 

pattern similarity, as measured by fMRI across repetitions of a stimulus, is higher when stimuli 

are subsequently remembered (Xue et al., 2010; Ward et al., 2013), demonstrating that 

successful memory encoding occurs when the same neural representations are more 

precisely reactivated across repetitions. In the current study none of the face identities were 

perceptually familiar to participants. The fact that we observed an above chance identity 

representation with only 4 repetitions of each previously unfamiliar identity suggest that this 

process operates early on and likely underpins identity learning. This is consistent with the 

proposed role of the anterior temporal cortex in both mnemonic and perceptual functions. 

For example, activity in the anterior temporal cortex is sensitive to previously familiar faces 
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(Gobbini & Haxby, 2007; Sugiura et al., 2001) but also supports fine-grained perceptual 

discrimination in previously unfamiliar faces (Anzellotti et al., 2014) and is proposed to act as 

a bridge between high-level visual perception and memory (Collins et al., 2016). Importantly, 

these results are also consistent with the behavioural profile of DPs, whose impairments are 

specific to distinguishing and recognising face identities, rather than recognising faces as a 

category.  

Our results can be illustrated with reference to the face-space framework, whereby 

individual faces are encoded as mean-relative vectors within a multi-dimensional space 

(Valentine, 1991). With exposure to faces during development the face-space dimensionality 

is increasingly optimised to represent the variability of face features and best capture the 

difference between faces in reference the average face. Neural evidence further supports this 

view that individual faces are encoded by their direction (facial identity) and distance 

(distinctiveness) from a prototypical (mean) face (Loffler et al., 2005). Behavioural evidence 

demonstrates that DPs show atypical mechanisms of face identity coding in a multi-

dimensional faces space (Palermo et al., 2011), suggesting a distortion of representations 

within the multidimension face space. The current results demonstrating that DPs show the 

same representational similarity for two different face identities as for the same repeated 

identity, provide neural evidence for alterations of the coding of face identity within the face 

space in DP. It should be noted, however, that the current results cannot infer about the 

particular process that results in altered face space in DP. Identity recognition might be 

achieved through a significant overlap between the output of the structural encoding for a 

stimulus and the already stored representation of the same stimulus (Wing et al., 2020; Wing 

et al., 2015; Ritchey et al., 2013; Sommer & Sander, 2022). Thus, the lack of identity 

representation in DP might result from alterations in the structural encoding process, 
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alterations in storing an otherwise intact representation, and/or the process of matching the 

structural encoding with the already stored representation. 

One limitation of our experimental task is that all faces were shown from front-view. 

This was done to maximise the number of different identities shown. Although face 

representations have been shown to gradually change from view-specific to view-invariant 

along the posterior-anterior gradient of the temporal cortex (Yang et al., 2016), it is possible 

that the representations we observed here are specific to the image, rather than the face 

identity more generally. Future studies should include face identities with varying identity-

irrelevant properties such as viewpoint and expression. For example, the similarity in 

response between two different viewpoints of the same identity compared to two similar 

viewpoints from different identities would constitute a more accurate neural representation 

of face identity. 

One interesting result we observed in the lack of individual-level flower discrimination 

in any of the areas we analysed. This fits with previous reports demonstrating identity 

representations in anterior inferotemporal cortex for faces, but not houses (Kriegeskorte et 

al., 2007), and suggests that the representation of the anterior temporal cortex is not entirely 

domain-general. Probing the identity-level representations of the anterior temporal cortex 

with a more diverse and comprehensive set of categories will be required before drawing 

strong conclusions about its role in face-specific identity representations.   

Here we explored the organization in face-selectivity and functional connectivity and 

face identity representations in DP. Overall, our results show comparable location and 

presence of face-selective regions across DPs and Controls. In contrast, DP was marked by 

alteration in functional connectivity specific for face processing. These alterations included 
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reduced global connectivity and different connectivity pattern to the left anterior temporal 

cortex. Additionally, we found that areas in the anterior, posterior, and inferior temporal 

cortex were differently connected to the rest of the brain in DP. Further, using MVPA, we 

showed that face identity representations are hosted in the anterior temporal cortex and 

their strength correlated with face recognition abilities. However, the neural quality of 

identity representation for individual faces was distorted in DP. These results show that 

typical face recognition abilities are underpinned by the process of reactivation of the same 

neural representation during visual repetitions and failure of pattern reactivation is 

associated with face recognition deficits in DP. Together, these results point to the functional 

significance of the anterior temporal cortex in supporting typical face recognition abilities. 
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Chapter 6 

 

Structural connectivity analysis in developmental prosopagnosia 

 

6.1. Abstract 

Developmental prosopagnosia (DP) is a neurodevelopmental disorder characterised by 

deficits in the recognition of face identity. The majority of studies investigating structural 

connectivity correlates in DP have focussed on the occipital and temporal lobe. However, the 

overall connectivity across the whole brain is largely unexplored in DP. Using network-based 

analyses, we explored the organization of the structural connectome in a group of DPs who 

had previously shown altered whole-brain functional organization. We show that the overall 

structural topology in DP was comparable to that of neurotypical controls. Instead, DP was 

characterised by reduced local connections between the inferior, middle, and superior 

temporal cortex. Together these findings demonstrate that global functional connectivity is 

more predictive of face recognition deficits in DP than global structural connectivity. 

However, we also show that DP is associated with altered local structural connectivity in 

regions of the temporal lobe that are important for face recognition. 

 

6.2. Introduction 

Developmental prosopagnosia (DP) is a neurodevelopmental disorder associated with life-

long difficulties in the recognition of faces. Unlike acquired prosopagnosia, DP manifests in 

the absence of any apparent brain damage. The neural correlates of DP are still a subject to 
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debate - while some studies have found reduced activity in face-selective areas when viewing 

faces (Jiahui, Yang, & Duchaine, 2018; Hadjikhani & De Gelder, 2002; Furl, Garrido, Dolan, 

Driver, & Duchaine, 2011), others find activity comparable to that of neurotypical individuals 

(Rivolta et al., 2014; Avidan, Hasson, Malach, & Behrmann, 2005; Hasson, Avidan, Deouell, 

Bentin, & Malach, 2003). More recently, it has been proposed that DP might results from 

reduced communication between areas that are functionally important for face processing 

(Avidan et al., 2014; Song et al., 2015; Rosenthal et al., 2017; Levakov et al., 2022). Evidence 

supports the idea that this reduction in functional connectivity might, to some extent, be a 

consequence of a structural alteration in white matter tracts. Alterations in the connectivity 

of two white matter tracts - the inferior longitudinal fasciculus (ILF), connecting the occipital 

and temporal lobes, and the inferior fronto-occipital fasciculus (IFOF) projecting between the 

occipital and frontal cortex, have been shown in DP (Thomas et al., 2009; Herbet et al., 2018). 

More specifically, DP has been linked to aberrant structural connectivity between regions in 

the ventral temporal cortex functionally involved in face processing (Gomez et al., 2015; Song 

et al., 2015). 

To date, only connections of specific tracts or between regions that show functional 

selectivity for faces have been explored in DP. However, a recent study found widespread 

functional connectivity patterns extending beyond the face network can predict face 

recognition abilities in neurotypical individuals (Levakov et al., 2022). This fits with findings 

(see Chapter 5), in which we showed reduced functional connectivity in DPs across the whole 

brain – that is there are brain areas that are less functionally connected to the rest of the 

brain. Importantly, this reduced functional connectivity was evident when participants 

viewed faces but not when they viewed non-face objects (flowers). However, it is unclear 
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whether this abnormal pattern of functional organization at the whole-brain level is a result 

of alternations in the structural organization.  

Investigating whole-brain organization is particularly important when studying 

neurodevelopmental disorders such as DP. Unlike acquired deficits, the same cognitive 

difficulties that emerge over the course of development can manifest through miswiring in 

different neural routes – a phenomenon known as the principle of equifinality (Bishop, 1997). 

The plasticity of the developing brain in relation to face recognition abilities is demonstrated 

by a recent study showing that patients whose entire hemisphere was removed in childhood 

can achieve 80% of the neurotypical face recognition performance (Granovetter et al., 2022). 

Importantly, this effect was independent of which hemisphere was removed. This suggests 

that even though in adult neurotypical participants the right hemisphere is dominant for face 

processing (Kanwisher et al., 1997; Pitcher et al., 2007), the functional processing of faces can 

be reorganized, such that equal performance can be achieved. Thus, neural investigations of 

DP should not be directly assumed to have one-to-one mapping with the neural correlates 

implicated in acquired face recognition deficits. Exploring the connectome of the whole brain 

has the potential to investigate potential structural reorganizations and altered topology in 

DP.  

In the current study, we investigated structural connectivity across the brain using 

diffusion tensor imaging (DTI). DTI is an MRI technique that measures the directionality of 

water molecule diffusion to determine the structure of white matter tracts in the brain 

(Basser et al., 2000). Here, we utilise graph theory analysis to explore the pattern of structural 

organization across the whole brain in DP. Graph theory has been widely used to investigate 

the topology of brain connectomes and uncover abnormal patterns of structural and 
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functional connectivity (Farahani et al., 2019; Guye et al., 2010). A graph’s information 

represents connections (edges) between regions (nodes). Edges can be weighted 

(representing the quantity of connections) or binary (representing the presence or absence 

of a connection). Characterising the structural connectome at the macroscopic level typically 

involves parcellating the brain into nodes using a range of brain atlases. Graph theory 

measures can thus provide insight into the overall structural organization of the connectome 

(Rubinov & Sporns, 2010).  

 

6.3. Methods 

6.3.1. Participants 

Data was collected from the same Control (n=19) and DP (n=22) participants that participated 

in Chapter 5. All participants provided written informed consent and the experiment was 

approved by the York Neuroimaging Centre (YNiC) Ethics Committee. 

 

6.3.2. Diffusion MRI (dMRI) data acquisition and pre-processing 

dMRI data were acquired with a GE 3T HD Excite MRI scanner with an 8 channel whole 

head High Resolution Brain Array. Two diffusion-weighted MRI scans were acquired, with 

opposing phase encoding directions. The first fMRI scan lasted ~ 9 minutes with posterior-to-

anterior phase encoding direction. A single-shot pulsed gradient spin-echo echo-planar 

imaging sequence was used with the following parameters: b = 1000 s/mm2, 25 unique 

diffusion directions, 60 slices, FOV = 192mm, TR= 12s, TE = 88.5ms (minimum full), voxel size 

= 2 x 2 x 2 mm3, matrix size = 96 × 96, flip angle = 90 degrees. 3 volumes without diffusion 
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weighting (b0) were acquired at the start of the scan. The second dMRI scan was ~4.5 minutes 

with anterior-to-posterior phase encoding direction and was used to correct distortion and 

had only 12 diffusion directions. All other scan parameters were the same as the first dMRI 

scan. Data was split across time and the first 3 baseline volumes with no diffusion were 

extracted. The b0 volumes were merged across the 2 scans to estimate the amount of 

susceptibility-induced distortion and Topup (Andersson et al., 2003) was used to correct it by 

applying the distortion field to the scans and combining them together. Non-brain tissue 

removal was applied using BET (Smith, 2002).  

 

6.3.3. Whole-brain tractography  

The diffusion data were reconstructed using generalised q-sampling imaging, (Fig. 6.1a) (Yeh 

et al., 2010) with a diffusion sampling length ratio of 1.25. The tensor metrics were calculated 

using DWI with b-value of 1000 s/mm². A deterministic fibre tracking algorithm (Yeh et al., 

2013) was used with augmented tracking strategies (Yeh, 2020) to improve reproducibility. 

The anisotropy threshold was randomly selected. The angular threshold was randomly 

selected from 15 degrees to 90 degrees. The step size was randomly selected from 0.5 voxel 

to 1.5 voxels. Tracks with length shorter than 30 or longer than 300 mm were discarded. A 

total of 1000000 seeds were placed. Whole-brain tractography was conducted using DSI 

Studio (http://dsi-studio.labsolver.org). 
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6.3.4. Connectome construction 

The connectome model was constructed by parcellating the whole-brain tracts with 62 

cortical regions derived from the Desikan-Killiany-Tourville (DKT) atlas (Klein & Tourville, 

2012), (Fig. 6.1b). Full list of the regions from the DKT atlas used in the connectome 

construction is shown on Supplementary Figure 1. The connectivity matrix was calculated by 

using the number of tracts connecting each pair of anatomical regions. The weighted 

connectivity matrix for each participant was thresholded at 10% of the overall count sum and 

then binarized (Fig. 6.1c). At this threshold mean densities of 10% and 9% were calculated 

across connectomes in Controls and DPs, respectively, which has previously been found to 

preserve the most informative edges, enabling the calculation of a range of graph-theoretic 

measures (Akarca et al., 2021; Zdorovtsova et al., 2022). 

 

 

 

 

 

 

 

 

Figure 6.1. Processing workflow for connectome network construction. (a) whole brain 
tractography, (b) Desikan-Killiany-Tourville (DKT) atlas was used to parcellate the brain into 
62 cortical regions, (c) weighted connectivity matrix and binarized, thresholded connectivity 
matrix, (d) brain network plot representing the 62 nodes and edges between them. 
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6.3.5. Topological measures  

A DTI-derived brain network for each subject can be described as a graph with set of nodes 

representing regions of brain and edges that form the white matter connections between the 

nodes, (Fig. 6.1d). Topological measures of brain networks can be represented in a number 

of ways, all of which capture different features of connectivity. In the current study we used 

two graph measures (degree and clustering coefficient) at the whole network and nodal levels 

to investigate the relationship between brain organization and face recognition abilities. 

 

6.3.6. Degree and Clustering coefficient 

The degree is the number of edges connected to a node (brain region). The degree of each 

node measures its’ integration with the broader network (global connectivity to the rest of 

the brain regions). The degree of node 𝑖 is given by: 

𝑘(𝑖) =  𝑎(𝑖, 𝑗)

∈ே

 

where 𝑎(𝑖, 𝑗) is the connection status between the pair of regions 𝑖 and 𝑗.  

 

The clustering coefficient is the fraction of a node’s neighbours that are neighbours of each 

other, thus indicating the level of modularity within a network. High clustering coefficient of 

a region indicates the region’s neighbours are highly clustered together, forming a module. 

Clustering coefficient values range from 0 to 1. The clustering coefficient for node 𝑖 is given 

by: 
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𝑐𝑖 =  
1

𝑛


2𝑡𝑖

𝑘𝑖(𝑘𝑖 − 1)
∈ே

 

where 𝑐𝑖 is the clustering coefficient of a node 𝑖. 

 

6.4. Results 

We first calculated overall connectivity across the whole brain. We measured the number of 

connections (edges) to each region (node) at the whole network-level to give a value of 

degree of connectivity. There was no overall difference in the degree between Controls (M = 

5.87, SD = 1.44) and DPs (M = 5.44, SD = 1.48) across the whole brain (t (39) = 0.94, p = 0.353). 

Next, we determined if there were differences in connectivity across different regions 

between Controls and DPs across the 62 regions (Fig 6.2a). Although the majority of regions 

had higher degree in Controls, none of the regions were significantly different at FDR-

corrected for multiple-comparisons threshold p < 0.05, (Fig 6.2c). Node-based degree values 

for Controls, DPs and the Control > DP contrast are presented in Supplementary Table 1.  

Next, we measured the degree of modularity within the network by measuring the 

clustering coefficient. There was no significant difference in the network-level clustering 

coefficient of Controls (M = 0.50, SD = 0.07) and DPs (M = 0.47, SD = 0.10), t (39) = 1.14, p = 

0.263. Next, region-level clustering coefficients were calculated for Controls and DPs (Fig 

6.2b). We then compared the clustering coefficients across the 62 regions between the 

groups (Fig 6.2d). Only the left pericalcarine showed a marginally higher clustering coefficient 

in Controls compared to DPs (p = 0.051, FDR-corrected for 62 multiple-comparisons. Node-

based clustering coefficient values for Controls, DPs and the Control > DP contrast are 

presented in Supplementary Table 2. 
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Figure 6.2. (a) Region-level node degree and (b) clustering coefficient values in Control and 
DP groups, (c) Control > DP difference in region-level node degree (d) and clustering 
coefficient 
 

 

The degree of a region measures the overall connectedness of that regions to the rest 

of the 61 regions in brain. However, as the participants in the study were selected to have 

face deficits only, it is theoretically plausible that poor recognition abilities specific to faces 

are associated with reductions in connectedness to a single other region. As such, the overall 

degree of a region would not significantly differ between groups because the contribution of 

the reduced connectedness will be only 1 out of 61 connections. To explore this possibility 

further, we measured the number of connections between the inferior temporal (IT) cortex 

from the DKT atlas and each of the other brain regions separately. We chose the IT cortex as 

a seed region due to its functional importance for face processing. Next, to investigate 

whether poor face recognition is associated with different connection strength between the 

IT and any other region in the brain, we measured the difference in number of fibers between 
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the IT and the rest of the 61 brain regions between Controls and DPs. Three regions showed 

significantly higher connections to the left IT cortex in Controls than DPs: the left fusiform 

cortex (p < 0.001, FDR-corrected for 61 multiple comparisons), left middle temporal cortex (p 

< 0.001, FDR-corrected), and the left superior temporal cortex (p < 0.001, FDR-corrected), 

(Fig. 6.3a). Next, we repeated the between group analysis for the right IT. Five regions showed 

significantly higher connections to the right IT cortex in Controls than DPs: the right fusiform 

cortex, p < 0.001, right middle temporal cortex (p < 0.001, FDR-corrected), right superior 

temporal cortex (p < 0.001, FDR-corrected), right lateral occipital cortex (p < 0.001, FDR-

corrected) and the right parahippocampal cortex (p = 0.002, FDR- cortex), (Fig. 6.3b).  

 

 

 

 
 
 

 

 

Figure 6.3. Difference between Controls and DPs in the number of fibres linking the (a) left 
and (b) right inferior temporal region with the rest of the brain regions in the DKT atlas.  
 
 
 

6.5. Discussion 

Here we used network-based analysis to explore the structural organization across the whole 

brain in DP. Overall, there was no difference between DP and neurotypical participants in the 

number of structural connections (degree) and modularity (clustering coefficient) across the 
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whole network. Region-level analysis of these measures showed that overall many regions 

were more connected to the rest of the brain as well as having a higher clustering coefficient, 

however, none of the individual region comparisons between the two groups reached 

significance. This pattern of results suggests that the association between whole-brain 

structural organization and face recognition abilities might be weak or highly variable across 

individuals. However, the fact that the majority of regions showed a higher mean degree in 

Controls suggests that although they are not significantly more connected to the rest of the 

whole brain, it is possible that each of the regions might be more connected to another 

region/limited number of other regions. This would result in a higher mean degree, but not 

sufficiently higher to reach significance. 

We found local reductions in structural connectivity in DP. DPs had fewer projections 

between the left and right IT cortex and the fusiform, middle, and superior temporal cortex 

in the ipsilateral hemisphere. Additionally, the right IT cortex also had reduced structural 

connectivity to the right lateral occipital and parahippocampal cortex. Our findings are 

consistent with the wider literature reports of local structural alterations in DP. Namely, 

reduced volume in ILF and IFOF have been previously reported (Grossi et al., 2014; Thomas 

et al., 2009) as well as reduced local structural connectivity restricted only to areas implicated 

in face processing (Gomez et al., 2015; Song et al., 2015). In line with this, most of the areas 

with reduced global functional connectivity we found in Chapter 5 were located in the regions 

with reduced local structural connectivity found in the current study. The pattern of current 

result suggests that structural alterations local to the IT cortex might facilitate atypical 

functional connectivity. 



 

130 
 

In Chapter 5 we found altered global functional connectivity in multiple regions. For 

example, areas in the anterior temporal cortex had reduced connectivity to the rest of the 

brain and areas in the inferior, middle, and superior temporal cortex had qualitatively 

different connectivity patterns to the rest of the brain in DP. Importantly, these alterations in 

functional connectivity were present only in the face processing task, with no alterations in 

functional connectivity for flower processing. This is in line with another report showing 

atypical functional organization in DP (Rosenthal et al., 2017). Based on the current findings, 

it is likely that DP is characterised by typical whole-brain structural organization, but atypical 

functional organization specific for face processing. This is consistent with the findings that 

functional and structural connectivity in the brain are not often aligned, with many 

functionally coupled regions lacking direct structural connections (Miŝic et al., 2016; Liu et al., 

2022; Suárez et al., 2020). In such cases functional communication between structurally 

uncoupled regions must rely on polysynaptic signalling – connection through intermediate 

regions. Even in cases where there is an underlying structural connection between 

functionally coupled regions, structural connectivity can explain only about 50% of the 

variance in functional connectivity (Honey et al., 2009), meaning that half of the variance in 

functional connectivity cannot be directly explained by underlying structural connection. It 

follows that global connectivity deficits in function are not necessarily underlined by 

structural ones.  

In a study directly relevant to face processing, Wang et al., (2020) explored the 

correspondence between the structural and functional face connectome. The authors 

functionally defined face-specific network of areas and measured the similarity of functional 

and structural connections between these areas. Functional and structural connectivity 

across the entire face network had only weak to moderate correlation (r=0.32), suggesting 
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that structural connectivity explains no more than 10% of the functional connectivity. 

Crucially, this relationship was driven by the structural-functional coupling withing the core 

face pathways (r = 0.36), and no correlation was found in the non-core face pathways (r = 

0.01). Given the large gap in correspondence between structural and functional connectivity, 

a critical question concerns which connectivity measure has a better predictive power for 

cognitive abilities and behaviour. Although numerous studies have independently linked 

functional (Seo et al., 2013; Qian et al., 2019; Wang et al., 2009) and structural (Contreras et 

al., 2015; Shu et al., 2018; Bathelt et al., 2019) whole-brain connectivity to cognitive 

variability, only a limited number of studies have directly compared them in predicting 

cognition. Consistent with our current results, these studies demonstrated that whole-brain 

functional connectivity is a better predictor than structural connectivity of a range of cognitive 

abilities (Dhamala et al., 2021; Ooi et al., 2022). Our results add to the growing literature by 

demonstrating that deficits in face recognition in DP are better captured by whole-brain 

global functional, rather than structural connectivity. Importantly, the deficits in functional 

connectivity in DP were only evident when the task was relevant to their behavioural deficit 

– processing face identities. It is worth noting, however, that the functional connectivity 

alterations found in DP were based on a voxel-level analysis, whereas the structural 

connectivity used much larger regions, potentially leading to reduced sensitivity for capturing 

finer-scale effects.  

  In conclusion, we have used a network-based analyses to explore the 

structural connectivity in DP. We found that the overall organization of the structural 

connectome in DP was comparable to that of neurotypical adults. Further, we show that DP 

is associated with decreased local structural connectivity between the inferior, middle and 

superior cortices. These results demonstrate that global functional connectivity is more 
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predictive of face recognition deficits than global structural connectivity and that face 

recognition deficits in DP is associated with altered local structural connectivity in the 

temporal lobe.   
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Chapter 7 

 

General discussion 

 

7.1. Aims of thesis 

The overall aim of this thesis is to explore the underlying deficit in developmental 

prosopagnosia (DP). The first aim of the thesis was to directly address a current controversy 

in the literature about whether the deficit of face recognition in DP extends to non-face 

objects. These findings have important implications for understanding whether the 

perception of faces is based on specialised processes or engage shared mechanisms with 

other objects. Chapter 2 asked whether DPs have a deficit in the recognition of pareidolic 

objects (which appear face-like) and whether this was dependent on the perceptual or image 

similarity with faces. Although face recognition impairments are a hallmark symptom of DP, 

it was unclear whether face recognition impairments will be influenced by race and species 

boundaries. Chapters 3 and 4 explored DPs’ deficits across different races and animal species. 

A final aim was to explore the neural correlates of DP. Despite a number of neuroimaging 

studies of DP, a clear account of which neural processes are impaired is missing. Chapter 5 

and 6 explore how the brain may give rise to deficits in face recognition by investigating the 

whole-brain organization of functional and structural connectivity as well as the integrity of 

neural signatures elicited by individual faces. 
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7.2. Findings and theoretical implications 

7.2.1. Behavioural profile of developmental prosopagnosia 

One common finding across the experiments in this thesis is that the memory, 

perception and matching of upright faces from different races and species is impaired in DP. 

Conversely, on a group level DPs did not have deficits with non-face objects. In Chapters 2 

and 4 we show that recognition of cars, bottles and starfish was not impaired in DP. Similarly 

in Chapter 5 we demonstrate that DP is characterised by disrupted functional connectivity 

when viewing faces, but not flowers. One conclusion that might be drawn on based on these 

results is that the deficits in DP are face-specific. However, in Chapter 2 we show DPs exhibit 

a recognition deficit with pareidolic objects (which give rise to the perception of a face), but 

only when they have similar low-level properties to faces – merely evoking the perception of 

a face was not enough to impair recognition. Similarly, in the neurotypical population, 

recognition ability for faces co-varied only with the pareidolic images with similar image 

properties to faces. This demonstrates the importance of low-level properties in the 

association of deficits in DP, and recognition mechanisms more broadly. One remaining 

question stemming from these findings is whether the effect of low-level similarity to faces 

on recognition would extend to non-pareidolic objects. Evidence from neuroimaging studies 

have shown that similarity in neural patterns for various object categories co-varied with 

similarity in their low-level properties (Rice et al., 2014). Similarly, other object properties 

such as texture, form (Long et al., 2018), animacy (Kriegeskorte et al., 2008) and real-world 

object’s size (Konkle & Oliva, 2012) have also successfully explained variation in neural 

responses.  
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While there are numerous studies characterising the neural responses to a large 

sample of object categories, to date, we lack a systematic investigation of whether these 

neural findings extend to behavioural recognition. The main reason behind this is practical 

feasibility. While investigating objects representational space by presenting many (n>1000) 

object categories with differing properties in fast succession has been achieved in 

neuroimaging (Hebart et al., 2022, Grootswagers et al., 2022), characterising the behavioural 

recognition of numerous object categories would be considerably more time consuming, as 

it will involve completing many conditions. Each condition will entail remembering images 

from a specific category and later recognising them among distractors from the same 

category. On a practical level, this means that characterising neural similarity between 2 

categories might require seconds in an MRI scanner, while investigating the association of 

recognition mechanisms of these two categories would require minutes. Scaling this over 

many object categories to estimate behvaioural recognition similarity space will attenuate 

the time requirements manyfold. Although the predominant body of evidence from the 

literature, as well as in this thesis, points to a specialised recognition system for faces, and 

face-specific deficits in DP, characterising the recognition of a diverse set of objects will be 

required before strong conclusions can be made. One future direction in the exploration of 

recognition associations and DPs’ deficits is to include many diverse categories with varying 

object properties (low-level image properties, shape, texture, animacy, size, visual 

experience, semantic relatedness) in order to find and systematise underlying properties 

driving covariation in recognition.  

Another consideration relating to investigation of low and mid-level image properties 

to recognition, is that faces are a category with a very high intra-category similarity (similarity 

among faces) and relatively low inter-categories similarity (similarity between faces and other 
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categories). When investigating the contribution of image properties to recognition 

associations, it is particularly difficult to find a non-face category with sufficiently similar 

image properties to faces. In Chapter 2 we show that the similarity in image properties 

between faces and objects that were specifically chosen to be highly similar to faces is 

moderate. While it holds generally true that exemplars within a category will be more similar 

to other exemplars from the same category, compared to exemplars from different 

categories, this is particularly prominent for faces. The special status of faces, thus, could be 

subserved by their outlier status in terms of their low- and mid-level image properties. This 

sentiment is illustrated excellently by the maxim “The best material model for a cat is another, 

or preferably the same cat” (Rosenblueth & Wiener, 1945). 

One interesting finding from Chapter 4, in line with the wider literature (Barton et al., 

2019; Bate et al., 2019), is that even in the absence of group-level deficits with objects, some 

DP individuals showed impaired performance. Although DPs were not impaired with non-face 

objects on a group-level, 33% of DPs with face impairments in the old/new recognition task 

also had impairments with objects. One explanation for the co-occurrence of face and object 

deficits in some DPs is provided by the independent disorders hypothesis (Gray & Cook, 2018), 

stating that shared face and object deficits in some individuals might stem from a shared 

developmental atypicality and common genetic and environmental factors. Consistent with 

this, one study investigating 10 genetically related family members with prosopagnosia 

reported that all of them were also impaired on recognition of cars and guns (Duchaine, 

Germine, & Nakayama, 2007).  

Co-occurrence of neurodevelopmental disorders is the rule, rather than the exception. 

For example, the presence of prosopagnosia in Autism Spectrum Disorder (ASD) is 
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substantially higher than in the general population (Gray & Cook, 2018; Minio-Paluello et al., 

2020). Similarly, ASD traits are also higher in DP compared to the general population. 

Importantly, the 2 disorders are regarded as separate, as many individuals with ASD do not 

have face recognition deficits and many DPs do not exhibit ASD traits (Cook & Biotti, 2016). 

In fact, a commonly adopted exclusion criteria in case-control studies of DP is the presence of 

ASD diagnosis (Bate et al., 2019; Biotti et al., 2017; Marsh et al., 2019; Barton et al., 2019;  

Ulrich et al., 2017). The theoretical justification behind the exclusion is the assumption that 

face recognition deficits in DP and ASD might be inherently different and exclusion of ASD 

diagnosis is used to ensure face recognition deficits are explicitly attributable to DP. However, 

the consequence of this is that it might exaggerate the distinctiveness of DP and artificially 

decrease the heterogeneity, such that we end up studying the correlates of the inclusion 

criteria, rather than DP per se. 

A related aspect amplifying the homogeneity of DP is that participants with difficulties 

that do not fall below diagnostic thresholds, but who report impairments in their lived 

experiences, are excluded. A standard practice in DP research is to include participants who 

self-report face recognition difficulties and score below 2SD from the control average on at 

least two face recognition tasks. Selecting only participants who meet stringent criteria 

inevitably exaggerates the homogeneity and distinctiveness of the sample relative to the 

broader underlying population which they are sampled from. A recent study included a large 

sample (n = 115) of individuals with face-recognition difficulties based on self-report only and 

found reports of widespread comorbidities with a range of developmental impairments (Svart 

& Starrfelt, 2022). Importantly, such typically excluded cases demonstrate comparable face 

recognition deficits to the included samples (Burns et al., 2022), suggesting that including 

participants who do not fall below the <2SD threshold on face recognition tasks can allow for 
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a more comprehensive investigation of the developmental comorbidities in DP. Future 

investigations should adopt a more transdiagnostic approach which will allow for the 

investigation and characterisation of the behavioural sub-types of DP – for example 

individuals who have a specific face-selective deficits vs. concurrent face and object deficits. 

This will aid a more precise estimation of the prevalence of concurrent deficits and 

investigation of the underlying properties of the objects affected. Further, variability in any 

cognitive measure is likely an emergent property of multiple structural or functional neural 

processes (Akarca et al., 2021). Adopting a less restrictive approach will also allow examining 

structural and functional neural mechanisms underlying the constellation of recognition 

deficits in DP and the neural processes that may give rise to converging profile of impairments 

in different disorders, such as those found in DP and ASD. 

The hallmark symptom of DP is a deficit in recognising face identities. However, this is 

typically tested with own-race faces. It is well established that recognition ability for face 

identities from our own race is better than for faces from other races and species – 

phenomena known as the Other-Race Effect (ORE) (Malpass & Kravitz, 1969) and the Other-

Species-Effect (OSE) (Scott & Fava, 2013), respectively. Chapter 3 explored whether DPs’ 

deficits in face recognition, usually demonstrated with own-race faces, will transfer to other-

race faces. In line with the ORE, results in Chapter 3 showed that control participants had 

worse matching performance with other-race faces compared to own-race faces. Crucially, 

DPs performed worse on both own and other-race faces, suggesting that their face deficits 

extend to other race-faces. Chapter 4 was similar in its conception, as it explored whether 

DPs deficits transfer to other-species faces. Results show that DPs had recognition 

impairments with both own and other-species faces, suggesting that their face impairments 

also extend to other species. It is worth noting that DPs’ deficits for other-races and other-
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species faces were of smaller magnitude compared to the deficits for own-race and own-

species faces. One explanation for this is the overall lower performance mainly of Controls, 

and to a lesser extent of DPs with other- race and species faces due to lack of perceptual 

experience. The smaller difference in performance between own and other- race and species 

faces in DPs is potentially attributable to their inability to benefit from perceptual experience 

with own faces, resulting in suboptimal performance.  

Nevertheless, DPs’ recognition impairments with other- race and species faces are 

particularly interesting in relation to the structural variation between faces from different 

races and species. Faces from different races have slight variations in facial components and 

configurations, but importantly, they share the same morphology, while faces from different 

species have different morphological structure altogether. Our results suggest that the face 

deficits in DP encompass different configural and morphological structure of faces. These 

behavioural results are consistent with neuroimaging studies probing the representational 

space of various visual categories. Using representational similarity analysis, Kriegeskorte et 

al., (2008) showed that neural representations for faces from different races and species 

cluster together, while differing from non-face images. Our behavioural results link these 

neural findings with the behavioural profile of DP by demonstrating that DPs have associated 

race and species recognition impairments. This neural-behavioural correspondence further 

shows the utility of using neural representational patterns as a guide to probe the co-variance 

of recognition mechanisms of different categories and generate predictions about 

behavioural recognition deficits in DP.  
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7.2.2. Neural profile of developmental prosopagnosia 

Chapter 5 and 6 explored the neural correlates of DP. The first objective in Chapter 5 

was to investigate the organization of face selectivity in DP by comparing the response to 

faces with the response to non-face images (scenes and scrambled faces). Consistent with 

previous studies, we found that DPs exhibit a typical network of face-selective areas. There 

was no difference in the location and presence of face-selective regions as well as the 

magnitude of face-selectivity. One conclusion from these results is that face-selectivity might 

not reflect face recognition (dis)abilities. The general assumption when probing the neural 

correlates of DP is that face-selectivity will be reduced relative to control participants, 

however, little theoretical justification is provided for this assumption. Face selectivity reflects 

the amount of BOLD activity in response to seeing faces over and above the activity for non-

face categories (often places, bodies and scenes). If it is associated with any behavioural 

ability, theoretically the most probable candidate will be the advantage in performance with 

faces relative to non-faces. Indeed, Huang et al., (2014) demonstrated that face selectivity in 

the FFA was correlated with the magnitude of recognition advantage for faces over objects. 

However, these results do not infer about the relationship between face selectivity and face 

recognition abilities per se. 

Related to the previous argument, face-selective regions have been the locus of 

investigations even when studies assess the neural patterns of activity for face identities, 

rather than face-selectivity. In studies of neurotypical participants a common analysis method 

is to use univariate methods to localise face-selective regions and then investigate face 

identity representations in these regions using MVPA (Kriegeskorte et al., 2007; Natu et al., 

2009; Jeong & Xu, 2016; Nestor et al., 2011; Axelrod & Yovel, 2015). However, regions 
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exhibiting preferential activity for faces are not necessarily co-localized with regions hosting 

identity representations - they might just provide necessary input. Similarly, regions that do 

not exhibit face-selectivity may still be involved in functional networks supporting face 

processing. Indeed, the behavioural relevance of the global organization of functional 

connectivity across distributed networks has been demonstrated in both healthy populations 

and a range of disorders (Ooi et al., 2022; Ramasubbu et al., 2014; Xu et al., 2021; Yeager et 

al., 2022; Qian et al., 2019; Seo et al., 2013; Wang et al., 2009).  

Limiting neural investigation only to areas which are face-selective is problematic for 

exploring the neural correlates in DP for two reasons. Firstly, DP is characterised by deficits in 

recognising face identities, not faces as such. Face-selective regions are appropriate targets 

for exploring the neural basis of face recognition on a categorical level (recognising faces from 

other categories) but not necessarily about face identity recognition. For example, electrical 

stimulation of the fusiform gyrus results in metamorphosed appearance of faces (Parvizi et 

al., 2012). While it is theoretically clear why face-selective regions may be candidates for 

investigations of disorders where the perception of faces is distorted such as 

prosopometamorphosia (Blom et al., 2021), it is unclear why this is the case in DP. Chapter 5 

directly addressed this by investigating the neural correlates of DPs’ behavioural deficits with 

identities recognition. We found that in neurotypical controls, identity representations are 

hosted in the anterior inferior temporal cortex. In contrast, DPs lacked identity 

representations. That is, the similarity in the neural pattern of activity was not higher for the 

same identity faces, compared to different identities.  

Secondly, DP is a neurodevelopmental disorder characterised by face recognition 

deficits that have emerged over the course of a development. Typical cognitive development, 
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and by extension atypical development, are emergent properties of a plastic and dynamic 

system. The developmental plasticity of face recognition is illustrated by a recent study 

showing that patients whose entire hemisphere was removed in childhood can achieve 80% 

of the neurotypical face recognition performance (Granovetter et al., 2022), regardless of 

which hemisphere was removed. This suggest that even though in adult neurotypical 

participants the right hemisphere is dominant for face processing (Kanwisher et al., 1997; 

Pitcher et al., 2007), the functional processing of faces can be reorganized, such that equal 

performance can be achieved. It follows that atypical functioning in a particular cognitive 

domain may not necessarily mirror the cause for the loss of that function in an otherwise 

typically developed brain (acquired cases). Within this framework, attempts to understand 

the brain organization that may govern behavioural face recognition deficits emerging over 

the course of development should explore areas beyond the ones exhibiting a face-selective 

response profile. To this end, the final objective in Chapter 5 and 6 was to explore the 

functional and structural connectivity organization. We used a whole-brain assumptions-free 

approach to characterise the connectivity in DP. The aim of this was to move beyond the 

“increased/decreased activity” approach and investigate potential deficits in how different 

brain areas are functionally and structurally integrated, resulting in face recognition 

impairments. Across Chapters 5 and 6 we measured the degree centrality of each 

voxel/region – that is, the magnitude of functional and structural connectivity of each 

voxel/region with the rest of the brain. This measure provides insight about quantitative 

differences in functional and structural connectivity strength. In Chapter 5 we also performed 

a voxel-wise functional connectivity MVPA analysis to characterise the pattern of functional 

connectivity. We found widespread alterations specific to face processing in both the strength 

and pattern of functional connectivity. Namely, the anterior temporal cortex in DP was less 
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connected and had a different pattern of connections to the rest of the brain. This is 

consistent with the lack of representation of face identities we found in the anterior temporal 

cortex, demonstrating the functional importance of the anterior temporal cortex in 

supporting face recognition abilities. DPs also had reductions in connectivity involving areas 

which do not exhibit face-selectivity such as the putamen, insular cortex, and hippocampus. 

Results from Chapter 6 demonstrate that in contrast to global functional connectivity 

reductions in DP, there were no global reductions in structural connectivity. Instead, DP was 

characterised by local structural connectivity reductions between the inferior, middle and 

superior temporal cortex. These results suggests that global functional, rather than structural 

connectivity is a better predictor of face recognition impairments in DP.  

 

7.4. Concluding remarks 

An on-going debate in psychology and neuroscience concerns the way faces and 

objects are represented. Domain-specific theories suggest that faces are processed via a 

specialised mechanism, separate from objects. This debate extends to DP and the degree to 

which the condition is face-specific or engages a shared recognition mechanism (domain-

general). Across 2 Experiments, Chapter 2 investigated the extent of association between 

recognition abilities of neurotypical adults as well as the recognition deficits in DP for faces 

and face-like objects varying in their low-level similarity to faces. The results from Chapter 2 

demonstrated that DPs have recognition deficits only for objects with similar low-level 

properties to faces. These results point to a shared recognition mechanism between faces 

and objects based on image statistics. 
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The specialisation of the mechanism for face recognition is a gradual experience-

dependent process, not fully present at birth. Thus, it was unclear whether DPs’ impairments 

in this mechanism will be influenced by visual experience. In Chapters 3 and 4 investigated 

recognition performance in DPs with own-race, other-race and other-species faces. Results 

demonstrated that DPs had deficits in the recognition across all types of faces. Together, 

these results show that DPs have a general, experience-independent, deficit in face 

recognition, encompassing a range of configural and morphological structures.  

Current theories of the neural basis of DP focus on the face processing network in 

the temporal lobe. While the face network is specialised for face perception, the multiplex 

task of recollecting and linking familiar identities and person-related knowledge, requires 

the neural architectures to increasingly integrate signals beyond the face network. To 

address this Chapter 5 and 6 explored the extent to which the deficit in face processing may 

involve interactions with brain regions beyond the face processing network. We used whole-

brain analyses in which we compared the magnitude and pattern of functional and 

structural connectivity across the whole brain between DPs and control participants. 

Chapter 5 found an overall alteration in the magnitude and the pattern of functional 

connectivity between the anterior temporal lobe and the rest of the brain in DP. 

Importantly, the anterior temporal lobe hosted representations to individual face identities 

in neurotypical, but not in DP individuals. Chapter 6 further demonstrated reductions in 

structural connectivity within the temporal lobe and between temporal lobe and frontal 

regions. Together, these findings offer new insights for the critical role of integration of 

information across the whole brain in supporting face recognition abilities. 
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In conclusion, this thesis contributes to the growing literature on developmental 

prosopagnosia by demonstrating that face recognition deficits in DP extend the boundaries 

of race and species. Furthermore, low-level image properties are an important component to 

consider when probing the organizational space of recognition deficits in DP. Finally, neural 

investigations of developmental prosopagnosia should be explored in light of the specific 

behavioural difficulties that have emerged over the course of development in DPs. Taken 

together, the experiments in this thesis contribute to the wider effort to understand the 

behvaioural and neural mechanisms of typical and atypical face recognition abilities.  
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Appendices 

Appendix A.1. Chapter 2. 

 

Supplementary Table 1. Individual scores on the diagnostic tests used to validate 
developmental prosopagnosia (PI20 questionnaire and Cambridge Face Memory Test (CFMT)) 

 

Participant Age Gender Dominant 
hand 

PI20 
questionnaire 
score 

CFMT  
score (%) 

1 39 M R 86 40.28 

2 52 M R 84 51.39 

3 37 F R 81 56.94 

4 47 F R 81 63.89 

5 45 F R 79 62.5 

6 43 F R 78 56.94 

7 57 F R 78 34.72 

8 52 F L 75 41.67 

9 19 M R 75 51.39 

10 49 F R 70 62.5 

11 49 M R 70 54.17 

12 33 M R 67 48.61 

13 19 F R 67 56.94 

14 54 F R 74 58.33 

15 46 M L 71 55.55 

16 35 F L 87 56.94 

17 40 F R 82 62.5 

18 60 M R 84 43.05 
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PS PD PS PD
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0.2

0.4

0.6
Radboud face dataset

London face dataset

✱✱✱✱ ✱✱✱✱

19 42 F R 69 59.72 

20 50 F R 84 54.16 

21 51 F L 79 55.55 

22 26 F R 81 51.38 

23 46 M R 77 56.94 

24 22 F R 77 59.72 

25 42 F R 68 56.94 

26 28 F R 67 63.89 

27 27 M R 73 62.5 

28 41 F R 75 48.61 

29 37 F R 90 47.22 

30 47 F R 88 44.44 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Supplementary Figure 1. Low-level similarity of PS and PD images to faces from the Radboud 
(Langner et al., 2010) and London (DeBruine et al., 2017) face datasets. 
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Supplementary Figure 2. Variation of accuracy scores for each image in the 4 conditions of 
the old/new recognition paradigm for controls and DP participants. The ranges for PS and PD 
are comparable and cannot explain the difference in the strength of correlations between 
faces and PS (r = 0.62) and faces and PD (r = 0.76). Moreover, the highest range is with faces, 
but our results show that the lowest correlation (r = 0.54) is in the face condition 

 

 

 

Supplementary Table 2. Reliability (Cronbach’s alpha) values for the 4 conditions of the 
old/new recognition paradigm for controls and DP participants 

 

Reliability (Cronbach’s alpha) Control DP 

Faces 0.68 0.80 

PS 0.58 0.62 

PD 0.63 0.64 

Bottles 0.78 0.81 
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Figure 3. Accuracy scores of individual DP participants relative to the average and ± 1SD of 
the Control average scores in the 4 tasks of the old/new recognition paradigm. 

 

 

Supplementary Table 3. Correlation values of multi-item patterns between DPs and controls 
for faces, PS, PD, bottles, most face-like and least face-like conditions.  

 

Condition DP-Control correlation 

(Person’s r) 

Faces 0.51 

PS 0.48 

PD 0.79 

Bottles 0.66 

Most face-like 0.66 

Least face-like 0.71 
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Appendix A.2. Chapter 5. 

 

Supplementary Table 1. Demographic information and individual scores on the diagnostic 
tests used to validate developmental prosopagnosia (PI20 questionnaire and Cambridge Face 
Memory Test (CFMT)). One DP participant (DP13) scored 64 on the PI20 questionnaire (1 point 
below the threshold of 65) but was included in the final sample as their score on the PI20 was 
more than 3 SDs above the mean of the control score and their CFMT score (48.60) was more 
than 3 SDs below the mean control score.  

 

Participant         Age Gender PI20 CFMT 
DP1 41 F 68 59.72 
DP2 34 F 76 56.94 
DP3 38 F 90 47.22 
DP4 55 F 74 58.33 
DP5 46 M 86 58.33 
DP6 47 F 87 44.44 
DP7 22 F 69 52.77 
DP8 26 F 83 59.72 
DP9 38 M 76 62.5 
DP10 52 F 84 54.17 
DP11 31 F 80 52.78 
DP12 59 F 72 62.5 
DP13 68 M 65 48.6 
DP14 30 F 67 63.89 
DP15 30 F 84 45.83 
DP16 28 F 80 41.67 
DP17 49 F 81 63.89 
DP18 42 F 75 48.61 
DP19 49 F 86 62.5 
DP20 42 F 82 62.5 
DP21 54 M 84 51.39 
DP22 34 F 76 61.11 
DPs Mean 41.59  78.41 55.43 
DPs SD 11.82  7.10 6.99 
Control Mean 34.10  36.55 81.04 
Control SD 12.62  8.29 8.89 
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Supplementary Figure 1. Example face, scene and scrambled images used in the localiser 
scan. 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Figure 2. Mean relative head displacement for Control and DP participants in 
the a. localiser scan, b. faces scan, c. flowers scan. Mean relative displacement for Controls 
and DPs was calculated to examine head movement. There were no significant differences in 
head movement between the groups in the localiser scan, t(40) = 1.43, p = 0.162, faces scan, 
t(40) = 0.70, p = 0.488 and flowers scan, t(40) = 1.00, p = 0.323. However, one control 
participant had a consistently high mean relative displacement across the 3 scans (Localiser 
scan: M = 0.26, Faces scan: M = 0.18, Flowers scan: M = 0.22), (Fig. 2a, b, c) and was excluded 
from further analysis.  
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Supplementary Table 2. Control and DP group peak voxel coordinates derived from the face 
> (scrambled + scene) contrast. rFFA – right fusiform face area, lFFA – left fusiform face area, 
rOFA – right occipital face area, lOFA – left occipital face area, rSTS – right superior temporal 
sulcus, lSTS – left superior temporal sulcus. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  
Peak MNI         
coordinates 

 

ROI 
 

 x   y                      z 

rFFA Control 44 -42 -20  
DP 46 -52 -22      

lFFA Control -46 -60 -18  
DP -42 -50 -20      

rOFA Control 46 -78 -12  
DP 48 -76 4      

lOFA Control -44 -74 -12  
DP -46 -82 2      

rSTS Control 44 -60 16  
DP 46 -68 12      

lSTS Control -48 -68 20  
DP -48 -70 16 
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Supplementary Table 3. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher global functional connectivity in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 

187 voxels (24%) covering 8% of atlas.TP l (Temporal Pole Left) 
106 voxels (13%) covering 13% of atlas.Putamen r 
58 voxels (7%) covering 17% of atlas.Amygdala r 
52 voxels (7%) covering 16% of atlas.Amygdala l 
43 voxels (5%) covering 3% of atlas.FOrb l (Frontal Orbital Cortex Left) 
29 voxels (4%) covering 2% of atlas.IC l (Insular Cortex Left) 
27 voxels (3%) covering 10% of atlas.Pallidum r 
12 voxels (2%) covering 4% of atlas.Pallidum l 
8 voxels (1%) covering 1% of atlas.Hippocampus r 
5 voxels (1%) covering 1% of atlas.PP l (Planum Polare Left) 
2 voxels (0%) covering 0% of atlas.IC r (Insular Cortex Right) 
2 voxels (0%) covering 0% of atlas.Putamen l 
257 voxels (33%) covering 0% of atlas.not-labeled 

 

 

Supplementary Table 4. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher global functional connectivity in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.05, cluster-size FDR-
corrected p<0.05. The top 4 regions were selected for further seed-to-voxel functional 
connectivity analysis.  

 

All voxels combined: 
549 voxels (6%) covering 23% of atlas.TP l (Temporal Pole Left) 
457 voxels (5%) covering 57% of atlas.Putamen r 
382 voxels (4%) covering 29% of atlas.IC l (Insular Cortex Left) 
307 voxels (4%) covering 40% of atlas.Hippocampus l 
286 voxels (3%) covering 33% of atlas.Putamen l 
263 voxels (3%) covering 16% of atlas.FOrb l (Frontal Orbital Cortex Left) 
236 voxels (3%) covering 19% of atlas.Thalamus r 
198 voxels (2%) covering 20% of atlas.CO l (Central Opercular Cortex Left) 
179 voxels (2%) covering 43% of atlas.pSTG r (Superior Temporal Gyrus, posterior division Right) 
147 voxels (2%) covering 21% of atlas.Hippocampus r 
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143 voxels (2%) covering 12% of atlas.pSMG r (Supramarginal Gyrus, posterior division Right) 
141 voxels (2%) covering 10% of atlas.pMTG l (Middle Temporal Gyrus, posterior division Left) 
132 voxels (2%) covering 40% of atlas.Amygdala l 
122 voxels (1%) covering 39% of atlas.HG l (Heschl's Gyrus Left) 
121 voxels (1%) covering 35% of atlas.Amygdala r 
115 voxels (1%) covering 32% of atlas.PP l (Planum Polare Left) 
113 voxels (1%) covering 8% of atlas.pMTG r (Middle Temporal Gyrus, posterior division Right) 
106 voxels (1%) covering 39% of atlas.Pallidum r 
97 voxels (1%) covering 7% of atlas.IC r (Insular Cortex Right) 
93 voxels (1%) covering 31% of atlas.Pallidum l 
91 voxels (1%) covering 20% of atlas.aMTG l (Middle Temporal Gyrus, anterior division Left) 
88 voxels (1%) covering 16% of atlas.PT l (Planum Temporale Left) 
77 voxels (1%) covering 19% of atlas.aMTG r (Middle Temporal Gyrus, anterior division Right) 
75 voxels (1%) covering 19% of atlas.pSTG l (Superior Temporal Gyrus, posterior division Left) 
70 voxels (1%) covering 5% of atlas.Thalamus l 
66 voxels (1%) covering 2% of atlas.PreCG l (Precentral Gyrus Left) 
56 voxels (1%) covering 20% of atlas.aSTG r (Superior Temporal Gyrus, anterior division Right) 
52 voxels (1%) covering 8% of atlas.SMA L(Juxtapositional Lobule Cortex -formerly Supplementary 
Motor Cortex- Left) 
52 voxels (1%) covering 2% of atlas.PC (Cingulate Gyrus, posterior division) 
47 voxels (1%) covering 4% of atlas.toMTG r (Middle Temporal Gyrus, temporooccipital part Right) 
47 voxels (1%) covering 11% of atlas.PT r (Planum Temporale Right) 
44 voxels (1%) covering 4% of atlas.pSMG l (Supramarginal Gyrus, posterior division Left) 
44 voxels (1%) covering 16% of atlas.HG r (Heschl's Gyrus Right) 
38 voxels (0%) covering 2% of atlas.TP r (Temporal Pole Right) 
32 voxels (0%) covering 4% of atlas.pTFusC r (Temporal Fusiform Cortex, posterior division Right) 
32 voxels (0%) covering 6% of atlas.PO r (Parietal Operculum Cortex Right) 
30 voxels (0%) covering 1% of atlas.AC (Cingulate Gyrus, anterior division) 
27 voxels (0%) covering 10% of atlas.aSTG l (Superior Temporal Gyrus, anterior division Left) 
24 voxels (0%) covering 7% of atlas.aITG l (Inferior Temporal Gyrus, anterior division Left) 
22 voxels (0%) covering 7% of atlas.FO r (Frontal Operculum Cortex Right) 
18 voxels (0%) covering 5% of atlas.PP r (Planum Polare Right) 
16 voxels (0%) covering 3% of atlas.PO l (Parietal Operculum Cortex Left) 
10 voxels (0%) covering 1% of atlas.toMTG l (Middle Temporal Gyrus, temporooccipital part Left) 
10 voxels (0%) covering 2% of atlas.aPaHC r (Parahippocampal Gyrus, anterior division Right) 
9 voxels (0%) covering 1% of atlas.pTFusC l (Temporal Fusiform Cortex, posterior division Left) 
6 voxels (0%) covering 1% of atlas.Caudate r 
5 voxels (0%) covering 6% of atlas.Accumbens r 
4 voxels (0%) covering 1% of atlas.pPaHC l (Parahippocampal Gyrus, posterior division Left) 
3 voxels (0%) covering 1% of atlas.aTFusC r (Temporal Fusiform Cortex, anterior division Right) 
2 voxels (0%) covering 0% of atlas.FOrb r (Frontal Orbital Cortex Right) 
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2 voxels (0%) covering 0% of atlas.aPaHC l (Parahippocampal Gyrus, anterior division Left) 
2 voxels (0%) covering 0% of atlas.LG l (Lingual Gyrus Left) 
2 voxels (0%) covering 2% of atlas.Accumbens l 
1 voxels (0%) covering 0% of atlas.Precuneous (Precuneous Cortex) 
1 voxels (0%) covering 0% of atlas.pPaHC r (Parahippocampal Gyrus, posterior division Right) 
1 voxels (0%) covering 0% of atlas.CO r (Central Opercular Cortex Right) 
3300 voxels (38%) covering 1% of atlas.not-labeled 

 

 

 

Supplementary Table 5. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher connectivity to the left temporal pole in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
219 voxels (24%) covering 16% of atlas.pMTG r (Middle Temporal Gyrus, posterior division Right) 
190 voxels (21%) covering 3% of atlas.FP l (Frontal Pole Left) 
132 voxels (14%) covering 5% of atlas.SFG l (Superior Frontal Gyrus Left) 
59 voxels (6%) covering 2% of atlas.SFG r (Superior Frontal Gyrus Right) 
37 voxels (4%) covering 0% of atlas.FP r (Frontal Pole Right) 
22 voxels (2%) covering 2% of atlas.pITG r (Inferior Temporal Gyrus, posterior division Right) 
9 voxels (1%) covering 2% of atlas.aMTG r (Middle Temporal Gyrus, anterior division Right) 
248 voxels (27%) covering 0% of atlas.not-labeled 

 

 

 

Supplementary Table 6. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher connectivity to the right putamen in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
312 voxels (14%) covering 23% of atlas.IC r (Insular Cortex Right) 
305 voxels (14%) covering 23% of atlas.IC l (Insular Cortex Left) 
173 voxels (8%) covering 39% of atlas.PT r (Planum Temporale Right) 
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137 voxels (6%) covering 10% of atlas.Thalamus l 
124 voxels (6%) covering 14% of atlas.CO r (Central Opercular Cortex Right) 
118 voxels (5%) covering 33% of atlas.PP l (Planum Polare Left) 
109 voxels (5%) covering 9% of atlas.Thalamus r 
86 voxels (4%) covering 28% of atlas.HG l (Heschl's Gyrus Left) 
75 voxels (3%) covering 14% of atlas.PO r (Parietal Operculum Cortex Right) 
64 voxels (3%) covering 15% of atlas.pSTG r (Superior Temporal Gyrus, posterior division Right) 
50 voxels (2%) covering 18% of atlas.HG r (Heschl's Gyrus Right) 
46 voxels (2%) covering 6% of atlas.aSMG r (Supramarginal Gyrus, anterior division Right) 
34 voxels (2%) covering 4% of atlas.Hippocampus l 
29 voxels (1%) covering 8% of atlas.PP r (Planum Polare Right) 
16 voxels (1%) covering 0% of atlas.Brain-Stem 
12 voxels (1%) covering 1% of atlas.Putamen r 
11 voxels (0%) covering 1% of atlas.CO l (Central Opercular Cortex Left) 
9 voxels (0%) covering 0% of atlas.PC (Cingulate Gyrus, posterior division) 
9 voxels (0%) covering 1% of atlas.Putamen l 
4 voxels (0%) covering 0% of atlas.PostCG r (Postcentral Gyrus Right) 
4 voxels (0%) covering 1% of atlas.Amygdala l 
3 voxels (0%) covering 1% of atlas.aSTG l (Superior Temporal Gyrus, anterior division Left) 
2 voxels (0%) covering 0% of atlas.PT l (Planum Temporale Left) 
521 voxels (23%) covering 0% of atlas.not-labeled 

 

 

Supplementary Table 7. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher connectivity to the left insular cortex in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
183 voxels (25%) covering 29% of atlas.Cuneal r (Cuneal Cortex Right) 
146 voxels (20%) covering 3% of atlas.Precuneous (Precuneous Cortex) 
119 voxels (16%) covering 15% of atlas.Putamen r 
71 voxels (10%) covering 3% of atlas.OP l (Occipital Pole Left) 
38 voxels (5%) covering 14% of atlas.Pallidum r 
25 voxels (3%) covering 3% of atlas.ICC r (Intracalcarine Cortex Right) 
15 voxels (2%) covering 1% of atlas.OP r (Occipital Pole Right) 
11 voxels (1%) covering 2% of atlas.Cuneal l (Cuneal Cortex Left) 
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8 voxels (1%) covering 1% of atlas.IC r (Insular Cortex Right) 
7 voxels (1%) covering 1% of atlas.ICC l (Intracalcarine Cortex Left) 
1 voxels (0%) covering 1% of atlas.SCC r (Supracalcarine Cortex Right) 
111 voxels (15%) covering 0% of atlas.not-labeled 

 

 

 

Supplementary Table 8. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher connectivity to the left hippocampus in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
120 voxels (32%) covering 29% of atlas.aMTG r (Middle Temporal Gyrus, anterior division Right) 
95 voxels (25%) covering 34% of atlas.aSTG r (Superior Temporal Gyrus, anterior division Right) 
65 voxels (17%) covering 5% of atlas.pMTG r (Middle Temporal Gyrus, posterior division Right) 
13 voxels (3%) covering 3% of atlas.pSTG r (Superior Temporal Gyrus, posterior division Right) 
1 voxels (0%) covering 0% of atlas.TP r (Temporal Pole Right) 
1 voxels (0%) covering 0% of atlas.PP r (Planum Polare Right) 
79 voxels (21%) covering 0% of atlas.not-labeled 

 

 

 

Supplementary Table 9. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing higher connectivity to right putamen in the 
Control>DP contrast for flowers at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
201 voxels (22%) covering 23% of atlas.CO r (Central Opercular Cortex Right) 
183 voxels (20%) covering 4% of atlas.PreCG r (Precentral Gyrus Right) 
128 voxels (14%) covering 10% of atlas.IC r (Insular Cortex Right) 
100 voxels (11%) covering 3% of atlas.PostCG r (Postcentral Gyrus Right) 
309 voxels (34%) covering 0% of atlas.not-labeled 
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Supplementary Table 10. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing different pattern of functional connectivity in the 
Control>DP contrast for faces at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
225 voxels (21%) covering 26% of atlas.toMTG l (Middle Temporal Gyrus, temporooccipital part 
Left) 
127 voxels (12%) covering 2% of atlas.Precuneous (Precuneous Cortex) 
111 voxels (10%) covering 3% of atlas.Brain-Stem 
109 voxels (10%) covering 13% of atlas.TOFusC r (Temporal Occipital Fusiform Cortex Right) 
69 voxels (6%) covering 3% of atlas.TP l (Temporal Pole Left) 
51 voxels (5%) covering 2% of atlas.iLOC l (Lateral Occipital Cortex, inferior division Left) 
34 voxels (3%) covering 5% of atlas.Cuneal r (Cuneal Cortex Right) 
13 voxels (1%) covering 1% of atlas.LG r (Lingual Gyrus Right) 
7 voxels (1%) covering 0% of atlas.AG r (Angular Gyrus Right) 
7 voxels (1%) covering 1% of atlas.OFusG r (Occipital Fusiform Gyrus Right) 
4 voxels (0%) covering 1% of atlas.aSTG l (Superior Temporal Gyrus, anterior division Left) 
4 voxels (0%) covering 0% of atlas.pSMG r (Supramarginal Gyrus, posterior division Right) 
3 voxels (0%) covering 0% of atlas.toITG l (Inferior Temporal Gyrus, temporooccipital part Left) 
1 voxels (0%) covering 0% of atlas.pSMG l (Supramarginal Gyrus, posterior division Left) 
1 voxels (0%) covering 0% of atlas.aTFusC l (Temporal Fusiform Cortex, anterior division Left) 
323 voxels (30%) covering 0% of atlas.not-labeled 

 

 

Supplementary Table 11. Breakdown of the number of voxels and their corresponding 
anatomical structure identified as showing different pattern of functional connectivity in the 
Control>DP contrast for flowers at voxel-wise threshold of uncorrected p<0.005, cluster-size 
FDR-corrected p<0.05 

 

All voxels combined: 
130 voxels (19%) covering 2% of atlas.Precuneous (Precuneous Cortex) 
97 voxels (14%) covering 6% of atlas.LG r (Lingual Gyrus Right) 
83 voxels (12%) covering 4% of atlas.Cereb1 l (Cerebelum Crus1 Left) 
45 voxels (7%) covering 3% of atlas.Cereb6 l (Cerebelum 6 Left) 
34 voxels (5%) covering 5% of atlas.Cuneal r (Cuneal Cortex Right) 
25 voxels (4%) covering 1% of atlas.Brain-Stem 
22 voxels (3%) covering 1% of atlas.Cereb8 l (Cerebelum 8 Left) 
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8 voxels (1%) covering 2% of atlas.Amygdala r 
5 voxels (1%) covering 1% of atlas.TOFusC r (Temporal Occipital Fusiform Cortex Right) 
5 voxels (1%) covering 1% of atlas.OFusG l (Occipital Fusiform Gyrus Left) 
3 voxels (0%) covering 1% of atlas.pPaHC r (Parahippocampal Gyrus, posterior division Right) 
2 voxels (0%) covering 0% of atlas.Hippocampus r 
1 voxels (0%) covering 0% of atlas.TOFusC l (Temporal Occipital Fusiform Cortex Left) 
219 voxels (32%) covering 0% of atlas.not-labeled 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Supplementary Figure 3. Mean difference of within > between flower identity 
representations in Controls and DPs. Error bars represent ± 1 SEM. 

 

 

 

 

 



 

160 
 

Appendix A.3. Chapter 6. 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

Supplementary Figure 1. 62 regions (31 in each hemisphere) from the Desikan-Killiany-
Tourville (DKT) atlas used as nodes for the network connectome analysis 
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Supplementary Table 1. Region-level mean node degree values in Control and DP groups 
and the Control > DP difference  

 

 

 

 

 

 

DKT region Left hemisphere Right hemisphere 

 Mean degree   
 Control DP Control > DP Control DP Control > DP 

caudal anterior cingulate 2.53 1.86 0.66 3.42 2.14 1.28 
caudal middle frontal 3.47 3.14 0.34 3.79 3.23 0.56 

cuneus 4.84 3.36 1.48 4.68 4.27 0.41 
entorhinal 3.58 3.14 0.44 3.37 2.55 0.82 
fusiform 5.37 5.23 0.14 5.05 4.86 0.19 

inferior parietal 6.68 6.59 0.09 7.00 6.95 0.05 
inferior temporal 6.89 6.09 0.80 7.79 6.77 1.02 
isthmus cingulate 3.84 3.14 0.71 3.21 3.00 0.21 
lateral occipital 6.16 6.09 0.07 6.58 6.55 0.03 

lateral orbitofrontal 9.37 7.77 1.60 10.32 9.64 0.68 
lingual 7.37 6.77 0.60 7.58 6.41 1.17 

medial orbitofrontal 4.84 5.68 -0.84 4.16 4.41 -0.25 
middle temporal 5.16 5.14 0.02 5.21 5.50 -0.29 
parahippocampal 5.74 5.23 0.51 5.74 4.95 0.78 

paracentral 5.95 5.23 0.72 4.58 4.68 -0.10 
pars opercularis 4.37 4.05 0.32 5.26 4.32 0.94 

pars orbitalis 1.37 1.14 0.23 2.05 2.05 0.01 
pars triangularis 2.68 2.36 0.32 2.00 2.64 -0.64 

pericalcarine 4.74 4.23 0.51 2.68 2.18 0.50 
postcentral 5.95 5.50 0.45 5.68 5.50 0.18 

posterior cingulate 5.16 4.14 1.02 4.84 3.91 0.93 
precentral 8.79 8.50 0.29 8.74 8.68 0.06 
precuneus 10.58 10.32 0.26 9.37 8.50 0.87 

rostral anterior cingulate 6.79 6.64 0.15 5.16 5.32 -0.16 
rostral middle frontal 3.37 2.95 0.41 3.47 3.14 0.34 

superior frontal 15.11 13.18 1.92 15.53 14.64 0.89 
superior parietal 5.79 5.27 0.52 9.89 9.09 0.80 

superior temporal 12.16 11.82 0.34 11.26 11.09 0.17 
supramarginal 4.68 4.41 0.28 5.37 5.18 0.19 

transverse temporal 0.95 1.18 -0.23 0.63 0.68 -0.05 
insula 6.21 6.32 -0.11 8.89 7.82 1.08 
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Supplementary Table 2. Region-level mean node clustering coefficient values in Control and 
DP groups and the Control > DP difference  

 

DKT region Left hemisphere Right hemisphere 

 
Mean clustering coefficient 

  
 Control DP Control > DP Control DP Control > DP 

caudal anterior cingulate 0.72 0.53 0.19 0.82 0.70 0.12 
caudal middle frontal 0.65 0.69 -0.04 0.64 0.62 0.02 

cuneus 0.63 0.59 0.04 0.46 0.40 0.06 
entorhinal 0.56 0.55 0.00 0.52 0.49 0.03 
fusiform 0.56 0.54 0.02 0.60 0.51 0.09 

inferior parietal 0.53 0.49 0.04 0.59 0.57 0.03 
inferior temporal 0.51 0.52 -0.02 0.49 0.51 -0.02 
isthmus cingulate 0.47 0.33 0.14 0.48 0.40 0.08 

lateral occipital 0.40 0.45 -0.04 0.43 0.39 0.04 
lateral orbitofrontal 0.31 0.34 -0.04 0.29 0.30 -0.01 

lingual 0.43 0.31 0.12 0.34 0.27 0.07 
medial orbitofrontal 0.73 0.65 0.08 0.63 0.65 -0.03 

middle temporal 0.76 0.68 0.08 0.76 0.71 0.06 
parahippocampal 0.44 0.41 0.02 0.41 0.40 0.01 

paracentral 0.50 0.42 0.08 0.59 0.44 0.15 
pars opercularis 0.59 0.45 0.14 0.47 0.47 0.00 

pars orbitalis 0.30 0.36 -0.07 0.56 0.49 0.07 
pars triangularis 0.45 0.39 0.06 0.47 0.49 -0.02 

pericalcarine 0.64 0.38 0.27 0.70 0.64 0.05 
postcentral 0.49 0.51 -0.02 0.73 0.68 0.05 

posterior cingulate 0.60 0.60 0.01 0.51 0.45 0.07 
precentral 0.31 0.31 0.00 0.38 0.33 0.05 
precuneus 0.22 0.19 0.03 0.25 0.24 0.01 

rostral anterior cingulate 0.56 0.63 -0.07 0.71 0.73 -0.02 
rostral middle frontal 0.66 0.73 -0.08 0.65 0.67 -0.02 

superior frontal 0.22 0.23 -0.01 0.23 0.22 0.01 
superior parietal 0.46 0.44 0.02 0.36 0.36 0.01 

superior temporal 0.29 0.26 0.03 0.37 0.35 0.02 
supramarginal 0.66 0.62 0.04 0.78 0.76 0.02 

transverse temporal 0.16 0.27 -0.11 0.16 0.14 0.02 
insula 0.43 0.38 0.06 0.41 0.36 0.05 
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