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Abstract 
 

There is an incomplete understanding of the processes influencing the 

Pacific Decadal Oscillation (PDO), including the role of anthropogenic forcing. 

It has been hypothesised that anthropogenic aerosol (AA) trends contributed 

to the transition of the PDO to its negative phase at the end of the 20th century. 

One proposed mechanism for this influence centres on the impact of AA on 

the strength of the Aleutian Low (AL), which precedes and modulates the 

PDO. This thesis seeks to improve our understanding of the role of AA 

emissions, and the associated teleconnection mechanisms, on the PDO.  

The first stage of work analyses a multi-model dataset which includes 

idealised experiments of perturbations to sulphate and black carbon (BC) 

aerosols. It is found that global emissions of BC induce a robust weakening 

of the AL. This is primarily in response to BC from Asia; however, other 

regions contribute to the signal. The response is primarily governed by 

atmospheric adjustments, whereas the response to sulphates is less robust 

and more strongly mediated by sea surface temperature (SST) feedbacks. An 

idealised stationary wave model forced with instantaneous heating anomalies 

shows that the direct radiative effect of BC is a more important source of 

diabatic heating than anomalous latent heating, and that BC absorption can 

excite Rossby waves across the North Pacific, which supports the pathway 

elucidated from the multi-model analysis. 

The second topic of work concerns the role of extratropical-tropical 

interactions on the PDO, building from the hypothesis that by inducing an 

anomalous AL, AA could perturb the entire Pacific basin. A nudged coupled 
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atmosphere-ocean model was developed and showed that an anomalous AL 

can produce sustained SST anomalies in the tropical Pacific that peak in 

boreal spring. This suggests a chain of processes which can connect AA 

emissions to decadal climate variability through the PDO.  
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Chapter 1 – Introduction 

1.1 Motivation  

The evolution of Earth’s climate is determined by a complex interplay 

between the effects of external forcings and internal climate variability. The 

attribution of past changes in climate and the prediction of future behaviour is 

contingent on understanding the interplay between these factors on different 

spatial and temporal scales. In particular, internal climate variability can 

enhance or mask externally forced changes in climate on decadal timescales. 

A widely studied example is the period of a relatively weak trend in global 

surface temperature between the late 20th century and the first decade of the 

21st century, which was attributed mainly to Pacific decadal variability (e.g. 

Watanabe et al., 2014; Meehl et al., 2013; Kosaka and Xie, 2013; Liu and Di 

Lorenzo, 2018). Therefore, developing a better understanding of the 

mechanisms that determine the nature of internal climate variability has the 

potential to improve our ability to skilfully predict the future state of the climate 

in the near and far term, which is of value to policy makers and other 

stakeholders (e.g. Mahmood et al., 2021; Meehl et al., 2009). 

This thesis focuses on climate variability in the Pacific Ocean basin. Sea 

surface temperatures (SSTs) in the Pacific play a central role in the evolution 

of global and regional climate, for instance in determining the rate at which 

global mean surface temperature (GMST) changes (Meehl et al., 2016; Katjar 

et al., 2019), and teleconnections (a causal relationship between climate 

states in two remote regions) that originate in the Pacific and extend to almost 

all regions of the world (e.g. Amirudin et al., 2020; Yeh et al., 2018; Sprintall 

et al., 2020; Li et al., 2021). Decades of research has focussed on observing 
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and modelling the evolution of Pacific SSTs and patterns of spatiotemporal 

variability (e.g., Weare et al., 1976; Tourre et al., 1999, Guan et al., 2008). 

Developing a more complete understanding of the atmospheric and oceanic 

processes and mechanisms driving the evolution of SSTs across the Pacific 

continues to be an active area of research. For instance, recently, there has 

been great focus on global climate models’ inability to accurately replicate the 

observed SST trends in the tropical Pacific Ocean over the recent past (e.g. 

Seager et al., 2021), which continues to be a concern given the strong 

influence of this region on large-scale climate, global ocean heat uptake and 

air-sea exchange of CO2. 

The characteristics of internal climate variability are frequently 

conceptualised via ‘modes’ of climate variability. The Pacific Decadal 

Oscillation (PDO) (Mantua & Hare, 2002) is defined as the leading mode of 

SST anomalies in the North Pacific over decadal timescales, usually isolated 

using Empirical Orthogonal Function (EOF) (or Principal Component, PC) 

analysis. The PDO is generally referred to as a component of wider Pacific 

Decadal Variability (PDV), which incorporates other modes such as the North 

Pacific Gyre Oscillation (NPGO) and the Southern Pacific Decadal Oscillation. 

The ‘oscillation’ implied by the name is more accurately described as an 

episodic change of sign, or phase.  
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Figure 1.1 – Schematic representation of the spatial expression of the 
transition from a positive to negative to positive phase of the PDO. The black 
box represents the area in the North Pacific over which the PDO index is 
defined. 

A positive PDO phase describes a surface ocean state as (relative to 

global means) warmer than average along the west coast of the Americas, 

and anomalously cool in the central North Pacific (Figure 1.1). Conversely, a 

negative PDO phase describes (relative to global means) a cooler surface 

ocean state along the west coast of the Americas, and anomalously warm in 

the central North Pacific. Furthermore, anomalously warm and cool surface 

ocean states across the tropical Pacific Ocean are associated with the positive 

and negative PDO states, respectively. The PDO has been demonstrated to 

play a key role in the evolution of global climate at decadal timescales 

(Trenberth, 2015). Over the last few decades, we have developed our 

understanding of the PDO: its climatic, ecological, and human impacts, and 

hypothesised the nature and magnitude of its controlling mechanisms (e.g. 

Mantua et al. 1997; Henson et al. 2006; Sen Roy, 2006; Newman et al. 2006; 

Ding et al. 2017). However, there remain substantial gaps in our 

understanding, for example, the degree to which external forcing agents may 

affect the modulation of the PDO. This uncertainty is illustrated when 

surveying the literature and is highlighted in studies such as Bonfils and 
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Santer (2011), Wu et al. (2011), Smith et al. (2016), Oudar et al. (2018), and 

Dittus et al. (2021). The increased abundance of observational data and 

improved modelling capabilities offer the opportunity to paint a more complete 

picture of the mechanisms driving the evolution of the PDO, whilst postulating 

the nature and timings of future phase changes under different future 

scenarios (e.g. Mochizuki et al. 2010; Li et al. 2019). 

The aforementioned period marked by a slowdown (commonly referred 

to as a “hiatus”) in the rate of GMST increase (approx. 1998-2012) coincided 

with a change of phase of the PDO from positive to negative. This relationship 

has also been observed historically with previous changes in PDO phase (e.g. 

Mantua & Hare, 2001). The recent phase change has been a major focus as 

it coincided with increases in emissions of greenhouse gases (GHGs) and 

shifts in the pattern of anthropogenic aerosol (AA) emissions towards Asia 

with decreases in Europe and North America. The study by Smith et al. (2016) 

provided the initial motivation for this thesis in investigating the influence of 

atmospheric forcing on decadal climate variability. In the study, they focussed 

on the shift in PDO phase in the period 1998-2012 and challenged the 

prevailing view that the phase change was a consequence of internal climate 

variability (e.g. Meehl et al., 2001; Risbey et al., 2014). They showed that 

models contributing to the Fifth Coupled Model Intercomparison Project 

(CMIP5) robustly simulated a negative PDO phase change in response to AA 

forcing, implying a potential role for human influence and an interaction 

between external forcing and internal variability. The potential attribution of 

this phase change to AA has been supported by Takahashi and Watanabe 

(2016) and Dittus et al. (2021); however, a single model large initial condition 

ensemble study by Oudar et al. (2018) provided doubt to this view by 
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demonstrating that the CanESM2 ensemble members analysed by Smith et 

al. (2016) lay at the extreme end of a large spread when more ensemble 

members were analysed. Therefore, according to Oudar et al. (2018), the 

responses seen by Smith et al. (2016) were more likely to be ‘spurious’ model 

realisations rather than attributable to the effect of AA, which they found does 

not drive a negative PDO or slowdown in GMST trend. Ultimately, there is 

ongoing uncertainty about the effect of anthropogenic forcing on the PDO. 

Fundamental to this uncertainty is the poor understanding of how aerosol 

radiative forcing interacts with natural modes of climate variability (Verna et 

al. 2019). 

The rationale for the work conducted in this thesis is to better understand 

the role of the atmospheric processes in driving coupled atmosphere-ocean 

changes in the Pacific that influence the PDO. To this end, the remainder of 

this chapter introduces the key concepts pertaining to this area of research, 

firstly introducing the climatic setting within which this thesis focuses – the 

Pacific ocean-atmosphere system. Then I will introduce climate variability, 

modes of climate variability (introducing the PDO), atmospheric and oceanic 

mechanisms affecting the PDO and the theoretical basis which underpins their 

behaviour, the relationship between different modes of climate variability, the 

forcing of the PDO (including introducing AA), ocean-atmospheric coupling 

and climate modelling and its utility and limitations. 

1.2 Features of the Pacific ocean-atmosphere system 

The Pacific Ocean is characterised by a number of features, for instance 

patterns of ocean circulation (ocean gyres) such as the North/South Pacific 

Gyre (also known as the Subtropical Gyre), the Subpolar Gyre, the Kuroshio 
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and Oyashio western boundary currents which converge into the Kuroshio-

Oyashio Extention (KOE) extending eastwards across the North Pacific. In 

equatorial regions, the North and South Equatorial Currents straddle the 

Equatorial Countercurrent (see Figure 1.2 for a schematic representation of 

the gyres and currents). The surface gyres and currents manifest via the 

interaction between strong surface wind dragging the ocean surface and the 

Coriolis force induced by the Earth’s rotation.  

 

Figure 1.2: Schematic representation of the major features of ocean 
circulation in the Pacific basin. Taken from https://oceantracks.org/library/the-
north-pacific-ocean/major-currents  
 

Strong surface easterlies (known as the ‘trades’) flow along the equator 

as part of the lower branch of the Hadley cell. Variations in the strength of the 
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trade winds have been shown to influence the onset of El Niño-Southern 

Oscillation (ENSO) events (e.g. Philander, 1983). Cumulonimbus towers 

along with mesoscale convective systems (e.g. Saha et al. 2010) provide the 

mean ascent of the Hadley cell near the equator in the Inter-Tropical 

Convergence Zone (ITCZ), with air flowing poleward near the upper 

troposphere, terminating in the subtropical jet, and the subsiding limb of the 

cell, driven by radiative cooling, descending around 30oN (see Figure 1.3). 

The circulation in the winter hemisphere is significantly stronger than the 

summer hemisphere (Nguyen et al. 2013). Figure 1.3 also shows extra-

tropical baroclinic eddies, along with the eddy-driven polar jet make up the so-

called polar front, which marks the position of the storm track and whose 

variability is related to the annular modes (Limpasuvan and Hartmann, 2000). 

The Walker circulation is the major thermally-induced zonal circulation 

in the tropics, situated along the equator, where the lower branch flows from 

east to west and the upper branch from west to east (Figure 1.4). The rising 

branches coincide, in the western equatorial Pacific, with areas of maximum 

precipitation and its existence is owed to the sea surface temperature (SST) 

gradient created by the trade winds. The trade winds continually push water 

from east to west, moving relatively warmer water further west whilst inducing 

upwelling of cooler water in the east. The result is the Pacific Warm Pool in 

the western equatorial Pacific. The position of the upwelling and downwelling 

branch of the Walker cell is associated with El Niño and La Niña conditions 

(e.g. Lau and Nath, 2000). 
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Figure 1.3: Schematic diagram detailing the components and physical 
processes of the mean meridional circulation. Diagram represents the 
hemispheric annual and zonal-mean flow. Taken from Lucas et al. (2014). 
 

 

Figure 1.4: Schematic representation of the Pacific Walker cell circulation 
during ENSO neutral conditions. Taken from 
https://www.climate.gov/media/13542 
 

1.3 Climate variability 

The Earth is a highly complex system comprising a large variety of 

interacting components. The atmosphere, cryosphere, land, and oceans 

exchange energy, moisture and momentum across all time scales. As a result, 
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we observe fluctuations in global or regional climate variables, which have 

important impacts on human activities and ecosystems. Variations in the 

mean state of climatic variables on all temporal and spatial scales (beyond 

individual weather events) is referred to as climate variability (WMO, 2022). 

Climate variability is the result of either; internal processes involving 

interactions between different components of the earth system and/or external 

forcing mechanisms from independent environmental changes (for example, 

anthropogenic activity, volcanic activity, solar cycles). Accurately detecting 

and attributing the role of each remains a challenge and an active area of 

research (e.g. Imbers et al. 2014). 

  Evidence of climate variability is seen both directly from instrumental 

datasets and indirectly by historical and proxy datasets (e.g. Hernández et al. 

2020; L’Heureux et al. 2013; Osterberg et al. 2014). Instrumental datasets, 

available to an increasing extent in the last couple of centuries, include data 

from sources such as aircraft, surface station measurements and satellites 

(Ghil and Lucarini, 2020). Climate proxies, which are biological, chemical or 

physical characteristics of the distant past that have been preserved in natural 

repositories, can be correlated with the state of the atmosphere, cryosphere 

or ocean at that time. Examples of proxies include ice-cores and marine 

sediment records, in better understanding the Quaternary Period (e.g. 

Hodgson et al. 2005), and tree-rings, coral records and geomorphic 

phenomena for the last few millennia (Geladof and Mantua 2002). The 

challenges of working with proxy data include its spatiotemporal heterogeneity 

as well as statistically combining the data with more recent instrumental data. 
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1.3.1 Modes of climate variability 
Climate variability can follow distinctive patterns over a wide range of 

spatial and temporal scales, which are referred to as ‘modes’ of climate 

variability (Stephenson et al. 2004). A major focus of climate science research 

is on better understanding the behaviour of these global modes and the 

mechanisms contributing towards their evolution. Global modes, which 

include El Niño-Southern Oscillation (ENSO), the PDO, the North Atlantic 

Oscillation (NAO) and the Atlantic Multidecadal Oscillation (AMO) 

encapsulate multiple processes that govern their evolution over time, making 

it difficult to develop complete theories for their existence and evolution. Better 

understanding of the behaviour of the modes of climate variability will improve 

our ability to predict near-term global climate. This is of great importance for 

the scientific community and broader society, in providing more robust climate 

projections on which planning and policy decisions can be made. 

While commonly identified by their unique statistical properties, modes 

of variability attempt to capture physical structures of variability, and though 

not exactly periodic (sometimes described as quasi-periodic), they are 

oscillatory in nature. The dominant periodicities of such modes are often 

difficult to identify as spectral peaks in instrumental observations (Liu and Di 

Lorenzo, 2018). Modes of climate variability are often tracked using climate 

indices, which are scalar values describing the magnitude of the mode at any 

given time. Statistical methods such as Empirical Orthogonal Function (EOF) 

analysis (Hannachi et al., 2006) can be utilised to derive such indices and the 

associated spatial patterns. Other simpler methods, such as area-weighted 

averages (e.g. North Pacific Indices, NPI) and the difference between fixed 

meteorological stations (NAO indices) are also employed to calculate indices.  
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On interannual timescales, the dominant mode of variability in the 

tropical Pacific is the ENSO, oscillating with a periodicity of between 2-7 years. 

The positive (warm) phase (El Niño) is characterised by a warming of SSTs in 

the central-eastern Pacific, peaking during boreal winter and is associated 

with a wide array of localised effects such as: reduced precipitation over 

northern Brazil and south-eastern Africa and warmer winters over areas of 

northern USA and colder winters in the southwest and south-eastern regions. 

The negative (cool) phase (La Niña) is characterised by episodes of cooler 

than average SSTs in the equatorial Pacific. La Niña conditions tend to be 

associated with the opposite tendencies which characterise localised effects 

of El Niño. Neutral years describe periods when SSTs are close to (within +/- 

0.5oC) the long term average. 

On decadal timescales, climate variability can arise from internal 

interactions within the climate system and in combination with external forcing 

agents such as GHG’s, volcanic forcing and AA’s. The combination of internal 

variability and external forcing can act to amplify or diminish the impact of the 

forcing agent. Furthermore, decadal climate variability impacts the 

background state upon which, for example, modes of interannual variability 

occur and can thus affect their expression. The quasi-stochastic nature of the 

higher frequency variability may express itself as variability on decadal time 

scales.  

Pertinent to this thesis are the modes of variability that encapsulate, what 

is referred to in the literature as PDV (e.g. Dong et al., 2014; Wang et al., 

2012; Liu and Di Lorenzo, 2018), with particular emphasis on the PDO and 

the Aleutian Low, which are introduced next.  
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1.3.1.1 Aleutian Low  
The Aleutian Low (AL) is a quasi-stationary trough located near the 

Aleutian Islands mainly during boreal winter. Its intensity can be represented 

by the North Pacific Index (NPI, Figure 1.5), defined as the area-weighted 

average of extended boreal wintertime (November, December, January, 

February, March (NDJFM)) sea level pressure (SLP) over the region bounded 

by 30o-65oN and 160oE-140oW (Trenberth & Hurrell, 1994). Positive NPI 

values describe a weaker AL and negative NPI values describe a stronger AL. 

The AL is associated with powerful extratropical cyclones (Rodionov et al. 

2004) and also links closely with upper-level teleconnections such as the 

Pacific/North-American (PNA) pattern (Trenberth and Hurrell, 2004) and 

Arctic Oscillation (AO) - dominant modes of atmospheric circulation. The AL 

has a major effect on the North Pacific and North American continental winter 

climate, and the associated wind-stress and thermal forcing (e.g. Seager et 

al. 2001; Kwon and Deser, 2007) has an impact on fish stocks in the northeast 

Pacific (e.g. Chavez et al. 2003; Lehodey et al. 2006).  

As well as having an impact on North Pacific weather and ecosystems 

on interannual timescales, the AL also shows variability in its intensity, 

latitudinal and longitudinal position on decadal and interdecadal timescales 

(Overland et al, 1999; Sugimoto and Hanawa, 2008) and plays a role in the 

evolution of the PDO (e.g. Newman et al. 2016; Schneider and Cornuelle, 

2005). The evolution of the AL over longer historical time periods and the 

future under climate change has been the focus of recent research. Deser and 

Phillips (2009) found intensification in the AL during the second half of the 

twentieth century to be primarily attributable to changes in SST (particularly in 

the tropics). Drawing upon paleoproxies, studies using ice-cores from Alaska 
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and Yukon have been able to deduce that intensification of the AL began as 

far back as the mid 18th century and is unprecedented over the last 1200 

years (Osterberg et al. 2017).  

Studies such as Gan et al. (2017) and Choi et al. (2020) show a further 

deepening of the AL is to be expected as a result of future global warming. 

Giamalaki et al. (2021) investigated the response of the AL under the RCP8.5 

future scenario and found that AL extremes become more frequent and 

persistent. These extreme events were associated with changes in 

precipitation and temperatures over north America, as well as changes to SST 

and heat fluxes in the Kuroshio extension region. 

 

Figure 1.5 (Left) – NDJFM NPI (anomalies) standardized. Data provided by 
the Climate Analysis Section, NCAR, Trenberth and Hurrell (1994). Smooth 
orange line is a centred Gaussian weighted running average. (Right, taken 
from Gan et al. (2017)) Climatological-mean of boreal winter SLP from 1950-
1999 based on reanalysis data. Cross marks the minimum SLP of 998.0 hPa 
and solid contour denotes the 999.0 hPa isobar. 

 

1.3.1.2 Pacific Decadal Oscillation (PDO)  
 
The PDO is the leading mode of Pacific decadal climate variability. The 

PDO can be defined (Mantua & Hare, 2002; Nidheesh et al., 2017) as the 

leading EOF of monthly SST anomalies over the North Pacific (110oE-110oW; 

20oN-60oN), explaining around a quarter of the observed SST variance in this 

region (Trenberth et al., 2014) (Figure 1.6). It also accounts for the first mode 
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of sea-surface height (SSH) variability (Chhak et at., 2009). In addition to the 

PDO, the literature also describes the Interdecadal Pacific Oscillation (IPO) 

(McGregor., 2017; Kajtar et al. 2018; Liu & Di Lorenzo, 2018; Soon-Il An, 

2018), which essentially displays the same interdecadal variability as the PDO 

but accounts for a wider signature of SST across the Pacific basin including 

into the Southern hemisphere. It is important to note the PDO and IPO are not 

considered to be independent modes; it has been argued that the IPO 

comprises of the PDO and the AMO (and to a much lesser degree ENSO) in 

various proportions depending on strength of the low-pass filter applied to the 

defining PC (Chen & Tung, 2017; Tung et al., 2018).  

Figure 1.6, taken from Trenberth et al. (2014), shows the PDO as defined 

by EOF analysis of SST anomalies with the global mean removed from 1900 

to 2012 in 20o-70oN, 110oE-100oW. The map shows that regression of the PC 

time series on global sea and land surface temperature anomalies also 

exhibits variance away from the North Pacific region. The structure of the 

variability across the Pacific and Atlantic basins closely represents that of the 

IPO (see Figure 3 in Tung et al, 2018), suggesting a significant contribution of 

the PDO to the IPO. Using the PDO index of Mantua et al. (1997), the 

correlation between the two has been shown to be very high (r = 0.95) (Tung 

et al, 2018).  

A positive or “warm” PDO phase describes a surface ocean state as 

(relative to global means) warmer than average along the west coast of the 

Americas, and anomalously cool in the central North Pacific. Other 

characteristics of a positive PDO phase include lower SLP over the North 

Pacific, and higher SLP over the northern subtropical Pacific, and vice versa 
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for the cold phase. Observations of the PDO from instrumental data date back 

to 1854 (Mantua & Hare, 2002), and regime/phase shifts prior to 2013 have 

been identified circa 1925, 1947 and 1977, hence giving the PDO an 

estimated periodicity of around 50 years. It must be noted that estimating the 

periodicity based on the observational record further back in the historical 

record, due to fewer observational measurements, and estimates based on 

proxy data, must be done with caution. For example, MacDonald and Case 

(2005) highlight a significant absence of variability of periodicity within the 50-

100 year range between 1600 and 1800 AD. Nevertheless, more recent phase 

shifts have been shown to correlate with ecological effects such as salmon 

production in the northwest US and Alaska (Mantua et al. 1997). Positive PDO 

phases are associated with positive air temperature anomalies and a deficit in 

precipitation in central and north-western US, and negative air temperature 

anomalies and an excess of precipitation in the southwestern US and northern 

Mexico. Additionally, according to Barlow et al. (2001), the PDO is in part, 

responsible for the long-term summertime drought events evident in the US 

over the last century. 

Furthermore, like ENSO, the PDO can induce widespread global impacts 

(Wei et al., 2017). Examples include a proposed link between the PDO and 

decadal variability in the East Asian summer monsoon (EASM) (Dong and 

Xue, 2016). Additionally, the worst drought conditions in North China since the 

late 1970s have been reportedly connected to the PDO (Ma, 2007).  

It is these global impacts (both climatic and ecological) which motivate 

research into the PDO, its driving mechanisms and its relationship to 

anthropogenic activity. In response to future climate change, Zhang and 



- 16 - 

Delworth (2015) show that the amplitude and duration of PDO phases is 

modulated - the periodicity becoming shorter and amplitude weaker as a result 

of global warming. Studies by d’Orgueville and Peltier (2009) and Fang et al. 

(2014) also show a weakening and increase in frequency of the PDO in a 

warmer world.  

Whilst not the focus of my research, there exists an analogous mode of 

decadal variability across the South Pacific, known as the Southern PDO (or 

SPDO) - defined as the first EOF of SST anomalies poleward of 20oS. Like 

the PDO, the SPDO integrates multi-decadal fluctuations of atmospheric 

forcing with contributions from internal variability of atmospheric circulation, 

tropical teleconnections, and annular modes. The PDO and SPDO are 

correlated at R = 0.46 (Liu and Di Lorenzo, 2018). There is coherence of 

decadal variability across the entire Pacific, as encapsulated in the IPO. 
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Figure 1.6: (Top) Spatial pattern of SST anomalies associated with the PDO. 
Calculated from the first EOF of SSTs in 20o - 70oN, 110oE, 100oW over the 
period 1900 to 2012 with global mean removed (25% variance explained). 
Global sea and land surface temperature anomalies are regressed on the PC 
time series to produce the map. (Bottom) PC timeseries of the PDO index. 
Black curve is a 61-month running average. The light red and blue colours 
depict the positive and negative phases of the PDO. Note the reversal of the 
colour key in the top panel so that blue colours are positive, and hence the 
current negative phase has below-normal SSTs in the blue areas. Here, s.d. 
is standard deviation. Taken from Trenberth et al. (2014). 

 

1.3.1.3 Kuroshio Oyashio Extension 
The Kuroshio Oyashio Extension (KOE) is a major component of North 

Pacific climate variability, characterised by decadal fluctuations of SST and 

SSH (e.g. Joh et al. 2021). It is a zonally-oriented SST and SSH frontal zone 

in the western North Pacific formed by the convergence of the Kuroshio and 
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Oyashio western boundary currents, extending from the coast of Japan near 

35oN, 140oE, and associated with strong eastward surface currents which 

form the boundary of the subpolar and subtropical ocean gyres (Nonaka et al., 

2005; Qiu 2002). It is observed as a meandering zonal jet accompanied by 

large-amplitude meanders and pinched-off eddies. 

The KOE region exhibits two primary modes of SSH variability, 

associated with the decadal shift in the axis (KOE-meridional-mode) and the 

decadal modulation of the strength (KOE-zonal-mode). Atmospheric 

variability in the central and eastern North Pacific is considered as the drivers 

of these modes, driving large-scale oceanic Rossby waves westward (Taguchi 

et al., 2007). Over a period of around 2.5-4 years, the SSH anomalies 

associated with fluctuations to the AL/PDO propagate westward to modulate 

the KOE-meridional-mode, whereas changes to the North Pacific Oscillation 

(NPO)/NPGO modulate the KOE-zonal-mode (Kwon and Deser 2007).   

1.4 Mechanisms affecting the PDO  

Identifying the mechanisms that control the spatiotemporal evolution of 

the PDO is an active topic of research. The current view is that the PDO is a 

convolution of multiple mechanisms (Newman et al., 2016). Newman et al. 

(2016) detail how three groups of processes most likely explain the nature of 

the PDO: first, are processes related to the atmospheric bridge. The 

atmospheric bridge describes the connection between tropical Pacific and 

North Pacific SSTs. 

According to Nidheesh et al. (2017) the chain of processes commences 

with warm SSTs in the equatorial Pacific causing enhanced rainfall and 

associated diabatic heating. The resulting upper tropospheric divergence 
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forces atmospheric Rossby waves toward the North Pacific (Trenberth et al., 

1998), which causes the AL to strengthen. The subsequent increase in 

surface heat fluxes and advection by Ekman transport combine to drive 

ENSO-related cooling in the North Pacific. Herein lies a prevailing view that 

the PDO can be thought of a reddened response to changes in ENSO 

behaviour (Newman et al., 2016) and a body of research investigates the 

correlation and causation relationship of both phenomena (Nidheesh et al., 

2017; Wei et al., 2018; Liu & Di Lorenzo, 2018).  

Lead/lag statistical analysis is commonly employed to investigate how 

different climate modes interact with each other. Through this methodology, 

one can test whether modes demonstrate a precursory nature and over what 

time scales one impacts the other. For example, it has been observed that 

models participating in the CMIP5 tend to overestimate the time lag between 

ENSO and the PDO, which when accounted for exhibit maximum correlations 

between the respective indices of above 0.5 in the more reliable models 

(Nidheesh et al., 2017). 

In addition to ENSO and the forcing of the PDO attributed to atmospheric 

white noise, the midlatitude re-emergence mechanism is thought to play a 

significant role in the evolution of the PDO. The changing year-round 

thermocline depth and thermal inertia of the ocean allows persistence of 

temperature anomalies from one winter to the next. These three mechanisms, 

when integrated into an auto-regressive model by Newman et al. (2003), were 

able to reproduce the PDO time series with an average correlation of 0.7 in 

the more reliable CMIP5 models (models which demonstrate a maximum lag 
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correlation between the ENSO and PDO indices of >0.5) and implied that 

these were the dominant mechanisms in describing the evolution of the PDO.  

As mentioned in Section 1.3.1.3, decadal changes in the KOE system - 

forced by winds over the North Pacific driving westward-propagating oceanic 

Rossby waves, which manifest SST anomalies along the subarctic front in the 

western Pacific Ocean - has also been suggested as a contributor to the 

observed PDO (Qiu 2003; Joh & Di Lorenzo 2019; Zhao et al. 2021). 

In summary, the PDO represents a combination of multiple processes, 

summarised by the schematic in Figure 1.7, acting over different time scales. 

In many cases in the literature, the PDO is posited as the cause of global 

impacts - this must be taken with caution in case they represent merely a 

correlational relationship. Hence, convincing arguments need to be put 

forward in establishing the PDO as a driving mechanism for non-oceanic 

responses. 
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Figure 1.7 – Summary of the main processes involved in the PDO (Newman 
et al. 2016)  

1.4.1 Atmospheric teleconnections 
The term teleconnection is used to describe instantaneous or lagged 

relationships in climate variability and atmospheric circulation between 

geographically remote regions. Teleconnections are common, Trenberth et al. 

(1998) found 13 distinct teleconnection patterns in the northern hemisphere 

extratropics throughout the year, whereas in the southern hemisphere, only 

two have been identified (Mo, 2000). Teleconnections transport energy and 

momentum in an effort to restore imbalances in the energy budget of the 

climate system resulting from the heterogeneity in meridional distribution of 

solar insolation, SST anomalies associated with ENSO and internal variability 

of the climate system associated with midlatitude storms and ocean gyre 

circulations. As such, there has been a plethora of research that focuses on 

global teleconnections associated with ENSO and the AL (e.g Sen Roy, 2006; 

Alexander et al. 2002; Gan et al. 2017; Dong et al. 2018; Sprintall et al. 2020). 
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Interannual variation of the AL during boreal winter has been shown to have 

a close relationship with the Australian summer monsoon (Zhu and Wang, 

2009). Choi and Cha (2017) demonstrated a link between summer tropical 

cyclone activity over the tropical western Pacific and variation in the preceding 

winter AL. Additionally, teleconnections of the AL have also been found as far 

away as the Mediterranean, where a deepening of the AL has been 

demonstrated to cause a cooling in SSTs a few days later (Li, 2006).  

Upper-level divergence in the tropics, the interaction of the vorticity 

gradient and divergent flow and midlatitude barotropic and baroclinic 

instabilities are key mechanisms for generating poleward propagating Rossby 

wave trains that lead to teleconnections (Stan et al. 2017). Wallace and 

Gutzler (1981) identified the PNA pattern and noticed that teleconnections of 

SLP anomalies of opposite sign were predominantly between mid and high 

latitudes (e.g. NAO), while in the mid/upper troposphere the patterns had a 

more wavelike appearance and equivalent barotropic vertical structure. The 

PNA is of particular interest, as it arches from the tropical Pacific across North 

America and is a good example of a wave train, prominent during boreal 

winter, which is sensitive to tropical SSTs (e.g. Trenberth and Hoar, 1996; 

Straus & Shukla, 2002; Zhang et al. 2018). Here, in response to ENSO, the 

AL strengthens over the North Pacific, warm temperatures and high pressures 

develop over western Canada and there is an enhancement of precipitation 

along the west coast of the US during boreal winter. Teleconnections vary in 

the timeframe over which they affect regional climates, with the majority either 

prominent over either intraseasonal, inter-annual or decadal timescales 

(Esbensen, 1984; Liu and Alexander, 2007; Stan et al. 2017).  
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In addition to tropical-extratropical linkages, teleconnections can also 

facilitate communication from the mid and high latitudes to the tropics. Several 

hypotheses for PDV involve these teleconnections, either through the low-

latitude portion of midlatitude atmospheric anomalies (e.g. Barnett et al., 1999, 

Vimont et al., 2001) or via the shallow subtropical cell in the ocean (e.g. Gu 

and Philander, 1997).  

1.4.1.1 Rossby wave theory 
Rossby waves (also known as planetary waves, Rossby et al., 1939), 

naturally occur in rotating fluids and are the most prominent waves in the 

atmosphere and ocean on large scales. On Earth, these waves form as a 

result of the rotation of the planet and variation in the Coriolis parameter, 

known as the β-effect. In a baroclinic atmosphere, a Rossby wave is a 

potential vorticity conserving motion that owes its existence to isentropic 

gradients of potential vorticity. In addition to latitude, topography is another 

source of a potential vorticity gradient. If a fluid parcel is displaced, its relative 

vorticity will change, creating a velocity field that displaces neighbouring 

parcels, whose relative vorticity changes and so on.  

Rossby waves can be described mathematically using quasi-geostrophic 

theory, where the relevant equation of motion is the inviscid, adiabatic 

potential vorticity equation: 

 

 𝛿𝑞
𝛿𝑡
+ 𝑢. ∇𝑞 = 	0 

Equation	1.1	
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Where q(x,y,z,t) is the potential vorticity and u(x,y,z,t) is the horizontal 

velocity. The velocity is in turn related to a streamfunction by 𝑢 = −𝛿𝜓/𝛿𝑦, 

𝑣 = 𝛿𝜓/𝛿𝑥, and the potential vorticity is a function of the streamfunction. 

Linearising Equation 1.1 assuming small-amplitude motions on a steady, 

zonally-uniform basic state and neglecting terms involving products of primed 

(perturbed) quantities, the equation of motion can be expressed as: 

 

 𝛿𝑞′
𝛿𝑡

+ 𝑈
𝛿𝑞′
𝛿𝑥

+ 𝑣′
𝛿𝑞/
𝛿𝑦

= 0 
Equation	1.2	

 

Where U ≡ u. The particular dynamics of a Rossby wave are 

determined by the relationship between the wavevector and its frequency 

(known as the dispersion relation). Along with the group velocity (the velocity 

at which a fluid parcel of a group of waves will travel) and the phase speed 

(the speed at which the wave crests move), these Rossby wave 

characteristics, in a stratified quasi-geostrophic flow, can be described as: 

 

 𝜔 = 𝑈𝑘 −
𝛽𝑘

𝑘! + 𝑙! +𝑚!𝑓"!/𝑁! 
Equation	1.3	

 

Where ω is the wave frequency, U is the zonal mean flow, k, l and m 

are the x-, y- and z- wavenumbers, f0 is the Coriolis parameter and N2 is a 

partial derivative of the vertical advection term, also known as the Brunt-

Väisälä frequency. 
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It follows from Equation 1.3 that the group velocity of Rossby waves 

can be described as: 

 

 
𝑐!" =

𝑑𝜔
𝑑𝑘

= 𝑈 +
𝛽[𝑘# − 8𝑙# +𝑚

#𝑓$#
𝑁# =]

(𝑘# + 𝑙# +𝑚#𝑓$#/𝑁#)#
 

Equation	1.4	

 

 𝑐!
% =

𝑑𝜔
𝑑𝑙

=
2𝛽𝑘𝑙

(𝑘# + 𝑙# +𝑚#𝑓$#/𝑁#)#
 Equation	1.5	

 

The group velocity is westward if the zonal wavenumber is sufficiently 

small, and eastward if the zonal wavenumber is sufficiently large.  

In the ocean, Rossby waves play a critical role in the transient 

adjustment of ocean circulation to changes in large-scale atmospheric forcing 

and can effectively be coupled to the overlying atmosphere. Their effect on 

the vertical position of the thermocline facilitates convective processes at the 

surface and heat exchange and thus play a part in the coupling of the ocean 

to the atmosphere. As an example of their effect on global climate, Kirtman 

(1997) showed that the reflection of oceanic Rossby waves off the western 

boundary are required to explain the oscillation of ENSO cycles. 

Furthermore, oceanic Rossby waves that develop along the subtropical 

gyres (e.g. in the North Pacific) are drivers of the rainfall oscillation on 

interannual to decadal timescales (Pinault 2012; Pinault 2018a) and therefore 

have a significant climate impact. Additionally, on a multi-decadal timescale, 

variability of the Atlantic Multidecadal Oscillation (AMO) is linked to the 64-
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year-period Rossby wave winding around the North Atlantic gyre (Pinault, 

2018b).  

1.5 Relationship between the PDO and Aleutian Low 

Schneider & Cornuelle (2005) demonstrated that the PDO can be 

recovered from a first-order auto-regressive model and forcing by variability of 

the AL (as well as ENSO and oceanic zonal advection anomalies in the 

Kuroshio-Oyashio Extension (KOE)). White noise forcing associated with 

large-scale weather patterns, such as the AL, generates much of the observed 

SST variability over the North Pacific (Frankingoul and Reynolds 1983). In this 

region interannual variability in SSTs and surface fluxes are closely linked to 

atmospheric circulation patterns (Cayan 1992; Iwasaka and Wallace 1995). A 

strong AL is associated with enhanced wind speeds and reduced air 

temperature and humidity along approximately 35oN, which acts to cool the 

surface ocean via anomalous latent and sensible surface heat fluxes. In 

tandem, northward advection of warm moist air heats the upper ocean near 

North America, resulting in an SST pattern that resembles the PDO. In the 

case of a weak AL, the opposite fluxes are expected. Alexander and Scott 

(2008) show that Ekman transport tends to amplify this surface flux-driven 

pattern. Deser and Timlin (1997) highlight how these physical processes result 

in correlations in which atmospheric variability generally leads changes to 

SSTs in the North Pacific. Correlations between the NPI and PDO show that 

changes to the NPI both lead and are simultaneous to changes in PDO (Smith 

et al., 2016; Newman et al., 2016), suggesting a lagged ocean response and 

a precursory nature of the AL. However, identifying a causal role for the AL 

over relatively short timescales may be hampered by the large variability in 
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the extratropical atmospheric circulation (Xie et al., 2015). Hence, the AL is 

considered to govern, at least in part, the behaviour of the PDO.  

1.6 External forcing of Pacific Decadal Variability 

1.6.1 Aerosols 
Atmospheric aerosols are solid, liquid or mixed particles with variable 

chemical composition and size distribution, suspended in the atmosphere 

(Myhre et al., 2013). Aerosols have manifold sources and formation 

mechanisms; however, they can be characterised as either ‘primary’ aerosols 

- emitted directly to the atmosphere - or ‘secondary’ aerosols produced in the 

atmosphere from precursor gases. Volcanic aerosols, mineral dust and sea 

spray constitute the inorganic primary aerosols, with atmospheric lifetimes of 

only a few days (Andreae, 2007), whilst biomass burning, combustion 

processes and plant materials make up carbonaceous primary aerosols, 

including organic carbon and black carbon (BC). Condensation of precursor 

gases onto pre-existing particles, or the nucleation of new particles, make up 

secondary aerosols, with a considerable mass forming through cloud 

processing (Ervens et al. 2011). The main components of secondary aerosols 

are sulphate, nitrate and organic carbon and originate from fossil fuel 

combustion, biogenic emissions, fires and other volatile organic compounds. 

Through condensation, coagulation, the uptake of water and other chemical 

reactions, aerosols evolve over time in the atmosphere and their numerous 

sources and compositions make quantifying their effects on the atmosphere 

difficult. 
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The burden of tropospheric aerosols has increased since preindustrial 

times due to anthropogenic activities (Bond et al., 2007; Smith et al., 2004). 

Even though aerosols represent a marginal fraction of the atmospheric mass, 

they play an important role in our climate because they are radiatively active 

species that interact with solar and infrared radiation.  

Aerosols affect climate in different ways. The radiative forcing (the 

instantaneous change in energy flux caused by natural or anthropogenic 

drivers of climate change) from aerosol-radiation interactions (RFari in IPCC 

AR5, Randall et al. 2013) encompasses radiative effects from AA before any 

adjustment takes place and has been formerly referred to as the direct effect. 

This primarily results from scattering or absorption of solar radiation. The 

effective radiative forcing (ERF) is a measure of the total radiative forcing 

including rapid adjustments. As stated in IPCC WG1 AR6 (Szopa et al., 2021), 

aerosols contributed an ERF of -1.3 Wm-2 with a 90% range of certainty 

between -2 and -0.6 Wm-2 over the industrial era (1750-2014). This can be 

compared with the ERF from greenhouse gases and their precursors, which 

contribute 3.84 (90% range: 3.46 to 4.22) Wm-2. The total anthropogenic ERF 

from 1750 to 2019 was 2.72 (90% range: 1.96 - 3.48] W m–2. This estimate 

has increased by 0.43 W m–2 compared to IPCC AR5 estimates for 1750–

2011 due to an increase in the GHG ERF that is partly compensated by a 

more negative aerosol ERF compared to AR5.  

Rapid adjustments are modifications to the atmosphere and land system 

that occur prior to more slowly evolving changes in SSTs (Forster et al., 2016). 

Rapid adjustments to aerosol perturbations (indirect alterations to the global 

energy budget via changes to internal energy flow) include changes in the 
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surface energy budget, cloudiness and atmospheric profile; this contribution 

to the aerosol effective radiative forcing (ERFari) was previously known as the 

semi-direct effect. Interactions between aerosols and clouds (ERFaci), 

previously defined as indirect effects, can be split into either the instantaneous 

effect on cloud albedo due to changing concentrations of cloud condensation 

nucleii (RFaci) or the subsequent rapid adjustments to the cloud lifetime and 

thermodynamics.  

Work by Zelinka et al. (2014) described and quantified the relative 

contributions of components of aerosol-radiation (ari) and aerosol-cloud 

interactions (aci) and concluded that 25% and 75% of total ERF (including ari 

+ aci) comes from ERFari and ERFaci, respectively. This can be seen spatially 

by the comparison between panels a, b and c in Figure 1.8, and in the box 

plot in Figure 1.9. Furthermore, it is worth noting that in south-east Asia, 

particularly over the South China Sea, the largest magnitude ERFaci forcing 

is found, in the region and downstream of the largest emission sources. 
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Figure 1.8: Taken from Figure 2 Zelinka et al. (2014) - (a) Ensemble mean 
SW ERF from their All-Aerosol run and its separation into (b) aci and (c) ari. 
ERFari is then separated into its (d) scattering and (e) and absorption 
components, and ERFaci is further separated into its cloud (g) scattering, (h) 
absorption, and (i) amount components. The ERFari (mask) term shown in 
panel f measures the effect of the presence of clouds on the ERFari, with 
positive values indicating that ERFari is less negative owing to the presence 
of clouds. The sum of panels b and c equals panel a. The sum of panels d 
and e equals panel b. The sum of panels g–i equals panel c. 

 

Figure 1.9: Figure 10 from Zelinka et al. (2014) showing the global, 
annual mean SW ERF values for their All-Aerosol runs, separated into ERFari 
and ERFaci. ERFari (middle bar) is separated into its scattering (blue) and 
absorption (orange) components. ERFaci (bottom bar) is separated into its 
amount (light blue), scattering (dark blue), and absorption (orange) 
components. The sum of terms is indicated by the black diamond, with the 
inter-model standard deviation of each sum indicated by the horizontal error 
bar. 

 

Worldwide, aerosols have been found to play a major role in driving the 

late 20th century weakening of the monsoon over South Asia (Bollasina et al 

2011, Undorf et al 2018b), East Asia (Song et al 2014), and West Africa 

(Undorf et al 2018b), as well as a suggested role in modulating multidecadal 

variability in the North Atlantic (Booth et al 2012, Undorf et al 2018a).  

Aerosols represent the largest uncertainty in current estimates of 

anthropogenic climate change (Myhre et al., 2014) due to compounding 

uncertainties associated with model representations of poorly known aerosol 
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processes, and with the estimation of aerosol emissions. Climate model 

estimates of aerosol-cloud interactions carry large uncertainties, partly 

because their properties vary at scales significantly smaller than those 

resolved in climate models and must therefore be parametrised (e.g. 

microphysics). The magnitude and nature of the effect that aerosols have on 

the climate system varies depending on their constituents (Kasoar et al., 

2018).  

 

Figure 1.10 Annual mean anthropogenic SO2 emissions circa year 2000. 
Boxes show regions in which aerosol emissions were applied in a suite of 
model experiments described by Kasoar et al. (2018). 

Figure 1.11 – Historical timeseries of estimated SO2 emissions by region 
(North America = USA+Canada; East Asia = Japan, China and South Korea). 
From Smith et al. (2011). 



- 32 - 

 

In addition to complex variability in the nature of physical aerosol effects, 

there is and will continue to be spatial heterogeneities and uncertainties 

associated with the origin of aerosols (Smith et al., 2011, Bartlett et al., 2018). 

Figure 1.10 shows the major centres of aerosol emissions around the globe, 

with Asia, North America and Europe being the major contributors in the 

recent past. The relative and absolute contributions to the global aerosol 

burden from each region has also evolved and the effects of these transient 

heterogeneities has been studied (Kasoar et al. 2018, Smith et al., 2011). 

Kasoar et al. (2018) found that significant global warming across the northern 

hemisphere was found in the case of a reduction of SO2 emissions from any 

of the aforementioned regions. The magnitude of the regional response was 

spatially dependent, however, the pattern of temperature response remained 

broadly comparable. This suggests that localised perturbations of AA have 

global effects. Figure 1.11 shows in more detail the shift in regional sulphate 

emissions that has occurred over the last 150 years. Most apparent is the 

acceleration in emissions from East Asia (defined as Japan, China, and South 

Korea) over the last half century and especially since around year 2000. Over 

the same period there have been rapid decreases in aerosol emissions over 

North America and Europe. More recently, emissions data from the 

Community Emissions Data System (O’Rourke et al., 2021) show a reduction 

in aerosol emissions over East Asia after 2010, which produces an overall 

negative trend when considering the full span of the 21st century. However, 

South East Asia, which includes India, still shows an increase in aerosol 

emissions over the same time period (Quaas et al. 2022).  
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Sulphate and BC are two of the most important radiatively active aerosols 

in the atmosphere and play opposite roles in their radiative effects. Their key 

characteristics are summarised below. 

1.6.1.1 Sulphates (SO4) 
Over the 20th century, global radiative forcing due to sulphate aerosols 

is estimated to be of the same order of magnitude (but opposite in sign) to that 

of GHGs (Pachauri et al. 2014). Furthermore, in the next two decades, 

following stringent global climate and air pollution mitigation policies will likely 

cause a warming relative to 2019 predominantly due to sulphate aerosol 

reduction (Szopa et al., 2021). Sulphate aerosols can either be emitted directly 

or formed via oxidation of gas and aqueous phases of precursor gases (e.g. 

SO2) in the atmosphere. They directly affect the climate system by either 

scattering solar radiation or absorbing longwave radiation, as well as indirectly 

by influencing cloud properties and precipitation (Boucher et al., 2013; Myhre 

et al., 2013). Additionally, sulphate aerosols and sulphate deposition have a 

large impact on air quality and ecosystems (Reis et al., 2012). 

Sulphate aerosols are at their most abundant in the troposphere, 

however they can be transported to the stratosphere (including via volcanic 

eruptions) forming the stratospheric aerosol layer, which can affect global 

radiative forcing (Kremser et al., 2016; Myhre et al. 2004). Various 

uncertainties remain in the representation of key processes (e.g. emission 

heights, lifetime, cloud processes) that affect the simulated aerosol 

distributions (Yang et al., 2019).  

The spatial distribution of sulphate emissions has changed significantly 

over the last hundred years, with reductions seen across North America and 
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Europe (since approximately 1980)(Smith et al. 2011) and increases seen 

across East Asia up to around 2005 and then a decline (Aas et al., 2019), with 

increasing trends persisting for longer in India (Bhaskar and Rao, 2017). 

Westervelt et al. (2015) project a decrease of global sulphate aerosol 

emissions by up to 80% by the end of the 21st century. Evidence for the 

changes in sulphate atmospheric concentrations is also deducible from ice 

cores (Engardt et al., 2017; Samyn et al., 2012, Iizuka et al., 2018). 

Verma et al. (2019) showed that abrupt changes to anthropogenic 

sulphate aerosols over East Asia act to weaken the Walker cell and drive 

atmospheric subsidence over the equatorial west Pacific. The associated 

anomalous circulation imparts westerly momentum to the underlying tropical 

Pacific Ocean, leading to a transient warming of the east Pacific and an El 

Niño-like upper ocean response.  

1.6.1.2 Black Carbon (BC) 
BC aerosols form from the incomplete combustion of fossil fuels (such 

as for transportation, industrial and residential uses) and biomass burning; 

thus, a large fraction of atmospheric BC is the result of anthropogenic 

activities. Bottom-up inventories give an estimate of global BC emissions of 

circa 75000 Gg yr-1 in the year 2000 (Bond et al., 2013), and they are generally 

less than 1μm in diameter. BC absorbs solar radiation and, unlike sulphate 

aerosols, has a warming effect on the planet, though the magnitude of the 

global radiative forcing is still uncertain. BC can alter clouds through local 

heating or by acting as cloud condensation nuclei or ice nucleating particles 

(McGraw et al., 2020). Atmospheric concentrations of BC respond quickly to 

changes in emissions as BC is rapidly removed from the atmosphere (having 

an average lifespan of around a week) by either wet (i.e. in precipitation) or 
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dry deposition (Bond et al., 2013). Hansen et al. (2005) found the efficacy1 of 

fossil fuel BC aerosols to be 0.93 when the ERF definition is used. The efficacy 

is closer to unity lower in the planetary boundary layer and lessens with 

altitude, due an enhancement in low cloud which reduces the direct warming 

effect (Sterjn et al. 2017). Even though efficacy is shown to decrease with 

height, radiative forcing due to the direct effect strengthens with height 

(Samset and Myhre, 2011, 2015).  

The vertical distribution of BC also has impacts on convection (Wang et 

al., 2013), as BC heating in the boundary layer may limit shallow convection 

but enhance moisture build-up and convective available potential energy for 

later deep convection (Lin et al., 2016). Heterogeneous heating associated 

with BC has strong influences on moist dynamical processes at regional and 

global scales and therefore rapid adjustments dominate the global 

precipitation response to BC (Samset et al. 2016).  

Absorption of BC has been demonstrated to impart changes in regional 

circulation, monsoon precipitation (e.g. Mahmood and Li, 2013; Hua et al., 

2013) and global circulation (Johnson et al., 2019). Northward expansion of 

the northern hemisphere Hadley cell (Kovilakam and Mahajan, 2015) and 

poleward displacement of the mid-latitude jets (Allen et al., 2012; Wood et al., 

2021) are associated with perturbations to BC emissions. Changes to the 

spatial distribution of tropical convection is also affected (Johnson et al., 

2019), while a study by Zhao and Suzuki (2019) associated an increase in BC 

 

1 the ratio of the equilibrium global mean temperature change per unit forcing to the 
equilibrium temperature change per unit CO2 forcing. 



- 36 - 

with a northward shift in the Inter-Tropical Convergence Zone (ITCZ) and a 

reduction in global mean precipitation. Remote impacts of BC aerosol via 

atmospheric teleconnections have been posited in a recent study by Amiri-

Farahani et al. (2020), who attributed biomass burning in South Africa as a 

driver of tropical Pacific Ocean variability. Anomalous heating over the Atlantic 

was posited to trigger an atmospheric teleconnection to the tropical Pacific 

including an intensification of the Walker circulation.    

Substantial uncertainties exist in the net climate forcing from BC, due to 

the limited understanding about cloud interactions with both BC and co-

emitted organic carbon, as well as difficulty quantifying emissions from a 

diverse array of sources, atmospheric lifetime of BC and transport and BC 

mass concentrations in models (Bond et al., 2013). The ratio of concentrations 

of BC to sulphates has been shown to influence the direct heating effect of BC 

(Ramana et al., 2010), with a higher proportion of BC yielding stronger 

influence on net warming. Modak and Bala (2019) find a 60-fold increase in 

BC mixing ratio from present day levels has the same effect on GMST 

warming as doubling of CO2, albeit with a lower efficacy driven by differences 

in the shortwave cloud feedback. Due to the complex nature of the sources of 

uncertainty mentioned above and disagreements among models, the role of 

BC in human-induced climate change remains uncertain and poorly 

understood (Johnson et al. 2019). 

Takemura and Suzuki (2019) highlight the difference between BC and 

sulphates in the global mean temperature response to a top-of-atmosphere 

(TOA) instantaneous radiative forcing (IRF), with the mean GMST change due 

to BC approximately one-eighth of that of sulphates per unit IRF forcing. This 
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was attributed to the rapid atmospheric adjustment due to BC, whereas 

radiative imbalance due to sulphates drives a slower response over longer 

timescales. Heterogeneous spatial distributions make assessing regional 

climate responses to the short-lived BC emissions challenging. When BC is 

emitted, transported and deposited over snow or glacier surfaces it causes a 

change in surface albedo and this results in a series of feedbacks (e.g. Xu et 

al., 2009; Mahmood and Li., 2012).  

1.6.1.3 Anthropogenic aerosol impacts on the PDO 
The PDO has historically been considered as an internally generated 

mode of climate variability that emerges as a consequence of the mechanisms 

described in section 1.4. However, Smith et al. (2016) hypothesised that the 

change in global AA emissions over recent decades modulated the behaviour 

of the PDO and was in part responsible for its transition to a negative phase 

in the early 21st century. Smith et al. (2016) hypothesised that modulations in 

the Walker circulation and excitation of atmospheric Rossby waves as a 

consequence of local aerosol forcing over Asia are potential driving 

mechanisms of the AL and consequently the PDO. Other studies have also 

found a link between AA emissions and the PDO (e.g. Allen et al., 2014; Hua 

et al., 2018; Dittus et al., 2021), while Takahashi and Watanabe (2016) show 

that approximately one-third of the trade wind intensification in the Pacific at 

the end of 20th century could be attributable to changes in sulphate aerosols. 

Boo et al. (2015) demonstrate the impact that aerosol emissions have on 

North Pacific SST via the impact on changes to the intensity and position of 

the AL.  

Despite the aforementioned evidence, the relationship between AA 

emissions and the PDO has been disputed by Dai et al. (2015) and Oudar et 
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al. (2018), who attribute the slowdown in GMST (and the transition of the PDO 

to its negative phase) exclusively to internal variability. One study found that 

the proposed link between evolving AA emissions and the change in phase of 

the PDO is not robust when examined across a large initial condition 

ensemble of historical simulations (Oudar et al., 2018). Similarly, a study by 

Kuntz and Schrag (2016) suggests that Asian AA cannot explain the 

enhancement of equatorial trade winds which are tied to the global hiatus in 

GMST increases. Therefore, there remain open questions around the 

influence of global and regional aerosol trends on the PDO. 

1.6.2 Greenhouse Gas impacts on the PDO 
Under future greenhouse warming scenarios, the amplitude and 

predictability of the PDO are projected to decrease (Li et al. 2020; Fang et al. 

2013). The KOE region is where the greatest decrease in amplitude is evident, 

associated with a weakened meridional temperature gradient (Zhang and 

Delworth, 2016). The overall reduction in amplitude is shown to be associated 

with warming induced intensification of ocean stratification, which accelerates 

the propagation of oceanic Rossby waves (shown to be vital in the evolution 

of the PDO, especially at higher latitudes; Fang et al. 2013), increasing the 

frequency of the PDO and limiting its growth time. Furthermore, the rate of 

growth is larger under greenhouse warming due to the increased entrainment 

of upper ocean temperature anomalies into the upper ocean mixed layer in 

the KOE and North-East Pacific regions; however, the increased frequency is 

a more dominant factor causing the suppression the decadal variability of the 

PDO (Geng et al. 2019). Zhang and Delworth (2016) showed a reduction in 

PDO period from 20 to 12 years. Fang et al. (2013) demonstrated, for 

example, that if the ocean baroclinic Rossby waves sped up by 10,000 times, 
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there would be no decadal variability and hence no PDO. Reduced wind stress 

in the North Pacific in a warming world has been demonstrated to help weaken 

PDO amplitude through reducing the meridional displacements of the 

subtropical and subpolar gyres (Zhang and Delworth, 2016).  

In contrast, in a scenario of global cooling the impact on the PDO is 

opposite to that in a warming scenario, where the ocean stratification becomes 

weaker and the decrease in ocean stratification acts to reduce the phase 

speed of the internal Rossby waves (increasing from 20 to 34 years; Zhang 

and Delworth., 2016), thereby altering the time scale of the PDO. 

1.7 Ocean-atmosphere coupling 

The coupling of the ocean and the atmosphere in the climate system is 

a major concept of climate dynamics and is essential in explaining the 

evolution of phenomena such as the PDO and decadal climate variability. 

Anomalous SSTs serve as the link between the ocean and the atmosphere, 

by altering atmospheric circulation through diabatic heating. Atmospheric 

changes alter wind stress and heat fluxes at the ocean surface, which in turn 

modifies ocean circulation and thermal structure. In the tropical Pacific, the 

convergence of moist air and the release of latent heat through deep 

convection drive direct thermal circulation, characterised by cumulonimbus 

clouds over the warmest regions and intense precipitation. Positive SST 

anomalies in the eastern equatorial Pacific results in anomalous diabatic 

heating of the atmosphere, convergence and a reduction in strength of the 

easterly winds. The local response to this heating is baroclinic, where warm 

SST anomalies induce a low pressure anomaly lower in the troposphere and 

high pressure anomaly in the upper troposphere (e.g. Gill, 1982; Battisti and 
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Hirst, 1989). The effect of diabatic heating on atmospheric circulation is 

stronger in the tropics as circulation is largely controlled by latent heat release 

driven by convective instability.  

The response of the ocean to surface winds has a major role in 

determining surface temperatures. The surface winds affect the depth of the 

thermocline – the region separating the oceanic mixed layer from the deep 

ocean – and can expose cold water to the surface. For instance, a relaxation 

of intense easterly trade winds allows warm surface water to flow eastward, 

reducing the zonal temperature gradient, which creates positive feedbacks 

contributing to ENSO. One of the major positive feedbacks in the development 

of warm or cool ENSO states is known as the wind-evaporation-SST (WES) 

feedback (Xie and Philander, 1994), which reinforces anomalous temperature 

and SLP gradients induced across the equator by the following mechanism 

(shown in Figure 1.12). An initial asymmetry in SSTs either side of the equator 

(e.g. warmer to the north, cooler to the south) will induce an SLP gradient that 

drives southerly winds across the equator. The Coriolis force acts to turn the 

southerly winds in the southern hemisphere westward and in the northern 

hemisphere eastward. When these anomalous winds are imposed on the 

background easterly trade winds, the southerlies south of the equator increase 

the wind speed and therefore evaporative cooling. Conversely, in the northern 

hemisphere the wind speed is reduced, and the evaporative cooling also 

reduces. These feedbacks amplify the initial SST gradient. 
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Figure 1.12: Schematic of the WES feedback. Anomalies of SST in contours 
(negative dashed) and surface wind velocity in black vectors. The grey vectors 
on the right signify the background easterly trades. Taken from Xie et al. 
(2004). 

Positive feedbacks associated with ENSO maintain the meridional 

asymmetrical structure of tropical SSTs (e.g. Philander et al., 1996) and the 

seasonal cycle in the tropical Pacific (Chang and Philander 1994). The forcing 

by incoming solar radiation in the equatorial Pacific has a semi-annual cycle 

as the sun crosses the equator twice a year; however, in the eastern and 

central tropical Pacific the seasonal cycle is annual due to the SST’s being 

controlled mainly by dynamical factors (such as upwelling). The ITCZ 

develops over the warmest waters and stays predominantly north of the 

equator. Seasonal variations in incoming solar radiation leads to meridional 

displacement of the ITCZ and annual variability in meridional winds and 

upwelling. 

In the mid-latitudes, ocean-atmosphere coupling is believed to be 

determined, to a large extent, by stochastic atmospheric variability and the 

passive ocean response (e.g Frankignoul and Hasselmann 1977). However, 

modes of climate variability that manifest in the mid-latitudes, such as the NAO 
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and PDO, cannot be fully explained as a reddened response to atmospheric 

white noise and therefore suggests atmospheric variability can induce 

significantly large-scale SST anomalies in the ocean.  

Zhang and Delworth (2015) demonstrate explicitly that, by using a 

‘partial coupling’ approach where tropical and extra-tropical ocean-

atmosphere coupling is activated separately, that the preferred multidecadal 

time scale of the model PDO is generated by extra-tropical North Pacific 

ocean-atmosphere coupling, and is further enhanced by tropical Pacific 

activity. This has been demonstrated in other studies on other models (e.g. 

Zhong et al., 2008). This work suggests that the tropical Pacific is not the origin 

of the PDO and acts as a relay to propagate decadal variability stemming from 

the North Pacific. To add credence to this claim, Zhong and Liu (2009) 

conducted Rossby wave ‘partial blocking’ experiments to suggest that the 

PDO relies on propagating Rossby waves in the subpolar Pacific, whereas 

those in the subtropics were less important. However, Newman (2007) 

suggests that climate models may underestimate the degree of tropical forcing 

of the North Pacific, therefore this must be kept in mind when comparing with 

observations and testing mechanisms using models. 

Changes to heat fluxes resulting from evaporation, upwelling and 

ocean circulation all affect ocean-atmosphere coupling in the mid-latitudes 

with the thermal inertia of the ocean allowing such impacts to persist across 

seasons and interannually. A warm SST anomaly in the mid-latitudes is likely 

to induce a weaker baroclinic response compared to the tropics, with a more 

barotropic response resulting from the interaction between the initial 

perturbation and the mean atmospheric flow and mid-latitude storms (e.g. 
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Peng and Robinson 2001). These SSTs in the Pacific and Atlantic help 

generate the PNA and NAO patterns in SLP response, respectively.  

Decadal climate fluctuations in the North Pacific are sustained by 

unstable interactions between the subtropical gyre and the AL according to 

Latif and Barnett (1994,1996). Over the mid-latitudes, the ocean can be 

considered to passively respond to forcing by the atmosphere. However, in 

the KOE region there is greater potential for coupling and ocean-atmosphere 

feedback. Latif and Barnett (1994) proposed a coupled feedback mechanism 

whereby wind-driven intensification of the North Pacific sub-tropical gyre 

would drive more warm water along the western boundary and into the KOE 

region, consequently feeding back to the large-scale atmosphere, weakening 

the AL which via a reduction in northward Ekman transport and mixing, 

influences the gyre and boundary current reinforcing the SST anomaly. 

However, evidence from observational data for this feedback is weak and that 

the SST anomaly is usually damped by air-sea heat fluxes and not amplified. 

Furthermore, Seager et al. (2001) and Schneider et al. (2002) have suggested 

that North Pacific decadal variability could be forced by stochastic Ekman 

pumping from the atmosphere with no active coupling necessary, where the 

ocean effectively acts as a low pass filter, integrating the high frequency wind 

stress forcing. 

1.8 Climate Models 

Climate models are numerical models that aim to simulate the climate 

system of the past, present, and future. They are the main tool used in 

forecasting near to long term future climate change and the findings from 

these models provide society and policy makers with vital information which 
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can be used to mitigate and adapt to predicted global and local effects (e.g. 

IPCC WGI AR6, 2021). 

Climate models vary widely in their complexity, computational cost, and 

scientific scope. Therefore, different climate models are used to answer 

different scientific questions, often depending on the spatiotemporal scale 

(e.g. global/local, years/decades/centuries/millennia) and components (e.g. 

atmosphere, cryosphere, continents, oceans) of interest.  Millennial scale 

experiments are run on coarse resolution simplified models which run quickly 

and at low computational cost (e. g. GENIE-1 (Edwards and Marsh, 2005), 

CLIMBER (Montoya et al., 2005), UVic (Ewen et al., 2004)) whereas high 

resolution models (<0.1°- 0.5° ocean) models (e.g. those contributing to the 

CMIP6 HighResMIP; Haarsma et al., 2016) are at the opposite side of the 

spectrum requiring large computational cost. The intermediate resolution 

models sit between these two extremes which include most of the coupled 

climate models contributing to CMIP5 (Taylor et al., 2012), CMIP6 (Eyring et 

al., 2016) and PDRMIP (Myhre et al., 2017).  

Uncertainty in climate model simulations arises from unpredictable 

internal variability associated with the chaotic nature of geophysical flows, 

model formulation (including parameter and structural uncertainties), and 

uncertainties in characterising external forcing both in the past and in the 

future where actual emissions are not known. The extent to which these 

uncertainties are important sources of uncertainty in climate predictions varies 

as a function of time scale (Hawkins and Sutton, 2009). 

Assuming the models are unbiased, understanding the uncertainty due 

to internal variability can be achieved by running a large ensemble of 
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simulations to produce a probabilistic distribution of how the system will evolve 

over time. For instance, the studies by Oudar et al. (2018) and Smith et al. 

(2016) use multiple realisations from the CMIP5 models, with Oudar et al. 

(2018) using an additional single model initial condition large ensemble 

(referred to as SMILEs, Maher et al. 2021) dataset from the CanESM2 model. 

These studies were able to investigate the role of different external forcing 

mechanisms by comparing simulations where only certain agents (e.g., 

GHG’s, aerosols) were applied, with other forcing agents kept at pre-industrial 

levels. Furthermore, Dittus et al. (2020) used an array of ensembles to attempt 

to constrain the uncertainty of aerosol forcing on the decadal variability of the 

historical climate. Here, five ensemble members were run for five different 

aerosol forcings (25 in total). By setting up the ensemble simulations to 

sample a wide range of emission scenarios, the study allowed the authors to 

examine the role of aerosol forcing uncertainty in the absence of model 

structural diversity and, by scaling the members, provide the necessary signal 

to examine regional responses. 

The value in using SMILEs such as the one used in Oudar et al. (2018) 

lies in the ability to quantify and separate internal variability of the climate 

system (e.g. Smith and Jahn, 2019; Dai and Bloecker, 2019) from the forced 

response due to external forcing (e.g. Maher et al. 2019). It also allows us to 

sample extreme events such as heatwaves and droughts and deduce their 

probability (e.g. Suarez-Gutierrez et al. 2018). Seven GCMs have provided 

SMILEs available for public use (Deser et al.,2020), many of which have been 

used in recent studies. For example, they have been used to investigate the 

role of internal variability and model differences in affecting future projections 

(Maher et al. 2020), trends in SST patterns (Olonscheck et al., 2020) and 
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decadal modulation of global warming (Liguori et al., 2020). Such large 

ensemble datasets are used to ascertain whether emissions reductions are 

likely to be detectable in the future, or whether internal variability will mask 

any signal (e.g. Marotze, 2019).  

1.8.1 Modelling Pacific variability  
The predictability of climate on decadal time scales depends on the 

ability of coupled climate models to capture the evolution of climate system 

components that are represented in the initial conditions and that respond 

realistically to prescribed external forcing (boundary conditions) (Kushnir et 

al., 2019, see Figure 1). Many challenges persist for operational near-term 

climate predictions, including reducing model biases, accounting for drift and 

using better observational datasets to constrain initial conditions. Improving 

upon the incomplete understanding of the physical processes that govern the 

behaviour of decadal phenomena, including the PDO, could enhance the 

utility of near-term climate predictions and give policy makers and other 

stakeholders more reliable information upon which more informed decisions 

could be made. It is for these reasons that the World Climate Research 

Programme (WCRP) initiated the Grand Challenge on Near Term Climate 

Prediction (NTCP) to ‘support research and development to improve multiyear 

to decadal climate predictions and their utility to decision makers’. 

A prominent characteristic in the observable behaviour of the Earth’s 

climate is the rate at which the GMST has changed over time. When viewed 

as a time series, the behaviour of GMST can be decomposed into temperature 

‘surge’ and ‘hiatus’ events. ‘Surge’ events are periods when the rate of GMST 

increases rapidly over decadal timescales, and conversely, ‘hiatus’ events, 

are periods when the rate of increase in GMST decreases or pauses over 
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decadal timescales. Energy has continued to be added to the climate system 

over the past half a century as a consequence of anthropogenic activity, with 

it being primarily stored in the ocean. Since 1960, the total planetary energy 

imbalance has increased by 36.0 ± 7.5 x 1022 J (Cheng et al., 2017). The most 

recent warming slowdown (lasting from 2001 (Fyfe et al., 2016) to between 

2014-2016 (Hu & Fedorov, 2017)) is unique in modern times in that it is the 

only ‘hiatus’ period on record during a time of strongly increasing 

anthropogenic radiative forcing of the climate system. A plethora of research 

(e.g. Dai & Wang, 2018; England et al., 2014; Fyfe et al., 2016; Hu & Fedorov, 

2017; Meehl et al., 2011; Watanabe et al., 2013) has aimed to improve our 

understanding of the mechanisms that governed the recent hiatus period. 

Research by Kosaka & Xie (2013) and England et al. (2014) attribute changes 

in the tropical Pacific to be the major component influencing the most recent 

hiatus. Intensification of surface tropical wind speeds over the past two 

decades and the resultant La Nina like cooling in the tropics is considered to 

be the most likely cause of the most recent hiatus. 

The apparent discrepancy between observations and the CMIP5 models 

in simulating the most recent warming slowdown has been shown to be a 

consequence of, in part, quasi-random internal climate variability (Marotzke & 

Forster, 2015). Meehl et al. (2014) showed that 10 members out of 262 

available uninitialized realisations produced the observed warming trend 

(defined as less than 0.04oC per decade). A composite of these 10 realisations 

showed a change to a negative phase of the IPO. Given that the multi-model 

mean showed warming in the eastern tropical Pacific, the synchronisation, by 

chance, of the IPO with these 10 uninitialized realisations, lends additional 
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credence to the claim that natural variability in sea-surface temperatures in 

the Pacific Ocean is a major influencer on the rates of GMST change.  

1.9 Thesis aims and Structure 

The aim of this thesis is to advance understanding of the role of 

atmospheric forcing on decadal climate variability focusing on the role of the 

North Pacific. Through multi-model assessments the thesis will investigate the 

impact of different aerosol species, and the distribution of aerosol emissions, 

on the AL and differentiate the role of the ocean and atmosphere in driving 

these responses. The thesis will also investigate the role of the AL in driving 

basin-wide decadal variability across the Pacific by utilising a relaxation, also 

known as nudging, technique (developed as part of the thesis). 

Chapter 2 outlines the methods used throughout the thesis, details of the 

models and multi-model datasets. 

Chapter 3 presents an investigation of the role of idealised perturbations 

of AA emissions (Sulphate and BC) and CO2 on the AL, utilising the multi-

model dataset available from the Precipitation Driver Response Model 

Intercomparison Project (PDRMIP). The study builds on previous work, which 

has often focused on the atmospheric response to transient changes to 

external forcing (e.g. Smith et al., 2018; Dittus et al., 2021; Oudar et al., 2018), 

by analysing idealised, large step-change perturbations in each forcing agent 

to quantify the impact and significance of each response. The study allows a 

delineation of the ocean and atmosphere drivers of the response by analysing 

fixed-SST and fully coupled experiments. The study includes work that is 

published in Dow et al. (2021).  
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Chapter 4 builds on the findings from chapter 3 and seeks to further 

investigate the atmospheric mechanisms responsible for the AL responses 

evident in chapter 3. The chapter also seeks to validate the atmospheric 

mechanisms hypothesised to drive changes in the AL in previous work (e.g. 

Smith et al., 2016). The study uses a stationary wave model, forced by heating 

anomalies derived from precipitation anomalies and atmospheric absorption 

anomalies (calculated using an offline radiative-transfer model). The study 

includes work that is published in Dow et al. (2021). 

Chapter 5 outlines the development and testing of a nudging functionality 

in a coupled GCM. The chapter is motivated by the findings from chapters 3 

and 4, and the aim of the chapter is to develop a tool that can be used to 

investigate the communication between the AL and the tropical Pacific in an 

attempt to better understand the role of the extra-tropics on the tropics over 

decadal time scales. The grid-point nudging technique is analogous to, and 

takes inspiration from, those already used in other GCMs (e.g. Knight et al. 

2017; Jung et al. 2010). 

Chapter 6 utilises the grid-point nudging functionality developed in 

chapter 5 to investigate the role of an anomalous AL on the tropical Pacific. 

Literature suggests that the AL is modified by tropical Pacific SSTs via 

anomalous tropospheric Rossby waves, lending further support to the idea 

that variability in extra-tropics is predominantly a response to variability in the 

tropics (e.g. Newman et al., 2016). Therefore, the purpose of this study is to 

better understand the extent to which the extra-tropics can independently 

drive change in the tropics over decadal time scales. The findings from 

chapters 3 and 4 motivate the study conducted in this chapter, where I 
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examine the mechanisms through which anthropogenic forcing impact onto 

the extra-tropics in the North Pacific. In focusing on the communication 

between the extra-tropics and tropics in this chapter, I am able to hypothesise 

the degree to which the initial atmospheric forcing is able to modulate decadal 

climate variability across the Pacific basin. 

Finally, chapter 7 synthesises the main findings from the thesis results, 

places them into the wider context of present scientific understanding and 

suggests areas for future work. 
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Chapter 2 - Methods 
 

This chapter describes the methods and datasets used throughout this 

thesis. These include existing multi-model datasets used in chapters 3 and 4, 

reanalysis datasets, a linear stationary wave model used in chapter 4 and the 

atmosphere-ocean climate model used in chapters 5 and 6. Specific details of 

the experiments used to address the research questions will be given in each 

results chapter (Chapters 3 to 6). Also outlined below are the main data 

analysis techniques and diagnostics used in the results chapters, including 

Empirical Orthogonal Function (EOF) analysis, Rossby wave diagnostics, 

heat budget analysis and statistical methods.  

2.1 Multi-model datasets 

The Precipitation Driver and Response Model Intercomparison Project 

(PDRMIP; Myhre et al., 2017) was set up to investigate the role of various 

drivers of climate change for mean and extreme precipitation changes as 

simulated by multiple climate models. The dataset comprises output from 11 

comprehensive coupled atmosphere-ocean climate models (listed in Tables 

2.1 & 3.1) that perform a set of idealised aerosol (BC and Sulphate), CO2, 

CH4, solar constant and O3 perturbation experiments. The control simulation 

in most of the models was run with observed year 2000 boundary conditions, 

including GHG concentrations, aerosol concentrations or emissions, and 

orbital parameters; the control simulation in HadGEM2 used preindustrial 

(year 1860) conditions, however, in the HadGEM2 scaled experiments (e.g. 

BCx10) it is emissions from year 2000 which are scaled (Lamarque et al. 

2010). This presents a discrepancy between the spatial and vertical aerosol 
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distribution and load in the control simulations (and also in the difference 

between the scaled experiments and control experiment) across the models 

(see Figure 2 and S1 in Stjern et al., 2017), highlighting one of the challenges 

of using data from multi-model intercomparison projects. 

The tier 1 PDRMIP experiments, denoted as highest priority, include 

global perturbations of black carbon (BC) and sulphate aerosols, with a 10 

and 5 times (BCx10 and Sulx5) global instantaneous increase from the 

baseline state, respectively. Also in tier 1 are: a doubling of CO2 (CO2x2), a 

three-fold increase in methane and a change to the solar constant. Additional 

experiments performed by a subset of the models (see Table 3.1) applied a 

regional 10-fold increase in BC and sulphate over Asia (10°N-50°N, 60°E-

140°E; BCx10a and Sulx10a) and Europe (35°N-70°N, 10°W-40°E; Sulx10e), 

respectively.  

The control and perturbation experiments were run with two model 

configurations: (1) with a fully interactive ocean and sea ice models (except 

CESM1-CAM4 and ECHAM-HAM that used a simplified mixed-layer slab 

ocean), and (2) with prescribed monthly-varying climatological SSTs and sea 

ice extent from the control simulation. The two types of simulations were run 

for at least 100 and 15 years, respectively (see Table 3.1). Comparisons 

between these complementary simulations provide an assessment of the 

sensitivity to the ocean response for each forcing agent. The simulations with 

fixed SSTs allow the examination of rapid adjustments (i.e. the response in 

the absence of SST feedbacks) whilst the coupled simulations allow the 

examination of the importance of SST feedbacks for the response. 
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The representation of aerosol processes differs amongst the PDRMIP 

models (see Table 2.1). For models that prescribe aerosol concentrations, a 

common set of baseline concentration fields were used from phase 2 of the 

Aerosol Comparisons between Observations and Models (AeroCom) science 

initiative (Myhre et al., 2017). The remaining models prescribe aerosol 

emissions and use a detailed aerosol microphysical module to calculate the 

aerosol burden. Of the 11 models contributing to PDRMIP, indirect effects on 

clouds from BC and sulphates are included in CanESM2, NorESM1, CESM1-

CAM5, SPRINTARS, and ECHAM-HAM, whilst IPSL-CM5A incorporates the 

Twomey effect only. Indirect effects of sulphate but not BC are included in 

HadGEM2 and HadGEM3, whilst CESM1-CAM4 and GISS do not include any 

indirect effects. MPI-ESM only ran the CO2x2 experiment. Of the eleven 

models contributing to PDRMIP, six provided output diagnostics that enabled 

the analysis of the dynamical mechanisms contributing to the AL response 

(i.e., 3-D wind fields and geopotential height; see Table 3.1); the analysis 

presented in Section 4.4.2 uses this subset of six models.  
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Model Version Aerosol prescription Indirect effects Cloud scheme Mixing State Size Distribution Key references 

CanESM2 2010 Emissions First, Second One moment Internal Log-normal [Arora et al., 2011] 

CESM1-CAM4 1.0.3 Prescribed 

Concentrations 

None One moment External Log-normal [Gent et al., 2011; Neale, 2004] 

HadGEM2 6.6.3 Emissions First*, Second* One moment External Log-normal [Martin et al., 2011] 

HadGEM3 GA 4.0 Prescribed 

Concentrations 

First*, Second* One moment External Log-normal [Bellouin et al., 2011; Walters et al., 2014] 

NorESM1 NorESM1-M Prescribed 

Concentrations 

First, second Two moment Internal & External Log-normal [Bentsen et al., 2013; Iversen et al., 2013; 

Kirkevåg et al., 2013] 

SPRINTARS 5.9.0 HTAP2 Emissions First, Second One moment Internal & External Log-normal [Takemura et al., 2005; Takemura et al., 

2009; Watanabe et al., 2010] 

CESM1-CAM5 1.1.2 Emissions First, second Two moment Internal Log-normal [Hurrell et al., 2013] This is the same model 

as [Kay et al., 2015], but with a coarser 

resolution [Otto-Bliesner et al., 2015] 
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ECHAM-HAM ECHAM-6.3-

HAM2.3-M7 

Emissions First, second Two moment Internal Log-normal [Zhang et al., 2012; Hodnebrog et al., 2019] 

GISS E2-R Prescribed 

Concentrations 

None One moment Internal & External Log-normal [Schmidt et al., 2014] 

IPSL-CM5A CMIP5 Prescribed 

Concentrations 

First Two moment External Log-normal [Dufresne et al., 2013] 

MPI-ESM 1.1.00p2 Climatology year 2000 First Two-moment Internal Log-normal [Giorgetta et al. 2013] 

 

Table 2.1: Details of the aerosol processes across the models contributing to PDRMIP. Cloud scheme refers to the microphysical cloud 
scheme that describes cloud formation, where a one-moment scheme considers only change in mass and a two-moment scheme 
considers changes in mass and number concentration. The first indirect effect refers to the aerosol effect on cloud albedo, and the 
second indirect effect refers to the aerosols effect on cloud lifetime. The sixth column describes the assumptions made by each model 
of the aerosol mixing state. Asterisk denotes where indirect effects of sulphate but not BC are included.
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Validation of the PDRMIP models was performed on the control runs 

to investigate each model's representation of the AL. Figures 2.1-2.3 show the 

control run NPI indices across the models throughout the control run 

simulations. Figure 2.1 shows the mean state of the AL throughout the control 

run, which shows each model does a good job capturing its quasi-permanent 

nature. The IPSL model and the HadGEM2 model depict the strongest and 

weakest magnitudes for the mean state AL, respectively. Although they are 

out of phase which is to be expected due to internal variability, inspecting the 

periodograms in Figure 2.3 shows the dominant frequencies to be <0.02 

cycles per month, translating to dominant periods of AL oscillation > 50 

months. This instils confidence that the AL is characterised by low frequency 

variability in the models. There is some discrepancy between the 

observational and reanalysis dataset, as the reanalysis dataset manifests a 

secondary peak around 0.06 cycles/month not evident in the observational 

dataset. At higher frequencies (periods >0.1 cycles per month) there is good 

agreement between the observational and reanalysis datasets. The 

discrepancy at lower frequencies could raise questions of how well models 

represent lower frequency variability of the AL and with what accuracy are we 

capturing low frequency variability of the AL in the observational datasets.  
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Figure 2.1: Each model’s representation of the AL in the control simulation. 
The blue box depicts the region over which the AL is defined across the 
literature (30°N-65°N, 160°E-140°W (Trenberth and Hurrell, 1994)) 
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Figure 2.2: Extended boreal winter (NDJFM) average NPI Index in the 
PDRMIP control simulations. NPI is defined within the region 30°N-65°N, 
160°E-140°W. A weighted running average has been applied with weights 
[1,3,5,6,5,3,1]. The observational data (from 1920-2020, provided by NCAR 
Climate Analysis Section) is plotted on the same x-axis to allow comparison. 

Figure 2.3: Power spectrum (Periodogram) of the NPI index in the PDRMIP 
control simulations. For comparison and validation, observational data (blue; 
provided by the Climate Analysis Section, NCAR) and a reanalysis ensemble 
(black and shaded range; CERA-20C ECMWF 10-member ensemble) are 
overlain. 
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2.2 Linear stationary wave model (LUMA)  

The Linear University Model of the Atmosphere (LUMA) is a global, 

stationary wave model that solves the linearized dry, primitive equations on 

terrain-following sigma-levels (Hoskins and Simmons 1975). It is a linearized 

version of the Portable University Model of the Atmosphere (PUMA; Fraedrich 

et al. 2005) and the concepts of the model are adapted from Ting (1994). The 

basic equations on which the model is based include those for vorticity (ζ), 

divergence (D), temperature (T), and log of surface pressure (lnPs). 

Geopotential height (Ф) and the sigma dot vertical velocity (σ) are also treated 

as independent variables in the hydrostatic and mass balance equations, 

respectively. The adiabatic form of the dynamical equations in the σ 

coordinates can be written as: 

 𝛿𝜁
𝛿𝑡
= 	−∇ ∙ {(𝑓 + 𝜁)𝑽} − 𝒌 ∙ ∇	×	 J𝑅𝑇∇𝑙𝑛𝑃& + �̇�
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Where a tilde denotes vertically integrated quantities and other notations are 

standard (see Ting (1994) for a comprehensive description). The primitive 

equations are linearised around a zonally symmetric atmospheric state, [Y], 

which contains spectral coefficients of the aforementioned fields. The model 

solves for a steady state implying that the stationary-wave induced eddies, 

contained in Y*, are obtained by solving the following equation (Ting 1994; 

Liakka et al., 2012). 

 𝐿([𝑌], 𝜖)𝑌∗ = 𝐹∗ Equation	2.10	

The stationary wave response to a given forcing – which can include 

transient vorticity and heat flux convergences, radiative, sensible and latent 

heating and orographic uplifting - is obtained by inverting the linear operator 

that is a function of the zonally symmetric background state and on ε (which 

is the dissipation through diffusion, Rayleigh friction and Newtonian cooling), 

and the spectral tendencies of the primitive equations solved sequentially with 

one spectral wavenumber perturbed by a non-zero value (see details in Liakka 

et al., 2012). The magnitude of the spectral wavenumber perturbation is an 

unconstrained parameter that controls the amplitude of the stationary wave 

response; the spatial patterns of the response are invariant to this parameter. 

The spectral resolution of LUMA is T21 and vertically represented by 10 sigma 

levels. The size of the linear operator with this resolution is 7,161 x 7,161 

elements. The model uses a ∇4 type diffusion and the diffusion coefficient is 

set to 2 x 1017 m4 s-1. The time scales for Rayleigh friction and Newtonian 

cooling are adopted from Ting (1994): they are 0.9 days at σ = 0.95 and 15 

days at all other levels. LUMA is used in chapter 4 to build on the PDRMIP 

analysis from chapter 3 and investigate further the perturbation to large scale 
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atmospheric dynamics as a consequence of aerosol perturbations. I installed 

and set up the model on the Leeds network. 

2.3 Met Office SOCRATES model  
 

In Chapter 4, the shortwave heating associated with BC absorption is 

quantified using the UK Met Office SOCRATES version 15.04 (Suite of 

Community RAdiative Transfer codes; based on Edwards and Slingo, 1996), 

using a two-stream (short and long wave) delta-Eddington solver. The code 

takes in a spectral file (the decomposition of the spectrum into bands), a pre-

defined physical state of the atmosphere and the code runs to calculate 

radiances, fluxes and heating rates. The reader is referred to Edwards and 

Slingo (1996) for a full description of the model’s equations, and to Manners 

et al. (2017) for a technical description and instructional manual for running 

the codes. 

2.4 FORTE 2.0 
 

FORTE2.0 is an intermediate resolution coupled Ocean Atmosphere 

General Circulation Model (AOGCM) consisting of the IGCM4 (Intermediate 

General Circulation Model 4) atmospheric model (Joshi et al., 2015) coupled 

to the MOMA (Modular Ocean Model – Array) (Webb, 1996) ocean model. 

The ocean and atmospheric components of the model are coupled once per 

day using OASIS version 2.3 (Terray et al., 1999) and PVM version 3.4.6 

(Parallel Virtual Machine). The model code is readily accessible from the 

FORTE2.0 Github repository, linked to the Zenodo archive at: 
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http://doi.org/10.5281/zenodo.3632569. The reader is referred to the model 

development paper by Blaker et al. (2020) for a complete description.  

The model was chosen for its accessibility, local expertise, runtime, and 

the ease of its configurability. Furthermore, the model did a satisfactory job in 

simulating the climatology of the Pacific – the region over which my study area 

focuses. The reader is referred to Chapter 5 for a demonstration of the model’s 

accuracy in representing Pacific climatology. This instilled confidence in the 

applicability of the model moving forward. 

2.4.1 IGCM4 
 
The atmospheric component of FORTE2.0 is IGCM4. IGCM4 is a global 

spectral primitive equation model based on the configuration of Hoskins and 

Simmons (1975) with a sigma terrain following vertical coordinate. Two 

configurations of IGCM4 exist, the standard configuration which is a spectral 

truncation of T42 (a longitudinally regular grid is used for advection and 

diabatic processes, with a grid spacing of 2.8o, and a Gaussian grid in latitude, 

with an irregular grid spacing of approximately 2.8o) and 20 vertical layers, 

and the version with 35 vertical layers. The former enables studies on 

troposphere processes whilst the latter enables additional investigations on 

troposphere-stratosphere processes. The 20-level version is used for the work 

contributing to this thesis and reaches from the surface to 50 hPa (around 25 

km altitude). IGCM4 has been used extensively in research to understand 

atmospheric dynamical processes (e.g. Wood et al., 2020; McKenna 2019; 

O’Callaghan et al., 2014). The model is used here because it offers a flexible 

framework for implementing techniques such as atmospheric nudging and is 

computationally efficient enabling large ensemble simulations to be performed 
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on the local HPC at Leeds. The reader is referred to Joshi et al. (2015) for a 

full description of the model, its development and nuances. 

2.4.2 MOMA 
 
MOMA solves the primitive equations discretized using finite differences 

on an Arakawa B grid (Arakawa and Lamb, 1977). In this configuration, the 

horizontal resolution is 2o x 2o with 15 z-layer levels which increase in 

thickness with a depth of 30 m at the surface and 800 m at the bottom. It 

encompasses a linear free surface and uses ‘full cell’ bathymetry. The vertical 

diffusion term in MOMA has been set to be stability dependent in the 

FORTE2.0 configuration, such that the term takes a maximum value at the 

sea floor and high latitudes and lower values in the upper ocean at low 

latitudes. Additionally, starting from 5oN/S the horizontal diffusion in the 

surface layer increases towards the equator from its default to 20 times this 

value at the equator. This is set to counteract equatorial upwelling and 

parameterise the eddy heat convergence associated with tropical instability 

waves, highlighted by Shaffrey et al. (2009). The reader is referred to Blaker 

et al. (2020) and Webb (1996) for a full description of the configuration and 

model, respectively. 

 

2.5 Observational and Reanalysis Datasets 

 
The observational dataset (datasets of direct measurements of climate 

variables such as SST or precipitation) used in Chapters 5 and 6 is HadISST 

version 1.1 – which is a combination of monthly globally-complete fields of 

SST and sea ice concentration on a 1 degree latitude-longitude grid from 1870 
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to data. The temperatures are reconstructed using a two stage reduced-space 

optimate interpolation procedure, followed by superposition of quality-

improved gridded observations onto the reconstructions to restore detail at a 

local level. SSTs near sea ice are estimated using statistical relationships 

between SST and sea ice concentration (Rayner et al. 2003). SLP 

observational data presented earlier in this chapter is taken from the NCAR 

Sea Level Pressure dataset, which cover 1899 to present for latitudes 30oN-

90oN. Here, the raw data is quality controlled with empirical corrections to take 

into account changes in instrumentation and station location. 

 

Where reanalysis datasets are used in Chapters 4 and 5, I use data from 

ERA5, which is the fifth generation of ECMWF atmospheric reanalysis of the 

global climate covering the period from 1940 to the present day. The 

reanalysis data presented in this Chapter, CERA-20C (an ECMWF product) 

which included 10 ensemble members of coupled climate reanalysis, allows 

an uncertainty envelope to be visualised and quantitied. Reanalysis datasets 

such as ERA5 combine large amounts of historical observational data and 

global estimates using advanced modelling and data assimilation systems. 

The benefits of using reanalysis data include having a more complete spatial 

and temporal record of the climate versus using observations alone. 

Furthermore, as model resolution improves, more data can be assimilated into 

reanalysis datasets. However, they are not without limitations, including 

observational constraints which can hamper the reanalysis ability to model the 

climate in certain areas and at certain times. Additionally, different 
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observational datasets carry different biases which can introduce spurious 

variability and trends in the reanalysis data. 

 

2.6 Diagnostics 
 

2.6.1 North Pacific Index 
 
The North Pacific Index (NPI) is defined as the area-averaged SLP 

anomaly in the region 30°N-65°N, 160°E-140°W (Trenberth and Hurrell, 

1994).  

2.6.2 Rossby Wave Source 
 
The Rossby wave source (RWS) is calculated following Sardeshmukh 

and Hoskins (1988) as: 

 𝑅𝑊𝑆 =	−𝒗𝒙. ∇𝜁 − 𝜁𝐷 Equation	2.11	

where vχ is the divergent component of the horizontal wind, ζ is the 

absolute vorticity, and D is the divergence (D = ∇.vχ). The first term represents 

the rate of change of vorticity due to vorticity advection by the divergent wind, 

and the second term represents the rate of change of vorticity due to vortex 

stretching. Vortex stretching describes the change in length of vortices and 

the associated change in vorticity due to the conservation of angular 

momentum. Vortex stretching helps to explain the formation of features such 

as mesocyclones and tornadoes, which are vertically oriented vortex tubes. 
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2.6.3 EOF analysis 
 
Empirical Orthogonal Function (EOF) analysis (or Principal Component 

Analysis) as a technique is employed in this thesis and is used extensively in 

the literature in the study of Pacific climate variability (e.g., Zhao et al., 2021; 

Newman et al., 2006; Zhang and Delworth, 2016). For spatial data over time, 

EOF analysis can be used to extract spatial modes or patterns of variability, 

which are referred to as EOFs. They are assumed to be stationary and do not 

evolve with time. The time series associated with each EOF is termed the 

principal component (PC), with each PC being uncorrelated with other PCs by 

construction. The technique is purely mathematical, and each extracted mode 

is orthogonal, implying independence between each mode. There is no 

physical basis to the method, yet the mode has been shown to be effective in 

describing modes of climate variability, such as the PDO and PNA patterns 

(e.g., Newman et al., 2006; Straus and Shukla, 2002; Wei et al., 2018).  

Computationally, the EOFs and PCs are calculated in python using a 

technique called singular value decomposition, which takes a 2-dimensional 

matrix, Y, with time information in the first dimension and spatial information 

in the second, as: 

 𝑌 = 𝐿Λ𝑅) Equation	

2.12	

Where L is a p x p matrix containing the left singular vectors, R is a n x n 

matrix containing the right singular vectors and Λ is a diagonal matrix of the 

same dimension as Y. The EOFs are provided by the columns of L and the 

PCs by the columns of R. 
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2.6.4 PDO loading pattern and index 
 
The PDO is calculated as the first EOF of monthly upper-level ocean 

temperature or sea surface temperature anomalies (SSTAs), calculated as 

deviations from the climatological seasonal cycle, over the region [20-65oN, 

120-260oE]. Before calculating the leading EOF, the temperature anomalies 

are weighted by the square-root of the cosine of latitude to account for the 

decrease in area towards the pole. The monthly PC is normalised by the 

standard deviation to give it unit variance. The larger-scale pattern of 

temperature anomalies that covaries with the PDO outside of the domain [20-

65oN, 120-260oE] is found by calculating at each latitude and longitude the 

linear regression (LR) between the time series of the monthly mean 

temperature anomalies and the monthly PDO index. Therefore, this loading 

pattern shows the temperature anomalies associated with a PDO index of 1. 

In the presentation of the PC time series, a running mean with a window of 

12-months is applied in cases where multi-decadal data is shown, to 

emphasise the multi-decadal component of the variability.  

2.6.5 Mixed Layer Heat Budget Analysis 

The mixed layer is a quasi-homogenous region in the upper ocean 

where there is little variation in temperature or density with depth. The 

regions owe its existence to turbulent mixing generated from wind stress and 

heat fluxes at the ocean surface (Kara et al., 2000). The mixed layer depth 

(MLD) varies regionally and seasonally. Various criteria have been used to 

define the MLD, mainly using either a temperature (e.g. Alexander et al., 

2002) or density gradient (e.g. Chhak et al., 2009) threshold.  
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Chapter 6 includes the results from a mixed layer heat budget analysis, 

which isolates the contributions from different processes to the upper ocean 

(or mixed layer) temperature tendency. The mixed layer heat budget equation 

may be written as (Murata et al. 2020):  
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2.13	

Where T is the temperature at the domain edges (e.g. at the sea 

surface), Tm is temperature averaged over the mixed layer; u, v, and w are the 

zonal, meridional and vertical velocities, respectively; h is the MLD; Qnet is the 

net surface heat flux; Qsw(-h) is the penetrative shortwave radiation at the base 

of the mixed layer; ρ is the density of seawater (1024 kg m-3); cp is the specific 

heat capacity of water (cp = 3,940 J kg-1 K-1); kH is the horizontal diffusion 

coefficient and kv is the vertical diffusion coefficient. The entrainment rate, we, 

and the difference between TM, and the temperature of entrained water, DT, 

are explicitly calculated. 

Summarising, the right-hand side of the equation contains terms for 

zonal, meridional, and vertical advection, surface heat fluxes, diffusion terms 

and entrainment. In some studies (e.g., Fathrio et al., 2018), the terms other 

than advection and surface heat fluxes are referred to as residual terms. In 

this case, equation 2.3 is simplified to the form (where all terms are averaged 

over the mixed layer). 
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2.7 Statistical Methods 

2.7.1 Anomalies 
 
Throughout the thesis, when comparing the responses of perturbed 

model simulations (e.g., in response to an increase in BC emissions) to control 

simulations, the term ‘anomaly’ is used. The term is also used in cases when 

analysing control run simulations when investigating variations about the 

climatology.  

2.7.2 Student’s t-test 
 
The Student’s t-test, employed in results Chapter 3, is a method of 

determining the statistical significance of a normally distributed population 

when the population standard deviation is unknown. The t-test tests for the 

null hypothesis that 2 independent samples have identical average values 

(assuming the same variances by default). It quantifies the difference between 

the arithmetic means of two samples (for example, a reference case and 

perturbed case) and the p-value quantifies the probability of observing the 

difference in mean assuming the null hypothesis is true. A p-value greater 

than 0.05 is commonly adopted as a threshold for not rejecting the null 

hypothesis with a high level of confidence.  
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2.7.3 Statistical Significance of multi-model and large ensemble 
data 
 

The method for calculating statistical significance of multi-model mean 

(MMM) or large ensemble perturbed responses compares the responses to 

the magnitude of internal variability. For each model or ensemble member,  

variability is calculated by multiplying the standard deviation of overlapping 

means of a predefined length (e.g., 50 years) from the control simulation(s) by 

Ö2. This estimates the variation of the difference in standard deviation 

between two independent averages, which have the same variance, that 

would be expected due to internal variability. The median value of the 

standard deviation across the models or ensemble members is used and a 

result is said to be statistically significant at the 95% level if the MMM or 

ensemble mean value lies outside of the bounds ±1.96xSD. This is similar to 

the method used in IPCC AR5 (2013) to show where a MMM change is large 

compared to internal variability.  

2.7.4 Temporal least squares linear regression 
 
Least squares LR is employed to find the linear relationship between an 

independent variable, X, and dependent variable, Y, where there are n pairs 

of observations of X and Y in time {(x,y) = (xi,yi) : i=1,...,n}. Python function 

‘scipy.stats.linregress’ is utilised. This methodology is used numerous times 

throughout the thesis, including calculating the PDO loading pattern in 

Chapter 5 as well as in results Chapter 6, investigating the relationship 

between AL variability and modulation of heat fluxes. 
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Chapter 3 - The effect of anthropogenic 
aerosols on the Aleutian Low - a multi-model 
analysis            

This chapter’s contents, along with the contents of chapter 4, have 

been published as a paper in AMS Journal of Climate (Dow et al., 2020). 

This paper appears across both chapters with some edits. For example, 

more detailed explanations of the research process have been provided 

where helpful, and material has been moved from the Supplementary 

Information to the main text. The paper has also been edited to avoid 

overlap with other chapters – specifically, parts of the introduction and 

method sections instead appear in Chapters 1 and 2 – and to be consistent 

with the results of other chapters – for example, parts of the method and 

discussion/conclusions sections have been added to or edited for 

consistency with Chapters 4, 5 and 6.  

3.1 Introduction  

The PDO has traditionally been thought of as an internally-generated 

mode of climate variability, which is a product of the convolution of multiple 

atmospheric and oceanic processes and feedbacks (Newman et al., 2016; 

Chen and Wallace, 2016; Newman, 2007). However, recent studies have 

suggested that the PDO may also be influenced by regional trends in AA 

through modulation of the North Pacific AL (Smith et al., 2016; Dittus et al., 

2021).  
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Figure 3.1: Taken from Smith et al. (2016), Figure 2. Panels a,d. Near surface 
temperature trends for the 15-year period 1998 to 2012. a – observations 
(averaged over 3 datasets). c – CMIP5 multi-model mean of the effects of AA. 
Units are oC per decade. 

Smith et al. (2016) examined the transition to a negative phase of the 

PDO during the early 21st century, and concluded, based on results from 

coupled CMIP5 climate model simulations forced with different combinations 

of external forcings, that this was driven in part by changes in AA emissions 

over recent decades (Figure 3.1). They hypothesised that, in response to the 

negative aerosol radiative forcing over Asia, modulations in the strength of the 

Walker circulation and excitation of atmospheric Rossby waves caused a 

weakening of the AL, inducing a transition to a negative PDO phase through 

atmosphere-ocean coupling. Other studies have also provided evidence for a 

causal effect of AA emissions on the strength of the Walker circulation and 

PDO-like SST variability (e.g. Takahashi and Watanabe, 2016; Allen et al., 

2014; Hua et al., 2018). However, this connection was challenged by Dai et 

al. (2015) and Oudar et al. (2018), who attributed the early 21st century 

slowdown in GMST trends, and the associated transition of the PDO to its 

negative phase, to internal variability. Oudar et al. (2018) analysed, using the 

CanESM2 model, a 50-member initial condition large ensemble forced with 

AA changes and showed a robust local weakening of the AL (by up to ~0.5 

hPa) between 1998-2012 in the ensemble mean; however, they also found 

non-robust changes in the PDO and GMST trends. The studies by Smith et 
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al. (2016) and Oudar et al. (2018) analyse the response of the Pacific to 

transient changes in AA, which help ascertain their contribution to historical 

climate trends. Taking these studies in isolation, the contrasting results are 

another example of how aerosols continue to be a major source of uncertainty 

in understanding past and future climate change (Boucher et al., 2013). Dittus 

et al. (2021) investigated the importance of the uncertainty in historical AA 

forcing for the North Pacific using idealised scenarios with scaled AA and 

precursor emissions. Using a version of the Met Office’s HadGEM3-GC3 

model, they found that scaling the historical anthropogenic emissions by five 

factors, ranging from 0.2-1.5, drives a response in the AL through the 

propagation of a Rossby wave train across the North Pacific. Here, an 

increase in aerosol emissions is associated with a weaker AL and conversely, 

a decrease in emissions is associated with a strengthening of the 

AL.  Additionally, using historical ensembles of CMIP6 they concluded that AA 

likely contributed to an increase in North Pacific SLP over the period 1981-

2012, in agreement with Smith et al. (2016) and Oudar et al. (2018). 

Furthermore, Dittus et al. (2021) provide evidence associating the changes in 

AA emissions between 1998-2012 to a more negative PDO phase, in 

agreement with Smith et al. (2016) but counter to the results of Oudar et al. 

(2018). None of the simulations used in Smith et al. (2016) and Dittus et al. 

(2021) separated the roles of different aerosol types for historical trends. 

Johnson et al. (2019) showed that in an idealised experiment with a global 

increase in BC, the AL weakened. Therefore, it remains unclear as to the 

relative influence of scattering and absorbing aerosols on the AL. 
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It is this uncertainty of the impact of AA on the PDO across studies which 

motivates the work conducted in this chapter. I focus on simulations which 

perform idealised step change perturbations, rather than transient changes, 

in order to isolate different aerosol species and a clean signal.  

3.2 Aim and research questions 

This chapter aims to better understand the proposed effects and 

mechanisms for a possible influence of AA on the PDO. To this end, I analyse 

global climate model data from a set of idealised experiments that include 

large global and regional perturbations of AA with the aim of addressing the 

following research questions: 

1. Do changes in AA, globally and regionally, have a robust impact on 

the AL? 

2. Does any response of the AL to idealised perturbations of AA agree 

with the findings of Smith et al (2016), Oudar et al (2018) and Dittus 

et al. (2021) who examine the AL response to transient changes in 

emissions? 

3. What are the relative influences of scattering and absorbing aerosols 

on the AL? 

4. What is the role of ocean feedbacks for the AL response to aerosol 

forcing?  
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3.3 Methods 

3.3.1 Global climate model simulations 
 

The analysis uses climate model simulations from the Precipitation 

Driver and Response Model Intercomparison Project (PDRMIP; Myhre et al., 

2017), which were introduced in detail in Section 2.1. All model data are 

interpolated to a common 2.5° x 2.5° longitude-latitude grid. The analysis 

focuses on the PDRMIP experiments that applied a step-increase in AA from 

a baseline state at global (BCx10 and Sulx5) and regional scales (BCx10a, 

Sulx10a, Sulx10e), whilst analysing the impact of a doubling of CO2 (CO2x2). 

The regional 10-fold increase in BC and sulphate over Asia is constrained to 

[10°N-50°N, 60°E-140°E; BCx10a and Sulx10a] and in Europe over [35°N-

70°N, 10°W-40°E; Sulx10e], respectively. The MMM change in aerosol 

burden in each experiment, along with the zonal mean burden change for 

each model, is shown in Figure 3.2.  

The analysis focuses on years 51-100 from the coupled experiments 

and all years except the first year in the prescribed SST simulations, which 

was discarded for spin-up. Table 3.1 contains an overview of the models and 

experiments analysed in the study. Table 2.1 provides further detail on the 

aerosol processes across the models. All the analysis presented in the study 

refers to the extended boreal winter season November through March 

(NDJFM) as this is the season when the AL is most prominent and has been 

connected to the PDO (Trenberth et al., 2014; Smirnov et al., 2013). 
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Figure 3.2: NDJFM mean MMM aerosol burden anomalies [x10-7 kg m-2] in 
the (a) BCx10, (b) BCx10a, (c) Sulx5, (d) Sulx10a and (e) Sulx10e 
experiments. Side panels show the zonal mean aerosol burden anomalies in 
individual models; note the different x-axis scales. The red lines denote the 
prescribed aerosol concentration models (identical by construction) and the 
black lines show models with prescribed emissions (see Table 3.1). 

Most of the figures in this chapter show the PDRMIP MMM responses. 

The significance of the MMM responses is assessed by comparing them to 

the magnitude of internal variability using the method described in Section 

2.6.3. Where results from individual models are presented, the statistical 

significance of the simulated changes with respect to the control simulations 

is assessed using a two-sided Student’s t-test (p<0.05), described in Section 

2.6.2. 
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Model Prescribed 

SST length 

(years) 

Aerosol 

prescription 

Experiments Key references 

CanESM2 15  Emissions BCx10, Sulx5, CO2x2 [Arora et al., 2011] 

CESM1-

CAM4 

30 Prescribed 

Concentrations 

BCx10, Sulx5, Sulx10a, 

Sulx10e, CO2x2 

[Gent et al., 2011; Neale, 2004] 

HadGEM2 30 Emissions BCx10, Sulx5, CO2x2 [Martin et al., 2011] 

HadGEM3 15 Prescribed 

Concentrations 

BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Bellouin et al., 2011; Walters et 

al., 2014] 

NorESM1 30 Prescribed 

Concentrations 

BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Bentsen et al., 2013; Iversen et 

al., 2013; Kirkevåg et al., 2013] 

SPRINTARS 15 HTAP2 

Emissions 

BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Takemura et al., 2005; 

Takemura et al., 2009; 

Watanabe et al., 2010] 

CESM1-

CAM5 

24 Emissions BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Hurrell et al., 2013] This is the 

same model as [Kay et al., 

2015], but with a coarser 

resolution [Otto-Bliesner et al., 

2015] 

ECHAM-

HAM 

30* Emissions BCx10, Sulx5*, CO2x2 [Zhang et al., 2012; Hodnebrog 

et al., 2019] 

GISS 15 Prescribed 

Concentrations 

BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Schmidt et al., 2014] 

IPSL-CM5A 30 Prescribed 

Concentrations 

BCx10, BCx10a, Sulx5, 

Sulx10a, Sulx10e, CO2x2 

[Dufresne et al., 2013] 

MPI-ESM 15 Climatology 

year 2000 

CO2x2 [Giorgetta et al. 2013] 
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Table 3.1: List of the models and experiments used in this study. HTAP2 = 

Hemispheric Transport Air Pollution, phase 2. The subset of the models 

which included the necessary diagnostics for more detailed analysis of the 

dynamical mechanisms in Chapter 4 are highlighted by italics. Asterisks 

indicate experiments that performed the prescribed SST simulation only. 

3.4 Results 

3.4.1 Large-scale climate response to forcings 

3.4.1.1 Surface air temperature response 
The spatial patterns of the surface air temperature responses across the 

PDRMIP simulations are shown in Figure 3.3 and have been presented in 

Richardson et al. (2019). There is an increase in global mean surface air 

temperature associated with the CO2x2, BCx10 and BCx10a experiments, 

whilst the sulphate experiments are associated with global cooling. The spatial 

pattern of the temperature change is broadly comparable across the BCx10, 

BCx10a, Sulx5 and Sulx10a aerosol experiments, which show a positive east-

west temperature gradient across the extra-tropical North Pacific. More 

broadly, the largest change in surface air temperatures is evident in the 

northern polar regions, with significant increases associate with BCx10, 

BCx10 and CO2x2 and decreases with Sulx5, Sulx10a and Sulx10e. Similarly, 

the largest temperature increases and decreases are evident across land 

regions in the northern hemisphere, such as North America and Eurasia. The 

Sulx10e experiment is associated with less of a significant response over the 

Pacific Ocean, which could be attributed to its reduced aerosol burden and 

more remote source region in comparison with the Sulx10a experiment. 
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Figure 3.3: MMM annual mean surface air temperature [K] anomalies in the 
six coupled perturbation experiments. Stippling indicates differences that are 
significant at the 95% confidence level (see Methods). The GMST change in 
each experiment (see headers) has been subtracted to highlight the regional 
patterns.  

3.4.1.2 Precipitation responses 
The precipitation responses (Figure 3.4) in the PDRMIP simulations, and 

their driving mechanisms, have been described in detail in e.g., Samset et al. 

(2016), Liu et al., (2018), Richardson et al., (2018). Here I briefly summarise 

the key changes in precipitation that are relevant for interpreting the AL 

response to the aerosol perturbations and the role of teleconnections in the 

response. BCx10 and the two sulphate perturbation experiments show a 

reduction in annual global mean precipitation, with Sulx5 showing the largest 

decrease of ~0.2 mm day-1 (-7%). BCx10 shows increased precipitation at 

high northern latitudes and decreases across the northern midlatitudes. 

Tropical precipitation is substantially reduced (by ~1 mm day-1, equivalent to 

a 10% local reduction) in Central and South America, as well as in the 

equatorial Indian Ocean, indicating a northward shift of the ITCZ away from 

the cooler hemisphere (c.f. Kang et al., 2008). In the southern extratropics, 

there is a dipole pattern of precipitation change that is associated with a 

poleward shift of the southern hemisphere storm track (Wood et al., 2020). 

BCx10a shows a near-zero change in global precipitation, which suggests that 

regions of net increased and decreased precipitation are of comparable 
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magnitude. Generally, regional precipitation changes are weaker and less 

robust in BCx10a, but there is a coherent decrease in the tropical Indian 

Ocean by 0.2-0.4 mm day-1 (-3% local reduction).  

 

Figure 3.4: Annual mean MMM precipitation [mm day-1] anomalies in four 
coupled aerosol perturbation experiments. Stippling indicates differences 
that are significant at the 95% confidence level. The global average 
precipitation anomaly is given in brackets. 

In Sulx5 the regional precipitation changes are generally larger and more 

robust across the models. There are reductions in precipitation across the 

northern and southern high latitudes, over India, south-east China and in the 

Indian Ocean, in the equatorial Pacific indicating a southward shift of the ITCZ, 

and in the North Pacific, with local anomalies exceeding 1.6 mm day-1 (up to 

-27% of the local mean). In Sulx10a, there is increased precipitation across 

Africa, the Middle East and the western Indian Ocean, and decreased 

precipitation over India, China and in the northern subtropics and the North 

Pacific. The precipitation anomalies in Sulx10a reach up to around ±1.5 mm 

day-1 locally, with significant reductions in precipitation over Asia and into the 
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North Pacific caused by a combination of factors including: a weakening 

monsoon circulation, a decrease in surface temperature over the North 

Pacific, and a southward shift of the ITCZ (Liu et al., 2018). Note there is 

generally greater inter-model spread in the precipitation responses to BC as 

compared to the sulphate perturbations, as indicated by the smaller amount 

of stippling in Figure 3.4.  

 

3.4.2 North Pacific response to global and regional climate 
perturbations 
Figure 3.5 shows the near-surface air temperature anomalies, focused 

on the North Pacific, from the coupled perturbation experiments. To compare 

the aerosol responses to the effect of well-mixed GHGs, I also show results 

from an instantaneous doubling of carbon dioxide (CO2x2) experiment.  

 

 

Figure 3.5: MMM annual mean surface air temperature [K] anomalies in the 
coupled perturbation experiments. Stippling indicates differences that are 
significant at the 95% confidence level (see Methods). The GMST change in 
each experiment (see headers) has been subtracted to highlight the regional 
patterns. 
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The BC and CO2 perturbations drive global average warming, while the 

sulphate perturbations drive global cooling. The magnitude of global 

temperature change varies across the experiments mainly due to different 

ERFs induced by each perturbation (Richardson et al., 2019). All the 

experiments show enhanced temperature changes over land areas and in the 

Arctic, broadly consistent with the canonical surface temperature response to 

anthropogenic forcings (e.g., Joshi and Gregory, 2008). Interestingly, the 

BCx10, Sulx10a and, to a lesser extent, the BCx10a show a horseshoe-like 

pattern of anomalous temperature in the North Pacific that is reminiscent of 

the PDO. The patterns correspond to a negative PDO-like anomaly for the 

BCx10 and BCx10a experiments, and a positive PDO-like anomaly for 

Sulx10a. 

 
Figure 3.6 shows the SLP responses in the experiments; individual 

model responses in the BCx10, BCx10a, Sulx5 and Sulx10a experiments are 

also shown in Figures 3.7-3.10, respectively. The BCx10 perturbation induces 

a robust weakening of the AL (Fig. 3.6 panel a). The AL also weakens in the 

BCx10a experiment (Fig. 3.6 panel b), but the magnitude is only about 25% 

of the change in BCx10 and the response is less consistent across models 

(Figure 3.7). Positive SLP anomalies over the North Pacific are only evident 

in ~50% of the models for BCx10a, and only CESM1-CAM5 shows a 

statistically significant response in the North Pacific (Figure 3.8). Furthermore, 

with the exception of SPRINTARS, which does not show a significant 

response in the North Pacific in either BCx10 or BCx10a, all models that 

performed both experiments show a larger and more robust weakening in 

response to the global BCx10 perturbation (also shown later in Figure 3.11). 
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Therefore the multi-model mean across both experiments does not appear to 

be sensitive to the composition of models making up the groups. The results 

of the MMM implies that sources of BC and associated climate interactions 

outside of Asia are important contributors to the AL response in BCx10. 

 

Figure 3.6: MMM NDJFM SLP [hPa] anomalies in the coupled perturbation 
experiments: (a) BCx10, (b) BCx10a, (c) Sulx5 (d) Sulx10a, (e) Sulx10e, (f) 
CO2x2. Stippling indicates differences that are significant at the 95% 
confidence level. The box is the region used to define the NPI. 

 
The SLP response in Sulx5 (Fig. 3.6 panel c) does not project strongly 

onto the climatological AL structure, while the regional sulphate experiments 

(Sulx10a and Sulx10e; Fig. 3.6 panels d,e) exhibit a meridional dipole SLP 

pattern in the North Pacific, with reduced pressure to the south and increased 

pressure over the Arctic. The SLP response to Sulx5 (Fig. 3.6 panel c) also 

displays a significant latitudinal dipole across the North Pacific, with reduced 

pressure to the west and increased pressure to the east; this pattern of SLP 

anomalies in the North Pacific is broadly similar to that found by Qin et al. 

(2020) when assessing the surface patterns associated with aerosol forcing 

over the historical period. There is agreement across the models that SLP 

increases in the Arctic in response to Sulx5 and Sulx10a. The CO2x2 
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experiment shows a comparatively small increase in SLP over part of the AL 

sector; however, the largest changes occur in the Arctic, where there are 

stronger negative SLP anomalies (Fig. 3.6 panel f), though not all of the 

models show this pattern. 

 

Figure 3.7: Individual model NDJFM mean SLP [hPa] anomalies in the 
coupled BCx10 perturbation experiment. Stippling shows regions of significant 
differences based on a Student's t-test with p<0.05. The box is the region used 
to define the NPI. 
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Figure 3.8: As in Figure 3.7 but for the BCx10a perturbation experiment. Note 
that different models are shown (see Table 3.1). 

 

Figure 3.9: As in Figure 3.7 but for the Sulx5 perturbation experiment. Note 
that different models are shown (see Table 3.1). 
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Figure 3.10: As in Figure 3.7 but for the Sulx10a perturbation 
experiment.  Note that different models are shown (see Table 3.1). 

 
The NPI anomalies for individual models in both the coupled and 

prescribed SST experiments are shown in Figure 3.11. A comparison between 

the coupled and prescribed SST experiments enables an assessment of the 

role of atmosphere-ocean coupling for the long-term NPI response to each 

perturbation. The MMM North Pacific spatial SLP anomalies in the prescribed 

SST experiments are shown in Figure 3.12 for reference. For BCx10, seven 

out of ten models show a significant increase in the NPI when SSTs are held 

prescribed; there is no discernible difference in NPI response between the 

fully coupled (left column) and prescribed SST (right column) simulations, 

implying that atmosphere-ocean coupling plays a relatively minor role for the 

NPI response to BCx10. In BCx10a, the NPI response is weaker and generally 

less significant in the models, though the MMM anomaly is positive and 

around 25% of the magnitude in BCx10. 
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Figure 3.11: The NPI anomaly (averaged over 30°N-65°N, 160°E-140°W) 
[hPa] averaged for NDJFM. For each experiment (column), values are shown 
for coupled (average years 51-100; left) and prescribed SST experiments 
(average after year 1; right). Coloured symbols show the model subsets used 
to create input fields for LUMA (Chapter 4), with grey symbols showing other 
models. Filled symbols represent differences that are significant at the 95% 
confidence level, and vice versa for open symbols. The line-whisker symbols 
show the MMM ±1 standard error for each experiment. 

 

Figure 3.12: As in Figure 3.6, but for the prescribed SST experiments. Note 
that given the shorter averaging period, the MMM differences in the prescribed 
SST experiments are generally smaller than internal variability (i.e. no 
stippling is shown). However, note that individual models do show significant 
North Pacific responses in these experiments (see Figure 3.11).  

 



- 90 - 

The intermodel spread is largest in the coupled Sulx5 experiment, where 

two models out of nine show a significant increase in NPI, one shows a 

significant decrease and six show no significant change from the control 

experiment. The coupled MMM response to Sulx10a shows a small increase 

in the NPI, which is qualitatively consistent with the weakening of the AL 

identified by Smith et al. (2016) and Oudar et al. (2018). However, only two 

out of seven models for Sulx10a show an NPI response that is significant 

relative to internal variability. Furthermore, the pattern of SLP anomalies in 

Sulx10a does not strongly project onto a modulation in the strength of the AL, 

with the NPI area-average reflecting a cancellation of opposite sign anomalies 

between the southern and northern parts of the NPI region (Fig. 3.6 panel d). 

Interestingly, both Sulx5 and Sulx10a show an opposite sign of NPI response 

between the prescribed SST and coupled simulations, with a clear shift in the 

distribution of models from generally negative to positive NPI anomalies. The 

CO2x2 experiment also exhibits a similar behaviour but in the opposite sense, 

implying that the ocean plays an important role in the long-term AL response 

to sulphate and CO2 forcing and that ocean feedbacks counteract the rapid 

atmospheric adjustment in the North Pacific. Since these forcings induce 

larger surface temperature changes than BC (Figure 3.3), this suggests the 

NPI response is mediated by surface temperature driven feedbacks. Lastly it 

is noted that in every experiment there is substantial intermodal spread in the 

NPI response, with at least one model having an opposite sign of response to 

the MMM. 
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3.4.2 Upper tropospheric response to external drivers in North 
Pacific 
The analysis so far has focused on the surface response in the PDRMIP 

perturbation experiments. This section investigates the response in the upper 

troposphere focusing on the coupled model experiments that isolate the 

effects of global and Asian aerosol forcing: BCx10, BCx10a, Sulx5 and 

Sulx10a. 

3.4.2.1 Upper tropospheric geopotential height responses 
The 300 hPa eddy geopotential height anomalies in the four selected 

aerosol perturbation experiments are shown in Figure 3.13. In BCx10 (Fig. 

3.13 panel a), across the North Pacific sector, there is an anomalous ridge 

with two local maxima of around 25-30 m over China and in the North Pacific 

and an anomalous trough of around 15-20 m centred off the west coast of 

North America. Comparison with the surface response (Fig. 3.6 panel a) 

shows a westward tilt that resembles the vertical structure of stationary 

Rossby waves. In the BCx10a experiment, the anomalous upper tropospheric 

ridge over China is weaker (~10 m) and located further south than in BCx10. 

This suggests that remote BC aerosols are contributing substantially to the 

ridge over China in BCx10. Within the North Pacific region itself, there is an 

anomalous ridge with a local maximum of ~10 m on the western side of the 

basin, and a trough with a similar amplitude to the east in BCx10a. These 

midlatitude anomalies are weaker and shifted westward by around 20° 

longitude compared to BCx10. In Sulx5, there is a ridge with a local maximum 

of around 20 m extending across the North Pacific sector, a trough with a local 

maximum of around 10 m to the south, and downstream a reversal in the 

meridional pattern with a trough over the northern USA (local maximum ~20 
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m), and a ridge with similar amplitude over the southern USA. The midlatitude 

response to sulphate aerosols is generally more baroclinic than for BC 

aerosol. For example, in both Sulx5 and Sulx10a there is a trough in the upper 

troposphere over the northern USA and Canada, whereas at the surface the 

experiments show a ridge in this region.  

 

 

Figure 3.13: MMM NDJFM 300 hPa eddy geopotential height [m] anomalies 
in the (a) BCx10, (b) BCx10a, (c) Sulx5 and (d) Sulx10a experiments. The 
MMM is constructed using the subset of models that provided 3-D output 
variables used as inputs to LUMA in Chapter 4 (see Table 3.1). Stippling 
indicates differences that are significant at the 95% confidence level. The box 
is the region used to define the NPI. 

3.4.2.2 Rossby wave source responses 
Changes in the upper level flow such as those shown in Figure 3.13 may 

be associated with anomalous stationary wave activity (e.g. Wills et al. 2019). 

Figure 3.14 shows the anomalous Rossby wave source (RWS; Eq. 2.6 in 

Methods) in the four aerosol perturbation experiments. The RWS represents 

anomalous sources and sinks of vorticity, which can induce meridionally 
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propagating Rossby wave trains (e.g., Hoskins and Karoly, 1981; 

Sardeshmukh and Hoskins 1988). Smith et al. (2016) found that AA caused a 

negative trend in RWS east of Japan between 1998-2012 (their Fig. S9). They 

proposed that, in line with studies by Ming et al. (2011) and Lewinschal et al. 

(2012), changes to AA emissions impacts the direct and indirect radiative 

effects of AA. The combined radiative forcing due to the direct and indirect 

effects act to alter tropospheric convection, therefore inducing anomalous 

upper-tropospheric divergence. Rossby waves emanating from this region 

propagate north-eastward across the North Pacific, and thereby weaken the 

AL.  

 

Figure 3.14: NDJFM RWS [x10-12 s-2] anomalies in the coupled experiments, 
calculated using the NDJFM MMM zonal and meridional wind fields. The 
BCx10 and Sulx5 responses are scaled by 0.5x for display purposes. Stippling 
indicates differences that are significant at the 95% confidence level. 

Figure 3.14 panel d shows that in the Sulx10a experiment there is a 

positive RWS anomaly east of Japan – which is opposite in sign to the 

anomaly highlighted by Smith et al. (2016) – but the largest positive RWS 
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anomalies occur further upstream in central China. In Sulx5, the RWS 

anomaly to the east of Japan has the opposite sign (Fig. 3.14 panel c), 

suggesting that the response to local forcing from Asian aerosols is 

overwhelmed by the response to aerosols outside of this region. Large RWS 

anomalies across the northern extratropics suggest that remote sources may 

also help influence the circulation response over the North Pacific region. The 

BCx10a experiment shows dipole RWS anomalies upstream of the North 

Pacific over eastern China and Russia, with a positive anomaly around 45-

60°N and a negative anomaly around 30-45°N (Fig. 3.14 panel b). The 

negative node of this pattern is present in BCx10 but is around twice the 

magnitude and extends further east over Japan and into the North Pacific 

sector (Fig. 3.14 panel a). In addition, the BCx10 experiment demonstrates a 

positive RWS node further downstream in the central-eastern North Pacific, 

around 30-45oN which extends north-east over north-west Canada. This 

represents the second major node visible across the North Pacific, not 

apparent in the BCx10a experiment, and suggests sources of BC outside of 

Asia affect North Pacific tropospheric dynamics. Further analysis indicates 

that for all experiments the anomalous RWS in the northern extratropics is 

predominantly caused by changes in upper-level divergence rather than by 

changes in the meridional gradient in absolute vorticity. Figure 3.15 

demonstrates this for the case of the BCx10 coupled experiments by showing 

the contribution by the changes in upper-level divergence (z0D’, panel c) to 

the change of vorticity due to vortex stretching (zD, panel b), which explains 

most of the change to the RWS anomaly (panel a). 
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Figure 3.15: NDJFM RWS [x10-12 s-2] anomalies for the BCx10 MMM coupled 
experiments (a) and the contribution to the anomaly by the change in vorticity 
due to vortex stretching (b). The contribution to (b) from the changes to upper-
level divergence are shown in panel c. The responses are scaled by 0.5x for 
display purposes. Stippling indicates differences that are significant at the 
95% confidence level. 

3.5 Discussion and Conclusions 

Smith et al. (2016) found that models participating in CMIP5 simulated a 

weakening of the AL over the period 1998-2012 in response to a transient 

increase in AA emissions from East Asia. This weakening corresponded to an 

increase in SLP in the North Pacific over the 15 year period of up to 0.75-0.9 

hPa. Dittus et al. (2021) also found that models participating in the Coupled 

Model Intercomparison Project phase 6 (CMIP6) simulated a weakening of 

the AL over the early 21st century, similar to Smith et al. (2016). Caution should 

be taken when comparing the long-term centennial response in the PDRMIP 

coupled experiments with the decadal trends considered by Smith et al. (2016) 

and Dittus et al. (2021), particularly given the idealised, large step increases 

in aerosol applied here, which have a strongly contrasting pattern to the 

observed reduction in emissions over Europe and North America and 

concurrent increase over Asia in the past few decades (Smith et al. 

2016).  The sign of the NPI response to a step sulphate aerosol forcing 

changes between the prescribed SST and coupled experiments and the 

decadal response falls somewhere between these two timescales (i.e. 

transient rather than equilibrium). Furthermore, the pattern of aerosol forcing 
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in Sulx10a (Fig. 3.2) is different from that observed in recent decades (Samset 

et al., 2019). Nevertheless, the multi-model mean NPI anomaly in the Sulx10a 

experiment is only 0.2 hPa, which is considerably weaker than the change 

identified by Smith et al. (2016) despite the regional aerosol perturbation in 

Sulx10a being many times larger than the trend over 1998-2012. Only CESM-

CAM5 produces an NPI anomaly in the coupled experiments with a 

comparable magnitude to the changes found by Smith et al. (2016).  

Oudar et al. (2018) used the CanESM5 model to investigate drivers of 

AL trends over the same period as Smith et al. (2016). They showed that a 

50-member historical ensemble including only anthropogenic aerosol forcing 

produced a weakening of the AL over 1998-2012 by up to around 0.45-0.5 

hPa locally, but this had no robust effect on the PDO or GMST trends. One of 

the contributing models to PDRMIP is CanESM2, a predecessor version of 

the Canadian Earth System Model. CanESM2 did not perform the Sulx10a 

experiment, but in the Sulx5 experiment the model does show an increased 

NPI by 0.7 hPa that is consistent with a weakening of the AL. 

The hypothesis proposed by Smith et al. (2016) posits that weakening of 

the AL is, in part, due to modulation of the Walker circulation. I find significant 

near surface temperature warming in the North Atlantic relative to the North 

Pacific resulting from differential sulphate loading (evident in the Sulx10a 

coupled experiment, Figure 3.3 panel d). These conditions have been shown 

to be conducive to a strengthening of the Walker circulation (McGregor et al., 

2014, Qin et al., 2020). Therefore, the mechanism posited by Smith et al. 

(2016) could explain the difference in strength of AL response between the 

prescribed SST and coupled model set-ups; a comparison of the dynamical 
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processes operating in the prescribed SST and coupled experiments would 

be an area ripe for future work (see Chapter 7). 

The transient simulations used by Smith et al. (2016) and Oudar et al. 

(2018) incorporated multiple aerosol species with the combined effect being 

considered to be primarily a consequence of increasing sulphate emissions in 

China. Given the much larger change in sulphate emissions with respect to 

BC emissions worldwide, this is a reasonable assumption; however, here I 

have shown that increased BC emissions over Asia drives a weakening of the 

AL, and this could compound any effects from increasing sulphate emissions. 

For instance, Smith et al. (2016) found a horseshoe pattern in near surface 

temperature trends over the North Pacific in response to transient changes in 

aerosol emissions, corresponding to a negative-PDO (their Figure 2d) which 

resembles most closely the response seen to BCx10 (Fig. 3.3). 

The weakening of the AL in response to BC is in agreement with the 

results of Johnson et al. (2019), who showed that in response to 10-fold 

increase in BC emissions with SSTs held constant, a pattern of lower 

tropospheric zonal wind anomalies in the North Pacific that is indicative of a 

weakened AL. The studies of Johnson et al. (2019) and Mahajan et al. (2013) 

found that under two different experimental set-ups (atmosphere only and 

mixed-layer ocean, respectively), diagnostics such as top-of-atmosphere 

radiative forcing, GMST, precipitation and cloud cover scale linearly in 

response to different BC scaling factors. This allows us to make tentative 

assumptions regarding the linearity of the AL response to a spatially constant 

change in BC loading. Additionally, my results concur with Teng et al. (2012) 

who showed, using a fully coupled atmosphere-ocean model, a weakened AL 
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in boreal winter in response to a 10-fold increase in Asian carbonaceous 

aerosol concentrations. My finding of a more robust weakening of the AL to 

BCx10 in comparison with BCx10a suggests that sources of BC outside of 

Asia and their complex climate processes and feedbacks also play a 

fundamental role in modulating the strength of the AL.  

The diversity of model responses to the sulphate perturbations in tandem 

with the findings from Oudar et al. (2018) highlight the difficulty in identifying 

robust regional responses to sulphate aerosol forcing. It is difficult to ascertain 

whether any of the responses identified here are likely to be realistic, since 

each model differs in its climatology and representation of aerosol processes, 

including the representation of aerosol-radiation and aerosol-cloud 

interactions. Richardson et al. (2019) used results from “double call” radiation 

experiments for a subset of PDRMIP models to show that the TOA IRF from 

aerosol-radiation interactions in BCx10 has considerable spread across 

models (see variable “IRFtoa” in their Fig. 1). Richardson et al. (2019) also 

found considerable inter-model spread in the ERF across PDRMIP models in 

response to both sulphate and BC perturbations, which may cause uncertainty 

in the North Pacific response. However, there is no systematic disparity in 

North Pacific responses between models that do and do not include indirect 

aerosol effects for both BC and sulphate aerosols. It is plausible that the more 

robust response of the AL to BC aerosol is due to the dominance of the aerosol 

shortwave absorption, whereas for sulphate aerosols the pattern of 

anomalous precipitation is important (cf. Wilcox et al., 2019) and this differs 

across models.  
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Past literature has provided an inconsistent picture of the influence of AA 

emissions on the North Pacific atmospheric circulation and the PDO. Overall, 

my results show a robust weakening of the AL due to a global 10-fold increase 

in BC, which is partly driven by local emissions from east Asia but also shows 

a significant role for BC sources outside of east Asia in influencing the North 

Pacific. However, a 5-fold increase in global sulphate aerosol and a 10-fold 

increase in sulphate aerosol over Asia both produce responses that do not 

project strongly onto the climatological AL. This differs from the findings of 

Smith et al. (2016) and Oudar et al. (2018), who showed that in coupled 

climate models a transient increase in AA over Asia leads to a weakening of 

the AL, though there are differences in the magnitude, pattern and timescale 

of the aerosol forcing imposed in my experiments which prevents a like-for-

like comparison with those studies.  

The relative importance of ocean feedbacks for the responses to the BC 

and sulphate perturbations experiments was identified from the comparison 

of the coupled and prescribed SST PDRMIP simulations. The robust 

weakening of the AL in response to BCx10 and BCx10a in the coupled and 

prescribed SST experiments indicates a small role for ocean feedbacks. This 

is in contrast to the sulphate perturbation experiments where the MMM 

changes in NPI reverse sign from negative to positive in the prescribed SST 

and coupled experiments, respectively.  

My results show that aerosols, and in particular BC, can modulate the 

strength of the AL and induce surface temperature anomalies in the North 

Pacific that resemble the PDO. Chapter 4 focuses on understanding the 
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mechanisms responsible for the North Pacific response to BC and sulphates 

seen in the PDRMIP models using a simplified stationary-wave model. 
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Chapter 4 – The effect of anthropogenic 
aerosols on north Pacific tropospheric 
dynamics – dynamical understanding 

This chapter’s contents, along with the contents of chapter 3, have been 

published as a paper in AMS Journal of Climate (Dow et al., 2020). The 

contents of the paper appears across both chapters with some edits. For 

example, more detailed explanations of the research process have been 

provided where helpful, and material has been moved from the 

Supplementary Items to the main text. The paper has also been edited to 

avoid overlap with other chapters – specifically, parts of the introduction and 

method sections instead appear in Chapters 1 and 2 – and to be consistent 

with the results of other chapters – for example, parts of the method and 

discussion/conclusions sections have been added to or edited for consistency 

with Chapters 3, 5 and 6.  

4.1 Introduction 

The results of Chapter 3 have shown that aerosol perturbations, in 

particular BC, can impact on the strength of the AL and promote surface 

temperature anomalies in the North Pacific that resemble those associated 

with the PDO. The analysis of the upper tropospheric flow in chapter 3 

revealed significant anomalies in eddy geopotential height and RWS over East 

Asia and into the North Pacific in response to the aerosol perturbations. This 

chapter seeks to better understand the mechanisms underlying the dynamical 

response to aerosols across the North Pacific. 
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To recap, there has been a substantial increase in AA and their 

precursors in Asia since the 1950s (e.g. Lin et al, 2016), whilst aerosol 

emissions in Europe and North America have been decreasing since the 

1970s (e.g. Kasoar et al., 2018). Numerous physical and chemical removal 

processes prevent aerosols from having a residence time in the atmosphere 

greater than a couple of weeks (e.g. Stohl and Sodemann, 2010; 

Papastefanou 2005). Hence, spatiotemporal heterogeneity in global aerosol 

emission trends have ever changing effects on both global and regional 

climate. Aerosols have the capacity to impart substantial changes in 

atmospheric circulation and their influence can extend over large distances, 

which may outweigh the response to local forcing (Rotstayn and Lohmann, 

2002; Ramanathan et al., 2005; Allen et al., 2015; Shindell et al., 2012; 

Lewinschal et al., 2013). 

There have been limited studies on the boreal winter (DJF) response to 

Asian AA, despite this being the season when the AL is found, with the 

majority focused on boreal summer (JJA). The aim of these studies has been 

to examine the impact of aerosols on the summer monsoon (Bollasina et al., 

2011; Bartlett et al., 2018) or annual mean climatic changes (e.g. Richardson 

et al., 2016; Kasoar et al., 2016, 2018; Liu et al., 2018; Grandey et al., 2016). 

Remote responses to Asian aerosols in JJA have been identified in studies by 

Menon et al. (2002) and Liu et al. (2018). Remote responses to global aerosol 

emissions in DJF, particularly at high latitudes have been identified in studies 

by Allen and Sherwood (2011), Lewinschal et al. (2013) and Chung and 

Seinfeld (2005). Wilcox et al. (2019) found using a linear stationary wave 

model that the radiative effect of Asian AA modifies the extra-tropical 

stationary wave pattern, with the response characteristic of the positive PNA 
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pattern. Additionally, they found that North American and European 

responses to Asian AA arise primarily in the extratropics. Teng et al. (2012) 

similarly found a PNA pattern in response to Asian BC aerosol, which they 

concluded was not tropically-excited.  

Absorption of BC has been demonstrated to impart changes in regional 

circulation, monsoon precipitation (e.g. Mahmood and Li, 2013; Hua et al., 

2013) and global circulation (Johnson et al., 2019). Northward expansion of 

the northern hemisphere Hadley cell (Kovilakam and Mahajan, 2015) and 

poleward displacement of the mid-latitude jets (Allen et al., 2012) are 

associated with perturbations to BC emissions. Changes to the spatial 

distribution of tropical convection is also affected (Johnson et al., 2019), while 

a study by Zhao and Suzuki (2019) associated an increase in BC with a 

northward shift in the ITCZ and a reduction in precipitation globally. Remote 

impacts of BC aerosol via atmospheric teleconnections have been posited in 

a recent study by Amiri-Farahani et al. (2020), who attributed biomass burning 

in South Africa as a driver of tropical Pacific Ocean variability. Anomalous 

heating over the Atlantic was posited to trigger atmospheric teleconnection to 

the tropical Pacific including an intensification of the Walker circulation.    

Hoskins et al. (1977) and Hoskins and Karoly (1981) showed that an 

extra-tropical response to tropical heating can be initiated through the 

propagation of Rossby waves from areas of anomalous tropical upper 

tropospheric divergence. Scaife et al. (2016) showed a few ‘hotspots’ for 

Rossby wave generation arising in regions of large meridional vorticity 

gradients in the upper troposphere, with the same forced wave trains being 

associated with a variety of different rainfall anomalies (forcings).   
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Considering all the above, this chapter seeks to investigate the 

mechanisms responsible for the North Pacific circulation responses seen in 

the PDRMIP models in response to BC and sulphate aerosol emissions from 

Asia and globally. This is achieved using a linearized stationary-wave model 

which builds on the multi-model analysis in chapter 3. Similar approaches 

have been utilised by Teng et al. (2012) and Ming et al. (2011) to investigate 

the influence of Asian emissions of BC on temperatures in the US and 

northern hemisphere, respectively. Lewinschal et al. (2013) also used this 

approach to explain the northern hemisphere response to changes in global 

aerosol emissions. 

4.2 Aim and research questions 

 This chapter aims to better understand the dynamical 

mechanisms through which BC and sulphate emissions influence the AL. To 

this end, I run and analyse a linearised steady-state primitive equation model 

forced with diabatic heating and precipitation anomalies derived from the 

PDRMIP models, with the aim of addressing the following research questions: 

1. Does diabatic heating resulting from the absorption of atmospheric BC 

and latent heating from the precipitation anomalies, derived from the 

PDRMIP BC experiments, induce atmospheric dynamics associated 

with a weakening AL? 

2. Which regions of BC emissions contribute to the dynamics associated 

with a weakening of the AL?  

3. Does the stationary wave model driven by latent heating associated 

with precipitation anomalies from the PDRMIP global and Asia-only 
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sulphate experiments reproduce the PDRMIP MMM response over the 

North Pacific? 

4.3 Methods 

4.3.1 PDRMIP Models 
Of the eleven models that contributed to the PDRMIP project (see Tables 

2.1 & 3.1), six provided diagnostics that enabled a more in depth analysis of 

the dynamical mechanisms contributing to the AA response (i.e. 3-D wind 

fields and geopotential height; see Table 3.1); the analysis presented in 

Section 4.4.2 uses this subset of six models. For comparison with Figure 3.6, 

Figure 4.1 shows the PDRMIP MMM SLP response in the North Pacific to the 

aerosol perturbations in the fully coupled configurations in these six models. 

The overall responses are very similar to those described in chapter 3. 

 

Figure 4.1: As in Figure 3.6 in Chapter 3, but for the subset of models that 
provided 3-D output fields and are used to create input fields for LUMA.  
 

4.2.1 Linear stationary wave model (LUMA) 
The Linear University Model of the Atmosphere (LUMA) is a global, 

stationary wave model that solves the linearized dry, primitive equations on 
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terrain-following sigma-levels (Hoskins and Simmons 1975). More details are 

given in the Methods chapter, section 2.2 as well as Liakka et al. (2012). 

Studies, such as Wilcox et al. (2019), who have used LUMA to investigate far-

field midlatitude responses to Rossby waves generated over China, providing 

confidence in using the model. The experimental set-up in Wilcox et al. (2019) 

is comparable with the methodology presented here, where diabatic heating 

inferred from precipitation anomalies is used to derive the stationary wave 

response. Here, LUMA is linearized around the MMM extended winter 

climatology of the PDRMIP control experiments (taking in temperature, 

relative vorticity, divergence and surface pressure fields to initiate the basic 

state), and the forcing consists of diabatic heating anomalies derived from the 

PDRMIP perturbation experiments.  

For the BC perturbation experiments, we include anomalous heating 

from both the absorbing aerosol and the anomalous latent heating that forms 

part of the hydrological cycle response; both effects can drive planetary 

Rossby wave trains (Hoskins and Karoly, 1981). The direct heating due to the 

absorbing aerosol is estimated from the PDRMIP MMM BC fields, which are 

input to the UK Met Office SOCRATES version 15.04 (Suite of Community 

Radiative Transfer codes; based on Edwards and Slingo, 1996), using a two-

stream delta-Eddington solver; more details are given in Section 2.3. Due to 

the availability of the necessary variables, atmospheric and surface state 

variables (including clouds and ozone) were used from the ERA5 reanalysis 

dataset for the year 2014 (Hersbach et al., 2020). Optical properties of BC are 

used from the HadGEM2 model parameterisation, obeying a lognormal size 

distribution with mean radius 40 nm and geometric standard deviation of 2.0 

nm. No other aerosols are specified in the SOCRATES calculations. Monthly 
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mean shortwave heating rates are calculated using five representative solar 

zenith angles and Gaussian quadrature (Figure 4.2). The instantaneous 

heating rate anomalies derived from SOCRATES are then input to LUMA as 

an external forcing of the thermodynamic energy equation. 

 

 

Figure 4.2: NDJFM mean heating rate [K day-1] anomalies due to the MMM 
BCx10 aerosol perturbation. (a) Global distribution of instantaneous heating 
rate at 925 hPa. Regions where the surface pressure is below 920 hPa are 
masked in grey. The green, blue and red transects relate to the vertical 
heating profiles in b, c and d, respectively. (b,c,d) Longitude-pressure 
transects showing the instantaneous heating rates due to the BC aerosol. 
Contours are at 0.1 K day-1 intervals. 

 

For all experiments, a 3-D anomalous latent heating field is estimated 

following Chan and Nigam (2008) using the PDRMIP MMM mean precipitation 
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anomalies (Figure 4.3), which are converted to a tropospheric column average 

heating rate [K s-1] by multiplying by (g L ρw 10-5)/[Cp(P0 – 125)], where L is 

the latent heat of condensation (2.5 x 106 J kg-1), g is gravity (9.81 m s-2), ρw 

is the density of water (103 kg m-3), Cp is the specific heat of air at constant 

pressure (1004 J kg-1 K-1), and P0 is a reference surface pressure calculated 

from the PDRMIP models. The heating is distributed in the vertical using a 

Gaussian profile centred at 500 hPa (following Lewinschal et al., 2013). 

 

 

Figure 4.3: NDJFM mean PDRMIP MMM precipitation [mm day-1] anomalies 
in four coupled aerosol perturbation experiments. Stippling indicates 
differences that are significant at the 95% confidence level. The global 
average precipitation anomaly is given in brackets. 
 

In the LUMA experiments, the magnitude of the spectral wavenumber 

perturbation (an unconstrained parameter) is set to unity. This means that the 

output from LUMA cannot be quantitatively compared to the PDRMIP results. 

Thus, while we include colour scales on the figures in order to clarify units, we 
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focus on the qualitative comparison of LUMA forced with diabatic heating 

anomalies and the PDRMIP simulations (cf. Wilcox et al., 2019). 

By construction, the LUMA model does not capture all of the processes 

present in the PDRMIP models. This must be borne in mind when comparing 

the LUMA results to the PDRMIP models. Nevertheless, this type of model 

has proven useful in isolating the steady-state stationary wave response to 

diabatic forcing (e.g., Held et al., 2002), including that due to aerosol 

perturbations (e.g., Lewinschal et al., 2013; Wilcox et al., 2019), and we 

therefore use LUMA alongside the PDRMIP models to investigate some of the 

underlying dynamical mechanisms and teleconnections.  

4.4 Results 

4.4.1 LUMA Model Validation 
To validate that the LUMA model was fit for purpose, I conducted test 

case simulations based on those described by Hoskins and Karoly (1981) 

using the primitive equation, baroclinic, sigma-coordinate multi-layer (5 levels) 

spectral model of Hoskins and Simmons (1975). The model they describe 

uses the spectral-transform technique in the horizontal and second-order finite 

differences in the vertical and has been thoroughly tested and used in many 

studies of atmospheric dynamics. Hoskins and Karoly (1981) explore the 

responses to various thermal (and orographic) perturbations with varying 

latitudinal and vertical distributions of the forcing.  
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Figure 4.4: Linear Stationary Wave model (LUMA) response to an idealised 
isolated tropical thermal forcing centred at σ=0.55. Panel (a) shows the 
location of the thermal forcing, (b) shows the meridional wind anomaly, (c) 
shows a height-longitude cross section of geopotential height anomaly and (d) 
shows the geopotential height anomaly at σ=0.35. 

Figure 4.4 shows the steady-state response generated by LUMA to an 

isolated thermal forcing in the sub-tropics (like Hoskins and Karoly, 1981; 

Figure 3). Here a vertically-integrated diabatic heating anomaly of 3 K s-1 is 

imposed on a background state derived from the PDRMIP MMM (Figure 4.6). 

The PDRMIP MMM fields were converted to sigma-coordinates and 

interpolated onto LUMA sigma-levels. The horizontal distribution of the heat 

source is that of a cosine squared in an ellipse on the tangent plane at 15oN, 

with zonal and meridional half-widths of the heating anomaly set at 10o. The 

vertical heating profiles throughout testing were proportional to sinπσ, with a 

maximum at σ = 0.55. When comparing the vertical structure of the 

geopotential height field (Figure 4.4 panel c) at 19oN with Figure 3a from 

Hoskins and Karoly (1981), there are notable similarities especially with 
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respect to the westward longitudinal tilt. There is less evidence of poleward 

propagation initiated by a subtropical thermal forcing as that seen in Hoskins 

and Karoly (1981), though this may be influenced by base state model biases 

(e.g. Di Carlo et al. 2022; Harvey et al. 2020). There is evidence of a PNA-like 

response across the North Pacific in response to the central Pacific thermal 

forcing, albeit with a weak projection to the northern latitudes in the Pacific. 

Tests were also conducted by placing the thermal forcing anomaly in the mid-

latitudes, at 45oN (Figure 4.5), simulating an East Asian source of atmospheric 

heating. The geopotential height field perturbation is shown in the longitude-

height section at 47oN in Figure 4.5 panel c. Comparing Figure 4 in Hoskins 

and Karoly (1981), the surface low pressure and upper-level maximum are 

both found east of the heating source. Consistent with their results, the 

westward tilt is less evident than seen in response to a subtropical heat 

source.  
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Figure 4.5: LUMA response to an idealised sub-tropical isolated thermal 
forcing centred at σ=0.55. Panel (a) shows the location of the thermal forcing, 
(b) shows the meridional wind anomaly, (c) shows a height-longitude cross 
section of geopotential height anomaly and (d) shows the geopotential height 
anomaly at σ=0.35. 

The mean background states from PDRMIP MMM for the zonal and 

meridional fields are given in Figure 4.6, which shows a weaker than usual 

northern hemisphere upper tropospheric wind speeds when compared to 

reanalysis data (ERA5) and a bias towards a stronger southern hemisphere 

upper troposphere subtropical jet. 
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Figure 4.6: (a) Zonal and (b) meridional wind zonal mean fields used as 
background states in the LUMA simulations. 

The similarity of the idealised test case results to other published studies, 

such as Hoskins et al. (1977) and Hoskins and Karoly (1981), gives 

confidence in employing LUMA to investigate planetary wave modulation and 

propagation in response to thermal forcing initiated by anthropogenic 

emission of aerosols.  

4.4.2 LUMA simulations driven by PDRMIP responses 

 
We run LUMA with diabatic heating anomalies derived for the absorbing 

BC aerosol and precipitation anomalies induced by the different aerosol 

species. Figure 4.2 shows the pattern of heating rate anomalies due to the 

BCx10 absorption calculated in the SOCRATES radiative transfer model. The 

anomalous heating rates (up to 1 K day-1) driven by BC absorption are largely 

confined to pressures greater than 500 hPa, closely following the distribution 

of the PDRMIP BC burden (Chapter 3; Fig. 3.2). In addition, the precipitation 

anomalies in Figure 4.3 are used to estimate a 3-D distribution of anomalous 

latent heating for all experiments (see details in Section 4.3.2). We further 

investigate how the North Pacific stationary wave response is influenced by 

diabatic heating anomalies in different regions. 
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For comparison with the upper tropospheric responses at 300 hPa in the 

PDRMIP models, we show results from LUMA at σ = 0.35. The upper 

tropospheric circulation responses in the linear model are presented in Figure 

4.7. BCx10 heating causes the largest anomalous divergence in the tropics, 

with enhanced divergence over the equatorial Indian Ocean, the Philippines, 

the tropical Pacific, and over China (Fig. 4.7 panel a). Conversely, anomalous 

convergence is present along the equator in the Pacific and northern South 

America. The largest increases in geopotential height are located over China, 

extending in a southwest-northeast tilted pattern from India across the North 

Pacific to northern Canada. This response is predominantly driven by the 

direct radiative heating from the absorbing aerosol. To ensure this, simulations 

were performed including either direct radiative heating or latent heating. The 

pattern of geopotential height anomalies over China and the North Pacific 

qualitatively resembles the PDRMIP response seen in Figure 3.13(a); 

however, the upper level ridge near the Aleutian Islands is similar in 

magnitude to over eastern China in PDRMIP, while in LUMA it is 

proportionately weaker suggesting the stationary wave model is missing a 

process that amplifies the North Pacific ridge. 
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Figure 4.7: LUMA steady-state response (σ=0.35) to diabatic heating 
anomalies from the NDJFM global atmospheric absorption and precipitation 
for the BCx10 experiment: (a) divergence [s-1], (b) geopotential height [m], (c) 
meridional wind [m s-1], (d) zonal wind [m s-1]. Wind vectors are also shown in 
(a).  

Similarly, the anomalous meridional winds in LUMA show a wave train 

emanating from central China and propagating north-eastwards towards the 

North Pacific and Arctic (Fig. 4.7 panel c). There is also a wave train 

emanating from central China that propagates south-eastwards towards the 

equatorial Pacific. The zonal wind anomalies show a poleward shift in the 

upper tropospheric North Pacific jet maximum near Japan (cf. Johnson et al., 

2019), and a weakening near the jet exit region further downstream (Fig. 4.7 

panel d). 

 

To further explore the importance of local and remote BC forcing on the 

North Pacific upper tropospheric circulation, Figure 4.8 shows geopotential 
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height anomalies resulting from regional heating applied over China, 

Equatorial Africa, Indonesia and Nepal/India. These regions represent areas 

with the largest radiative heating from the BC absorption (Figure 4.2). The 

majority of the geopotential height increase over China and India is associated 

with local heating anomalies. Both regional forcings excite Rossby wave trains 

that propagate downstream in a north-easterly direction (Figure 4.9 panel a-

d) and project onto an increase in geopotential height near 60oN in the North 

Pacific and a decrease near 30oN, thereby contributing to the overall North 

Pacific response in Fig. 4.7(b). Conversely, localised heating over equatorial 

Africa and Indonesia have a negligible impact on circulation in the North 

Pacific, only inducing local wave trains (Figure 4.9 panel b-c). However, these 

four regions do not explain the full linear response to the global heating 

anomaly in BCx10. Figure 4.10a shows the sum of the geopotential responses 

for the four regions and Figure 4.10b shows the difference between the total 

response (Fig. 4.7 panel b) and this sum. This residual shows that heating 

outside of China, India, equatorial Africa and Indonesia also contributes to the 

increased upper tropospheric geopotential height over Japan.  
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Figure 4.8: LUMA steady-state NDJFM geopotential height [m] anomalies 
(σ=0.35) due to regional diabatic heating from the BCx10 experiment. The 
regions, defined by areas with the largest radiative heating from BC absorption 
(Figure 4.2), are: (a) China [100oE-125oE, 25oN-42oN], (b) Equatorial Africa 
[10oW-40oE, 0o-12oN], (c) Indonesia [95oE-125oE, 12oS-8oN] and (d) 
Nepal/India [65oE-95oE, 6oN-32oN].   
 

 

Figure 4.9: LUMA steady-state NDJFM meridional wind [m s-1] anomalies 
(σ=0.35) due to regional diabatic heating from the BCx10 experiment. The 
regions are: (a) China [100oE-125oE, 25oN-42oN], (b) Equatorial Africa [10oW-
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40oE, 0o-12oN], (c) Indonesia [95oE-125oE, 12oS-8oN] and (d) Nepal/India 
[65oE-95oE, 6oN-32oN]. 

 

 

Figure 4.10: LUMA steady-state NDJFM geopotential height anomalies 
(σ=0.35) due to diabatic heating from the BCx10 experiment. (a) Sum of 
responses to the four regions shown in Fig. 4.8 (China, Equatorial Africa, 
Indonesia and Nepal/India). (b) Difference between the response to the global 
diabatic heating field in Fig. 4.7 panel b and the sum of the four subregions in 
panel (a). 

 

Figure 4.11 shows the upper tropospheric meridional wind and 

geopotential height anomalies diagnosed from the linear model for: Sulx5, 

Sulx10a and BCx10a. The linear model does not reproduce the PDRMIP 

MMM response over the North Pacific in Sulx5 (Fig. 4.11 panels a,b). It does, 

however, reproduce the height anomalies over North America. We note that 

precipitation anomalies north of 45oN contribute to the split-trough over North-

West North America, where we see a local geopotential height minimum of 

around -2 m. In contrast, the PDRMIP pattern of response to Sulx10a is 

relatively well captured by the linear model (cf. Fig. 3.13 panel d and Fig. 4.11 

panels c,d). The precipitation anomalies over China and Nepal/India generate 

a trough over continental Asia. Further sensitivity simulations reveal that the 

trough around 25oN extending north-east over the North Pacific is excited by 

precipitation anomalies over China and Nepal/India (Figure 4.12). Heating 
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from remote regions, such as Africa, the western and eastern Indian Ocean 

and the equatorial Pacific Ocean have a smaller influence on the circulation 

changes in the North Pacific, but in combination, deepen the trough over Asia 

(Figure 4.13). Latent heat anomalies north of 45oN affect the anomalies in the 

Sulx10a experiment by broadening and enhancing the trough over the North 

Pacific. Heating from precipitation anomalies over Nepal/India compound the 

ridge over the subtropical east Pacific near 25oN, with its effect extending 

downstream over the Atlantic Ocean. 
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Figure 4.11: LUMA steady-state responses (σ=0.35) of (a, c, e) meridional 
wind [m s-1] and (b, d, f) geopotential height [m] due to diabatic heating from 
the NDJFM mean precipitation responses in the (a, b) Sulx5, (c, d) Sulx10a 
and NDJFM mean precipitation and atmospheric absorption in the BCx10a (e, 
f) experiments. 
 



- 121 - 

 

Figure 4.12: LUMA steady-state responses (σ=0.35) of (a, c) meridional wind 
[m s-1] and (b, d) geopotential height [m] due to diabatic heating from the 
regional NDJFM mean precipitation responses in the Sulx10a experiments. 
Regions shown are (a,b,e,f) China [100oE-125oE, 25oN-42oN] and (c,d,g,h) 
Nepal/India [65oE-95oE, 6oN-32oN]. 

 

The linear response to the combined aerosol and latent heating for 

BCx10a broadly resembles the PDRMIP MMM over the North Pacific (cf. Fig. 

3.13b and Fig. 4.11e,f), though with a more pronounced south-west north-east 

tilt of the ridge/trough pattern. Moreover, the response to BCx10a is 

structurally similar to that for BCx10. Much of the North Pacific response to 

both BCx10 and BCx10a is due to aerosol heating over India and China, with 

a comparatively smaller contribution from latent heating. 
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Figure 4.13: LUMA steady-state response (σ=0.35) of geopotential height [m] 
due to diabatic heating from the regional NDJFM mean precipitation 
responses in the Sulx10a experiments. (a) Response to Greater Asia region 
[65oE-140oE, 4oN-43oN]. (b) Responses to Greater Asia region plus Africa 
[5oW-48oE, 10oS-20oN], the western Indian Ocean [48oE-75oE, 5oS-20oN], 
equatorial Pacific Ocean [125oE-285oE, 15oS-15oN], tropical east Indian 
Ocean [80oE-125oE, 15oS-0oN] and north of 45oN (no box shown). 

4.5 Discussion and Conclusions 

Previous studies have provided a varying picture of the influence of AA 

emissions on North Pacific atmospheric circulation. I have used simplified 

model experiments with large, idealised aerosol forcings to investigate 

potential mechanisms through which changes in aerosol emissions affect the 

North Pacific. 

The discrepancies between the steady-state response to the diabatic 

heating anomalies in the linear stationary wave model and the results from the 

PDRMIP models in Chapter 3 should be contextualised by reminding the 

reader of the limitations of the linear model. One limitation is the absence of a 

fully integrated ocean model, which has been shown to be integral in 

assessing aspects of the climate response to aerosol forcing (Zhao and 

Suzuki, 2019). Another limitation is that the heating from BC absorption was 

estimated using a single offline radiative transfer model that differs from that 

used in most of the PDRMIP models. Another factor is that, for the sake of 

convenience, the mean precipitation anomalies were imposed even if they 
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were not statistically significant, which raises the potential for a component of 

climate noise to influence the LUMA results. Therefore, these simplifications 

must be taken into account when comparing the results of the linear model 

with the comprehensive climate models. Nevertheless, LUMA is useful for 

demonstrating aerosol-induced teleconnections from remote regions that 

have the potential to influence the AL. 

It must be acknowledged that there are some differences between the 

stationary wave pattern obtained from LUMA in response to the Sulx10a 

forcing (Fig. 4.11d) and the response seen in Wilcox et al. (2019) (their Figure 

8d). The sign of the stationary wave anomaly is opposite across the northern 

North Pacific, which is the key region in this analysis. There are distinct 

differences between the precipitation patterns derived from PDRMIP MMM 

and those used in the study by Wilcox et al. (2019) (their Fig. 6b) – notably 

the large negative precipitation anomalies south of the equator in Wilcox et al. 

(2019) are north of the equator in Sulx5 and Sulx10a in the PDRMIP MMM. 

Comparing with Sulx10a more specifically, the anomalies have opposite sign 

over India and China, however both are negative south of Japan and over the 

northern North Pacific. The difference in precipitation anomalies imposed over 

east Asia could be a source of the discrepancy in stationary wave response 

over the northern North Pacific and other regions. 

I have shown, using a linearized steady-state primitive equation model, 

that diabatic heating from the absorption of atmospheric BC over both 

Nepal/India and China, alongside latent heating from precipitation anomalies 

over India and East Asia generates Rossby wave trains that propagate 

downstream into the North Pacific sector. The response in the North Pacific 
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displays a similar barotropic nature compared with the results from the 

PDRMIP MMM in Chapter 3. The ridge evident, which extends into the North 

Pacific, is indicative of a weakening AL, whilst the increase in divergence 

anomalies in the tropical Pacific is commensurate with the early studies by 

Hoskins et al. (1977) and Hoskins and Karoly (1981) in affirming the 

hypothesised mechanism for tropical-extra-tropical communication. 

I have shown that the most important regions of BC emissions impacting 

on the North Pacific circulation are China and Nepal/India. I have shown that 

equatorial Africa and Indonesia have negligible impact on circulation in the 

North Pacific, however regions outside of these four study regions also impact 

on North Pacific upper troposphere dynamics in response to global BC 

perturbations. I conclude that the linear model does a relatively good job at 

capturing the response seen in the PDRMIP MMM in the Sulx10a experiment, 

however it does not reproduce the PDRMIP MMM response over the North 

Pacific in Sulx5, which indicates that the linearised primitive equation model 

neglects some key processes that determine the North Pacific response to a 

global increase in sulphate aerosols. The response to BCx10a in the linear 

model broadly resembles the PDRMIP MMM over the North Pacific albeit less 

robustly and is structurally similar to that for BCx10.  

I find the direct radiative effect is a considerably more important source 

of diabatic heating than the anomalous latent heating induced by the aerosol’s 

role in cloud formation and associated modification to precipitation patterns. 

The aerosol heating induces remote responses through anomalous RWS 

regions. This has also been found in a study by Yan et al. (2021), who 

demonstrated two mid-to-high latitude Rossby wave trains - propagating from 
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the subtropical Atlantic across Europe and Siberia, and from the Middle East 

across Asia and the Pacific Northwest – resulting from atmospheric heating 

caused by BC emissions from wildfires in equatorial Africa.  

The assessment of the relative importance of latent and radiative heating 

induced by aerosols must be further caveated with the fact that most global 

climate models are only partially capable of investigating the complex 

interaction between aerosols and shallow and deep convective cloud systems 

(Wang et al., 2014). The authors further highlighted discrepancies in the North 

Pacific between a climate model that uses cloud parameterization to represent 

deep convection and an embedded regional cloud-resolving model that can 

explicitly resolve cloud updrafts. Hence, the development of improved cloud-

aerosol microphysical schemes will facilitate future investigation of the 

dynamical responses to aerosol forcing. 

There remain substantial uncertainties in the global and regional forcing 

from AA. For example, at least 20% of the present uncertainty in simulated 

direct radiative forcing from BC is due to diversity in the vertical distribution of 

aerosol mass (Samset et al., 2013). Idealised sensitivity studies can therefore 

provide insights to the potential mechanisms that induce remote effects from 

aerosol forcing and have the advantage of achieving a larger signal that can 

be identified thereby overcoming some of the challenges of investigating the 

historical period when aerosols and GHGs have been changing 

simultaneously.  
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Chapter 5 - Developing regional nudging 
capability in FORTE2.0 

5.1 Introduction 

Chapters 3 and 4 focussed on using multi-model datasets to examine 

the role of external forcing in modulating North Pacific circulation, with a focus 

on the AL due to its intrinsic association with the PDO. The next two chapters 

of this thesis focus on developing a more general mechanistic insight to the 

processes underlying PDV, with a focus on the interactions between the 

extratropics and tropics. This is motivated by the hypothesis of Smith et al. 

(2016) that external modification of the AL can lead to a basin scale coupled 

atmosphere-ocean response that resembles the structure of the PDO. Studies 

such as those of Smith et al. (2016), Newman et al. (2016), Oudar et al. 

(2018), Dow et al. (2021) and Dittus et al. (2021) analyse the change to the 

AL (hence extra-tropics) resulting from either external forcing (e.g. AA 

emissions) or variability initiated in the tropics (e.g. ENSO). Therefore, even 

though modulation of the AL is considered precursory to subsequent tropical 

variability (e.g. PDO), the mechanism for AL variability is often traced back to 

tropical (Pacific) variability. To fully isolate the role of the AL in driving PDO-

like variability, this chapter documents the implementation of a nudging 

technique (also referred to as Newtonian relaxation) into a global atmosphere-

ocean climate model (FORTE2.0; see Section 2.4). The technique introduces 

extra terms to the equations that govern the tendencies of, for example, 

horizontal winds and temperature fields, in order to constrain the fields 

towards a pre-defined reference state (e.g. from reanalysis data). Nudging 

enables the study of the relationship between two remote regions by 

constraining one region and ‘nudging’ it towards a pre-defined state (e.g. 
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Watson et al., 2016; Pohl et al. 2014; Knight et al., 2017). Nudging is also 

utilised across meteorological and climate studies concerning climate model 

development and evaluation (e.g., Kooperman et al., 2012; Telford et al., 

2008; Schmidt et al., 2006). Nudging has proven to be useful in the 

development and evaluation of physical parameterizations and chemistry 

modules (e.g., Zhang et al. 2014; Ma et al., 2014; Zhang et al., 2012) because 

it enables a more meaningful comparison between model output and 

observations, including case study events, as a test of model performance 

(Zhang et al. 2014). In constraining a particular region, nudging allows us to 

isolate specific effects that may otherwise require very long simulations to be 

able to discriminate between signal and noise (e.g. Kooperman et al., 2012).  

There have been numerous studies in the climate dynamics community 

that have employed nudging to elucidate interconnections between remote 

regions. For example, Knight et al. (2017) used nudging (referred to in the 

paper as ‘relaxation’) to assess contributions of tropical regions to the record-

breaking observed winter rainfall in the UK in 2013-2014. Similarly, Watson et 

al. (2016) examined the impact of the tropical West Pacific on extreme 

meteorological events during 2013-2014 winter and concluded that this region 

had an important influence on remote regions through the excitation of Rossby 

waves. Other studies where nudging is applied include in the investigation into 

variability in mid-latitude blocking (Gollan et al., 2015), and understanding 

tropical convection in the context of the Madden-Julian Osciallation (MJO) 

(Pohl and Crétat, 2013). The relationship evident in observations between the 

tropospheric MJO and the stratospheric quasi-biennial oscillation is explored 

using a set of spectrally-nudged ensemble simulations in Martin et al. (2021). 

Here, zonal-mean zonal and meridional wind fields in the stratosphere are 
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relaxed and the troposphere is left to evolve freely. Similar simulations with 

stratospheric relaxation have been examined by Chrysanthou et al. (2019) 

investigating the effect of nudging towards reanalysis datasets on the 

stratospheric residual circulation. Thus, the widespread application of nudging 

in atmospheric models and the documented methodologies allows confidence 

to be taken for the implementation of an equivalent method in the FORTE2.0 

model. While models with this capability exist, they are generally 

computationally expensive to run and need to be compiled on large High 

Performance Computing platforms (e.g. ARCHER). FORTE2.0 is a much 

more computationally efficient model, enabling different configurations and 

large ensembles of experiments to be integrated quickly. Furthermore, the 

model code is sufficiently tractable and flexible that the model can be 

developed by a small team rather than the vast team of developers required 

for the Met Office Unified Model.  

This chapter outlines the steps taken to develop a nudging code in the 

FORTE2.0 coupled climate model, firstly from the compilation of the model 

onto the Leeds HPC, to testing and implementation of the newly developed 

code. The final code is presented in the Appendix. 

5.2 Aim and research question 

The motivation is to develop a tool to explore the mechanisms that drive 

the communication between the tropical and extra-tropical Pacific Ocean 

through the atmospheric bridge (e.g. Newman et al. (2016)). To achieve this, 

I aim to develop and test a nudging capability in the atmospheric component 

(IGCM4) of the FORTE 2.0 model.  
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5.3 Background 

5.3.1 FORTE 2.0  
FORTE 2.0 was compiled from the model source code from the publicly 

available github page (https://github.com/NOC-MSM/FORTE2.0) onto the Tier 

3 ARC4 HPC cluster. ARC4 has 149 standard nodes with 40 cores each. The 

integration of the model on the ARC4 HPC cluster is relatively fast, where 1 

model year takes around 7 minutes to compile. Further details of the model 

and its components is given in Chapter 2 section 2.4. 

5.3.2 Model Validation  
Prior to developing the nudging code, I first validated the representation 

of Pacific climate and climate variability in FORTE 2.0 against reanalysis data 

to assess its suitability for my intended application. A 250-year control 

simulation was performed using the configuration described in Chapter 2 

section 2.4 with the analysis using the final 100 years of the integration. Figure 

5.1 shows timeseries of the PDO index and maps of the PDO expression in 

surface temperature in FORTE2.0 and the HadISST version 1.1 observational 

dataset from 1920-2019. The method for calculating the spatial signature of 

the PDO is described in Section 2.5.4. Figure 5.1 shows similarities between 

the modelled and observed PDO structure across the North Pacific, with the 

characteristic horse-shoe pattern extending out eastwards from Japan. In both 

cases, the PDO is shown in its negative phase. The magnitude of the 

oscillation in the tropical regions is less pronounced in FORTE2.0 but is still 

evident. There is good qualitative agreement extending down into the 

subtropical south Pacific. The PDO index time series shows decadal scale 

variability, consistent with observations.  
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To assess the model’s representation of the atmospheric bridge and the 

communication between the tropical Pacific and extra-tropical Pacific, Figure 

5.2 shows the lead-lag relationship of SSTs in both regions regressed onto 

the PDO index. As one would expect, the largest correlation between the PDO 

and North Pacific SST occurs at lag-0. SST variability in the tropical Pacific 

exhibits a leading tendency in relationship with the PDO, concurring with the 

general consensus that the tropical Pacific drives substantial variability in the 

extratropics (e.g. Newman et al., 2016). This is further highlighted in Figure 

5.3 where the greatest surface ocean anomalies in the tropical Pacific are 

found to lead the PDO by 7 months. However, the presence of a ‘shoulder’ at 

positive lag values up to +6 months (red line, Figure 5.2) highlights that there 

is a positive correlation where the extratropics leads the tropics, implying a 

potential role for the extratropics in driving SST variability in the tropics. 

  

 
Figure 5.1: Upper two panels: (left) Normalised PDO index from the HadISST 
observational dataset (months spanning 1920-2019). (right) Normalised PDO 
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index from the FORTE 2.0 control run (final 100 years). Black line represents 
monthly values, red line represents the 12-month running mean.  Bottom two 
panels: (left) Linear regressed SSTAs from observations onto the PDO index 
of HadISST version 1,1. (right) Linear regressed SSTAs onto the PDO index 
from the FORTE2.0 control experiment. Both of the bottom two panels show 
the PDO in its negative phase. 
 

 

Figure 5.2: Lagged regression of FORTE2.0 SSTs onto North Pacific SSTs 
PC1 (PDO indices). The regions defining the North and Tropical Pacific are 
shown in the blue and red boxes in Figure 5.3, respectively. 

 

Figure 5.3: Lagged regression of SSTs onto North Pacific SSTs PC1 (PDO 
indices). Bottom panels show LR at lag=0 months and lag=-7 months. Red 
box – Tropical Pacific, Blue Box – North Pacific 

In addition to simulating PDO-like variability, I validated the ability of 

FORTE2.0 to represent the AL. Figure 5.4(b) shows the representation of the 

AL as an extended boreal winter season (NDJFM) anomaly from the annual 

mean. For comparison, Figure 5.4(a) shows the ERA5 reanalysis dataset. 
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While the climatological AL is deeper in the reanalysis dataset there is an area 

of sustained low pressure in the north Pacific over the Aleutian Islands 

representative of the AL.  

 
Figure 5.4:  Comparison between climatological AA in ERA5 reanalysis data 
and in FORTE2.0. The annual mean SLP is subtracted from the extended 
boreal winter [NDJFM] to produce the anomalies. 

Assessing the relationship between the PDO and the AL in FORTE 2.0 

was accomplished by calculating the lead-lag correlation between the PDO 

and AL indices and linearly regressing the AL anomalies onto the first PC of 

SST anomalies in the region defining the PDO. Figure 5.5 shows a 

simultaneous relationship between PDO and NPI indices, implying that 

simultaneous variability in both indices, which is also in agreement with 

Newman et al. (2016). 
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Figure 5.5: Top - time series of PDO and NPI Index from years 150-250 of 
control run. Bottom left- Correlation between PDO and NPI Indices with 
various time lags. Bottom right – LR of SLP anomalies onto SST PC1 at lag=0. 

In summary, FORTE2.0 produces PDO-like variability with a similar 

spatial pattern to observations but a weaker amplitude in the tropical and 

South Pacific. The climatological AL is weaker in FORTE2.0 than in reanalysis 

data, but the relationship between the AL and the PDO is similar to that found 

in observations. The satisfactory representation of these aspects of variability 

gave me confidence to proceed with developing the nudging code within the 

atmospheric component of FORTE 2.0 

5.4 Nudging code development 

5.4.1 IGCM4 Model Structure 
The structure of the IGCM4 model is shown in Figure 5.6. The key 

routines that make up the code are shown, as well as the points where spectral 

to grid point space transformations are performed.  
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Figure 5.6: Adapted from the IGCM original documentation. Overall model 
structure of IGCM. For descriptions of the individual routines, see the original 
documentation.  

5.4.2 Code development 
The first challenge in code development was remotely compiling the 

model onto the ARC4 HPC at Leeds during the COVID-19 pandemic. Learning 

FORTRAN on the fly whilst ironing out bugs in the compilation with limited 

assistance was a major challenge, but one that allowed me to learn the 

fundamentals of the model architecture.  
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The nudging code is implemented in the atmospheric component of the 

model (IGCM4). IGCM4 is a spectral primitive equations model, which uses a 

spherical geometry with representation of the fields at each level as a 

truncated series of spherical harmonics. Given how the code has been 

annotated and updated, navigating, and developing the IGCM4 code was very 

challenging.  Previous edits had been made in IGCM4 to implement nudging 

of zonal mean fields (wavenumber-0 in spectral space) in the stratosphere (in 

the DIFUSE routine). However, initial attempts to modify this existing code to 

enable regionally varying nudging in grid point space proved unsuccessful. 

Extensive testing revealed that the DIFUSE routine could not accurately 

perform the multiplication of nudging coefficients. This was due to the 

limitations of performing the operation in spectral space in which the required 

operation was an array convolution. Figure 5.7 shows a comparison between 

a convolution (representing spectral space) of spectral coefficients and a 

multiplication (representing grid point space). Therefore, due to the 

requirement to nudge across all spectral wavenumbers in a specified region 

(spatially and vertically), and re-engineering the code to allow matrix 

multiplication in grid-point space, the routines DGMRLT and MGMRLT were 

chosen to add the gridpoint tendencies to U,V,T, and surface pressure fields. 

As shown in Figure 5.6, these routines are performed after the prognostic 

variable fields have been transformed into grid-point space.  
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Figure 5.7: Using spharms python package, panel (a) shows the spatial filter 
in grid-point space after multiplication by a latitude/longitude mask. (b) shows 
the spatial filter in spectral space after convolution with a latitude/longitude 
mask.  

The mathematical form of the nudging equation is similar to that in Jung 

et al. (2010) and Watson et al. (2016), with two additional terms to account for 

vertical dependence (α) and seasonal dependence (β) in the nudging 

strength: 

 𝛿𝑥 = −𝛾(Φ, 𝜆, 𝛼, 𝛽)(𝑥 − 𝑥7.8)/𝜏 Equation	5.15	

where x is the variable being relaxed, xref is the reference value, and t 

is the nudging strength (set to 6hr). The spatial extent, -γ(Φ,λ), of the nudging 

was tested extensively, aiming to avoid any shock effects at the boundaries 

and spurious effects of nudging near polar regions. a and b represent the 

vertical and temporal variability in the nudging coefficients, respectively. The 

regional extents were determined as 

 

 𝛾(Φ, 𝜆) = 𝑓(Φ,Φ9, Φ#)𝑓(𝜆, 𝜆9, 𝜆#) Equation	5.16	

where, 

 𝑓(Φ,Φ9, Φ#) = [
1

1 + 𝑒+
(;+;!)

=!

][1 −
1

1 + 𝑒+
(;+;")

="

] Equation	5.17	
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 𝑓(λ, λ9, λ#) = [
1

1 + 𝑒+
(>+>!)
=!

][1 −
1

1 + 𝑒+
(>+>")
="

] Equation	5.18	

 

with Φ1 and Φ2 representing the southern and northern limits of the 

latitude, respectively. λ1 and λ2 represents the western and eastern limits of 

the longitude, respectively.   

The vision for the application of this nudging code was to test the effect 

of an anomalous lower tropospheric, North Pacific state in an extended boreal 

winter on Pacific modes of variability. Therefore, the strength of the 

tropospheric nudging is set to its maximum value at the lowest pressure level 

(sigma = 0.96), which decreases to zero in the uppermost level of the 20-level 

IGCM4 atmosphere. The target region for the nudging is the extent of the 

region in which the climatological AL is defined [30oN-65oN, 160oE-140oW]. 

Additionally, the nudging code was designed so that the nudging would only 

take place during the extended boreal winter (NDJFM), peaking on January 

15th. A Gaussian function, based on the evolution of NPI strength in ERA5 

(Figure 5.8), was implemented to ramp up/down the strength of the nudging 

throughout the extended winter. 
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Figure 5.8: Fitting a gaussian function (black line) to the average strength of 
the NPI across the 4-month extended boreal winter in ERA5 (red line). The 
Gaussian fitting process shown here was used for the testing of the ramp 
up/down of temporal nudging coefficient.  

5.4.3 Choice of reference state, xref 

Figure 5.4 showed the climatological AL in FORTE2.0 is weaker than in 

ERA5; however, there are individual winters within which the NPI anomaly 

falls within the spread of the reanalysis data. A reference state was chosen 

from the FORTE2.0 control run that represented an anomalously strong AL 

state. Year 163 of the spin-up run shows the strongest NPI, and this was 

chosen to represent the test case in the analysis (Figure 5.9). The SLP 

anomaly peaks in January of year 163 (Figure 5.9), in agreement with the 

anomaly seen in ERA5. Therefore, January of year 163 was taken as the 

reference anomaly. 

 

 

Figure 5.9: SLP anomalies [hPa] in years 150-250 of the FORTE2.0 control 
run (thin grey lines). Days (x-axis) represent day of the year, e.g. 0 = January 
1st. Blue line represents the strongest AL year used as the reference state for 
the nudged simulation.  

5.5 Nudging code testing and implementation 

To test that the nudging code was implemented correctly, various test 

simulations were performed.  
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In the first instance, a global nudged run was performed with nudging 

applied at each timestep (20 minutes) through the extended boreal winter. 

Figure 5.10 shows surface pressure anomalies over the first four timesteps of 

a case where nudging was applied globally to surface pressure only. The 

comparison is made with the anomaly in the reference state, xref.  

 

 

Figure 5.10:  Model validation. (Left hand column) The first 4 timesteps of a 
globally nudged model (where only surface pressure is nudged) [Nudged run 
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– Control Run] compared against (Right hand column) the nudging 
climatology. Panels b, d, f and h are identical to aid comparison with panels 
a, c, e and g. 
 

 

Figure 5.11: Comparison of surface pressure anomalies [hPa] between a 
globally nudged simulation (b) and a regionally nudged simulation in the North 
Pacific (d) [Nudged run – Control] using the same xref. Left hand represents 
the climatology towards which the simulations are being nudged (panels a and 
c are identical). In each simulation t = 48hr. 

Given that nudging the variables globally was producing a satisfactory 

representation of the nudging reference state, Figure 5.11 shows the 

comparison between a globally and regionally nudged simulation. The aim of 

this test was to assess the result of applying a spatial filter to the nudging 

reference state where the nudging coefficients would taper to 0 at the margins. 

Various filters were tested aiming to minimise any ‘shock’ when the pre-

dominantly zonal moving trade winds impinge on the nudging domain, whilst 

encompassing the full domain over which the AL forms. Comparing Figure 

5.11 panels b and d shows the expected effect of the spatial filter with the 
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largest anomalies present within and downstream of the spatial filter selected 

(i.e. across the extratropical North Pacific and into the North Atlantic). 

The effect of varying the nudging timescale (t) between 6hr and 48hr 

was tested. Figure 5.12 shows the results of a set of three experiments where 

the t was set to 48hr (in panel a,d) and 6hr (in panels b,e and c,f), in each 

case the model is stable with the North Pacific being drawn towards the 

nudging reference state. In Figure 5.11, which displays the difference between 

a model nudged globally and in the region of the North Pacific only, a value of 

t was also set to 48hr. After further testing, a value of 6hr was chosen for 

future work to align with previous studies such as Jung et al. (2010), Watson 

et al. (2016) and Knight et al. (2017). It became evident during testing that the 

preferred approach was, in focussing on an extended boreal winter, that all 

simulations would commence nudging in November of year 1 of the 

simulation, rather than on 1 January when the model is initialised. 

Figure 5.12 shows the effect of different spatial filters (with varying 

latitudinal and longitudinal forms) on the performance of the nudged 

simulation. The results of applying these filters in the nudged simulations is 

shown in Figure 5.12 d, e and f.  Panels a, b and c show three different spatial 

filters. Here, the simulation in panel a, d has t = 48hr, the simulations in panels 

b, e and c, f have t = 6hr. Comparing the nudged simulations to the target 

reference state, it is clear that with t = 6hr and the spatial filter extending 

further poleward, the reference state is more accurately reproduced. Key 

features which provide confidence in the methodology include the absence of 

strong anomalies in regions outside the North Pacific. The shape of the 

Gaussian function that applied weights to the temporal nudging coefficients 
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throughout this season was tested. To maximise the nudging signal, a ‘super’ 

Gaussian function, which has a more persistent maximum coefficient 

throughout the season, was tested and applied to the simulations shown later 

in the chapter. In order to impart maximum nudging strength in the lower 

troposphere whilst nudging throughout the 20-level tropospheric column, the 

vertical nudging strength decreases with height. Various vertical tapers were 

tested to ensure no undesirable effects manifest and to ensure model stability. 

Figure 5.13 shows a comparison between the input reference state (panel a) 

and the output anomaly (panel b) at the upper troposphere, demonstrating a 

reduction in nudging strength with height in the tropospheric column. Panel c 

shows vertical profiles of various tapers that were tested with the results in 

panels a and b corresponding to KNUDGx1 in panel c. Figure 5.14 shows the 

strength and shape of the finalised spatial, vertical, and temporal tapers that 

are used in the subsequent simulations. 

 

Figure 5.12: Panels a,b,c show three different spatial masks (SM1, SM2, SM3) 
applied in the testing phase of model development. Panels d,e,f show the 
surface pressure response to nudging experiments [Nudged run – Control] 
with these spatial masks a, b and c, respectively. t = 48hr for panel d and t = 
6hr for panels e and f.  
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Figure 5.13: (a) Upper troposphere zonal wind input reference state (b) Upper 
troposphere zonal wind anomaly corresponding to vertical nudging strength 
KNUDGx1 in panel (c). (c) Vertical profiles of vertical nudging tapers tested. 

 
Figure 5.14: Details of the nudging kernel optimised through testing. (a) 
Spatial nudging strength (corresponds to SM3, Figure 5.12), (b) vertical profile 
of nudging strength and (c) temporal shape of nudging strength. 

To assess the stability of the model with the additional nudging 

tendencies applied, the temporal evolution of the TOA energy budget was 

analysed. In an equilibrium climate, there is a global balance between 

incoming and outgoing radiation. Applying additional tendencies through a 

forced perturbation has the potential to disrupt this equilibrium state, however 

the evidence from Figure 5.15 suggests that, although there is an initial 

response of the system in the first 2-3 years amounting to an increase in 

GMST of around 0.1 K, the climate reaches a new equilibrated state with no 

evidence of longer-term model drift. 

 



- 144 - 

 

Figure 5.15: a - Time evolution of Top Downward Net Shortwave Flux anomaly 
[Strong AL – No Nudge]. Red = monthly anomaly. Blue = 12-month running 
mean. b – Same as a but Time evolution of TOA Net Radiative Forcing 
anomaly [Strong AL – No Nudge]. c – same as a but Top Upward Longwave 
Flux anomaly [Strong AL – No Nudge]. d - same as a but Time evolution of 
GSAT anomaly [Strong AL – No Nudge]. 

Given the focus of this work is on decadal variability, I decided on an 

experiment design whereby individual ensemble members would be 

integrated for 30 years, with nudging applied each winter and then terminated. 

This would simulate a scenario in which there is a persistent AA anomaly that 

is externally-driven over decadal timescales, but does not build up spurious 

signals over many decades from applying the same anomaly year-on-year. 

To implement this experiment strategy, I developed shell scripts that allow 

large ensembles of nudged simulations to be performed, with each simulation 

spinning off from different initial conditions taken from the control run. A 

schematic representation of the ensemble simulations is depicted in Figure 

5.16. Here, initial conditions are taken from a given year and the subsequent 

ensemble member retrieves the initial conditions by cycling backwards in time 

in one-year increments. This differs from other methods in which ensemble 

members are generated (e.g. perturbed parameter or stochastic physics), for 
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which the reader is referred to Chapter 1, section 1.8 for a comprehensive 

overview. Nonetheless, the result of this method is that nudging towards the 

same state is applied to different climate states, facilitating a measure of 

internal variability. 

 

Figure 5.16: A schematic representation of ensemble simulations. Initial 
conditions for each ensemble member are taken from one point in time (e.g. 
starting at time t = x).  

To demonstrate results of ensemble generation, Figure 5.17 shows the 

comparison between the surface temperature nudging reference state 

(derived from January of year 163 from the control run) and the anomaly 

calculated from the ensemble mean of a 50-member nudged run with respect 

to the control run. Similar broad patterns are evident in the North Pacific, but 

the ensemble mean exhibits much less noise meaning a clear signal from the 

influence of the intensified AL can be extracted. Similarly, Figure 5.18 shows 

the upper tropospheric wind anomalies generated from the nudged run 

ensemble, when compared with the extended control run.  
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Figure 5.17: Surface temperature anomaly.  Left: Nudging reference state 
(towards which the model is drawn). Right: [Strong AL – No Nudge] ensemble 
mean anomaly. Stippling indicates regions of 95% significance where 
ensemble mean value lies outside of bounds +/- 1.96 times S.D. 

 

Figure 5.18: Upper Troposphere Wind anomalies. Left: Upper Troposphere 
Zonal Wind [Strong AL – No Nudge], Right: Upper Troposphere Meridional 
Wind [Strong AL – No Nudge]. Stippling indicates regions of 95% significance 
where ensemble mean value lies outside of bounds +/- 1.96 times S.D. 

I have demonstrated the development of new functionality for the 

FORTE 2.0 model which, through extensive testing has been proven to be 

stable and functional. The nudging code (given in full in the Appendix) is 

ported in the CREATE.basic.L20 script and toggled on with the LNUDGGP 

switch in the namelist. Additional python scripts were written to pre-process 

the data into the correct (.dat) format. The python scripts are interactive and 

allow adjustments to be made to the spatial nudging strength as well as 

conditioning the state towards which the model will be nudged. Upon 

execution of the model with the new nudging code, the model slows down, 

taking around 15 minutes to complete one model year or double the simulation 
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time of the original model. However, this is still relatively fast for a GCM 

meaning the full ensemble experiment could be performed in less than one 

week. 

While nudging is a powerful tool to explore climate interactions and 

isolate specific parts of the system, a limitation is that it breaks the dynamic-

thermodynamic coupling and introduces an inconsistency between the model 

dynamics and physics. The solutions by construction have the potential to 

violate normal constraints on global circulation, such as the conservation of 

momentum and energy. In some cases, the model may be drawn towards a 

solution that is different from its own steady state (e.g. if being drawn towards 

observational data). Furthermore, nudging can induce non-negligible changes 

to the hydrological cycle (Kooperman et al. 2012) whilst Zhang et al. (2014) 

noted changes in the radiation budget arising from nudging. These caveats 

must be borne in mind when interpreting results derived from nudging 

experiments and one must be sensitive to the potential for introduction of new 

biases and unrealistic fields. Nevertheless, the extensive testing carried out in 

the development of the nudging capability in FORTE2.0 lends confidence that 

it can be a useful tool to investigate the wider impacts of anomalous 

atmospheric circulation in the North Pacific on the Pacific basin.  
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Chapter 6 - Tropical Pacific warming forced by 
strong Aleutian Low via the seasonal footprint 
mechanism 

6.1 Introduction  

Chapter 1 described how the AL is a precursor to the oceanic expression 

of the PDO in the North Pacific (Newman et al. 2016; Smith et al. 2016), 

including the North Pacific subpolar gyres (e.g. Pickart et al. 2008), upper 

ocean temperatures (e.g. Latif and Barnett, 1996) and sea surface height (e.g. 

Nagano and Wakita, 2019). On interannual to decadal timescales, the AL is 

modified by tropical Pacific SST anomalies that excite upper tropospheric 

Rossby waves which propagate to the extratropics as part of the ‘atmospheric 

bridge’. The prevailing model for the PDO therefore regards the extratropical 

atmosphere-ocean response to be predominantly driven from the tropical 

Pacific (e.g. Newman et al., 2016; Zhao et al. 2021). Nevertheless, decadal 

changes in the AL may be driven by mechanisms other than the tropics, 

including Arctic sea ice changes (Simon et al. 2021; Deser et al. 2016), the 

stratosphere (Richter et al., 2015) and regional radiative forcing (Smith et al, 

2016; Dow et al. 2021; Dittus et al. 2021). In these cases, it is less understood 

the extent to which an anomalous AL can itself drive tropical Pacific SSTs and 

may therefore generate basin-scale SST anomalies that are not confined to 

the North Pacific. Some studies have proposed that low frequency variability 

can originate from the extratropical North Pacific (e.g. Lysne et al., 1997) due 

to oceanic integration of stochastic atmospheric forcing, seasonally-insulated 

ocean temperature anomalies (e.g. Alexander and Deser, 1995), wind-driven 

adjustment of the ocean gyre circulation (Taguchi et al. 2007) and Rossby 

wave adjustment (Schneider et al. 2002; Kwon and Deser, 2007). Modulation 
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of the North Pacific subtropical gyre (Gu and Philander, 1997; Zhang and 

McPhaden, 2006) has also been shown to impact extratropical to tropical 

communication. Here, changes to the overturning circulation affect the degree 

to which cooler surface waters are advected equatorward and subsequently 

upwelled (McCreary and Lu, 1994). 

Pierce and Barnett (2000) examined mechanisms linking the 

midlatitudes and the tropics in the Pacific on decadal timescales. They found 

a low frequency relationship between patterns of North Pacific SST and 

surface wind stress reaching the equator, implying extratropical modulation of 

the trade winds in the tropics on decadal timescales. This finding is supported 

by Barnett et al. (1999). A role for atmospheric forcing is also elucidated in a 

modelling study by Clement et al. (2011), who hypothesised that tropical 

decadal variability does not require interactive ocean dynamics and is 

consistent with stochastic atmospheric forcing. Therefore, the nature of the 

forcing from the extratropical Pacific is still not fully understood. 

Sun and Okumura (2019) imposed anomalous surface heat fluxes 

associated with the NPO in a coupled model and found that North Pacific 

variability could, albeit weakly, affect decadal variability in the tropics. The 

causal mechanism found is known as the seasonal footprint mechanism 

(SFM). Winter net surface heat flux anomalies associated with large-scale 

extratropical atmospheric variability can cause SST anomaly persistence 

through spring-summer. Atmospheric circulation anomalies (i.e. zonal wind-

stress), driven by the subtropical portion of the SST footprint, then modulate 

tropical SSTs through coupled atmosphere-ocean dynamics. The SFM can 

account for up to 70% of interdecadal tropical Pacific SST variability (Vimont 
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et al., 2003). Liu et al. (2021) highlighted the role SFM plays in communicating 

anomalous North Pacific SSTs to the tropical Pacific where modulation of the 

PNA pattern causes modulation of the Atlantic Warm Pool.  

In this chapter, I aim to build on the work of Sun and Okumura (2019) to 

further investigate the mechanisms that drive communication between the 

wintertime extratropical North Pacific atmosphere and the tropics over 

decadal timescales. This will lead to better understanding of the role the AL 

plays in governing basin-scale PDV. To this end, I design and run an 

ensemble of nudging simulations in an intermediate complexity coupled 

climate model (FORTE2.0) to isolate the impact of an anomalous AL on 

climate. I compare the nudging simulations with a free running control 

simulation to allow me to isolate the mechanisms resulting from the 

anomalous AL.  

6.2 Aim and research questions 

This chapter aims to increase the understanding of the relationship 

between the extratropical North Pacific and tropical Pacific by answering the 

following research questions: 

1. Do nudging simulations where the North Pacific is nudged towards an 

anomalous AL state during an extended boreal winter produce a 

significant signal in tropical Pacific climate over interannual to decadal 

timescales? 

2. If so, which mechanism(s) facilitate this communication between the 

regions and, over what timescale(s) do these mechanisms operate? 
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6.3 Methods 

6.3.1 Model simulations      
All simulations in this chapter were performed using the nudging 

configuration of FORTE2.0 described in chapter 5. The reference state was 

an anomalously strong AL state simulated in a winter from the FORTE2.0 

control run. An ensemble of 50 members was integrated for 30 years with 

nudging towards the reference state applied in each winter; this is referred to 

as NUDGED. The analysis uses all 1500 years of the NUDGED simulation 

and compares this to a control run.     

6.3.2 Mixed Layer Heat Budget Analysis 

To analyse the mechanisms that contribute to any change in the upper 

ocean (~30 m) temperature, I perform a mixed layer heat budget analysis in 

the regions shown by the green and black boxes in figure 6.2 (representing 

North Pacific subtropics and the Nino 3.4 region, respectively). Daily 

temperature tendencies due to advection, vertical and horizontal diffusion and 

convection are output from FORTE2.0. The vertical diffusion term represents 

the contribution due to surface heat fluxes. As described in the FORTE2.0 

development paper (Blaker et al. 2020), starting from 5oN/S the horizontal 

diffusion term increases from its default value to 20 times this value at the 

equator to counteract equatorial upwelling and parameterise the eddy heat 

convergence. The advection term is composed of vertical, zonal, and 

meridional terms which can be expressed as: 

 
𝑎𝑑𝑣.= 𝑢

𝛿𝑇
𝛿𝑥

+ 𝑣
𝛿𝑇
𝛿𝑦

+ 𝑤
𝛿𝑇
𝛿𝑧

 
Equation	

6.19	
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I linearize the constituent terms of Equation 6.1 to investigate the 

relative role of the changes to ocean current velocity and temperature gradient 

in the form (demonstrated for meridional advection): 

 
8𝑣
𝛿𝑇
𝛿𝑦=

?

= 𝑣?
𝛿𝑇$
𝛿𝑦

+ 𝑣$ 8
𝛿𝑇
𝛿𝑦=

?

+ 𝑣′ 8
𝛿𝑇
𝛿𝑦=

′ 
Equation	

6.20	

where the subscript 0 denotes control run values and the prime denotes 

the deviations from the control run in the nudging experiment. 

6.4 Results 

As expected, the atmospheric circulation anomalies in the North Pacific 

in NUDGED closely follow those of the imposed reference state. There are 

cyclonic surface wind anomalies (max ~5 m s-1) and an extension and 

narrowing of the subtropical jet over the North Pacific (Figure 6.1). The upper 

tropospheric meridional wind anomalies show a northward surface anomaly 

extending from the central northern subtropics to the coast of North America. 

Analysis into changes in RWS activity show anomalies in the western and 

central North Pacific (not shown). Interestingly, nudging the AL also generates 

surface and upper tropospheric zonal wind anomalies in the North Atlantic 

sector that resemble the reference state; however, further investigation of this 

downstream influence is beyond the scope of this chapter.  
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Figure 6.1: a-d: Annual anomaly [NUDGED – Control] mean (a,b) surface and 
(c,d) upper tropospheric (a,c) zonal wind and (b,d) meridional wind fields. 
Stippling denotes anomalies that are statistically significant at the 95% 
confidence level.  

The ensemble mean difference in Pacific near-surface air temperature, 

expressed as an anomaly per unit PDO index anomaly, in the NUDGED 

simulation is shown in Figure 6.2b. There is a horse-shoe pattern of 

temperature changes across the North Pacific comprising of warming in the 

north and eastern Pacific and along the west coast of North America, and 

cooling in the western North Pacific/KOE region. The strongest warming (0.2-

0.3 K/s.d.) is seen over the North Pacific and western North America. There 

is weaker (0.02-0.04 K/s.d.), but statistically significant warming simulated in 

the eastern and central equatorial Pacific. There are weaker changes in 

temperature that are not statistically significant in the Southern hemisphere. 

There is a high degree of agreement between the spatial pattern of the 

NUDGED anomaly and the PDO in the control run (Figure 6.2a), 

demonstrating that anomalies in the AL alone can generate a response that 
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resembles the basin scale mode of Pacific variability, but with a weaker 

signature in tropical temperatures. 

 

Figure 6.2: Near surface air temperature anomalies for (a) regression onto the 
PDO index in the control experiment and (b) ensemble mean composite 
anomaly for all years of the NUDGED strong AL experiment. Units are K per 
standard deviation. Stippling denotes anomalies that are statistically 
significant at the 95% confidence level.  

The seasonality of the internally generated PDO in FORTE2.0 shows 

that the largest tropical temperature anomalies occur in boreal spring (MAM) 

and then dissipate in JJA (Figure 6.3, panels a-d). This seasonality agrees 

with that in the HadISST dataset (Figure 6.3, panels e-h). Wang et al. (2013) 

attribute the seasonality of the PDO to surface wind variability in the tropics 

and seasonal variability in the MLD across observational and model datasets, 

with strong surface wind variability in early spring responsible for the 

increased variability in the PDO. Other processes, such as variability in solar 

radiation, clouds and SST gradients in the North Pacific may affect the 

seasonality of the PDO. 
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Figure 6.3: Panels a-d - Seasonal mean near surface temperature anomalies 
regressed onto the PDO index in the control experiment. Scaled by 5x for 
comparison with HadISST data (panels e-h). Units: K per standard deviation. 

The seasonality of the temperature anomalies in the NUDGED 

experiment is shown in Figure 6.4 for years 1-2 and years 3-4 followed by the 

remainder of the run (years 5-30). The initial response to the intensified AL is 

a warming in the subpolar gyre in SON. This amplifies in DJF, where a tongue 

of warming also extends into the subtropical North Pacific. This pattern 

persists into MAM, but is also accompanied by warming in the eastern tropical 

Pacific. By JJA, the tropical and subtropical temperature changes have 

weakened leaving warming in the subpolar gyre. The positive temperature 

anomaly dissipates quicker over North America due to the differences in land-

sea specific heat capacities. A similar seasonal evolution occurs in years 3-4, 

but the tropical warm anomaly emerges earlier in DJF and extends further 

westward at its peak in MAM. The anomalies in years 5-30 show a similar 

spatiotemporal pattern to the first 4 years, suggesting the mechanism(s) by 

which the anomalies manifest are consistent throughout the nudged run. 

Slight differences between the years 1-4 and 5-30 are the extent of the robust 

signal in the tropical Pacific – there is a slight reduction in the warming region 
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in JJA and no significant western tropical Pacific warming in MAM for years 5-

30. The signal of peak tropical warming occurring in MAM in NUDGED 

qualitatively agrees with observations of the PDO (Figure 6.3).  

 

Figure 6.4: Ensemble mean near surface air temperature anomaly [K/s.d.] in 
the NUDGED strong AL experiment. Anomalies are shown for seasonal 
means over years 1-2 (panels a-d), years 3-4 (panels e-h) and the remainder 
of the simulation (years 5-30; panels i-l). Stippling denotes anomalies that are 
statistically significant at the 95% confidence level.  

To investigate the mechanisms behind the subtropical and tropical 

temperature anomalies evident in Figure 6.4 and in Figure 6.2, I conducted a 

mixed layer heat budget analysis in these regions. The subtropical and Niño 

3.4 regions show different annual cycles with respect to their mixed layer 

temperature tendency anomalies (Figure 6.5 a,b). The peak surface 

temperature tendency in the subtropical northern Pacific occurs during the 

nudging period (boreal winter), whereas the peak warming tendency in the 
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tropical Pacific region occurs later in FMA. For the subtropical region, the 

vertical diffusion term (contribution from surface heat fluxes) is offset by 

advection in driving the temperature tendency. The anomalous advection term 

is dominated by the meridional component. The maximum tendency due to 

vertical diffusion is in DJF (~0.28 K/month) and the minimum tendency from 

advection is in JFM (~ -0.24 K/month). In the Niño 3.4 region, anomalous 

advection contributes to a warming tendency year-round, with the maximum 

(~0.3 K/month) in MAM. Here too, the meridional component of the advection 

dominates. This warming is offset by anomalous vertical diffusion and 

convection terms, which remain negative year-round. Meridional advection 

therefore contributes to cooling in the subtropical North Pacific, whereas it 

causes warming in the Niño 3.4 region. 
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Figure 6.5: a,b: Subtropical North Pacific (a) and Niño 3.4 (b) region heat 
budget analysis and constituent terms. c,d: Linearised meridional advection 
terms.  Each value represents a moving 3-month moving average. 

Given the importance of meridional advection for the anomalous mixed 

layer temperature tendencies in both the subtropical and equatorial Pacific 

regions, I further decompose these into changes associated with differences 

in the meridional velocity and temperature gradient (Equation 6.2). The 

subtropical North Pacific region is dominated by the change in meridional 

velocity whilst in the Niño 3.4 region the change in meridional temperature 

gradient is the largest contributor throughout most of the year (apart from in 

Sept-Dec). Furthermore, the increase in temperature tendency seen from 

Feb-June in the Niño 3.4 region is driven by changes to the meridional 

velocity. The difference in contributing terms implies different mechanisms 

governing the changing mixed layer temperatures in the two regions. 
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Figure 6.6: a-f: LR of NDJFM surface heat flux anomalies onto the NPI in the 
control run (shading). Contours show SLP anomalies regressed onto NPI 
anomaly (interval = 0.1 hPa/hPa).  

Further findings from the heat budget analysis in figure 6.5 shows the 

importance of the surface heat flux term (vdiff) in contributing to warming in 

the subtropical North Pacific in boreal winter and cooling year-round in the 

Niño 3.4 region. To better understand the changes in surface heat fluxes 

associated with variability in the AL, I performed LR of the net surface heat 

flux anomalies onto the NPI in the control run (Figure 6.6). This shows a 

strengthened AL corresponds to an increase in anomalous downward net 

surface heat flux throughout the extended boreal winter (Fig. 6.6a). In the 

equatorial and subtropical regions around 25oN, a strong AL corresponds with 

a decrease in anomalous downward net surface heat flux, apart from around 

150oW. Separating the total heat flux into its constituent terms shows that 

latent heat flux anomalies dominate the overall signal, with large positive 

(negative) values seen in the northern (subtropical) western Pacific. Analysing 

the seasonality of the latent heat fluxes in the control run, I find that throughout 

Jan-May there is a statistically significant negative relationship between the 

AL strength and the SW-NE oriented band of subtropical latent heat anomalies 
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(Figure 6.7). This indicates warming due to latent heat anomalies in boreal 

spring across the subtropics. 

  

Figure 6.7: Rolling seasonal mean of latent heat and surface wind anomalies 
(in each season) regressed onto the NPI. Shading shows the latent heat 
regression gradient [W.m-2 / S.D.], contours show the SLP regression gradient 
[hPa / S.D.] and the arrows represent the surface wind regression gradient 
[m.s-1 / S.D.]. Green and black boxes represent the two regions over which 
heat budget analysis was conducted in Figure 6.6. 

The total and latent heat flux anomalies in the NUDGED experiment 

are shown in Figure 6.8. In the same way as the surface temperature anomaly 

associated with the nudged simulation resembles the internally generated 

PDV (Figure 6.2), the total and latent heat anomalies in NUDGED are also 

similar to those in figures 6.6 and 6.7. There is an increase in downward total 

and latent heat fluxes across the North Pacific and across a band in the SW-

NE orientation in the subtropical North Pacific. The largest heat flux anomalies 

occur during DJF, with values in excess of 4 W.m-2/s.d., with persistence year-

round. The pattern of total and latent heat flux anomalies in JJA across the 

extra-tropical North Pacific resembles the PDO structure, with an increase in 

downward heat flux extending eastward from the KOE region, which are 

enveloped by negative anomalies in the northeast Pacific and subtropical 
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North Pacific. The persistence of surface flux anomalies year-round is 

expected given the surface temperature persistence and alludes to ocean-

atmosphere feedbacks. 

 

Figure 6.8: (a-d) Mean seasonal downward heat flux anomaly into the ocean 
in NUDGED. (e-h): Mean seasonal latent heat flux anomaly in NUDGED. 
Stippling denotes anomalies that are statistically significant at the 95% 
confidence level. 

To further investigate the source of the anomalous heat advection seen 

in Figure 6.5, Figure 6.9 shows the anomalous northward and vertical 

velocities in the upper-most ocean layer alongside the surface wind 

anomalies. In the annual mean (Fig. 6.9a,b), there is a westerly surface wind 

anomaly (~0.2 m s-1) across the tropical Pacific, which coincides with a 

decrease in upwelling (~1 x 10-6 m s-1) and convergence at the equator. The 

decrease in upwelling is maximum in MAM and migrates from east to west 

from DJF-SON. This coincides with the maximum anomalous zonal wind 

across the equatorial Pacific which occurs in MAM. Furthermore, additional 

testing shows that in moving from west to east, the contribution of the vertical 

advection to the tropical warming increases, coincident with a deepening of 
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the thermocline in the east Pacific, which is evident in all seasons excluding 

SON (Figure 6.10). 

 

 
 

Figure 6.9: Left: Seasonal mean northward velocity anomaly in upper-most 
ocean layer. Right: Seasonal upward velocity anomaly in upper-most ocean 
layer. Vectors denote anomalous surface winds. 

Figure 6.11 shows the seasonal evolution of the anomalous zonal and 

meridional surface wind fields in NUDGED compared with the control run. As 

expected, the largest anomalies occur in the period over which nudging is 

applied (DJF), where the positive subtropical westerly zonal wind anomaly 

reaches a maximum of ~0.5 ms-1/s.d. and the anomalous subpolar 

extratropical easterly zonal wind reach a similar magnitude. Evidence of a 

change to the atmospheric Rossby wave train in the upper troposphere is 

evident in the surface meridional anomalies with an alternating southerly-
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northerly anomaly orientated with a north-easterly tilt propagating across the 

North Pacific. Comparing the control run climatology (contours) with the 

anomalies through the seasons, the subtropical westerly zonal wind 

anomalies show a southerly shift throughout the year with significance 

persisting into the season after nudging (MAM). Interestingly, there is also 

more significance in the zonal equatorial westerly wind anomalies in MAM, 

extending further west across the equatorial region. Although anomalies are 

evident in JJA, they are not strongly statistically significant.  

 

 
Figure 6.10: Cross-section along the equatorial Pacific (averaged between 
5oN-5oS) of upper ocean temperature anomaly (colours) and the thermocline 
calculated as the depth of the 20oC isotherm. Blue line = control run. Red line 
= NUDGED. 
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Figure 6.11: Seasonal evolution of the ensemble mean NUDGED surface 
wind anomalies: (left) zonal wind and (right) meridional wind. Contours 
represent the climatology of the control run (dashed lines are negative values, 
contour interval 1 m s-1).  Stippling denotes anomalies that are statistically 
significant at the 95% confidence level. 
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Figure 6.12: Latitude-time section of monthly mean response of SST anomaly 
(K/s.d.; shading), surface pressure (hPa; contours) and surface wind anomaly 
(m s-1/s.d.; vectors) averaged over the central-eastern tropical Pacific (205o-
80oW).  

The monthly evolution of the surface temperature, surface wind and 

surface pressure anomalies in the NUDGED experiment averaged over the 

central-eastern tropical Pacific are shown in Figure 6.12. There is a consistent 

year-round warming evident in subtropical and equatorial regions, with the 

largest magnitude in the subtropics from November through April (~0.05 

K/s.d.) and in the equatorial region from March through July (~0.3 K/s.d.). The 

nudging invokes concurrent warming in the subtropics, while there is a 

seasonal delay in the emergence of warming in the equatorial Pacific. From 

July to November in the subtropics (around 15oN) there is substantially less 

warming than during the rest of the year, with values close to zero. The 

westerly wind anomalies coincide with the timing of the temperature 

anomalies, with south-westerly anomalies of ~0.05 m s-1/s.d. in the subtropics 

and ~0.03 m s-1/s.d. in the equatorial region. In addition to the cross-equatorial 

temperature gradient generated by the subtropical anomaly, the lower surface 

pressure in the subtropical northern hemisphere (~1.5 hPa), which is largest 
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in February and March, creates a pressure gradient across the equator. In the 

Southern hemisphere subtropics there is evidence of cooling in the sub-

tropical region (south of 15oS). 

To summarize, an ensemble of simulations which are nudged towards a 

strong AL state produce near-surface air temperature patterns similar to the 

spatial expression of the PDO. This comprises of warming across the north 

and eastern Pacific and into North America, and cooling in the western North 

Pacific/KOE region. Notably, there is warming simulated in the central and 

eastern equatorial Pacific, demonstrating the ability the AL anomalies to 

generate a basin-wide response. A mixed layer heat budget analysis shows 

that peak warming in the tropics occurs the season after nudging, whilst the 

subtropics warm most during the nudging period (boreal winter). Vertical 

diffusion (subtropics), which represents the surface heat flux, and the 

meridional component of advection (equatorial) are the major contributors to 

surface warming in the two regions, whilst the meridional component of 

advection acts to cool the subtropical North Pacific. Generally, different factors 

drive the meridional advection term in each region, with the change in 

meridional velocity dominating in the subtropical region and the meridional 

temperature gradient dominating in the Niño 3.4 region. Latent heat 

anomalies, which drive warming across the subtropics, dominate the surface 

heat flux term in both the control and NUDGED experiments, with the largest 

values evident in boreal winter, yet are persistent year-round. Persistent zonal 

wind anomalies across the equatorial Pacific and a deepening of the 

thermocline are shown to contribute to the anomalous heat advection term 

whilst there is evidence that nudging towards a strong AL causes a southerly 

shift of the subtropical westerly zonal wind anomalies which persist 
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significantly into MAM.  Consistent year-round surface warming coincides with 

the westerly wind anomalies whilst the formation of a cross-equatorial 

temperature and surface pressure gradient acts to produce a pressure 

gradient across the equator. 

6.5 Discussion and conclusions 

The AL is known to be an integral component of Pacific climate variability 

over interannual and decadal timescales. However, disentangling what impact 

the AL has within the broader context of PDV has yet to be fully achieved. 

Recent evidence suggests a change in relationship between the AL and the 

PDO (Litzow et al., 2020) occurred in the period after 2014, therefore better 

understanding the specific mechanisms initiated from the AL is needed when 

considering changes to the PDO under future climate change.  

Nudging simulations have been used widely to investigate the 

relationship between different climate and weather phenomena (e.g. Martin et 

al., 2021; Knight et al., 2017; Watson et al., 2016). This chapter has 

investigated the relationship between the extra-tropical and tropical Pacific 

through relaxing the North Pacific towards an anomalously strong AL state 

derived from the model’s own internal variability. Sun and Okumura (2019) 

conducted a similar investigation centred on imposing heat flux anomalies 

associated with the NPO throughout the year; however, I impose the 

anomalous AL throughout extended boreal winter only, which is more 

representative of its observed variability. 

To pursue this investigation, I performed a large ensemble experiment 

using a coupled atmosphere-ocean climate model, in which the winter-time 

AL was nudged to an anomalously strong state during successive winters. 
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The results of this ensemble were compared to a free-running simulation to 

isolate the impacts of the anomalous AL. The strong AL experiment produces 

a basin-scale SST response with a similar pattern to the PDO in the free 

running simulation albeit with a weaker amplitude by around a factor of 5. 

Tropical Pacific SSTs are significantly warmer in the strong AL experiment, 

demonstrating that North Pacific atmospheric forcing can impart a signature 

in tropical SSTs. The largest tropical Pacific warming occurs in the season 

following nudging (boreal spring), though anomalies persist year-round. A 

heat budget analysis shows the subtropical and tropical Pacific SST 

responses are predominantly driven by anomalous surface heat fluxes in 

boreal winter and meridional advection in boreal spring, respectively.  

The impact of the anomalous AL on the tropical Pacific suggests an 

excitation of the SFM mechanism proposed as means for extratropical forcing 

of the tropics (e.g. Vimont et al 2003; Alexander et al. 2010; Chen and Yu, 

2020; Sun and Okumura, 2019). In accordance with the SFM, the SST 

anomalies persist into the summer season, with anomalous temperatures 

found in the North Pacific year-round. The nudging season and season 

thereafter (MAM) (Figure 6.4) show a spatial signature clearly replicated in the 

study by Liguori and Di Lorenzo (2019), who show the same SST precursor 

in the sub-tropics considered to affect ENSO dynamics.  

The westerly subtropical zonal wind anomalies show a southerly shift 

throughout the year (Figure 6.11) which, in agreement with Liu et al. (2021), 

acts to prevent heat loss from the surface due to reduced evaporation. This in 

turn drives the SST anomaly towards the equator. Liu et al. (2021), show the 

SFM as the mechanism that propagates the SST anomalies southward, 
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through a change in latent heat fluxes. That being said, in DJF (peak nudging 

season) the westerly winds imposed by the nudging create a weakening of 

the subtropical trade winds - therefore the southerly shift of the wind 

anomalies starts to occur within the first season of nudging. Here, I show 

anomalous latent heat fluxes are responsible for the change in subtropical 

North Pacific SSTs. One limitation of the Liu et al. (2021) study is that the 

atmosphere was coupled to a thermodynamic slab-ocean, whereas I integrate 

a fully coupled ocean model, thereby enabling an active role for ocean 

dynamics. 

In the tropical Pacific, the dominant mechanism responsible for the 

increase in SSTs is enhanced meridional advection, with a change in 

meridional velocity driving the accelerated warming during the spring. Figure 

6.12 shows a northward cross-equatorial SST gradient, which coincides with 

the development of an anomalous cross-equatorial southward pressure 

gradient. Cross-equatorial winds are generated, which, due to Coriolis force 

act to weaken the trade winds in the northern equatorial region, decreasing 

the latent heat flux and leading to a local warming. A comprehensive review 

of this mechanism, commonly referred to as the WES mechanism is provided 

in Chapter 1, as well as in Mahajan et al. (2008). Furthermore, the WES 

mechanism was hypothesised as a process through which southern Pacific 

extra-tropical cooling imparts a change in tropical Pacific SSTs, through the 

modulation of the south-easterly trades, triggering the zonal SST contrast and 

associated change in stratocumulus clouds. Here, I demonstrate the WES 

mechanism is at play in the development of tropical SSTs induced by an 

extratropical North Pacific atmospheric anomaly.  Investigation into equatorial 

thermocline depth shows a slight deepening of the thermocline associated 
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with reduced upwelling in all seasons apart from SON, which is supported by 

the sensitivity of vertical advection to the zonal gradient of the thermocline. 

The evidence presented here of extratropical atmospheric variability 

driving coupled atmosphere-ocean changes in the deep tropics further 

supports the findings of Xie and Tanimoto (1998) who investigated the effect 

of extratropical wind forcing on the tropics in the Atlantic and were able to 

reproduce observed decadal oscillation in both SST and wind velocity over 

the tropics. Other studies, such as those by Czaja et al. (2002) have also 

identified influences from the midlatitude variability on the tropics.  

Furthermore, my results show that the effect of a strong anomalous AL 

is a weakening of the trade winds across the tropical Pacific, which appears 

to occur in the season after nudging, commensurate with the SFM and WES 

mechanisms. The schematic in Figure 6.13 illustrates the mechanisms 

involved. To build on the work in this chapter, a more detailed analysis of the 

impact of an extra-tropical anomalous AL on the modulation of the Walker cell, 

including the effect of cloud feedbacks, position of deep convective regions, 

and the zonal-SST gradients under different experimental set ups (such as 

fully coupled AOGCMs and simpler atmosphere-only models - like those 

conducted in Kang et al. 2020) would elucidate further the degree to which the 

aforementioned mechanisms play a role in the evolution of the basin-wide 

Pacific SST’s when initiated by an anomalous AL.  
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Figure 6.13: Schematic depicting the mechanisms involved in the tropical 
SST anomalies manifest as a result from an intensification of the AL. An 
intensified AL imposed during boreal winter is associated with intensified 
westerlies in the extra-tropics and reduced upward latent heat transfer. The 
migration of the SST anomalies southward during boreal winter is associated 
with a southerly shift in the westerly anomalies. The westerly anomalies act to 
weaken the background trades (black arrows) which reduces latent heating 
due to evaporation and hence an increase in tropical Pacific SST’s. In the 
season after nudging, the temperature asymmetry either side of the equator 
(red and blue ellipsoids) induces an SLP gradient (solid line – positive SLP; 
dashed line – negative SLP) that drives southerly winds across the equator. 
The Coriolis force acts to turn the southerly winds in the southern hemisphere 
westward and in the northern hemisphere eastward. When these anomalous 
winds are imposed on the background easterly trade winds (black arrows), the 
southerlies south of the equator increase the wind speed and therefore 
evaporative cooling. 

The findings presented here support the claim made by studies such as 

Smith et al. (2016) that PDV can, at least in part, be driven by extratropical 
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variability independent of the tropics. Future investigation into the 

mechanisms through which the AL impacts on modes such as the NAO and 

regions such as the tropical Atlantic will provide a more complete 

understanding of the wider climatic impacts of North Pacific variability.  
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Chapter 7 – Conclusions and Future Work 

7.1 Summary and Conclusions 

The climate system exhibits multiple large-scale modes of variability on 

interannual to decadal timescales. These modes of variability are understood 

to be internally-generated, largely arising from coupled atmosphere-ocean 

interactions; however, there is a potential for this variability to be modified by 

external drivers including anthropogenic activity. This thesis has concerned 

Pacific Decadal Variability (PDV) and several factors that have been 

hypothesised to influence its characteristics. Improving our understanding of 

the mechanisms governing the behaviour of the PDO is of great importance 

in the context of improving the ability to predict the global climate on decadal 

timescales. There has been a plethora of literature that has focussed on how 

anthropogenic forcing agents can modulate the PDO, for example, with the 

studies by Smith et al. (2016), Oudar et al. (2018) and Dittus et al. (2021) 

focussing on the phase transition that took place at the end of the 21st century. 

There is still considerable uncertainty around to what degree anthropogenic 

forcing agents, especially AA emissions, may have impacted onto the 

evolution of the PDO, owing to uncertainty in the aerosol radiative forcing 

trend and the poor simulation of recent Pacific trends in climate models (e.g., 

Seager et al., 2022; Wills et al., 2022).  

This thesis has examined processes related to the PDO focusing on the 

role of the North Pacific. Firstly, I have investigated whether large, abrupt 

changes to AA could cause a modulation in the AL (considered precursory to 

the PDO) and secondly I have investigated the mechanistic pathways through 
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which local and remote atmospheric forcing could cause changes in the PDO 

across the extra-tropical and tropical Pacific. 

Chapter 3 investigated the impact of perturbations in different aerosol 

species (sulphate and BC) on the AL and North Pacific atmospheric circulation 

in a multi-model ensemble from PDRMIP. In comparison to Smith et al. (2016), 

Oudar et al. (2018) and Dittus et al. (2021), who found that a transient increase 

in AA emissions during the period 1998-2012 is associated with an increase 

in SLP in the AL region, I find that a 5-fold increase in sulphates globally and 

10-fold increase in sulphates over Asia is associated with only a small 

increase in SLP over the AL region, despite the aerosol perturbation being far 

larger than in those studies. An important distinction is that the previous 

studies do not delineate between aerosol species, though it is generally 

assumed that any signal is likely to be dominated by sulphate aerosol (e.g. 

Zhang et al. 2016). A further caveat is that my investigation focussed on the 

long-term centennial response in coupled atmosphere-ocean simulations, 

whilst Smith et al. (2016), Oudar et al. (2018) and Dittus et al. (2021) focussed 

on decadal trends. It is possible that on multi-decadal timescales, other 

feedback processes are enacted that modify the surface response. For this 

reason, in addition to the differences in the magnitude and pattern of forcing, 

a like-for-like comparison with these studies is difficult to make with much 

fidelity.  

The results from chapter 3 show that a 10-fold increase in BC emissions 

globally and over Asia drives a weakening of the AL, which could compound 

any effects from increasing sulphate emissions. The response to BC also 

shows surface temperature changes in the North Pacific that resemble the 
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PDO pattern. My findings of the AL response to a global and Asia-only 

increase in BC agree with Johnson et al. (2019), who showed a pattern of 

lower-tropospheric zonal wind anomalies in the North Pacific indicative of a 

weakened AL in response to a tenfold increase in BC emissions.  My findings 

also agree with Teng et al. (2012) who showed a weakened AL in boreal winter 

in response to a tenfold increase in Asian carbonaceous aerosol 

concentrations; however the findings from chapter 3, which analyse global and 

regional perturbations of BC, provide new information that sources of BC 

outside of Asia play a fundamental role in modulating the strength of the AL. 

Chapter 3 hypothesised that the robustness of the AL response to BC may be 

due to the dominance of aerosol shortwave absorption, whereas the lack of 

consistency among models in response to sulphate forcing could be a function 

of anomalous precipitation. The fixed-SST runs also confirmed a small role for 

ocean feedbacks in the response to BC forcing, whereas the ocean plays a 

more fundamental role in governing the response to the sulphate experiments, 

which may be expected given the larger surface forcing due to sulphate 

aerosol.  

Chapter 4 built on chapter 3 by using a linearised stationary-wave model 

to investigate the atmospheric mechanisms through which changes to aerosol 

emissions affect the North Pacific. The model was forced with diabatic heating 

anomalies derived from the PDRMIP precipitation anomalies and shortwave 

heating by BC absorption, which was estimated using an offline radiative 

transfer model. I found that the radiative heating by BC is more important than 

latent heating for inducing remote responses through anomalous RWS 

regions. Additionally, regions of heating over India and China are important 

contributors to the North Pacific response to a ten-fold global BC perturbation. 
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The linear model did not reproduce the pattern in response to the Sulx5 

experiment, indicating the model likely neglects key processes that determine 

the local dynamical response to a global increase in sulphate aerosols. This 

could include other effects resulting from surface temperature change, such 

as changes in large-scale temperature gradients. Following on from studies 

such as Wilcox et al. (2019) and Lewinshcal et al. (2013), I have shown that 

the radiative effect of a BC perturbation modifies the extra-tropical stationary 

wave patterns inducing a response over the North Pacific. Elucidating a 

relationship between BC emissions and a modulation in the strength of the AL 

must be caveated by acknowledging the existing uncertainties associated with 

BC forcing, for instance in the vertical distribution of aerosol mass (Samset et 

al., 2013) and BC optical properties. However, the approach of this study is 

able to delineate atmospheric forcing from an aerosol perturbation without 

considering the interplay between other forcing agents, such as CO2. 

Chapter 5 lays the foundations for the work in chapter 6, by developing 

a grid-point nudging functionality in the FORTE2.0 AOGCM. The motivation 

underpinning this development was to investigate the communication 

between the extra-tropical and tropical North Pacific in the context of the 

mechanisms contributing to the modulation of the PDO. Chapters 3 and 4 

highlighted that large changes in BC can robustly modulate the AL through 

the excitation of upper tropospheric Rossby waves. This, in addition to what 

we understand about the relationship between the AL and the PDO from the 

literature (e.g., Newman et al. 2016; Litzow et al., 2020), provides an avenue 

through which BC emissions could affect the PDO over decadal periods. The 

development of the grid-point nudging methodology allowed me to isolate the 

impact of a sustained, anomalous AL state on the tropical Pacific and detect 
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the mechanisms through which any change takes place. The FORTE2.0 

model used for this exercise demonstrated its ability to represent the 

climatology of the Pacific to a satisfactory level and through extensive testing 

I was successful in implementing the code in preparation for Chapter 6. With 

foresight, I also developed the functionality to perform large ensemble 

experiments in FORTE2.0 using shell scripting, to achieve a high signal-to-

noise level. Through testing, each ensemble member would take initial 

conditions from different years of the model spin-up run prior to nudging. 

Chapter 6 utilised the grid-point nudging capability developed in chapter 

5 to investigate the relationship between the AL and the PDO. The study was 

conducted with the aim of investigating the mechanisms initiated by a 

modulation of the AL, focusing on the potential for extra-tropical Pacific 

variability to impact on the tropics; this was distinct from the majority of 

literature that takes the perspective of a tropically initiated pathway to the 

extratropics. Comparing an ensemble of 50 members with an extended control 

run, the findings show that an anomalously strong AL excites the SFM 

mechanism which acts to force tropical atmosphere-ocean changes through 

the associated processes (e.g. Sun and Okumura, 2019; Chen and Yu, 2020). 

The pattern of SST anomaly induced by the nudging and associated with the 

SFM is in agreement with Liguori and Di Lorenzo (2019), who considered a 

similar SST precursor in the sub-tropics to affect ENSO dynamics. The 

southerly shift of the westerly wind anomalies evident during the period of 

nudging manifests changes in the latent heat fluxes, in agreement with Liu et 

al. (2021). Through a heat budget analysis, I showed that, in the tropics, 

meridional advection is primarily responsible for the increase in SSTs, with 

changes to the shallow meridional current velocity driving the accelerated 
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warming during spring. The SFM mechanism acts to excite the WES 

mechanism across the tropical (equatorial) Pacific, whilst the change to the 

surface trade winds produces a slight deepening of the thermocline in all 

seasons apart from SON. Additionally, weakening of the trade winds is evident 

in the season after nudging. The main conclusions drawn from this study 

support evidence that decadal variability in the Pacific can be affected by 

anomalous activity originating outside the tropical region. This raises the 

possibility that atmospheric teleconnections that induce signals in the North 

Pacific, for example associated with changing external forcing (e.g., aerosols, 

see chapter 3 and 4), Arctic sea ice and the stratosphere can initiate basin-

scale anomalies in the Pacific that resemble the PDO. 

7.2 Future Work Recommendations 

7.2.1 Large ensemble investigation into the role of BC on the North 
Pacific under transient forcing 

 
One key finding from my thesis is the role that BC plays in modulating 

the AL through the excitation of Rossby waves in the upper troposphere. This 

finding was based on investigations of idealised, large, and persistent 

perturbations of BC across an array of climate models. The comparisons 

made herein between my findings and those from literature are made 

challenging by the difference in experimental design. In an ideal scenario, 

parsing out the different species of aerosol (e.g. sulphates and BC) in a 

transient simulation would allow a more comprehensive picture of the role of 

BC over the historical period, and a more accurate comparison to be made to 

the studies of Smith et al. (2016), Oudar et al. (2018) and Dittus et al. (2021). 
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It is also clear that large ensemble of simulations are required to confidently 

detect a forced signal from internal variability (Oudar et al., 2018). As 

discussed in section 7.1, the PDRMIP study outlines the centennial response, 

therefore studying the response to transient emissions of BC isolated from 

other aerosol species will provide insight into whether any response is evident 

and significant over decadal timescales.  

In pursuing this line of investigation, I started analysis on the CESM1 

large ensemble dataset (Kay et al., 2015), which includes a 40-member 

ensemble of fully coupled CESM1 simulations for the period 1920-2100 

(historical followed by the RCP8.5 scenario) under different external forcings. 

The study includes single forcing experiments, including GHGs, however I 

focussed on all aerosols (XAER) and biomass burning aerosols (XBMB). For 

investigating the response to all BC, the separation of species here is 

awkward as BC from other sources is still active and evolves as normal when 

the sources of biomass burning are switched off. Of the other 6 CMIP5 class 

models contributing to the US CLIVAR Working Group on Large Ensembles 

data archive, only HadGEM3-GC3.1 (Dittus et al., 2020) and CanESM5 (Yu 

et al., 2022) have performed single forcing aerosol experiments. Even so, 

there is no delineation amongst aerosol species in these experiments, 

therefore isolating the role of BC in modulation of the North Pacific over 

decadal timescales would not be achievable.  
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Figure 7.1: CESM-LE NDJFM ensemble mean representation of the AL over 
the historical period [1920-2005]. Contours every 1 hPa. Demonstration of 
aptitude of the large ensemble dataset to represent the AL. 

Figure 7.1 shows the CESM-LE NDJFM ensemble mean historical 

climatology, demonstrating the large ensemble represents the AL. Figures 7.2 

and 7.3 show the difference in aerosol burdens between the historical and the 

XAER and XBMB experiments (here, I focus on the years 1998-2012 to 

coincide with the period of study of Smith et al. (2016)). To demonstrate that 

these burden anomalies impact on the NPI anomaly, figure 7.4 shows the 

deviation of the SLP anomaly from the historical ensemble mean. The aerosol 

forcing appears to affect the strength of the AL over the historical period in 

both XAER and XBMB, with the removal of biomass burning aerosols causing 

an increase in NPI in up to circa 2005 before a reversal to a negative anomaly 

by the end of the simulation. Comparatively, the removal of all AA causes a 

strengthening of the AL between circa 1945 and circa 1980 before the 

anomaly is positive signifying a weakening of the AL for the rest of the 

historical record. Under RCP8.5 conditions, the anomaly is largely positive 

(weakening NPI). As mentioned, with the aim of disentangling the role of all 
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BC sources, the analysis of these runs can only provide limited insight 

because the perturbation is limited to biomass burning. 

 

Figure 7.2: 1998-2012 means (Left) Difference in the sulphate aerosol burden 
between the XAER (Simulation with all forcings except AA) and Historical (All 
forcing) simulation. (Right) Difference in the BC burden between the XAER 
(Simulation with all forcings except AA) and Historical (All forcing) simulation. 

 

Figure 7.3: 1998-2012 means (Left) Difference in the sulphate aerosol burden 
between the Historical (All forcing) simulation and XBMB (Simulation with all 
forcings except biomass burning). (Right) Difference in the BC burden 
between the Historical (All forcing) simulation and XBMB (Simulation with all 
forcings except biomass burning). 
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Figure 7.4: NPI anomaly with respect to historical (all forcing) – Ensemble 
Means. Red line – All Aerosol [Hist – XAER]; Blue line – Biomass Burning 
[Hist – XBMB]. The grey dashed line signifies the date at which the historical 
forcing changes to scenario RCP8.5. 

A logical continuation of this work would be to conduct a single forcing 

large ensemble simulation where BC and sulphates are perturbed separately. 

Furthermore, amongst the BC runs, this could even be separated further into 

anthropogenic BC and all sources of BC to address the spatial heterogeneities 

of the two sources – the larger sources of biomass burning are centred in the 

tropics in regions such as sub-Saharan Africa and South America (Pan et al. 

2020), whereas anthropogenic BC sources are confined predominantly to 

industrial regions (Klimont et al. 2017). One could mimic the set-up of the 

HadGEM3-GC3.1 LE single forcing experiment performed by Dittus et al. 

(2020), where aerosol emissions were scaled over the historical period (i.e. 

0.2x, 0.4x, 0.7x, 1.0x, and 1.5x), to - firstly, shed further light on the work 

conducted by Johnson et al. (2019) and Mahajan et al. (2013), who found the 

diagnostics such as TOA radiative forcing, GMST and precipitation scaled 

linearly under different BC scaling factors. This would permit an investigation 

into the linearity of the response of the AL in response to BC. Secondly, in 
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scaling the transient emissions of sulphate and BC under single forcing 

experimental design, one could scrutinize the initiation of the mechanisms 

considered to drive the modulation of the surface climate across the north 

Pacific and into the tropical Pacific. 

7.2.2 - Testing the sensitivity of the extra-tropical tropical 
communication to the strength of AL anomaly under future 
warming scenarios 
Chapter 6 investigated the impact of an extreme anomalous AL on the 

Pacific basin and the mechanisms through which the extra-tropical North 

Pacific communicates with the tropics. An open question remaining from this 

study is whether variability in the AL anomaly induces the same mechanisms 

and whether the impact onto tropical SSTs is proportional to the size of the AL 

anomaly. Research shows that the AL intensity is projected to increase and 

expand northwards under future global warming scenarios (Gan et al. 2017), 

therefore understanding the sensitivity of these mechanisms to various AL 

states would provide insight into the role of the extra-tropics in contributing to 

global climate variability in a warming world.  

This research could be conducted on a more complex AOGCM, such as 

HadGEM3-GC3.1 (Ridley et al. 2018), as one of the limitations to FORTE2.0 

is its absence of a dynamic sea-ice representation. Given that these relaxation 

experiments can be applied in the NH extratropics, a more sophisticated 

representation of dynamic sea-ice could also allow investigation into 

additional teleconnections such as between the AA and the Arctic Oscillation, 

which has weakened over the last couple of decades (Hwang et al. 2022). 

Likewise, this would provide more confidence in investigating the relationship 

between variability in AL intensity and other extra-tropical modes of variability, 
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for example the NAO, which are linked via the stratospheric polar vortex (e.g. 

Fereday et al. 2020). Furthermore, as it stands, the nudging code in 

FORTE2.0 is limited to the troposphere only component, therefore more 

development would be required to facilitate stratospheric nudging to 

investigate this AL-NAO relationship.  

The experimental design could take inspiration from Dittus et al. (2021), 

where future AL variability and intensity could be scaled against existing 

modelled scenarios (e.g. RCP8.5), and diagnostics assessed for their linearity 

of response. 

7.2.3 – Nudging the Aleutian Low to investigate remote impacts, 
feedbacks, and teleconnections outside of the Pacific 
The idealised aerosol experiments in the PDRMIP project, and the 

relaxation of the North Pacific towards an anomalous AL state in FORTE 2.0 

produced signals in regions outside of the Pacific basin. For example, I found 

significant near surface warming in the North Atlantic relative to the North 

Pacific in the PRDMIP Sulx10a coupled experiment. The relative difference in 

temperature between the two basins is conducive to a strengthening in Walker 

circulation (McGregor et al., 2014; Qin et al. 2020). This mechanism could be 

investigated further by imposing varying states of the AL towards which 

FORTE2.0 simulations could be nudged. Furthermore, this would build on the 

recent study from Kang et al. (2020), who investigated the role of the northern 

and southern extra-tropics in modulating the Walker circulation and found that 

atmospheric and oceanic mechanisms initiated by a cooling in the extra-

tropics projects onto a modulation of the Walker circulation via processes such 

as the WES feedback, cloud feedbacks and ocean upwelling. A study 

imposing an atmospheric anomaly instead of a more idealised change to 
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surface fluxes would allow inferences about the far-field effects of an 

anomalous AL through the mechanism outlined in Kang et al. (2020) to be 

tested. Diagnostics such as SST, vertical and zonal wind velocity would allow 

determinations to be made about the effect of the AL on the Walker cell.  

Furthermore, recent research suggests competing influences on the 

evolution of the AL under future GHG-induced warming. Utilising 

observational data and CMIP5 simulations, Gan et al. (2017) show that the AL 

will likely deepen under future GHG-induced warming through the 

mechanisms associated with tropical Pacific heating and the resulting 

atmospheric bridge - described in chapter 1. Counter to this projection, 

Orihuela-Pinto et al. (2022) describes how a projected weakening (or 

collapse) of the Atlantic Overturning Circulation under global warming is 

associated with a weakening of the AL (driven by a cooling equatorial Pacific). 

Therefore, developing a better understanding of how these two factors shape 

the evolution of the AL under future climate projections could be achieved by 

framing the study from the perspective of the anomalous extra-tropical North 

Pacific. In doing so, one could develop a better insight into the robustness and 

interplay of these competing feedbacks in a warming world.  
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Appendix 

Nudging code 

 
#! /bin/ksh 
set -xve 
set +v 
############################################# USER SWITCHES. 
 
echo $SRCSTORE 
 
RUNNAME=$1.igcm4 
RPATH='/nobackup/eewjd/forte2_march5' 
NUPDATE=yes               # Nupdate to a new code, or re-use 
existing one 
 
OROGRAPHY=cmip_tiling_arctic 
 
SRCSTORE=$RPATH/source/igcm4/igcm4-forte-code/SRCSTORE 
RUNSTORE=$RPATH/run_dirs/igcm4 
COMPDIR=$RPATH/source/igcm4/compdir 
EXPDIR=$RUNSTORE/$RUNNAME 
OASISCLIMDIR=$RPATH/source/oasis/toyclim/wkdir.basic 
ProgLib=$RPATH/source/igcm4/igcm_mpi.npl 
 
############################################# 
COMPILE=yes                   # Nupdate and compile (yes/no) 
############################################# 
OASISCLIMDIR=$RPATH/source/oasis/toyclim/wkdir.basic 
 
NETCDF_ROOT=$NETCDF_HOME 
NETCDFLIB=$NETCDF_ROOT/lib 
NETCDFINC=$NETCDF_ROOT/include 
 
PVM_ROOT=$RPATH/source/pvm3 
PVM_ARCH=LINUX64 
PVMLIB=$PVM_ROOT/lib/$PVM_ARCH 
 
MPILIB=$MPI_HOME/lib 
MPIINC=$MPI_HOME/include 
 
############################################# 
# Linux directories 
KD=$RPATH/source/igcm4/kd # position of KD directory 
 
CLIMDIR=$RPATH/source/igcm4/data/CLIMDATA/NEW 
NUPDATE=$RPATH/source/igcm4/nupdate/nupdate 
NUDGREF=$RPATH/source/igcm4/data/CLIMDATA/NEW/nudg/forte2_jun10_
input_jun5mask_y163_tr_sc 
OROGDIR=$RPATH/source/igcm4/data/OROG 
INIDATA=$RPATH/source/igcm4/data 
 
EXEC=L20-$RUNNAME         # Name of the executable       
#                         # to be created if COMPILE=yes 
 
############################################# UPDATE DIRECTIVES. 
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# 
[ ! -d $EXPDIR ]   &&   mkdir -p $EXPDIR 
cd $COMPDIR 
[ ! -d $EXPDIR/climdata ]   &&   mkdir -p $EXPDIR/climdata 
cat  <<  /EOF  >  updates 
*READ ${SRCSTORE}/T42L20-m.upd 
*READ ${SRCSTORE}/forte/T42-runoff-real_snow_ice-m.upd 
*READ ${SRCSTORE}/forte/T42-av-accumulate-tile-m.upd 
*READ ${SRCSTORE}/morcrette3_1_1_swv-m.upd 
*READ ${SRCSTORE}/igcm_radclouds_sebal_2012-m.upd 
*READ ${SRCSTORE}/forte/T42L20-forte-m.upd 
*READ ${SRCSTORE}/forte/surfacetype2012-forte-m.upd 
*READ ${SRCSTORE}/forte/T42-common_tile-m.upd 
*READ ${SRCSTORE}/forte/T42-tiling-m.upd 
*READ ${SRCSTORE}/forte/runscript-m.upd 
*READ ${SRCSTORE}/forte/T42-oasis-m.upd 
*READ ${SRCSTORE}/forte/oasis-backend-m.upd 
*READ ${SRCSTORE}/forte/T42L20_misc_common.upd 
*IDENT T42IGCM4 
*DEF ABOVE_V1,ONLY_V3 
*/ 
*/ T42L20 topography, vegetation and ocean heatflux 
*/ 
*D PARAM1.8 
      INTEGER, PARAMETER :: NHEM=2 
*D PARAM1.11 
      INTEGER, PARAMETER :: MM=42 
*D PARAM1.16 
      INTEGER, PARAMETER :: NL=20 
*D PARAM1.18 
      INTEGER, PARAMETER :: MG=128 
*D PARAM1.21 
      INTEGER, PARAMETER :: JG=32 
*D PARAM1.24 
      INTEGER, PARAMETER :: NTRAC=1 
*D PARAM1.35,36 
      INTEGER, PARAMETER :: NWJ2=462 
*D PARAM1.47 
      INTEGER, PARAMETER :: npe=32 
*D PARAM1.50 
      INTEGER, PARAMETER :: NLEVRF=3 
*D PARAM3.12 
      INTEGER, PARAMETER :: Px=8 
/EOF 
# Updates for spinup executable 
cp updates updates_spin 
cat  <<  /EOF  >>  updates_spin 
*READ ${SRCSTORE}/chg_read_nl.upd 
*READ ${SRCSTORE}/forte/spinup-forte-m.upd 
/EOF 
 
# Updates for continuation executable 
cp updates updates_cont 
cat  <<  /EOF  >>  updates_cont 
*READ ${SRCSTORE}/forte/restart-forte-m.upd 
 
*/ ======================================= 
*/ NUDGING EDITS 
*/ ======================================= 



- 232 - 

*/ 
*/ --------------------------------------- 
*/ Add ININDG 
*/ Initialises nudging reference state 
*/ --------------------------------------- 
*/ 
*/ --- Add required parameters for nudging --- 
*/ 
*I GRIDPA3.46 
      REAL :: FPLG3(MGx,NHEM,JGy) 
 
*D GRIDPA3.14 
     & ,TRAG3,FPLG3,TRANLG3 
 
*I OUTCON.42 
      REAL :: DNUDG(NL) 
      REAL :: SPNUDG 
      REAL :: DNDMAX 
      REAL :: KNUDG(NL) 
      REAL :: KMX 
      REAL :: KMN 
      REAL :: TAUND 
 
      !wd edits 
      COMPLEX :: UNDGI2(NL,MGx,NHEM,JGy) 
      COMPLEX :: UNDGI3(NL,MGx,NHEM,JGy) 
      COMPLEX :: UNDGJ2(NL,MGx,NHEM,JGy) 
      COMPLEX :: UNDGJ3(NL,MGx,NHEM,JGy) 
       
      COMPLEX :: VNDGI2(NL,MGx,NHEM,JGy) 
      COMPLEX :: VNDGI3(NL,MGx,NHEM,JGy) 
      COMPLEX :: VNDGJ2(NL,MGx,NHEM,JGy) 
      COMPLEX :: VNDGJ3(NL,MGx,NHEM,JGy) 
 
      COMPLEX :: TNDGI2(NL,MGx,NHEM,JGy) 
      COMPLEX :: TNDGI3(NL,MGx,NHEM,JGy) 
      COMPLEX :: TNDGJ2(NL,MGx,NHEM,JGy) 
      COMPLEX :: TNDGJ3(NL,MGx,NHEM,JGy) 
 
      COMPLEX :: SPNDGI2(1,MGx,NHEM,JGy) 
      COMPLEX :: SPNDGI3(1,MGx,NHEM,JGy) 
      COMPLEX :: SPNDGJ2(1,MGx,NHEM,JGy) 
      COMPLEX :: SPNDGJ3(1,MGx,NHEM,JGy) 
 
      COMPLEX :: DUMNDGI2(NL,MGx,NHEM,JGy) 
      COMPLEX :: DUMNDGI3(NL,MGx,NHEM,JGy) 
      COMPLEX :: DUMNDGJ2(NL,MGx,NHEM,JGy) 
      COMPLEX :: DUMNDGJ3(NL,MGx,NHEM,JGy) 
 
      COMPLEX :: TIMERAMPNDGI2(NL,MGx,NHEM,JGy) 
      COMPLEX :: TIMERAMPNDGI3(NL,MGx,NHEM,JGy) 
      COMPLEX :: TIMERAMPNDGJ2(NL,MGx,NHEM,JGy) 
      COMPLEX :: TIMERAMPNDGJ3(NL,MGx,NHEM,JGy) 
 
 
      LOGICAL :: LNUDG 
      LOGICAL :: LNDCYC 
      LOGICAL :: LNUDGGP 
*/ 
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*/ --- Now call ININDG in initialisation subroutine --- 
*/ --- INITAL and add ININDG subroutine code --- 
*/ 
*I INITAL.62 
      CALL ININDG 
*DECK ININDG 
!===================================================== 
! Initialises nudging reference state 
!===================================================== 
 
      SUBROUTINE ININDG 
      IMPLICIT NONE 
! 
*CALL PARAM1 
*CALL PARAM2 
*CALL PARAM3 
*CALL BLANK 
*CALL MPIDECK 
*CALL BATS 
*CALL RESTOR 
*CALL OUTCON 
*CALL LEGAU 
!----------------------------------------------------- 
! Local variables 
!----------------------------------------------------- 
! Loop variable 
      INTEGER :: iCol2,L,IHEM,J,iRow2,iPe,IN,IM,I,JH 
      INTEGER :: countLHEM,countHEM,countJ 
! MPI variables 
      INTEGER, PARAMETER :: TagRef=100000 
      INTEGER, PARAMETER :: TagRefJ=100001 
      INTEGER(KIND=Type) :: iTagJ 
! Nudging variables 
      REAL :: RDAY 
      REAL :: KTND 
      REAL :: RNT1,RNT2 
      REAL :: DOYC 
      REAL :: BEGDOY1 
      character*3 :: bday 
      character*31 :: UA10,VA10,T10,SP10 
      character*31 :: UA11,VA11,T11,SP11 
      character*31 :: UA20,VA20,T20,SP20 
      character*31 :: UA21,VA21,T21,SP21 
 
      REAL :: uan10(NL,MGx,NHEM,JGy) 
      REAL :: uan11(NL,MGx,NHEM,JGy) 
      REAL :: uan20(NL,MGx,NHEM,JGy) 
      REAL :: uan21(NL,MGx,NHEM,JGy) 
 
      REAL :: van10(NL,MGx,NHEM,JGy) 
      REAL :: van11(NL,MGx,NHEM,JGy) 
      REAL :: van20(NL,MGx,NHEM,JGy) 
      REAL :: van21(NL,MGx,NHEM,JGy) 
 
      REAL :: tn10(NL,MGx,NHEM,JGy) 
      REAL :: tn11(NL,MGx,NHEM,JGy) 
      REAL :: tn20(NL,MGx,NHEM,JGy) 
      REAL :: tn21(NL,MGx,NHEM,JGy) 
 



- 234 - 

      REAL :: spn10(1,MGx,NHEM,JGy) 
      REAL :: spn11(1,MGx,NHEM,JGy) 
      REAL :: spn20(1,MGx,NHEM,JGy) 
      REAL :: spn21(1,MGx,NHEM,JGy) 
 
      character*31 :: DUM10 
      character*31 :: DUM11 
      character*31 :: DUM20 
      character*31 :: DUM21 
      REAL :: dumn10(NL,MGx,NHEM,JGy) 
      REAL :: dumn11(NL,MGx,NHEM,JGy) 
      REAL :: dumn20(NL,MGx,NHEM,JGy) 
      REAL :: dumn21(NL,MGx,NHEM,JGy) 
 
      character*31 :: TIMERAMP10 
      character*31 :: TIMERAMP11 
      character*31 :: TIMERAMP20 
      character*31 :: TIMERAMP21 
      REAL :: timerampn10(NL,MGx,NHEM,JGy) 
      REAL :: timerampn11(NL,MGx,NHEM,JGy) 
      REAL :: timerampn20(NL,MGx,NHEM,JGy) 
      REAL :: timerampn21(NL,MGx,NHEM,JGy) 
 
 
!----------------------------------------------------- 
  203 FORMAT(15F12.2) 
      NAMELIST/INNUDG/  
LNUDG,LNDCYC,LNUDGGP,KINND,DNUDG,SPNUDG,DNDMAX 
     +                 ,KNUDG,KMX,KMN,TAUND 
      !---------------------------------------------------------
-------- 
      !---------------------------------------------------------
-------- 
      ! Variables are set on PE 0 and then passed to the other 
PEs 
      !---------------------------------------------------------
-------- 
      !!!MYPE.EQ.0- 
      IF (MYPE.EQ.0) THEN 
       !--------------------------------------------------------
-------- 
       !--------------------------------------------------------
-------- 
       ! Set default values and override as desired through 
       ! NAMELIST input 
       !--------------------------------------------------------
-------- 
       LNUDG=.FALSE. 
       LNDCYC=.FALSE. 
       LNUDGGP=.FALSE. 
       KINND=-1 
       SPNUDG=0. 
       DNDMAX=-1. 
       KMX=0. 
       KMN=0. 
       TAUND=0. 
       ! Init these as 0: 
       UNDGI2 = 0. 
       UNDGI3 = 0. 
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       UNDGJ2 = 0. 
       UNDGJ3 = 0. 
 
       VNDGI2 = 0. 
       VNDGI3 = 0. 
       VNDGJ2 = 0. 
       VNDGJ3 = 0. 
 
       TNDGI2 = 0. 
       TNDGI3 = 0. 
       TNDGJ2 = 0. 
       TNDGJ3 = 0. 
 
       SPNDGI2 = 0. 
       SPNDGI3 = 0. 
       SPNDGJ2 = 0. 
       SPNDGJ3 = 0. 
 
       DUMNDGI2 = 0. 
       DUMNDGI3=0. 
       DUMNDGJ2 = 0. 
       DUMNDGJ3 = 0. 
 
       TIMERAMPNDGI2 = 0. 
       TIMERAMPNDGI3=0. 
       TIMERAMPNDGJ2 = 0. 
       TIMERAMPNDGJ3 = 0. 
 
       DO 31 L=1,NL 
        DNUDG(L) = 0. 
        KNUDG(L) = 0. 
   31  CONTINUE 
       !--------------------------------------------------------
-------- 
       ! Read NAMELISTs, overwrite defaults and write them out 
       !--------------------------------------------------------
-------- 
       READ(7,INNUDG) 
       WRITE(2,INNUDG) 
       !--------------------------------------------------------
-------- 
       ! Set up nudging parameters if need be 
       !--------------------------------------------------------
-------- 
       IF (LNUDGGP) THEN 
        RDAY = WW/PI2 
        KTND = (24./TAUND)*RDAY 
        KNUDG = ((SIGMA) - KMN)/(KMX - KMN) 
        DO 25 L=1,NL 
         IF (KNUDG(L).LT.0.0) THEN 
          KNUDG(L) = 0.0 
         ELSE IF (KNUDG(L).GT.1.0) THEN 
          KNUDG(L) = 1.0 
         ENDIF 
   25   CONTINUE 
        DO 24 L=1,NL 
         IF (KNUDG(L).GT.0.0) THEN 
          DNUDG(L) = KTND*KNUDG(L)/WW 
         ELSE 
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          DNUDG(L) = 0.0 
         ENDIF 
 
          PRINT *,'DNUDG(1)=',DNUDG(1) 
          PRINT *,'DNUDG(2)=',DNUDG(2) 
          PRINT *,'DNUDG(3)=',DNUDG(3) 
          PRINT *,'DNUDG(4)=',DNUDG(4) 
          PRINT *,'DNUDG(5)=',DNUDG(5) 
          PRINT *,'DNUDG(6)=',DNUDG(6) 
          PRINT *,'DNUDG(7)=',DNUDG(7) 
          PRINT *,'DNUDG(8)=',DNUDG(8) 
          PRINT *,'DNUDG(9)=',DNUDG(9) 
          PRINT *,'DNUDG(10)=',DNUDG(10) 
          PRINT *,'DNUDG(11)=',DNUDG(11) 
          PRINT *,'DNUDG(12)=',DNUDG(12) 
          PRINT *,'DNUDG(13)=',DNUDG(13) 
          PRINT *,'DNUDG(14)=',DNUDG(14) 
          PRINT *,'DNUDG(15)=',DNUDG(15) 
          PRINT *,'DNUDG(16)=',DNUDG(16) 
          PRINT *,'DNUDG(17)=',DNUDG(17) 
          PRINT *,'DNUDG(18)=',DNUDG(18) 
          PRINT *,'DNUDG(19)=',DNUDG(19) 
          PRINT *,'DNUDG(20)=',DNUDG(20) 
 
 
 
   24   CONTINUE 
        SPNUDG=DNUDG(NL) 
        WRITE(2,203) DNUDG 
       ENDIF 
      ENDIF 
      !---------------------------------------------------------
-------- 
      ! Pass information from PE 0 to other PEs 
      !---------------------------------------------------------
-------- 
      IF (NPE.GT.1) THEN 
       iSend=0 
       nBuffSize=1 
       CALL MPI_BARRIER(MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(LNUDG,nBuffSize,ParaLog,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(LNDCYC,nBuffSize,ParaLog,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(LNUDGGP,nBuffSize,ParaLog,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(KINND,nBuffSize,ParaInt,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(SPNUDG,nBuffSize,ParaReal,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BCAST(DNDMAX,nBuffSize,ParaReal,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       nBuffSize=NL 
       CALL MPI_BCAST(DNUDG,nBuffSize,ParaReal,iSend, 
     &                MPI_COMM_WORLD,ierr) 
       CALL MPI_BARRIER(MPI_COMM_WORLD,ierr) 
      ENDIF 
      !---------------------------------------------------------
-------- 
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      ! Read in grid-point nudging fields 
      !---------------------------------------------------------
-------- 
      ! If a nudging run read in reference state 
      ! to nudge towards 
      !---------------------------------------------------------
-------- 
      IF (LNUDGGP) THEN 
       !--------------------------------------------------------
-------- 
       ! Grid point nudging 
       !--------------------------------------------------------
-------- 
       ! First two records are  
       ! the BEGDOY and +1 (there are 360 records in total) 
       WRITE(bday, '(i3)') NINT(BEGDOY) 
       UA10='ua_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       UA11='ua_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       VA10='va_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       VA11='va_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       T10='temp_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       T11='temp_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       SP10='ps_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       SP11='ps_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       DUM10='dum_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       DUM11='dum_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       TIMERAMP10='dum_d'//trim(adjustl(bday))// 
     &                  '_0_dims.dat' 
       TIMERAMP11='dum_d'//trim(adjustl(bday))// 
     &                  '_1_dims.dat' 
 
 
       BEGDOY1=BEGDOY+1 
       WRITE(bday, '(i3)') NINT(BEGDOY1) 
       UA20='ua_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       UA21='ua_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       VA20='va_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       VA21='va_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
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       T20='temp_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       T21='temp_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       SP20='ps_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       SP21='ps_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       DUM20='dum_d'//trim(adjustl(bday))// 
     &   '_0_dims.dat' 
       DUM21='dum_d'//trim(adjustl(bday))// 
     &   '_1_dims.dat' 
 
       TIMERAMP20='timeramp_d'//trim(adjustl(bday))// 
     &                  '_0_dims.dat' 
       TIMERAMP21='timeramp_d'//trim(adjustl(bday))// 
     &                  '_1_dims.dat' 
       !--------------------------------------------------------
-------- 
       ! Time-varying zonal mean state; 
       ! read in first two records 
       ! to set up cubic spline interpolation 
       !--------------------------------------------------------
-------- 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', UA10 
       CALL READCLIM(UA10,NL,.FALSE.,uan10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', UA11 
       CALL READCLIM(UA11,NL,.FALSE.,uan11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', UA20 
       CALL READCLIM(UA20,NL,.FALSE.,uan20) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', UA21 
       CALL READCLIM(UA21,NL,.FALSE.,uan21) 
 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', VA10 
       CALL READCLIM(VA10,NL,.FALSE.,van10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', VA11 
       CALL READCLIM(VA11,NL,.FALSE.,van11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', VA20 
       CALL READCLIM(VA20,NL,.FALSE.,van20) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', VA21 
       CALL READCLIM(VA21,NL,.FALSE.,van21) 
 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', T10 
       CALL READCLIM(T10,NL,.FALSE.,tn10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', T11 
       CALL READCLIM(T11,NL,.FALSE.,tn11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', T20 
       CALL READCLIM(T20,NL,.FALSE.,tn20) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', T21 
       CALL READCLIM(T21,NL,.FALSE.,tn21) 
 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', SP10 
       CALL READCLIM(SP10,1,.FALSE.,spn10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', SP11 
       CALL READCLIM(SP11,1,.FALSE.,spn11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', SP20 
       CALL READCLIM(SP20,1,.FALSE.,spn20) 
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       IF (MYPE.EQ.0) print *, '* READING FILE: ', SP21 
       CALL READCLIM(SP21,1,.FALSE.,spn21) 
 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM10 
       CALL READCLIM(DUM10,NL,.FALSE.,dumn10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM11 
       CALL READCLIM(DUM11,NL,.FALSE.,dumn11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM20 
       CALL READCLIM(DUM20,NL,.FALSE.,dumn20) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM21 
       CALL READCLIM(DUM21,NL,.FALSE.,dumn21) 
 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP10 
       CALL READCLIM(DUM10,NL,.FALSE.,timerampn10) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP11 
       CALL READCLIM(DUM11,NL,.FALSE.,timerampn11) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP20 
       CALL READCLIM(DUM20,NL,.FALSE.,timerampn20) 
       IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP21 
       CALL READCLIM(DUM21,NL,.FALSE.,timerampn21) 
 
       !--------------------------------------------------------
-------- 
       ! Write all the data in UNDGI etc. onto PEs 
       ! uan10/11 and uan20/21 are : uan10(NL,MGx,NHEM,JGy) 
       ! UNDGI2/3 and UNDGJ2/3 are : UNDGI2(NL,MGx,NHEM,JGy) 
       ! Fill UNDG arrays with values from uan arrays ... 
       ! Need to multiply by cos lat and non-dimnesionalise 
       !--------------------------------------------------------
-------- 
        DO IM=1,JGyy(iRow) 
         DO IHEM=1,NHEM 
          DO IN=1,MGxx(iCol) 
           DO L=1,NL 
           UNDGI2(L,IN,IHEM,IM) = 
     &        (uan10(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
     
           UNDGI3(L,IN,IHEM,IM) = 
     &        (uan11(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           UNDGJ2(L,IN,IHEM,IM) = 
     &        (uan20(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           UNDGJ3(L,IN,IHEM,IM) = 
     &        (uan21(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           VNDGI2(L,IN,IHEM,IM) = 
     &        (van10(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           VNDGI3(L,IN,IHEM,IM) = 
     &        (van11(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           VNDGJ2(L,IN,IHEM,IM) = 
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     &        (van20(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
           VNDGJ3(L,IN,IHEM,IM) = 
     &        (van21(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
 
           TNDGI2(L,IN,IHEM,IM) = 
     &        ((tn10(L,IN,IHEM,IM) 
     &        + 273.15 - 250.0) 
     &         /CT) 
     
    TNDGI3(L,IN,IHEM,IM) = 
     &        tn11(L,IN,IHEM,IM) 
     &         /CT 
           
           TNDGJ2(L,IN,IHEM,IM) = 
     &        ((tn20(L,IN,IHEM,IM) 
     &        + 273.15 - 250.0) 
     &          /CT)          
 
  
           TNDGJ3(L,IN,IHEM,IM) = 
     &        tn21(L,IN,IHEM,IM) 
     &         /CT 
 
           SPNDGI2(1,IN,IHEM,IM) = 
     &        (spn10(1,IN,IHEM,IM)) 
     &         /1.0E5 
 
           SPNDGI3(1,IN,IHEM,IM) = 
     &        spn11(1,IN,IHEM,IM) 
     &         /1.0E5 
 
           SPNDGJ2(1,IN,IHEM,IM) = 
     &        (spn20(1,IN,IHEM,IM)) 
     &         /1.0E5 
 
           SPNDGJ3(1,IN,IHEM,IM) = 
     &        spn21(1,IN,IHEM,IM) 
     &         /1.0E5 
 
           DUMNDGI2(L,IN,IHEM,IM) = 
     &        dumn10(L,IN,IHEM,IM) 
           DUMNDGI3(L,IN,IHEM,IM) = 
     &        dumn11(L,IN,IHEM,IM) 
           DUMNDGJ2(L,IN,IHEM,IM) = 
     &        dumn20(L,IN,IHEM,IM) 
           DUMNDGJ3(L,IN,IHEM,IM) = 
     &        dumn21(L,IN,IHEM,IM) 
 
           TIMERAMPNDGI2(L,IN,IHEM,IM) = 
     &        timerampn10(L,IN,IHEM,IM) 
           TIMERAMPNDGI3(L,IN,IHEM,IM) = 
     &        timerampn11(L,IN,IHEM,IM) 
           TIMERAMPNDGJ2(L,IN,IHEM,IM) = 
     &        timerampn20(L,IN,IHEM,IM) 
           TIMERAMPNDGJ3(L,IN,IHEM,IM) = 
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     &        timerampn21(L,IN,IHEM,IM) 
 
          ENDDO 
         ENDDO 
       ENDDO 
       ENDDO 
      ENDIF 
 
      END 
 
*/ 
*/ --------------------------------------- 
*/ Add READNDG 
*/ Reads in subsequent records for time- 
*/ dependent nudging reference states 
*/ --------------------------------------- 
*/ 
*/ 
*/ --- Now call READNDG in main program --- 
*/ --- MLTRI and add READNDG subroutine code --- 
*/ 
 
*D OUTCON.16 
     &          ,KOUTE,KOUTH,KOUTR,KINND,KINN 
*I OUTCON.41 
      INTEGER :: KINND 
      INTEGER :: KINN 
      REAL :: NDGI  
      REAL :: NDGJ 
      REAL :: NDGI3 
      REAL :: NDGJ3 
      REAL :: NDFAC 
      REAL :: DUM 
      REAL :: TIMERAMP 
      COMPLEX :: REF 
,REF0,REFT  
 
*D OUTCON.7 
     &  
,TOUT2,LSPO,LGPO,NDGI,NDGJ,NDGI3,NDGJ3,UNDGI2,UNDGI3,UNDGJ2, 
     &  
UNDGJ3,LNUDGGP,KMX,KMN,TAUND,DNDMAX,SPNUDG,DUMNDGI2,DUMNDGI3, 
     &  
DUMNDGJ2,DUMNDGJ3,NDFAC,REF,REF0,DUM,VNDGI2,VNDGI3,VNDGJ2, 
     &  VNDGJ3,TNDGI2,TNDGI3,TNDGJ2,TNDGJ3,SPNDGI2,SPNDGI3, 
     &  SPNDGJ2,SPNDGJ3,DNUDG,REFT,TIMERAMPNDGI2,TIMERAMPNDGI3, 
     &  TIMERAMPNDGJ2,TIMERAMPNDGJ3,TIMERAMP 
 
   
 
*I MGRMLT.18 
*CALL OUTCON 
*CALL RESTOR 
*CALL BATS 
 
*I MGRMLT.41 
 
!--------------TEST-------------TEST-------- 
!------------------------------------------- 
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! Calling READNDG to make adjustments to PLG3 
!------------------------------------------- 
!------------------------------------------- 
 
 
            KINN=MOD(KOUNT,ITSPD) 
            IF (KINN.EQ.0) KINN=ITSPD 
!               PRINT *,'KINN=',KINN 
            IF (KINND.GT.0.AND.KINN.EQ.KINND) THEN 
               CALL READNDG 
            ENDIF 
            IF (KINND.GT.0) THEN 
               NDGI=REAL(KINN)/REAL(KINND) 
               NDGI3=(NDGI**3 - NDGI)/6. 
               NDGJ=1.-NDGI 
               NDGJ3=(NDGJ**3 - NDGJ)/6. 
            ENDIF 
 
*I DGRMLT.125 
            !------------------------------------------------- 
            ! Update zonal mean nudging, cubic spline  
            ! interpolating factors, for time-dependent nudging  
            ! reference states 
            !------------------------------------------------- 
             
            KINN=MOD(KOUNT,ITSPD) 
            IF (KINN.EQ.0) KINN=ITSPD  
!               PRINT *,'KINN=',KINN 
            IF (KINND.GT.0.AND.KINN.EQ.KINND) THEN 
               CALL READNDG 
            ENDIF 
            IF (KINND.GT.0) THEN 
               NDGI=REAL(KINN)/REAL(KINND) 
               NDGI3=(NDGI**3 - NDGI)/6.   
               NDGJ=1.-NDGI 
               NDGJ3=(NDGJ**3 - NDGJ)/6. 
            ENDIF 
 
 
*DECK READNDG 
!===================================================== 
! Read subsequent record for nudging reference state 
!===================================================== 
      SUBROUTINE READNDG 
      IMPLICIT NONE 
! 
*CALL PARAM1 
*CALL PARAM2 
*CALL PARAM3 
*CALL BLANK 
*CALL MPIDECK 
*CALL BATS 
*CALL RESTOR 
*CALL OUTCON 
*CALL LEGAU 
!----------------------------------------------------- 
! Local variables 
!----------------------------------------------------- 
! End of nudg.bin file error variable 
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      INTEGER :: IOS 
! Loop variable 
      INTEGER :: I,II,iCol2,iRow2,L,IHEM,J,iPe,IM,IN 
      INTEGER :: JH 
      INTEGER :: countLHEM,countHEM,countJ 
! MPI variables 
      INTEGER, PARAMETER :: TagRef=10000 
! Nudging variables 
      REAL :: RNT1,RNT2 
      REAL :: DOY1 
      COMPLEX :: UU,VV,UUU,VVV 
      COMPLEX :: AA,BB,CC,SS,RR,TT 
      COMPLEX :: ABC,DEF 
      character*3 :: dy 
      character*31 :: UA20,UA21,DUM20,DUM21 
      character*31 :: TIMERAMP20,TIMERAMP21 
      character*31 :: VA20,VA21,T20,T21,SP20,SP21 
 
      REAL :: uan20(NL,MGx,NHEM,JGy) 
      REAL :: uan21(NL,MGx,NHEM,JGy) 
 
      REAL :: van20(NL,MGx,NHEM,JGy) 
      REAL :: van21(NL,MGx,NHEM,JGy) 
      REAL :: tn20(NL,MGx,NHEM,JGy) 
      REAL :: tn21(NL,MGx,NHEM,JGy) 
      REAL :: spn20(1,MGx,NHEM,JGy) 
      REAL :: spn21(1,MGx,NHEM,JGy) 
 
      REAL :: dumn20(NL,MGx,NHEM,JGy) 
      REAL :: dumn21(NL,MGx,NHEM,JGy) 
 
      REAL :: timerampn20(NL,MGx,NHEM,JGy) 
      REAL :: timerampn21(NL,MGx,NHEM,JGy) 
 
      !---------------------------------------------------------
-------- 
      ! If a nudging run read in next record and update linear 
      ! interpolation parameter 
      !---------------------------------------------------------
-------- 
      IF (LNUDGGP) THEN 
        !-------------------------------------------------------
-------- 
        ! Read in on PE 0 
        !-------------------------------------------------------
-------- 
         DOY1=DOY-1 
         WRITE(dy, '(i3)') NINT(DOY1) 
 
         UA20='ua_d'//trim(adjustl(dy))// 
     &   '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', UA20 
         CALL READCLIM(UA20,NL,.FALSE.,uan20)       
         UA21='ua_d'//trim(adjustl(dy))// 
     &   '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', UA21 
         CALL READCLIM(UA21,NL,.FALSE.,uan21)     
 
         VA20='va_d'//trim(adjustl(dy))// 



- 244 - 

     &   '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', VA20 
         CALL READCLIM(VA20,NL,.FALSE.,van20)       
         VA21='va_d'//trim(adjustl(dy))// 
     &   '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', VA21 
         CALL READCLIM(VA21,NL,.FALSE.,van21)     
 
         T20='temp_d'//trim(adjustl(dy))// 
     &   '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', T20 
         CALL READCLIM(T20,NL,.FALSE.,tn20)       
         T21='temp_d'//trim(adjustl(dy))// 
     &   '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', T21 
         CALL READCLIM(T21,NL,.FALSE.,tn21)     
 
         SP20='ps_d'//trim(adjustl(dy))// 
     &   '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', SP20 
         CALL READCLIM(SP20,1,.FALSE.,spn20)       
         SP21='ps_d'//trim(adjustl(dy))// 
     &   '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', SP21 
         CALL READCLIM(SP21,1,.FALSE.,spn21)     
 
         DUM20='dum_d'//trim(adjustl(dy))// 
     &   '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM20 
         CALL READCLIM(DUM20,NL,.FALSE.,dumn20)       
         DUM21='dum_d'//trim(adjustl(dy))// 
     &   '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', DUM21 
         CALL READCLIM(DUM21,NL,.FALSE.,dumn21)  
 
         TIMERAMP20='timeramp_d'//trim(adjustl(dy))// 
     &                  '_0_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP20 
         CALL READCLIM(TIMERAMP20,NL,.FALSE.,timerampn20)       
         TIMERAMP21='timeramp_d'//trim(adjustl(dy))// 
     &                  '_1_dims.dat' 
         IF (MYPE.EQ.0) print *, '* READING FILE: ', TIMERAMP21 
         CALL READCLIM(TIMERAMP21,NL,.FALSE.,timerampn21)     
 
    
        !-------------------------------------------------------
-------- 
        ! Write all the data in ZNDGI etc. onto PEs 
        !-------------------------------------------------------
-------- 
         DO IM=1,JGyy(iRow) 
          DO IHEM=1,NHEM 
           DO IN=1,MGxx(iCol) 
            DO L=1,NL 
                UNDGJ2(L,IN,IHEM,IM) = (uan20(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
                UNDGJ3(L,IN,IHEM,IM) = (uan21(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
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                VNDGJ2(L,IN,IHEM,IM) = 
     &          (van20(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
                VNDGJ3(L,IN,IHEM,IM) = 
     &          (van21(L,IN,IHEM,IM))* 
     &         (CS(JJ1(iRow)+IM,1)/CV) 
 
                TNDGJ2(L,IN,IHEM,IM) = 
     &          ((tn20(L,IN,IHEM,IM) 
     &          + 273.15 - 250.0) 
     &           /CT) 
 
                TNDGJ3(L,IN,IHEM,IM) = 
     &          tn21(L,IN,IHEM,IM) 
     &                         /CT 
 
                SPNDGJ2(1,IN,IHEM,IM) = 
     &          (spn20(1,IN,IHEM,IM)) 
     &                          /1.0E5      
                SPNDGJ3(1,IN,IHEM,IM) = 
     &          spn21(1,IN,IHEM,IM) 
     &                          /1.0E5 
 
 
                DUMNDGJ2(L,IN,IHEM,IM) = dumn20(L,IN,IHEM,IM) 
                DUMNDGJ3(L,IN,IHEM,IM) = dumn21(L,IN,IHEM,IM) 
 
                TIMERAMPNDGJ2(L,IN,IHEM,IM) = 
timerampn20(L,IN,IHEM,IM) 
                TIMERAMPNDGJ3(L,IN,IHEM,IM) = 
timerampn21(L,IN,IHEM,IM) 
 
 
           ENDDO 
          ENDDO 
         ENDDO 
        ENDDO 
        !-------------------------------------------------------
-------- 
        ! Need to swap UNDGI etc and UNDGJ etc arrays 
        ! around so the I's contain the most recent 
        ! record and J's contain the previous record 
        !-------------------------------------------------------
-------- 
         DO IHEM=1,NHEM 
          DO IM=1,JGyy(iRow) 
           DO IN=1,MGxx(iCol) 
            DO L=1,NL 
            UU=UNDGI2(L,IN,IHEM,IM) 
            UNDGI2(L,IN,IHEM,IM)=UNDGJ2(L,IN,IHEM,IM) 
            UNDGJ2(L,IN,IHEM,IM)=UU 
 
            VV=UNDGI3(L,IN,IHEM,IM) 
            UNDGI3(L,IN,IHEM,IM)=UNDGJ3(L,IN,IHEM,IM) 
            UNDGJ3(L,IN,IHEM,IM)=VV 
! 
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            RR=VNDGI2(L,IN,IHEM,IM) 
            VNDGI2(L,IN,IHEM,IM)=VNDGJ2(L,IN,IHEM,IM) 
            VNDGJ2(L,IN,IHEM,IM)=RR 
 
            SS=VNDGI3(L,IN,IHEM,IM) 
            VNDGI3(L,IN,IHEM,IM)=VNDGJ3(L,IN,IHEM,IM) 
            VNDGJ3(L,IN,IHEM,IM)=SS 
! 
 
            TT=TNDGI2(L,IN,IHEM,IM) 
            TNDGI2(L,IN,IHEM,IM)=TNDGJ2(L,IN,IHEM,IM) 
            TNDGJ2(L,IN,IHEM,IM)=TT 
 
            AA=TNDGI3(L,IN,IHEM,IM) 
            TNDGI3(L,IN,IHEM,IM)=TNDGJ3(L,IN,IHEM,IM) 
            TNDGJ3(L,IN,IHEM,IM)=AA 
! 
 
            BB=SPNDGI2(1,IN,IHEM,IM) 
            SPNDGI2(1,IN,IHEM,IM)=SPNDGJ2(1,IN,IHEM,IM) 
            SPNDGJ2(1,IN,IHEM,IM)=BB 
 
            CC=SPNDGI3(1,IN,IHEM,IM) 
            SPNDGI3(1,IN,IHEM,IM)=SPNDGJ3(1,IN,IHEM,IM) 
            SPNDGJ3(1,IN,IHEM,IM)=CC 
! 
 
            UUU=DUMNDGI3(L,IN,IHEM,IM) 
            DUMNDGI3(L,IN,IHEM,IM)=DUMNDGJ3(L,IN,IHEM,IM) 
            DUMNDGJ3(L,IN,IHEM,IM)=UUU 
 
            VVV=DUMNDGI3(L,IN,IHEM,IM) 
            DUMNDGI3(L,IN,IHEM,IM)=DUMNDGJ3(L,IN,IHEM,IM) 
            DUMNDGJ3(L,IN,IHEM,IM)=VVV 
 
            ABC=TIMERAMPNDGI3(L,IN,IHEM,IM) 
            
TIMERAMPNDGI3(L,IN,IHEM,IM)=TIMERAMPNDGJ3(L,IN,IHEM,IM) 
            TIMERAMPNDGJ3(L,IN,IHEM,IM)=ABC 
 
            DEF=TIMERAMPNDGI3(L,IN,IHEM,IM) 
            
TIMERAMPNDGI3(L,IN,IHEM,IM)=TIMERAMPNDGJ3(L,IN,IHEM,IM) 
            TIMERAMPNDGJ3(L,IN,IHEM,IM)=DEF 
 
           ENDDO 
          ENDDO 
         ENDDO 
        ENDDO 
       
      ENDIF 
 
      END 
 
*/ 
*/ --------------------------------------- 
*/ Edit DGRMLT to include nudging 
*/ Applies nudging in grid-point space 
*/ --------------------------------------- 
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*/ 
*/ --- Add required nudging parameters --- 
*/ 
*I DGRMLT.176  
 
      !---------------------------------------------------------
-------- 
      ! Apply nudging in grid point space 
      ! DOY (Day of year) sets calendar days over which nudging 
is 
      ! switched on 
      ! DAY.GE. sets nudging to start in first winter (not 
immediately) 
      !---------------------------------------------------------
-------- 
      IF (LNUDGGP) THEN 
       IF (DOY.LE.90.OR.DOY.GE.300) THEN 
       IF (DAY.GE.72451) THEN 
       !--------------------------------------------------------
-------- 
       ! Nudging applies across all zonal wavenumbers 
       !--------------------------------------------------------
-------- 
       IF (DAY.GT.DNDMAX.OR.DNDMAX.LE.0.) THEN 
        NDFAC = 1. 
       ELSE IF (DAY.GT.0) THEN 
        NDFAC = SIN(PI*DAY/(2*DNDMAX))**2 
       ELSE 
        NDFAC = 0. 
       END IF 
       !--------------------------------------------------------
-------- 
       ! Loop 
       !--------------------------------------------------------
-------- 
 
         DO L=1,NL 
          DO IHEM=1,NHEM 
            DO I=1,MGxx(iCol)  
             DUM=NDGI*DUMNDGI2(L,I,IHEM,JH) + 
     &          NDGI3*DUMNDGI3(L,I,IHEM,JH) + 
     &          NDGJ*DUMNDGJ2(L,I,IHEM,JH) + 
     &          NDGJ3*DUMNDGJ3(L,I,IHEM,JH) 
 
             TIMERAMP=NDGI*TIMERAMPNDGI2(L,I,IHEM,JH) + 
     &          NDGI3*TIMERAMPNDGI3(L,I,IHEM,JH) + 
     &          NDGJ*TIMERAMPNDGJ2(L,I,IHEM,JH) + 
     &          NDGJ3*TIMERAMPNDGJ3(L,I,IHEM,JH) 
  
             REF=NDGI*UNDGI2(L,I,IHEM,JH) + 
     &          NDGI3*UNDGI3(L,I,IHEM,JH) + 
     &          NDGJ*UNDGJ2(L,I,IHEM,JH) + 
     &          NDGJ3*UNDGJ3(L,I,IHEM,JH) 
 
            FUG3(I,IHEM,JH,L) = FUG3(I,IHEM,JH,L) 
     &          -(NDFAC*DNUDG(L)*TIMERAMP*DUM*(UG3(I,IHEM,JH,L)-
REF)) 
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             REF=NDGI*VNDGI2(L,I,IHEM,JH) + 
     &          NDGI3*VNDGI3(L,I,IHEM,JH) + 
     &          NDGJ*VNDGJ2(L,I,IHEM,JH) + 
     &          NDGJ3*VNDGJ3(L,I,IHEM,JH) 
 
            FVG3(I,IHEM,JH,L) = FVG3(I,IHEM,JH,L) 
     &          -(NDFAC*DNUDG(L)*TIMERAMP*DUM*(VG3(I,IHEM,JH,L)-
REF)) 
 
            REFT=NDGI*TNDGI2(L,I,IHEM,JH) + 
     &          NDGI3*TNDGI3(L,I,IHEM,JH) + 
     &          NDGJ*TNDGJ2(L,I,IHEM,JH) + 
     &          NDGJ3*TNDGJ3(L,I,IHEM,JH) 
 
               
            TNLG3(I,IHEM,JH,L) = TNLG3(I,IHEM,JH,L) 
     &          -(NDFAC*DNUDG(L)*TIMERAMP*DUM* 
     &   (TG3(I,IHEM,JH,L)-T0(L)-REFT)) 
 
 
            ENDDO 
           ENDDO 
          ENDDO 
 
 ENDIF 
 ENDIF 
 ENDIF 
 
*/ 
*/ --------------------------------------- 
*/ Edit MGRMLT to include nudging 
*/ Applies nudging to VPG3 grid-point space 
*/ --------------------------------------- 
*/ 
*/ --- Add required nudging parameters --- 
*/ 
*I MGRMLT.102 
 
      !---------------------------------------------------------
-------- 
      ! Apply nudging in grid point space 
      ! DOY (Day of year) sets calendar days over which nudging 
is 
      ! switched on 
      ! DAY.GE. sets nudging to start in first winter (not 
immediately) 
      !---------------------------------------------------------
-------- 
      IF (LNUDGGP) THEN 
       IF (DOY.LE.90.OR.DOY.GE.300) THEN 
       IF (DAY.GE.72451) THEN 
       !--------------------------------------------------------
-------- 
       ! Nudging applies across all zonal wavenumbers 
       !--------------------------------------------------------
-------- 
       IF (DAY.GT.DNDMAX.OR.DNDMAX.LE.0.) THEN 
        NDFAC = 1. 
       ELSE IF (DAY.GT.0) THEN 
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        NDFAC = SIN(PI*DAY/(2*DNDMAX))**2 
       ELSE 
        NDFAC = 0. 
       END IF 
       !--------------------------------------------------------
-------- 
       ! Loop 
       !--------------------------------------------------------
-------- 
            DO I=1,MGxx(iCol)  
             DUM=NDGI*DUMNDGI2(NL-1,I,IHEM,J) + 
     &          NDGI3*DUMNDGI3(NL-1,I,IHEM,J) + 
     &          NDGJ*DUMNDGJ2(NL-1,I,IHEM,J) + 
     &          NDGJ3*DUMNDGJ3(NL-1,I,IHEM,J) 
 
             TIMERAMP=NDGI*TIMERAMPNDGI2(NL-1,I,IHEM,J) + 
     &          NDGI3*TIMERAMPNDGI3(NL-1,I,IHEM,J) + 
     &          NDGJ*TIMERAMPNDGJ2(NL-1,I,IHEM,J) + 
     &          NDGJ3*TIMERAMPNDGJ3(NL-1,I,IHEM,J) 
 
             REF=NDGI*SPNDGI2(1,I,IHEM,J) + 
     &          NDGI3*SPNDGI3(1,I,IHEM,J) + 
     &          NDGJ*SPNDGJ2(1,I,IHEM,J) + 
     &          NDGJ3*SPNDGJ3(1,I,IHEM,J) 
 
            VPG3(I,IHEM,J)=VPG3(I,IHEM,J) 
     &          +(NDFAC*SPNUDG*TIMERAMP*DUM* 
     &      (SPG3(I,IHEM,J)-(REF-1.0))) 
 
         ENDDO 
 ENDIF 
 ENDIF 
 ENDIF 
/EOF 
# 
############################################# NAMELIST DATA. 
# 
cat  <<  /EOF  >  $EXPDIR/data.template 
 &INPPL 
 &END 
 &INPRN  
 DAYS=dummy_NDAYS2RUN, 
 BEGDAY=dummy_BEGDAY, 
 KITS=0, 
 TSPD=72, 
 PNU=0.02, 
 TDISS=0.166666666667, 
 NDEL=6, 
 BEGDOY=0.0, 
 LFLUX=.TRUE., 
 LSTRETCH=.TRUE., 
 L22L=.FALSE.,LCLIM=.FALSE.,LPERPET=.FALSE.,LOROG=.TRUE., 
 LSHORT=.FALSE.,LBALAN=.FALSE., 
 LRSTRT=dummy_LRSTRT, 
 LRESTIJ=.FALSE., 
 LNOISE=.FALSE., 
 LMASCOR=.TRUE.,LMASPRT=.FALSE.,LMASOLD=dummy_LMASOLD 
 &END 
 &INPOP  
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 RNTAPE=1.0, 
 DAYP=10, 
 NCKNTIN=dummy_OUTPUTEVERY, 
 DAYH=dummy_AOUTPUTEVERY, 
 DAYR=dummy_RESTARTEVERY, 
 KOUNTE=1, 
 NLAT=32, 
 NTRACO=1,RNTAPO=1.0 
 &END 
 &INPHYS 
LBL=.TRUE.,LCR=.TRUE.,LLR=.TRUE.,LCUBM=.TRUE.,LCBADJ=.TRUE.,  
      LRD=.TRUE.,LVD=.TRUE.,LSL=.TRUE.,LOC=.TRUE., 
      LNOICE=.FALSE.,LOLDBL=.FALSE.,LNNSK=.TRUE.,LCOND=.FALSE. 
 &END 
 &INMORCGAS VMRCO2=285.0E-6,VMRCH4=0.70E-6,VMRN2O=270.0E-9, 
      VMRCFC11=0.0,VMRCFC12=0.0,NEXOTIC=.TRUE. 
 &END 
 &INPRS 
 &END 
 &INPRSIJ 
 &END 
 &INPBL  
 KBAL=0,LTBAL=.FALSE.,TMEAN=20*250.0 
 &END 
 &INQ LRH=.FALSE., LNSURF=.FALSE. 
 &END 
 &INNUDG LNUDG=.FALSE.,LNUDGGP=.TRUE.,KINND=72, 
      KMX=0.92000,KMN=0.16983,TAUND=6.0 
 &END 
/EOF 
# 
############################################# ERROR PROCESSING 
FUNCTION. 
# 
ABORT () 
{ 
echo '!!!!!!!!!! ERROR PROCESSING !!!!!!!!!!' 
set +e 
\cp fort.2 $EXPDIR/results_fail 
exit 1 
} 
# 
############################################# COMPILE PROGRAM. 
# 
cd $COMPDIR 
 
if [ $COMPILE = yes ] 
then 
    fc='mpif90' 
    fflags='-i4 -r8 -O3 -xHOST -align -fp-model source  -fpe0 -
traceback' 
 
# Spinup 
   $NUPDATE  -p ${ProgLib}  -c igcm4_mpi_spin     \ 
            -i updates_spin                    \ 
            -f -o sq -s igcm4_mpi.src      ||  ABORT NUPDATE 
    $fc $fflags -c igcm4_mpi_spin.f -I$NETCDFINC -I$MPIINC || 
ABORT $fc 
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  # linking bit 
    $fc $fflags -o $EXPDIR/${EXEC}_spin \ 
      $OASISCLIMDIR/Clim/*.o \ 
      igcm4_mpi_spin.o \ 
      -L$KD \ 
      -lsun'fft1' -lsun'blas1' -lsun'util1' \ 
      -lsun'aux1' \ 
      -L$NETCDFLIB -lhdf5 -lhdf5_hl -lcurl -lnetcdff -lnetcdf -
L$PVMLIB -lfpvm3 -lgpvm3 -lpvm3\ 
      -L$MPILIB -lmpi || ABORT ${FC} 
 
 
# Restart 
   $NUPDATE  -p ${ProgLib}  -c igcm4_mpi_cont     \ 
            -i updates_cont                    \ 
            -f -o sq -s igcm4_mpi.src      ||  ABORT NUPDATE 
    $fc $fflags -c igcm4_mpi_cont.f -I$NETCDFINC -I$MPIINC || 
ABORT $fc 
 
  # linking bit 
    $fc $fflags -o $EXPDIR/${EXEC}_cont \ 
      $OASISCLIMDIR/Clim/*.o \ 
      igcm4_mpi_cont.o \ 
      -L$KD \ 
      -lsun'fft1' -lsun'blas1' -lsun'util1' \ 
      -lsun'aux1' \ 
      -L$NETCDFLIB -lhdf5 -lhdf5_hl -lcurl -lnetcdff -lnetcdf -
L$PVMLIB -lfpvm3 -lgpvm3 -lpvm3\ 
      -L$MPILIB -lmpi || ABORT ${FC} 
 
fi 
 
 
cd $EXPDIR 
echo "Making links:" $PWD 
     [ -r climdata ] && \rm -f climdata/*.dat 
     ln -s $CLIMDIR/*.dat climdata 
      
     [ -r orogdata ] && \rm -f orogdata 
     ln -s $OROGDIR orogdata 
 
     [ -f input.dat ] && \rm -f input.dat 
     \cp $INIDATA/restart.12 input.dat 
     [ -f RestartSurface.dat ] && \rm -f RestartSurface.dat 
     \cp $INIDATA/restart.17 RestartSurface.dat 
 
     [ -f column.dat ] && \rm -f column.dat 
     [ -f vegetation.dat ] && \rm -f vegetation.dat 
     ln -s $INIDATA/vegetation.260x32.171011 vegetation.dat 
     [ -f flxocean ] && \rm -f flxocean 
     \cp $INIDATA/flxocean flxocean 
     [ -f topog_gwd.dat ] && \rm -f topog_gwd.dat 
     ln -s $INIDATA/topog_gwd.T42.dat topog_gwd.dat 
 
     ln -s $NUDGREF/*.dat climdata 
 
# before running keep a copy of this runscript in the output 
directory 
      cp $RPATH/source/igcm4/$0 $EXPDIR/ 
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      cp $COMPDIR/igcm4_mpi_????.f $EXPDIR/ 
  exit 0                                      # Successful 
termination. 
# 
############################################# END OF JOB. 

 

 


