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Abstract

Quantum communication offers a solution to the threat of quantum computers on cryp-

tographic security and the ability to share quantum information and entanglement on a

global scale. The construction of quantum networks and an overarching quantum internet

will provide the infrastructure needed to facilitate worldwide quantum communication and

enable ground breaking advances in science, technology and beyond.

However, quantum networks face challenges that classical networks conveniently avoid.

The laws of quantum mechanics impose a fundamental rate-loss tradeoff which critically

limits the ability to achieve high rates over long distances. This introduces an intrinsic

difference between classical and quantum communication networks with effects that ripple

throughout every facet of network design, implementation and utilisation.

In this thesis, we devise new ways to characterise the performance of large-scale quan-

tum networks. Combining expertise from quantum information theory, graph theory and

network theory we derive analytical methods with which to inspect the fundamental limits

of large-scale quantum networks. We do this through the introduction of an analytic net-

work architecture which exhibits desirable features within high-rate, well connected topolo-

gies. These techniques (and variants thereof) are then used in a multitude of contexts:

to compare the limits and resource demands of quantum fibre networks and satellite-based

quantum repeaters, to benchmark end-to-end network capacity bounds, and to access useful

benchmarks for free-space quantum networking.

Motivated by insight from analytical architectures, we inspect the practicality and crit-

icality of realistic quantum networking. We investigate random quantum network archi-

tectures and practical end-to-end routing protocols in order to understand the trade-off

between network connectivity, resource consumption and performance guarantees. In do-

ing so, we build new and efficient multi-path routing strategies. These analyses are then

extended into the multi-user setting, enlightening properties of a reliable quantum internet

that can support many communicators.
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Chapter 1

Introduction and Motivation

1.1 Quantum Information and Communication

Over the past century, our ability to communicate has undergone rapid and dramatic

change. From the invention of the telephone, the deployment of the first classical internet

[4], to their ubiquity in modern society, communication has become a foundation on which

we build our everyday lives. For this reason, a worldwide communication infrastructure

spanning land, sea and space has been ever-growing and expanding in an effort to promise

three crucial features: (1) immediacy (the ability to transfer information quickly), (2)

reliability (to communicate despite adversarial conditions) and (3) security (the guarantee

of private, secure communication).

Yet, as science and technology has evolved, so too has the types of information we wish

to communicate. Most prominently, the theoretical and experimental development of quan-

tum information science has brought with it new demands and challenges to the landscape

of communication technologies. Quantum technologies describe a category of technologi-

cal devices and procedures which exploit fundamental features of quantum mechanics to

perform classically impossible tasks, utilising its unique properties such as quantum super-

position and entanglement. The modern field of quantum information theory has grown

and thrived in the past fifty years to understand how such technologies can be developed

and deployed to unlock new, revolutionary abilities: the classically intractable simulation of

complex systems for chemistry, material science and drug discovery [5], advanced techniques

for biology and medicine [6, 7], astronomy [8], enhanced gravitational wave detection [9],

and much more.
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1.2 Challenging Classical Cryptography

The research and development of quantum computers are a particularly pertinent focus

of quantum information science. A quantum computer is a different form of computing

device which is based upon the more general processing of qubits, rather than the exclu-

sive processing of classical bits. Quantum computers will help to drive progress in each

of the different technologies mentioned before, but perhaps most importantly within com-

munication and cryptography. In Shor’s seminal paper [10], he discovered that quantum

computers are capable of factoring large integers efficiently; a task that is not known to be

efficiently solvable on classical devices upon which a vast number of classical cryptographic

protocols are based. The security of RSA encryption [11] (and other standardised crypto-

graphic methods) relies upon the concept of one-way functions; functions which are easy

to compute one-way using some inputs, but are extremely difficult to invert, e.g. integer

factorisation, the discrete logarithm problem [12, 13, 14], etc. Consequently, the future

arrival of quantum computers which can efficiently defeat one-way functions pose a critical

challenge to the current world of classical communications.

Hence, this new wave of technologies which promise a suite of revolutionary abilities

simultaneously poses a threat to the way in which we currently guarantee secure/private

communications. Different research directions have emerged to address the issue of security

post-quantum computers. The aptly named field of post-quantum cryptography1 aims to

determine methods (typically classical) to ward off Shor’s factoring algorithm which are

usually based upon public-key cryptography and maintain the strategy of one-way functions.

In the near-term, while quantum computers remain small and noisy, such approaches may

well be sufficient. However, in the long-term vision of fault-tolerant quantum technologies,

unless a classical scheme can be devised that is provably intractable on quantum computers

they may simply be postponing the inevitable.

Perhaps attacks posed by quantum computers shouldn’t be resisted with classical means,

but instead with quantum means? Enter quantum cryptography, a rich field of study which

fights fire-with-fire, imposing post-quantum security through the manipulation of quantum

mechanical systems. Indeed, the protocol of quantum key distribution (QKD) [15, 16, 17]

stands as perhaps the most mature and readily deployed quantum technology to date. It is

a quantum cryptographic protocol which promises provably secure classical communication

based upon the fundamental laws of quantum mechanics; going beyond the difficulty of

one-way functions, and providing mathematically guaranteed privacy. QKD presents an

1Commonly referred to in many different ways, e.g. “quantum-safe”, “quantum-proof”, “quantum-
resistant”, etc.
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exciting solution to navigating Shor’s algorithm in a post-quantum world, one that could

form the basis of secure communications of the future.

1.3 A Quantum Internet

Quantum communication theory extends into a broader domain, beyond that of securing

classical communication against quantum attacks. The more general goal of immediately,

reliably and securely communicating quantum information via the exchange of quantum

systems opens remarkable new avenues of exploration. A pair of end-users may want to share

a specific target quantum state, a goal we label quantum state transfer. One may consider

the alternative task of entanglement distribution, in which the goal of communicators is to

share a maximally entangled state. As we will review and explore in this thesis, quantum

entanglement is pivotal in the theory of quantum communication and the characterisation

of channel capacities, thanks to its role in quantum teleportation.

These quantum communication protocols admit no analogy in the classical world, mark-

ing a clear departure from classical theory and present novel challenges for theoretical and

experimental research. Furthermore, they are necessary to facilitate distributed quantum

information processing on a large-scale. Much like classical computing, there are many

instances in which quantum computing will require the co-operation of many (potentially

remote) devices. The true exploitation of quantum information processing will thus demand

distributed methods, permitting the execution of quantum algorithms on remote quantum

processors [18] and supporting applications such as a fundamentally precise and stable world

clock [19], quantum-enhanced telescope arrays [20] and much more.

The core trio of QKD, entanglement distribution, quantum state transfer embody the

primary challenges of quantum communications. In tandem, they contribute to the envi-

sioned utility of a greater target: A quantum internet [21, 22, 23, 24, 25]. This refers to

a large-scale quantum communication network which enables users across the globe to se-

curely communicate, distribute entanglement, perform distributed quantum computing and

much more. The quantum internet does not stand as a replacement to its classical counter-

part, but rather as a partner. In a future world vision, classical and quantum internets will

forge a symbiotic relationship in order to enable classical and quantum communication on a

grand, worldwide scale; an aspiration that sits as the Holy Grail of quantum communication

research.
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1.4 Quantum Networking

Since the inception of the BB84 protocol [15] quantum teleportation [26, 27] and their

many descendants, the primary theoretical problem of quantum communication has been

studied in the point-to-point setting. Research has majorly focussed on the ability for a pair

of communicators (Alice and Bob) to exchange secret-keys, quantum states or entanglement

over an environmental quantum channel which may be subject to attack by an eavesdropper

(Eve). Clearly, the study of point-to-point quantum communications serves as a primitive

for more complex settings related to quantum networking. Unless we can immediately,

reliably and securely communicate over a quantum channel, we cannot do so across a

quantum internet.

Fortunately, dramatic progress has been accomplished in understanding the ultimate

operational limits of quantum communications in this setting. The year 2009 marked the

beginning of the end of a critical and long-standing open question in quantum informa-

tion/Shannon theory; Given a bosonic lossy quantum channel (the quantum mechanical

description of an optical-fibre link, and the basis of free-space media) characterised by

transmissivity η (which describes the fraction of photons that survive the link from trans-

mission to detection), what is the ultimate rate (channel capacity) at which secret-key bits,

entanglement bits or qubits can be transmitted? Indeed, Ref. [28] presented a lower-bound

on the quantum channel capacity of bosonic lossy links, and other channel models. Six years

later, Pirandola et al. corroborated this lower-bound with an equivalent upper-bound, re-

solving the maximum rate of quantum communications over optical-fibre [29]. This resulted

in the Pirandola-Laurenza-Ottaviani-Banchi (PLOB) bound, which shows that the funda-

mental laws of nature place a limit on the quantum communication rate over a lossy bosonic

channel at − log2(1− η) bits/channel-use. The PLOB bound would also later be extended

to placing limits on the capacities of terrestrial free-space and satellite-based quantum com-

munications [30, 31].

The ability to access the ultimate limits of quantum (or classical) protocols (in commu-

nications, sensing or otherwise) is invaluable. Understanding “where the ceiling is” within

scientific research is vital, and presents a guiding light for theoretical and experimental in-

vestigators alike; if we do not know how nature limits our capabilities then it is remarkably

difficult to know (1) if we are doing something well, (2) if we could be doing so much bet-

ter, or (3) if we are doing something wrong! Within quantum communications, the PLOB

bound serves this purpose.

Consequently, it is intuitive to want to extend these limits into the more complex domain

of quantum networks. Now, the task of quantum communication is not simply defined over
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a single quantum channel but over a general architecture of interconnected channels, each

of which may have unique properties of loss and noise. Progress in this direction has been

made, in which the point-to-point limits of quantum channels were extended to end-to-end

limits of quantum communication networks [32]. From these results, some clear insight

was uncovered: since quantum mechanics imposes fundamental limits on the attainment

of high rates over long distance point-to-point channels, the infrastructure developed to

facilitate quantum networking will need to take these limitations into account and use

them to motivate high-rate architectures. Understanding the trade-offs between end-to-

end performance, distance independence and cost efficiency will be crucial for a successful

quantum internet.

1.5 Motivation and Thesis Structure

Many glaring gaps still stand in our understanding of quantum communication networks:

how should quantum network architectures be designed in a way that provides our key

promises from before? What architectural features are necessary to provide high rates over

long-distances while remaining cost effective? How will quantum systems be exchanged and

routed across quantum networks to guarantee efficacy and efficiency? What role will free-

space and satellite-based quantum communications play in the future quantum internet?

What resource demands will multi-user situations place on quantum networks? These

questions are in their infancy. But as the practicality of quantum technologies continues to

advance, it is essential that we fill these gaps so that our theoretical understanding stays a

few steps ahead. The goal of this thesis is to address some of these key open questions.

This thesis is structured as follows. In Chapter 2 we introduce the reader to critical

concepts in quantum information, communication and network theory. Information in this

chapter should provide useful context and preliminary results pertaining to theory developed

in later chapters.

In Chapter 3 we address the challenge of constructing quantum network architectures

which are analytically treatable, while retaining realistic physical and topological free-

dom. Typically, the theoretical capabilities of quantum communication protocols are bench-

marked in a network setting via simple linear repeater chains. Repeater chains offer some

insight into the ability to extend quantum links over longer distances, but do little to cap-

ture more complex features of network connectivity or the utility of multi-path routing.

Utilising ideas from quantum information theory, classical networks and graph theory we

investigate ideal architectures based on the property of weak-regularity. Weakly-Regular

Networks (WRNs) simultaneously (i) idealise network connectivity, (ii) provide sufficient
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freedom to capture a broad class of spatial topologies and (iii) remain analytically treat-

able so that critical network properties can be rigorously studied. This results in a design

with desirable qualities which can efficiently and effectively provide insight for realistic

structures. We show that quantum WRNs employing multi-path routing admit remarkably

accessible (and achievable) upper-bounds on the end-to-end capacity. This allows for a

characterisation of the ideal performance of a fibre-based quantum internet with respect to

essential properties such as maximum channel length and nodal density.

In Chapter 4 we investigate a recently developed node-splitting technique which intro-

duces internal losses and noise into repeater devices. This allows us to present achievable

end-to-end rates for noisy-repeater quantum networks, obtained by extending the coherent

and reverse coherent information (single channel capacity lower bounds) into end-to-end

capacity lower bounds. Through this general formalism we show how tight upper-bounds

can also be derived by supplementing appropriate single-edge capacity bounds. As a result,

we develop tools which provide tight performance bounds for quantum networks constituted

of channels whose capacities are not exactly known, and reveal critical network properties

which are necessary for high-rate quantum communications. This permits the investigation

of pertinent classes of quantum networks with realistic technologies such as qubit amplitude

damping networks and bosonic thermal-loss networks.

Chapter 5 combines recent advances in the theory of point-to-point free-space chan-

nel capacities and end-to-end network capacities in order to develop crucial tools for the

study of hybrid, free-space quantum networks. We present a general formalism for study-

ing the capacities of arbitrary, hybrid quantum networks, before focussing on the regime

of atmospheric and space-based quantum channels. We then gather a class of modular

quantum network architectures which offer a realistic and readily analysable framework for

hybrid quantum networks. By considering a physically motivated, highly connected mod-

ular structure we are able to idealise network performance and derive channel conditions

for which optimal performance is guaranteed. This allows us to reveal vital properties for

which distance-independent rates are achieved, so that the end-to-end capacity has no de-

pendence on the physical separation between users. Our analytical method elucidates key

infrastructure demands for a future satellite-based global quantum internet, and for hybrid

wired/wireless metropolitan quantum networks.

Having gather considerable analytical insight from the previous chapters and methods,

Chapter 6 moves into the domain of complex, random quantum networks. Indeed, ran-

dom network theory is enormously useful for the study of realistic features and behaviours

of communication networks, and can be used to practically benchmark routing protocols.

Using realistic descriptions of quantum networks via random network models and practi-
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cal end-to-end routing protocols, we reveal critical phenomena associated with large-scale,

optical-fibre quantum networks. Our work reveals the weaknesses of applying single-path

routing protocols within quantum networks, observing an inability to achieve reliable rates

over long distances. Adapting novel algorithms for multi-path routing, we devise an ef-

ficient and practical multi-path routing algorithm capable of boosting performance while

minimising costly quantum resources.

Finally, Chapter 7 takes this investigation a step further. End-to-end rates in a single-

unicast setting have been used to benchmark performance and qualify critical regimes of

network resources required to guarantee reliable rates. While single-unicast studies are in-

sightful, they fail to capture the true demands placed on a quantum network when multiple

users are involved. We investigate the implications of routing competition in a multiple-

unicast scenario for performance and network resource requirements. We identify a more

realistic picture of quantum networking, revealing achievable average end-to-end rates and

capacities of realistic, multi-user quantum networks. These results are applied to random,

optical-fibre based quantum network models to provide realistic benchmarks for the devel-

opment of future quantum networks.
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Chapter 2

Basics of Quantum Communication

Networks

In this chapter we review some of the fundamentals of quantum information, commu-

nication and network theory which will be utilised throughout this thesis. These topics

include an overview of discretely and continuously encoded quantum information, taking

a moment to focus on the pivotal category of Gaussian quantum information. We then

describe the role of quantum channels, which leads us into the field of quantum commu-

nications. While there, we introduce the concept of quantum channel capacities and their

derivation through the tools of general adaptive quantum protocols, channel simulation

and protocol stretching. With this knowledge in hand, we follow our review into the realm

of quantum network theory and show how quantum channel capacities are extended into

network capacities via routing protocols.

2.1 Quantum Systems, Information and Channels

2.1.1 Discrete and Continuous Variable Quantum Systems

The manner in which quantum information is encoded into quantum states is depen-

dent upon the physical system at hand. Indeed, the types of quantum systems utilised for

computation, communication, sensing and beyond can vary significantly due to the differ-

ent properties native to each physical manifestation. In general terms, one can split this

landscape into two main categories: discrete-variable (DV) and continuous-variable (CV)

quantum systems.

DV quantum systems are those whose quantum states are defined within finite, d ≥ 2 di-

mensional Hilbert spaces, such that information is encoded into discrete degrees of freedom.

Such systems are commonplace in quantum computation and communication. Indeed, the
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majority of theoretical and experimental developments in quantum computation are based

upon the use of d = 2 dimensional quantum systems, giving rise to qubit states with a

two-level basis (e.g. {|0〉 , |1〉}). DV systems are also vital to quantum communications,

where photonic states can be used to encode qubits (and beyond). For instance, one can

model photonic DV systems by considering discrete bases of polarisation states and low

energy Fock states (those with few photons). Such implementations are vital for DV-QKD

strategies, such as the classic BB84 protocol.

A CV quantum system is that which has an infinite-dimensional Hilbert space described

by observables with continuous eigenspectra [33]. That is, CV quantum information is

encoded into continuous degrees of freedom, rather than a finite set of variables as in DV

systems. CV quantum information theory admits a rich mathematical structure which has

been developed over the past 30 years to forge new pathways for quantum technologies

beyond the qubit. An example of a CV quantum system is a bosonic mode, corresponding

to a quantised radiation mode of the electromagnetic field (a quantum harmonic oscillator).

Continuous degrees of freedom emerge from the energy states of a bosonic modes along

with its position and momentum quadratures.

CV quantum systems are particularly important for quantum communications. Indeed,

a number of CV-QKD protocols are experimentally verified, enjoy advanced information-

theoretic security proofs, practically operate at room temperatures and utilise cheap off-the-

shelf components. Many mature CV-QKD protocols are based upon the use of coherent

states, which are easy to generate and detect via heterodyne/homodyne detectors. The

practical relevance of CV systems in quantum communications means that they play a

prominent role throughout this thesis, and will be considered frequently.

2.1.2 Gaussian Quantum Information

Here we will review some basic theoretical notions, but refer the reader to Refs. [33,

34, 35, 36] for more comprehensive literature on the topic. Bosonic quantum systems

correspond to a collection of quantised modes of a field [33]. A mode of the electromagnetic

field corresponds to a quantum harmonic oscillator whose state can be described by the

number of photons that occur within the mode, i.e. the energetic properties of the mode.

An alternative scenario can be studied by looking at the quantised vibrational modes of

quantum systems whose state can be described by the number of phonons that occur within

the mode (can be thought of as quantised sound waves, rather than light waves [37, 38]).

In either case, the state basis built from the number of excitations of the quantised field

is known as the Fock basis (or number basis), and is infinite-dimensional. From here, we
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focus on the theory of electromagnetic bosonic modes. Given a collection of N bosonic

modes, each can be associated with an annihilation operator âi and a creation operator

â†i . Collecting these operators into the ordered vector b̂ := [â1, â
†
1, . . . , âN , â

†
N ]T , we then

demand that b̂ must satisfy the following commutation relation,

[b̂i, b̂j ] = Ωij , ∀i, j ∈ {1, . . . , 2N}, (2.1)

where we define Ωij as the standard N mode symplectic matrix

Ω :=
N⊕
i=1

ω = diag(ω, . . . ,ω), ω :=

(
0 1

−1 0

)
. (2.2)

Here, the ⊕ operator implies a direct matrix sum. We can also define a number operator

n̂ := â†â, which allows us to define the Fock states themselves. Indeed, the Fock basis

is defined as the infinite set of eigenstates of the number operator n̂ |n〉 = n |n〉 such that

|n〉 is the energy eigenstate of a quantum harmonic oscillator with n photons. A creation

operator has the effect of exciting a particle within a mode

â† |n〉 =
√
n+ 1 |n+ 1〉 , (2.3)

and an annihilation operator removes a particle from a mode

â |n〉 =
√
n |n− 1〉 . (2.4)

It is also important to introduce the quadrature field operators, which are derived from

the bosonic field operators. Decomposing the bosonic field operators we can write,

q̂j :=
1√
2κ

(âj + â†j), p̂j :=
i√
2κ

(â†j − âj), (2.5)

where κ is a dimensionless constant that controls the variance of the vacuum noise of the

system, and is typically set to κ = 1
2 (corresponding to vacuum noise of 1) or κ = 1 (cor-

responding to a vacuum noise of 1
2). Throughout this thesis, let us assume that κ = 1 (in

alignment with important referenced material) and appropriately remark upon it if neces-

sary for the reader. The quadrature field operators are Hermitian, represent dimensionless

canonical observables of the system and behave like the position and momentum operators

of the quantum harmonic oscillator. For an N mode system, we collect these operators into

the 2N -element ordered vector x̂ := [q̂1, p̂1, . . . q̂N , p̂N ]T which satisfies the commutation

relation

[x̂, x̂T ] = iΩ. (2.6)
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The quadrature operators have continuous eigenspectra q̂ |q〉 = q |q〉, p̂ |p〉 = p |p〉 such

that p, q ∈ R, forming two eigensets {|q〉}q∈R {|p〉}p∈R which can be transformed between

one another via a Fourier transform [33]. In general, for multimode states we can write

x̂T |x〉 = xT |x〉 such that x ∈ R2N .

Access to the field quadrature eigenvalues provides a continuous variable representation

of a bosonic quantum system. Given an Hilbert space H⊗N , a quantum state encapsu-

lates all the information about the collective quantum system, characterised by a density

operator ρ (a trace-one semi-definite positive matrix). Let us denote the complete state

space of density operators as D(H), to which any ρ belongs. The state space of an infinite-

dimensional quantum system is difficult to work with (directly due to its dimensionality).

Utilising the field quadratures, it is possible to invoke an equivalent representation defined

over the real symplectic space. Consider an N -mode system and let us define the Weyl

operator,

D(ξ) := exp
(
ix̂TΩξ

)
, ξ ∈ R2N . (2.7)

Any density matrix admits a characteristic form, given by

χ(ξ) := Tr [ρD(ξ)] . (2.8)

Applying a Fourier transform to χ(ξ) results in the Wigner function of the state ρ, a quasi-

probability distribution which defines the quantum state in real symplectic space

W (x) :=

ˆ
R2N

d2Nξ

(2π)2N
exp
(
−xTΩξ

)
χ(ξ). (2.9)

where x ∈ R2N are the continuous variables which span the real symplectic space: phase

space. Note that this is a quasi-probability distribution as it normalises to one, but is not

necessarily always positive. Hence, any N -mode quantum state ρ ∈ D(H⊗N ) belonging

to an infinite dimensional Hilbert space can be completely defined within a finite, 2N -

dimensional phase space, a dimensional reduction which proves to be remarkably useful.

Consequently, the concept of Gaussian information and quantum states becomes clear.

Gaussian states are those which have a Gaussian Wigner function,

W (x) =
1

(2π)N
√

det(σ)
exp

[
−1

2
(x− x̄)Tσ−1(x− x̄)

]
, (2.10)

where x̄ and σ are the first and second statistical moments of the quantum state. The first

moment x̄ ∈ R2N (also known as the displacement vector) is computed via

x̄ := Tr [x̂ρ] , (2.11)
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while the second moment σ ∈ R2N×2N is called the covariance matrix of the quantum state

such that each element is given by

σjk :=
1

2
Tr [{x̂j − xj , x̂k − xk}ρ] , (2.12)

where {X̂, Ŷ } = X̂Ŷ + Ŷ X̂ is the anticommutator. Covariance matrices are 2N ×2N , real,

positive-definite, symmetric matrices which satisfy the uncertainty principle via σ+ iΩ ≥ 0

[33].

Therefore a Gaussian quantum state can be completely characterised by means of its

displacement operator x̄ and covariance matrix σ. They are infinite-dimensional, bosonic

quantum states which admit a finite-dimensional representation and thus invite a plethora

of mathematical simplifications for their study. Not only are they easy to deal with, but

Gaussian states and transformations are ubiquitous in real world settings for quantum

information processing and are of great practical importance.

2.1.3 Quantum Channels

Given a quantum system in a particular state ρ, a quantum channel describes the

transformation of that state as a consequence of interaction with an environment, the

action of quantum information processing, or any physical process that may be applied

to the system. More precisely, a quantum channel E : D(H⊗N ) → D(H⊗N ) describes a

mapping from one quantum state ρ to another valid state ρ′ = E(ρ) within the same state

space, i.e. quantum channel is a completely positive trace preserving (CPTP) map [39]. A

quantum channel can be equivalently represented using a Stinespring dilation, such that

the mapping corresponds to the application of a unitary interaction U upon a joint system

of the input state ρ and a pure, environmental state ρE ,

E(ρ) := TrE

[
U(ρ⊗ ρE)U †

]
. (2.13)

There exists a wide variety of important quantum channels which are used to describe

essential processes in quantum computation, communication and sensing. Furthermore,

quantum channels are dramatically more general than classical channels, due to the fact that

quantum states inhabit an infinitely larger state-space than states of classical information.

Quantum channels are fundamental mathematical objects within the study of quan-

tum communications. Quantum systems can never be exchanged perfectly, and will always

undergo some interaction with an environment. Furthermore, quantum communications

requires the ability to exchange quantum systems resiliently over long-distances. This

necessitates the use of flying quanta, a carrier of quantum information that can reliably
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connected remote parties. To this end, photons are the most promising information carrier

for communications, rendering bosonic quantum channels as a crucial category.

Just like bosonic quantum states, bosonic channels can be categorised according to their

influence on Gaussianity: a Gaussian quantum channel is that which preserves the Gaus-

sianity of its input state. Otherwise, the channel is non-Gaussian. A Gaussian channel can

be formally defined by a Gaussian Stinespring dilation which is a version of Eq. (2.13) with

additional constraints. Firstly, let us remark that a Gaussian unitary Ug which transforms a

quantum state from ρ→ UρU †, is a unitary transformation whose action can be completely

characterised in phase space by means of a displacement vector d and a symplectic matrix

S that satisfies the identity

SΩST = Ω. (2.14)

That is, the transformation of a quantum state ρ with first moments (x̄,σ) can be described

by

x̄→ Sx̄+ d, σ → SσST . (2.15)

It follows that a Gaussian channel Eg admits a Stinespring dilation in which both the unitary

interaction, and the environment state are Gaussian,

Eg(ρ) := TrE

[
Ug(ρ⊗ ρgE)U †g

]
. (2.16)

One finds that the action of a Gaussian channel on a Gaussian quantum state can be

simplified in terms of transformations on its first and second moments,

x̄→ T x̄+ d, σ → TσT T +N . (2.17)

such that d ∈ R2N , T ,N ∈ R2N×2N , and they satisfy N + iΩ− iTΩT T ≥ 0. When N is

a zero matrix, and T is symplectic, then the channel is equal to a Gaussian unitary.

The prevalence of Gaussian states and operations in practice means that Gaussian chan-

nels are the most important category of bosonic channel models. Of note, the class of

single-mode phase-insensitive channels serve critical roles in the characterisations of bosonic

quantum communication models. Gaussian phase-insensitive channels are typified by the

transformation matrices,

T :=
√
η I, N := νI, (2.18)

where I is the 2× 2 identity matrix and the parameters η and ν are the transmissivity and

the induced noise respectively. Their values give rise to a prominent taxonomy of channels:

• A pure-lossy channel Eη has transmissivity η ∈ (0, 1) and induced noise ν = (1 − η)

which transforms input quadratures x̂ = (q̂, p̂)T according to

x̂ 7→ √ηx̂ +
√

1− η x̂env, (2.19)
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where the environment is in a vacuum state describing the interaction of bosonic mode

with a zero-temperature bath.

• A thermal-loss channel Eη,n̄ has transmissivity η ∈ (0, 1). This channel can be de-

scribed by the action of a beam-splitter of transmissivity η which mixes the input

mode with an environmental thermal mode with mean photon number

n̄env := n̄/(1− η). (2.20)

The thermal-loss channel effectively adds n̄ thermal photons to the output state. This

transforms the input quadratures of a single-mode input Gaussian state according to

Eq. (2.19).

• An amplifier channel has gain η > 1 corresponds to a two-mode squeezing operation

applied to the input mode joint with an environmental mode in thermal or vacuum

state.

Of these, the pure-loss and thermal-loss channels are the most important as they rep-

resent the underlying physical models for communication lines composed of optical-fibre

or established through free-space. Throughout this thesis, we will frequently utilise lossy

channels to study the efficacy of bosonic quantum communications in a variety of different

contexts.

2.2 Quantum Communications and Channel Capacities

2.2.1 General Adaptive Protocols and Channel Capacities

As discussed, there are many different flavours of quantum communications. For the

purposes of studying channel capacities, it is incredibly useful to possess an overarching

description of a quantum communication protocol between two parties (Alice and Bob)

connected by a generic quantum channel E . The most general protocol we can consider is a

general adaptive protocol, within which users can transfer quantum systems and are assisted

by adaptive local operations and two-way classical communications (LOCCs). Adaptive

operations can be applied to Alice and Bob’s local registers of quantum systems, denoted

by a := {a1, a2, . . . , ama} and b := {b1, b2, . . . , bmb}, respectively, where each ai, bj label

individual quantum systems for i ∈ {1, . . . ,ma} and j ∈ {1, . . . ,mb}.
The generalised strategy proceeds as follows: Alice and Bob begin with their local

quantum registers, and by means of an initialisation LOCC Λ0 they prepare an initial,

separable quantum state ρ0
ab. Alice then transmits a quantum system a1 through E , along
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which it is transformed according to the channel description. Bob then adds the received

quantum system to his register, and both parties apply another round of LOCCs, Λ1. The

initial state is therefore transformed into a new, modified state ρ1
ab. This procedure is

repeated, in which quantum systems exchanges are iteratively interleaved with rounds of

adaptive LOCCs, Λi. Over the course of n transmissions, the initial state is transformed

into a final state of the protocol, ρnab. The protocol itself can then be summarised using the

collection of LOCCs, A := {Λ0,Λ1, . . . ,Λn}.
Ultimately, the objective of quantum communication is to transform the initially sep-

arable state ρ0
ab into a global target state ρ?ab. The rate of a general adaptive protocol is

given by Rεn if after n uses of the channel, the final shared state ρnab is ε close to the target

state ρ?ab with nRεn bits. That is, the states satisfy ‖ρnab − ρ?ab‖ ≤ ε where ‖ · ‖ denotes the

trace norm1. Consequently, we can define the capacity of a quantum channel as the rate

that can be achieved when using the optimal sequence of LOCCs A in the asymptotic limit

of channel uses n→∞ and ε→ 0,

C(E) := sup
A

lim
n, ε

Rεn. (2.21)

The quantity C(E) refers to the generic two-way assisted quantum and private capacity

of E . By specifying to particular target state of the protocol we can define more specific

capacities. If the target state ρ?ab is:

• A maximally entangled state, the communication task is entanglement distribution

and C → D2 is the two-way entanglement distribution capacity (measure in entanglement-

bits, i.e. ebits).

• A private state, the communication task is quantum key distribution, and C → K is

the secret-key capacity (measured in secret-key bits). Note, that this is equivalent

to the two-way private capacity P2 which is the maximum rate at which classical

messages can be securely communicated.

• An arbitrary quantum state, the communication task is quantum state transfer and

C → Q2 is the two-way quantum capacity (measured in qubits). Since an ebit can be

used to teleport a qubit, it follows that Q2 = D2.

1The trace norm is used as a convenient measure of distinguishability between density matrices. It has
many useful properties that can be utilised within information theoretic arguments [39] and is crucial for
the concept of composable security [17]. Later, it permits the inequality in Eq. (2.34) which is pivotal in
bounding quantum channel capacities.
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A hierarchy between these quantities therefore emerges, such that the two-way quantum

and entanglement distribution capacity lower bound the secret-key capacity (and therefore

the generic two-way capacity), Q2 = D2 ≤ K = P2 = C. General adaptive protocols supply

an overarching schematic for quantum communication protocols and prove to be remarkably

useful in the context of quantum channel (and eventually, network) capacities.

2.2.2 Channel Simulation and Teleportation Stretching

Quantum teleportation [27, 40, 41] is a fundamental quantum protocol that allows users

(Alice, Bob) to “teleport” a state from one user to another by means of an entangled

resource state and LOCC. Each user in the protocol possess one subsystem of a shared,

two-party, maximally entangled state ΦAB, while the sender also prepares some state ρA′

that they wish to teleport. Alice performs a Bell measurement on her subsystems A,A′

with a resulting variable k which Alice then classically communicates to Bob. By means

of the shared correlations of the resource state, this then informs Bob as to what unitary

operation V −1
k he should apply to his subsystem to reconstruct ρA′ . See Fig. 2.1(a) for a

visual depiction of this protocol. In this sense, the optimal teleportation protocol (where

ρA′ is reconstructed at B with maximum fidelity) aims to “simulate” an identity channel.

It is possible to generalise this description, as shown in [29]. Firstly, let us replace the

Bell detection and unitary correction with an arbitrary LOCC, T , composed of quantum

operations Ak,Bk applied by Alice and Bob on their quantum systems A,A′ and B respec-

tively, corresponding to Alice’s classical variable k. Secondly, let us replace the maximally

entangled resource state with an arbitrary quantum state σ. Averaging over the classical

outcome k then T is trace-preserving and we can write [29],

E(ρ) = T (ρ⊗ σ). (2.22)

A channel E is “σ-stretchable” if it can be simulated using a resource state σ and an LOCC

T (depicted in Fig. 2.1(b)). For arbitrary quantum channels, it is not immediately clear

what form of resource state is necessary for its simulation.

A quantum channel is defined as teleportation covariant if there exist some collection

of unitary operators {Uα, Vα}α such that,

E(UαρU
†
α) = VαE(ρ)V †α . (2.23)

Channels that are teleportation covariant promise that there always exists a unitary opera-

tion Vα that allows one to undo unitary transformations applied to a state pre-transmission,

and therefore construct a reliable teleportation protocol. For Pauli channels Uα = Vα is
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Figure 2.1: (a) A teleportation protocol aims to simulate an identity channel using a maximally
entangled state as the shared resource between Alice and Bob. (b) The protocol can be generalised
to an arbitrary LOCC T in which the users share an arbitrary resource state σ, and Alice performs
a general quantum operation Ak on her systems, communicates the classical outcome k to Bob
who then applies his own quantum operation Bk on his systems, leading to a channel simulation
E(ρ) = T (ρ ⊗ σ). (c) Teleportation covariant channels are simulated using their Choi matrix ρE =
I ⊗ E(ΦAB).

simply the Pauli operators for d = 2 and more generally the Weyl-Heisenberg operator

basis for finite dimensions d > 2. In infinite dimensions all Gaussian channels are tele-

portation covariant by means of displacement operators D(β) [41]. Crucially, teleportation

covariant channels can be optimally simulated via their Choi matrices, and are known as

Choi-stretchable. The Choi matrix of E is the result of passing the sub-systems B through

the quantum channel, while keeping A preserved [39],

ρE := I ⊗ E(ΦAB), (2.24)

where I denotes the identity channel. Consequently, teleportation covariant channels admit

the simulations [29],

E(ρ) = T (ρ⊗ ρE), (2.25)

as depicted in Fig. 2.1(c).

It is possible to apply channel simulation to general, two-way adaptive communication

protocols in order to simplify the computation of fundamental upper bounds on channel

capacities. A two-way adaptive protocol engages in n-rounds of quantum communications

followed by two-way classical communication and adaptive LOCC operations. The goal of

said protocol is bring an initial, shared, separable state ρ0
ab (between the registers of two

users {a, b}) ε close to some target state ρ?ab over n uses of the protocol. Let us apply
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technique of teleportation stretching in which each use of a channel E in each adaptive

LOCC block (Λi) is replaced with a channel simulation using some program state θ. Since

the channel is consistent throughout the protocol, the program state can be stretched outside

the adaptive LOCC blocks, and the teleportation protocols can be inherited at each stage.

By then averaging over all local measurements to produce a trace-preserving LOCC Λ̄(·),
the nth output state can then be expressed as [29],

ρnab = Λ̄(θ⊗n). (2.26)

As discussed in the previous section, we can define the channel capacity as the optimal

communications rate Rnε in the limit of large n and small ε, optimised over all possible

adaptive key generation protocols A,

C(E) := sup
A

lim
n,ε

Rnε . (2.27)

We may investigate this quantity by considering the distance between the nth output state

of some adaptive protocol and the target state,

‖ρnab − ρ?ab‖ ≤ ε. (2.28)

The trace distance can be very difficult to work with, so we may alternatively deploy the

relative entropy of entanglement (REE) [42, 43, 44]. The REE is based on the quantum

relative entropy (QRE), a kind of distance measure between two quantum states where

S(ρ‖σ) := Tr [ρ (log ρ− log σ)] , (2.29)

such that S(ρ‖σ) ∈ [0,+∞). Due to its asymmetry and the fact that it is infinite on

pure states, it is not a true metric. However, the QRE is an important distinguishability

measure between quantum states which provides access to important entropic quantities

and inequalities. Minimising the relative entropy with respect to the set of all separable

quantum states DSep results in the REE,

ER(ρ) := min
σ∈DSep

S(ρ‖σ). (2.30)

Interestingly, the REE is sub-additive and in general

ER(ρ⊗ σ) ≤ ER(ρ) + ER(σ). (2.31)

This lets us define an n-shot REE,

EnR(ρ) :=
1

n
min
σ∈DSep

S(ρ⊗n‖σ) ≤ ER(ρ), (2.32)
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and by taking the limit of n→∞ we arrive at the regularised REE [45],

E∞R (ρ) := lim
n→∞

EnR(ρ). (2.33)

For d-dimensional states ρ and σ for which ‖ρ − σ‖ ≤ ε, one can use the Fannes-type

inequality and the REE to write [46],

|ER(ρ)− ER(σ)| ≤ 4ε log2 d+ 2H2(ε), (2.34)

where H2 is the binary Shannon entropy,

H2(p) := −p log2 p− (1− p) log2(1− p). (2.35)

Now exploiting the monotonicity of the REE under trace-preserving LOCC operations,

ER(ρnab) ≤ ER(Λ̄(θ⊗n)) ≤ ER(θ⊗n). (2.36)

Using this bound on the REE, we can consequently place a tight bound on the chan-

nel capacity, C(E). Here we summarise elements of a proof from Ref. [29] that focus on

finite dimensional systems with the knowledge that they are readily extended to infinite-

dimensional systems. For more information on the complete proof, its extension to bosonic

systems and more details on shield systems, please see Supplementary Note 3 of Ref. [29].

Supplementing ρ?ab and ρnab into Eq. (2.34) we can write [46],

ER(ρ?ab) ≤ ER(ρnab) + 4ε log2 dab + 2H2(ε), (2.37)

where dab is the total finite dimension of Alice and Bob’s registers. In the context of

distributing secret keys, ρ?ab is a private state with dimension dab that can be split into two

key systems totalling a dimension d2
K , and a shield system dS which describes the extra

systems required to shield the key. Hence dab = d2
KdS . Following [45], the logarithm of the

dimension of the key system defines the rate, so that

Rεn := log2 dK ≤ K. (2.38)

As a consequence, we can connect Rεn with Eq. (2.37) to express the bound [29],

Rεn ≤
ER(ρnab) + 4ε log2 dab + 2H2(ε)

n
. (2.39)

Considering a quantity α ≥ 2 which is sufficiently large so that αnRεn ≥ log2 dab, then the

previous expression can be simplified,

Rεn ≤
ER(ρnab) + 2H2(ε)

n(1− 4εα)
. (2.40)
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Taking the limit of large n, the weak converse limit (ε → 0) and an optimization over

all general adaptive protocols we finally arrive at the upper bound on the key generation

capacity [29],

C(E) = K(E) ≤ sup
A

lim
n

1

n
ER(ρnab) ≤ E∞R (θ), (2.41)

where we have used the regularised REE from Eq. (2.33). Therefore the fundamental upper

bound for a channel capacity of E for such a protocol can then be hugely simplified provided

that the resource state for said channel is known. For teleportation-covariant channels, the

optimal resource state is it’s Choi matrix ρE , hence

C(E) ≤ E∞R (ρE) ≤ EnR(ρE) ≤ ER(ρE), (2.42)

using the subadditivity of the REE.

2.2.3 Channel Capacity Lower-Bounds

It is always possible to express lower-bounds on the two-way assisted quantum and

private capacity of a quantum channel using the coherent information (CI) [47] and the

reverse coherent information (RCI) [28]. The CI and RCI of the channel read,

IC(E) := S [TrA(ρE)]− S(ρE), (2.43)

IRC(E) := S [TrB(ρE)]− S(ρE), (2.44)

where S(σ) := Tr [σ log(σ)] is the von Neumann entropy. These are valuable quantum infor-

mation theoretic quantities which suggest achievable rates for forward (CI) and backward

(RCI) one-way entanglement distillation. Indeed, for any quantum channel E , the generic

two-way assisted capacity C(E) can always be lower-bounded by the hashing inequality [47],

C(E) ≥ I(E) := max {IC(E), IRC(E)} , (2.45)

where the CI lower bound was discovered in Ref. [47] and extended to the RCI in [28],

and we have introduced the quantity I(E) which implicitly maximises over them. This

lower-bound is true for any quantum channel.

2.2.4 The Case of Bosonic Systems

For bosonic quantum systems the Choi matrix is energy unbounded, since the maximally

entangled state is an infinitely squeezed Two-Mode Squeezed Vacuum (TMSV) state. Thus,
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additional care must be taken when computing these quantities. Let us denote an energy

constrained TMSV state

Φµ
AB, where µ := n̄+ 1/2, (2.46)

and n̄ is the mean photon number per mode. Then the maximally entangled state takes

the form ΦAB := limµ→∞Φµ
AB. As a result, we can define an asymptotic Choi matrix as

the sequence of finite-energy Choi approximation in the limit of infinite squeezing,

ρE = lim
µ→∞

ρµE = lim
µ→∞

I ⊗ E(Φµ
AB), (2.47)

where ρµE := I ⊗ E(Φµ) is a finite energy quasi-Choi matrix. This treatment must be

considered for any functional f of asymptotic Choi matrices, such that it must be computed

as the limit f(ρE) = limµ→∞ f(ρµE). This is true for the CI and RCI, and the REE. It can

be shown that both hashing inequality in Eq. (2.45) and the teleportation stretching upper-

bound in Eq. (2.42) extend to general bosonic systems with constrained energy, and can

extend to bosonic Gaussian channels in the limit of infinite energy (see Supplementary

Notes 2, 4 of Ref. [29]).

2.2.5 Capacities of Bosonic-Lossy Channels

As discussed, bosonic lossy channels form the most important channel model for quan-

tum communications over optical-fibre and free-space. Here, we briefly summarise the

precise capacity statements that can be gleaned from Section 2.2.2. The bosonic pure-loss

channel is both teleportation-covariant and distillable, meaning that its upper and lower-

bounds coincide,

C(Eη) = I(Eη) = ER(Eη), (2.48)

so that computing the REE of the Choi state of a bosonic pure-loss channel Eη of trans-

missivity η reveals its exact capacity. This quantity is known as the Pirandola-Laurenza-

Ottaviani-Banchi (PLOB) bound [29], and describes the absolute maximum rate that two

parties may transfer quantum states, distribute entanglement, or establish secret-keys over

a bosonic lossy channel, equal to

C(Eη) = − log2(1− η). (2.49)

When considering optical-fibre, assuming a loss rate of γ dB/km (where γ ≈ 0.2 is a

typical value), then we can compute the transmissivity with respect to channel length,

η(d) = 10−γd/10. One can then easily directly compute the PLOB bounds with respect to

fibre length.
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For teleportation-covariant channels, even when they are not distillable it is possible

to write an upper-bound on their capacity using the REE of their Choi matrix. Bosonic

thermal-loss channels fall into this category of teleportation-covariant which are not dis-

tillable. Hence the exact capacity of bosonic thermal-loss channels is not known but can

instead be tightly bounded,

T l
η,n̄ ≤ C(Eη,n̄) ≤ T u

η,n̄, (2.50)

where we define the bounding functions [29],

T l
η,n̄ := − log2(1− η)− h (n̄env) , (2.51)

T u
η,n̄ := T l

η,n̄ − n̄env log2(η), (2.52)

and h(x) := (x + 1) log2(x + 1) − x log2(x) is an entropic function. Through appropriate

modelling of the transmissivity and thermal-noise sources, these quantities can be used to

place tight performance bounds on point-to-point capacities over optical-fibre and free-space

quantum communication channels.

2.3 Quantum Communication Networks

2.3.1 Networks: From Classical to Quantum

So far we have focussed on the setting of point-to-point quantum communications. That

is, we have studied the scenario by which a pair of communicators (Alice and Bob) are

connected by a quantum channel and wish to exchange quantum/classical information. The

study of point-to-point quantum communications has been the primary regime of interest

for many years, due to the fact that it forms a primitive for any other possible setting.

Nonetheless, the realistic utility of quantum communications on a global scale demands

that we go beyond the point-to-point regime and understand the capabilities of quantum

networks.

The theory of classical communication networks is incredibly well established, borrowing

tools from information theory, graph theory, complex network theory and beyond [48, 49, 50,

51]. The sophistication of classical networks such as the internet means that the challenges

which face network engineers and theorists today are many layers of abstraction above

what we are facing in quantum network theory. The most blatant reason for this is that the

classical internet already exists; many core mechanisms are well understood, well integrated

and operate with state-of-the-art classical performance. Hence research and development

aims to advance and build upon technological infrastructure (both hardware and software)

that is already in place.
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Figure 2.2: (a) A quantum communication network can be described as a finite, undirected,
weighted graph N = (P,E). Each node represents (b) collection of local quantum registers which
can be used to transmit, receive and operate on quantum systems. Network nodes are connected by
quantum channels, typically described by (c) optical fibre or (d) free-space.

This is not the case for quantum network theory. With quantum networks still in their

nascence, the current role of quantum network theory is to motivate future infrastructure

and guide best practices through theoretical and experimental benchmarking and investi-

gation; imbuing the field with a broader and more fundamental scope.

2.3.2 Mathematical Modelling of Quantum Communication Networks

General descriptions of a communication networks are based on graphs; mathematical

structures which are used to describe a set of objects that are connected/related in some

discrete manner. More specifically, a graph is composed of nodes (points, or vertices) which

are connected to one another by means of edges (links, or arcs). Nodes can technically

refer to anything, such as abstract mathematical quantities or concrete physical objects.

Similarly, edges can be abstract or physical and have many different properties. They may

possess a weight which assigns a specific attribute to the connection between some nodes, or

are unweighted and identify a discrete notion of connection. Furthermore, edges can infer
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direction, i.e. two nodes are connected in one direction but not another; or are undirected.

To enable an information-theoretic investigation of quantum communication networks,

we require a mathematical model which: (1) Can remain agnostic to the precise quantum

technologies being deployed, but (2) presents sufficient scope to be specified to particular

technologies and protocols if required. Striking a careful balance between these requirements

allows for the development of tools that can investigate quantum network capacities and

specific performance benchmarks for particular protocols.

Consequently, it has been shown that quantum communication networks can be best

described by means of finite, weighted, undirected graphs, denoted by

N := (P,E), where P := {xi}i, E := {(x,y)i}i. (2.53)

The tuple (P,E) collects the two key sets of quantities of network nodes P and network

edges E where we use boldface notation to represent nodes x ∈ P , and denote (x,y) ∈ E as

an undirected nodal pair which are connected by a communication channel. In this context,

nodes represents either a user of the network (such as a potential communicator Alice or

Bob) or a repeater/relay/server-station which is not user-controlled, but facilitates commu-

nication across the network nonetheless. The inner workings of quantum network nodes will

be be technologically very complex, and may vary in range and utility. Clearly, the precise

technologies will be different dependent on the types of quantum systems being deployed

(e.g. DV or CV systems), and the communication task being undertaken (entanglement

distribution, QKD, etc.). Throughout this thesis, we may focus on a number of different

nodal descriptions but they can be generally summarised as an abstract object x ∈ P which

possesses a number of local quantum registers, from which quantum systems which can be

transmitted and collected. We also consider a general information-theoretic definition of

a quantum repeater as a middle third-party helping the quantum communication between

a sender and a receiver (therefore not connected by a direct link). In practice, there are

many possible physical realisations, e.g., see Refs. [52, 53, 54] among others.

Meanwhile, edges within a quantum network (x,y) ∈ E are used to represent a quantum

channel Exy that connected nodes x and y. The modelling of network edges as quantum

channels presents a major generalisation from the classical setting, and broadens the scope

of protocols that can be studied across a communication network. The precise description

of a channel depends on the medium through which the nodes are connected and the type

of quantum systems that are being exchanged. See Fig. 2.2 for a visual depiction of this

quantum network description.

It is useful to introduce the graph theoretic property of network nodal degree, which de-

scribes the number of nodes to which a given node is connected. Defining the neighbourhood
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of a node x ∈ P as

Nx := {y ∈ P | {x,y) ∈ E}, (2.54)

then the degree of the node x is equal to the cardinality of its neighbourhood

deg(x) := |Nx|. (2.55)

Hence, the node x has exactly deg(x) neighbours. Similar logic can be followed to define

an edge-neighbourhood of x as all the edges which connect x to its neighbours,

Ex := {(x,y) | y ∈ Nx}. (2.56)

2.3.3 Link Layers

Importantly, we describe quantum networks as weighted undirected graphs. That is,

each graphical node and each may be endowed with some abstract weight which relates to

an important property of the network. For instance, there may exist a nodewise distribu-

tion of values {fx}x∈P such that fx describes a localised property of each node, e.g. detec-

tion efficiency, excess noise etc. Edgewise property distributions can also be constructed,

{gxy}(x,y)∈E where gxy is a potentially unique property to each quantum channel in the

network.

Throughout the study of quantum network rates and capacities, the most important

weight distribution across the network is given by the distribution of point-to-point rates

across the architecture. In order to capture the effectiveness of quantum communications

across a network topology it is vital to understand the rates at which each node can com-

municate with one another. For an arbitrary quantum network N = (P,E) we can define

a rate distribution K as the collection of point-to-point rates

K := {Kxy}(x,y)∈E , (2.57)

where Kxy denotes the rate at which a network edge is able to operate. The rate distribution

of any network depends on the end-to-end task at hand (key distribution, entanglement

distribution, quantum state transfer), the channel quality and the point-to-point protocols

being used.

Crucially, the network rate distribution is completely dependent upon the physical de-

scriptions of network nodes and channels, as well as the point-to-point communication

protocols assumed across the architecture. Indeed, K is a direct consequence of the tech-

nological assumptions made when modelling the quantum network. We refer to the global

description of the point-to-point network model as its link layer, which can be investigated
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in a number of different forms. For instance, the K can analogously become a capacity

distribution if we consider that each point-to-point connection operates at its capacity,

Kxy = Cxy and allow us to place performance bounds on quantum networks. Meanwhile,

the assumption of achievable link rates allow for the investigation of near-term quantum

networking capabilities.

2.3.4 Physical vs. Logical Flow in Quantum Networks

In the context of quantum networks, it is important to make a distinction between phys-

ical flow and logical flow. The logical flow of a quantum communication channel describes

the direction in which entanglement, secret-keys, or quantum states are distributed from

a node x to node y (or vice versa). The physical flow of quantum communication refers

to the actual direction of quantum system exchange, i.e. if quantum systems are physically

sent in the direction x → y or y → x. In a quantum network, these concepts can be

completely decoupled. This may be due to the fact that the communication task has a

symmetric objective i.e. if Alice and Bob with to share a secret-key, they do not care who

initiates the exchange of quantum systems. However, it may also be thanks to quantum

teleportation; it is always possible to “reverse” the logical direction of communication by

means of a teleportation protocol between Alice and Bob.

The independence of physical and logical flow helps us to reliably describe a quantum

network as an undirected graph. Any pair of connected network nodes can choose the

physical direction in which they wish to exchange quantum systems and may always choose

that which has the largest capacity. As a result, we never need to distinguish between

forward or backward channels and represent each edge (x,y) ∈ E by the best choice of

quantum channel [32].

2.3.5 Communication across Quantum Networks

With the appropriate modelling in place, it is vital to understand how effectively quan-

tum communications can be carried out across network architectures, i.e. what effective

rates/capacities can be obtained across quantum networks. However, now that we have

departed from the point-to-point setting there is no longer a single communication task to

be considered. Instead, given a network of many nodes and many potential end-users, there

are unique situations that can be considered:

• Unicast : During a single-unicast session, a network N is exclusively used to perform

communication between a sender and receiver (also known as an end-to-end protocol).
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During multiple-unicast, a network N is used to transmit unique messages between

many dedicated pairs of sender and receiver nodes.

• Multicast : A network N is used to transmit (unique or equivalent) messages between

a sender and a pool of receiver nodes. During multiple-multicast, the network is used

to transmit unique messages between M senders and M pools of receiver nodes, where

the number of receivers in each pool can vary. In the scenario where a receiver pool

contains all the network nodes, this becomes a broadcast.

In reality, a successful quantum network architecture will enable reliable and strong

performance across all communication tasks (or across an appropriate subset for which

it was designed). However, the complexity of investigating each type varies significantly.

Developing accurate assessments of how many users can simultaneously multicast across a

quantum network is much more complicated than that of a single end-user pair. Indeed,

there are pieces missing in our theoretical knowledge of how to perform these assessments

efficiently.

Yet, it is imperative that we start from the simplest communication task and grow our

toolset from there. In this way, significant progress has been and is being made. Ultimately,

the scenario which acts as a primitive for all others: unicast. Consider a quantum network

N = (P,E) during single-unicast quantum communications, such that a single pair of end-

users (Alice and Bob) wish to utilise a quantum network in order to distribute secret-keys,

entanglement or transfer a precise quantum state. This stands as the simplest generalising

step from point-to-point into end-to-end communications, where Alice and Bob now possess

an entire network dedicated to enabling their round of communication.

Hence, the benchmarking of single-unicast quantum networking is vital. If an archi-

tecture is incapable of achieving reliable single-unicast rates, then it is doomed to achieve

reliable rates for any other communication protocol. The work and results presented in

this thesis aim to theoretically advance our understanding of unicast quantum network-

ing, firstly from the perspective of single-unicast end-to-end capacities and rates, but then

extending these investigations to the domain of multiple-unicast.

2.3.6 End-to-End Routes

Let us mathematically define the idea of an end-to-end route. The ability for information

to be exchanged on a network relates to the ability for network users to utilise intermediary

nodes to mediate communication. Consider an end-user pair Alice a and Bob b. For

convenience, let us introduce the notation that collects an end-user pair into a single object,
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Figure 2.3: (a) Point-to-point quantum communications between an end-user pair of nodes Alice
a and Bob b. (b) A single end-user pair engage in single-unicast quantum networking, utilising
end-to-end routes such as ω to establish connections. (c) Multiple-unicast quantum networking
concerns multiple end-user pairs (e.g. {a1, b1} and {a2, b2}) who may wish to utilise the network
simultaneously.

i := {a, b}, a ∈ P, b ∈ P \ {a}. (2.58)

which will be useful throughout our investigations. For a pair i to perform quantum com-

munications, they must become connected by a common collection of nodes that have

successfully exchanged quantum systems. The simplest way to do this is to identify an

end-to-end route (or single-path) a collection of network edges which connect one end-user

to the other,

ω := {(a,x1), (x1,x2), . . . , (xN , b)}. (2.59)

We define an end-to-end route as free of cycles (without loss of generality). Any route ω

refers to an associated collection of quantum channels

ω 7→ {Exy}(x,y)∈ω = {Eax1 , Ex1x2 , . . . , ExNb}, (2.60)

through which quantum systems must be exchanged to establish end-to-end quantum com-

munications. The identification of end-to-end routes is a fundamental building block for

successful networking in both classical and quantum architectures.

2.3.7 Protocols for End-to-End Routing of Quantum Information

The ability to perform quantum communications across a network depends upon the

ability of end-users to construct end-to-end routes. In turn, this requires an effective end-to-

end routing protocol. Routing protocols are responsible for dictating how information flow

takes place across a network in such a way that connects network users. Routing strategies

should be designed in an effort to optimise some important features of communication, such
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as the end-to-end rate. Indeed, a single-unicast, end-to-end routing protocol can be deemed

practical and useful if it can do the following:

1. Identify an end-to-end path (or paths) which maximise the rate between users.

2. Minimise the network resources needed to achieve said end-to-end rate.

3. Efficiently execute and facilitate routing without impeding the end-to-end rate.

In classical networks, these features are not so difficult to achieve, thanks to the robustness

of classical information. Such networks can exploit techniques of network coding to satisfy

each of these key points, while the fragility of quantum information essentially prohibits

the same convenience.

There exist two main classes of end-to-end routing strategy: single-path and multi-path

routing. Single-path routing describes a network protocol, Psp, in which quantum systems

are exchanged from node-to-node throughout the network in a sequential manner. This

forges a unique path of interactions through the network, and continues until quantum

communication has been established between the end-users. This is the standard strategy

used for classical networking and is extremely effective thanks to the robustness of clas-

sical information. The vulnerability of quantum networks to decoherence means that it

is extremely valuable to explore more general multi-path protocols, Pmp in order to en-

hance performance. Network nodes may exchange multiple quantum systems with many

receiver nodes, repeating until communication is established between the end-users. End-

users may explore a variety of end-to-end routes simultaneously in a way which enhances

their performance and reliability.

A useful way to intuit end-to-end routing requires the introduction of an edgewise dis-

tribution of probabilities which we call the forwarding probability distribution, which we

denote by

QP := {qxy}(x,y)∈E , 0 ≤ qxy ≤ 1,∀ x,y ∈ P. (2.61)

The forwarding probability distribution QP collects the probability that a network edge

(x,y) ∈ E is utilised at any point throughout the end-to-end routing process. That is,

given many executions of the edge (x,y) ∈ E, on average it will be utilised qxy times. It

follows that QP is conditioned upon the routing protocol, since different protocols will place

different restrictions and demands on the use of network nodes and edges. For instance,

using single-path routing, then Psp restricts the forwarding probability distribution from

routing along multiple edges from the same node. More complicated routing protocols will

invite more complicated relationships with QP .
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With these ideas in mind, let us provide a generalised description of end-to-end routing

protocols on quantum networks, starting from the concept of general adaptive protocols

(as discussed in Section 2.2 the context of point-to-point quantum communications). The

description we present is similar to those discussed in Ref. [32], to which we direct the

reader for more information (or to compare).

Consider a quantum network N = (P,E) which contains a single pair of end-users (Alice

and Bob) i := {a, b} who wish to distribute entanglement, secret-keys or perform quantum

state transfer. The end-users will utilise a routing protocol P, a strategy for exploring the

network in such a way that facilitates communication. Prior to communication, we may

consider that the network is initialised with a random, sub-optimal forwarding probability

distribution Q1
P which can be adapted and optimised throughout the routing process. Now,

communication proceeds: Alice prepares a quantum state within her set of local registers,

which is generally multipartite. She transmits quantum systems to all of the nodes a→ Na,

where Na is her nodal neighbourhood to which she is directly connected as defined in

Eq. (2.54). Each transmission from a occurs with probability qax ∈ Q1
P for x ∈ Na. In

general, the set of transmissions is followed by a round of LOCCs at every node (a network

LOCC), in which classical information can be exchanged across the network to optimise the

routing protocol, and nodes can perform conditional LOs on their local registers. Each of

the receiving nodes x ∈ Na will then perform their own point-to-multipoint transmissions

with each of their neighbours along any available channels that have not been used (each

according to their own forwarding probabilities once again). Each set of transmissions is

interleaved with network LOCCs, and the process of multipoint exchanges will continue

throughout the network.

The use of adaptive network LOCCs can be equivalently considered as an optimisation of

the forwarding probability distribution on the fly. Each round of system exchange between

nodes is followed by a network LOCC, in which feedback from the transmission is used

to improve future exchanges between all nodes on the network. The manifestation of this

feedback is an update of the likelihood of using each edge, i.e. its forwarding probability.

Hence, every transmission is followed by an update of the form Q1
P → Q2

P → . . . , and so on.

Eventually, after some M steps, a final multipoint-to-point exchange will occur with Bob’s

node and his neighbourhood Nb → b. At this point, communication has been established

between the end-users who have successfully exchanged quantum systems from end-to-end.

This entire procedure corresponds to a single-round of end-to-end communication, in

which quantum systems have been exchanged across network. Once this first round is com-

plete, the network will have accessed a sequence of M forwarding probability distributions

{Q1
P , . . . ,QMP } which have evolved during the round. Repeating this procedure n times, the
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forwarding probability distribution can continue to evolve Q1
P → . . .→ QnMP in which it is

consistently being optimised, and forms an increasingly accurate representation of the opti-

mal routing strategy QP := limnQnP . In this limit, the forwarding probability distribution

should tend towards some stable, optimal state such that further attempts to improve it

are redundant2. The end-to-end network protocol is therefore completely characterised by

the sequence of forwarding probability distributions, and the collection of LOCCs operated

throughout communication.

It is important that we clarify what it means to optimise the forwarding probability

distribution. End-users may have different performance measures that quantify the efficacy

of end-to-end routing. Clearly the primary goal is to maximise the end-to-end rate of the

protocol, just as in the point-to-point setting. However, quantum networking invites the

consideration of other factors. End-users may wish to optimise other properties related to

routing, and there may exist constraints on the routing protocol P being deployed. For

instance, the end-users may wish to simultaneously minimise the number of edges needed

to maximise the end-to-end rate; or the routing protocol may be exclusively constrained to

using single-paths. For this reason, the optimisation ofQP can vary dramatically, dependent

on the nature of P.

Describing end-to-end quantum communication protocols in the language of QP proves

to be remarkably useful when we wish to analyse the end-to-end rates and capacities of

generic routing strategies, which we explore in the following section.

2.4 End-to-End Quantum Network Rates and Capacities

2.4.1 Network Cuts

An important graph-theoretic concept for quantifying network performance is that of

cuts and cut-sets. Consider a network N = (P,E) with two remote end-users a, b ∈ P .

Given an end-user pair i = {a, b}, we can define a cut C as a bipartition of all network nodes

P into two disjoint subsets of nodes (Pa, Pb) such that the end-users become completely

disconnected, a ∈ Pb and b ∈ Pb, where Pa ∩ Pb = ∅. A cut C generates an associated

cut-set; a collection of network edges C̃ which enforce the partitioning when removed,

C̃ := {(x,y) ∈ E | a ∈ Pa, b ∈ Pb}. (2.62)

Under the action of a cut, a network is successfully partitioned

N = (P,E)
Cut: C−−−−→ (P,E \ C̃) = (Pa ∪ Pb, E \ C̃), (2.63)

2It is important to note that there may be an abundance of optimal states such that the optimal end-
to-end routing strategy is degenerate
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so that there no longer exists a path between a and b. Network cuts play a key role in

the derivation of end-to-end network rates and many network optimisation tasks can be

reduced to an optimisation over all cuts with respect to single-edge/multi-edge properties.

It is useful to define a multi-edge rate quantity associated with a network cut and the

single-edge rates of the edges collected within the cut-set. More precisely, given a network

cut C and its associated cut-set C̃, we have

Kcut(C) :=
∑
x,y∈C̃

Kxy. (2.64)

When the rate distribution consists of single-edge capacities, then Kcut(C) → Ccut(C)

becomes a multi-edge capacity quantity.

2.4.2 Single-Path Routing

Single-path routing is the simplest network communication method, which utilises point-

to-point communications in a sequential manner. Quantum systems can be exchanged from

node-to-node along this route, followed by LOCC operations after each transmission until

eventually communication is established between the end-users. This kind of strategy is

analogous to the use of a repeater-chain and network performance is determined by the

strength of each link along an optimal end-to-end route.

Single-path routing is the principal mechanism for classical communications, funda-

mentally achieved by Dijkstra’s algorithm (DA) [55, 56, 57, 58]. Generally, this is a greedy

algorithm for single-path route optimisation according to a path defined cost function, which

measures a property of end-to-end routes that one wishes to optimise, e.g. minimisation of

path length or maximisation of bottleneck rate. The challenges which extends from the

point-to-point rate limitations of quantum communications means that rate optimisation

is the salient task. This is also known solving the widest path problem. For a network

N = (P,E), DA locates the widest path efficiently in run-time O(|E|+ |P | log2 |P |). Given

a single-path protocol Psp and an end-user pair, the optimal end-to-end rate is given by

K(i,N|Psp) := max
ω

min
(x,y)∈ω

Kxy, (2.65)

where the maximisation is performed over all possible end-to-end routes.

If we are investigating the exact single-path capacities of quantum networks, then we

assume a rate distribution of K = {Cxy}(x,y)∈E , such that Cxy = C(Exy) is the single-edge

capacity of each channel in the network. At times in this thesis, we modify our notation to
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better identify single-path network capacities according to

K(i,N|Psp) ≤ C(i,N|Psp) = max
ω

min
(x,y)∈ω

Cxy. (2.66)

2.4.3 Flooding

A more powerful strategy is multi-path routing, which properly exploits the multitude

of end-to-end routes available in a quantum network. In multi-path protocols, users may

simultaneously utilise a number of unique routes {ω1, ω2, . . . , ωM} in an effort to enhance

their end-to-end rate. A user may exchange an initially multi-partite quantum state with

a number of neighbouring receiver nodes, who may each then perform their own point-to-

multi-point exchanges along its unused edges. The exchange of quantum systems can be

interleaved with adaptive network LOCCs in order to distribute secret correlations and this

process continues until a multi-point interaction is carried out with the end-user.

From the perspective of end-to-end rate performance, the optimal multi-path routing

strategy operates in such a way that all channels in the network are used once per end-to-

end transmission. This is known as a flooding protocol, Pfl [50, 51, 32]; each node in the

network performs quantum systems exchanges along all its available edges, resulting in non-

overlapping point-to-multipoint exchanges between all network nodes. The ability to flood

an entire network means that every possible end-to-end route between the end-users are

fully explored, allowing them to achieve the optimal end-to-end rate. This greatly enhances

end-to-end performance. Given the rate distribution K = {Kxy}(x,y)∈E of a network, its

flooding rate can be derived by solving the classical maximum-flow minimum-cut problem.

It is found by locating the minimum-cut Cmin which minimises the sum of the single-edge

rates in a cut-set, over all cut-sets [32]. More precisely,

K(i,N|Pfl) := min
C

∑
(x,y)∈C̃

Kxy. (2.67)

For general quantum networks with arbitrary capacity distributions and network structures,

this problem requires a numerical treatment by solving the well known max-flow min-cut

problem [59, 60, 61, 62] to find Cmin.

If we are investigating the flooding capacity of a quantum network, then we assume a

rate distribution of K = {Cxy}(x,y)∈E as we did for single-path capacities. It is important

to recognise that since flooding is the best possible routing strategy for maximising end-to-

end performance, it follows that the flooding capacity is the ultimate limit of end-to-end

quantum communication rates,

K(i,N|P) ≤ C(i,N ) := C(i,N|Pfl), ∀ P. (2.68)
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Here, we have introduced C(i,N ) as the protocol independent end-to-end network capacity,

equal to the flooding capacity which is a useful quantity throughout this thesis.

Flooding represents a remarkably useful paradigm for benchmarking optimal network

performance, but it is not practical in many real world settings. Utilising an entire network

to facilitate one end-user pair renders the network useless for any other set of users to

communicate simultaneously. In reality, we want to manage resources in a way that enables

the concurrent use of a network for many users.

2.4.4 Practical Routing Protocols

It is highly desirable to access a more general platform for the investigation of end-to-end

network rates and capacities, broader than that of single-path routing and flooding. In large

networks, the use of flooding is not practical, since this requires the use of potentially huge

number of edges for a single-pair of uses, while single-path routing is typically unable to

guarantee high rates. This motivates the need for broader classes of protocols, and the tools

reviewed thus far are insufficient to capture the performance of more general multi-path

protocols. Utilising the language of forwarding probability distributions, we can present

a unified picture for the computation of end-to-end network rates and capacities for more

general routing protocols.

Consider a network N = (P,E), an end-user pair i = {a, b}, a rate distribution K and

a generic routing protocol P. As discussed in Section 2.2, this routing protocol can be

mapped onto a forwarding probability distribution QP which infers the probability of any

given edge being utilised in an end-to-end execution of P. Consequently, it’s straightforward

to compute the end-to-end rate, and once more equates to solving the max-flow min-cut

theorem [32]. Using QP , we can state that the execution of communication according to

P is equivalent to a flooding protocol in which every network edge operates at an effective

rate given by qxyKxy. By modifying the network weights according to the probability of

edge usage, the end-to-end rate between i on the network N using P can be computed by

K(i,N|P) := min
C

∑
(x,y)∈C̃

qxyKxy. (2.69)

It now becomes intuitive to see how this result generalises the previous end-to-end

rate quantities. For instance, one can easily utilise QP to describe deterministic routing

strategies where a specific subset of the network is utilised for end-to-end routing. A

deterministic multi-path protocol can be designed which exclusively performs end-to-end

communication along a selection of M ≥ 1 paths which we collect into a route set,

ΩP := {ω1, ω2, . . . , ωM}. (2.70)
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By unpacking this route set into all of its constituent edges, we may define an analogous

routing edge set EP , given by

EP := ω1 ∪ . . . ∪ ωM =

M⋃
i=1

ωi. (2.71)

More precisely, a protocol P which deterministically uses a finite set of end-to-end routes

ω ∈ ΩP generates a forwarding probability distribution of the form

QP = {qxy}, such that qxy =

1 iff (x,y) ∈ EP ,
0 otherwise,

(2.72)

for all (x,y) ∈ E. Using Eq. (2.69) we can readily compute the end-to-end rates and

capacities of more general multi-path routing protocols.

Probabilistic routing strategies can be similarly studied, with the difference that qxy ∈
[0, 1] rather than qxy ∈ {0, 1}. However, throughout our investigations deterministic rout-

ing protocols will be the most commonly utilised approach to quantum networking. This

approach readily specifies to the previous results of single-path routing and flooding. It

is clear that if we reduce the set of potential paths to only one route ΩP = {ω} then we

reclaim a single-path protocol, Psp. Otherwise, we engage in a multi-path protocol, Pmp.

Furthermore, the flooding can be reclaimed via a forwarding distribution of qxy = 1 for all

(x,y) ∈ E such that all network edges are used deterministically.

2.4.5 Benchmarking Quantum Networks: A Beginning

A hierarchy of end-to-end network rates and capacities emerges,

K(i,N|Psp) ≤ K(i,N|Pmp) ≤ K(i,N|Pfl). (2.73)

The optimal single-path routing strategy solved by DA can always be presented as a lower-

bound on end-to-end quantum networking. Hence, the deployment of any multi-path pro-

tocol can only be deemed useful if it exceeds the single-path rate. On the other side of

Eq. (2.73), we see that flooding always presents an optimal upper-bound for end-to-end

quantum networking, i.e. one can never do better than exploiting the entire network to

establish quantum communications between a single end-user pair. With this information

in hand, one may embark upon the task of benchmarking quantum network architectures.

Nonetheless, there are a great number of theoretical open questions regarding quantum

communications that the tools we have developed thus far have missed or of which they

have made us aware: can we access analytical classes of network architectures to provide
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expedient performance benchmarks? Do these architectures remain useful in the context of

free-space, hybrid quantum designs? Or do we need to explore numerical, random networks?

How about computing the capacities of quantum networks for which the capacity is not

exactly known? How do we design practical multi-path routing algorithms that do not

resort to flooding? How do we extend our theoretical advancements into the multiple user

domain?

In the remainder of this thesis, we embark upon a journey that addresses these questions

(and more) in an effort to advance our field’s mathematical toolbox and motivate the future

development of a quantum internet.
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Chapter 3

Analytical Methods for High-Rate Global

Quantum Networks

The work in this chapter forms the basis of a paper published in PRX Quantum, whose

authors are (in order) Cillian Harney and Stefano Pirandola [1].

In this chapter, we tackle the challenge of constructing quantum network architectures

which are analytically treatable but have realistic physical and topological freedom. For

this purpose, the general class of weakly-regular quantum networks (WRNs) are charac-

terised. Section 3.1 motivates the challenge of analysing large-scale quantum networks,

summarising recent research directions in the literature. Section 3.2 introduces the fam-

ily of WRNs including their mathematical characteristics and a convenient language for

their use. Sections 3.3 and 3.4 lay out the utility of WRNs in the context of quantum

networking and derive physical conditions that promise optimal end-to-end performance.

Finally, Section 3.5 uses the WRN architecture to compare the performance of global fibre-

networks with rates that are achievable by satellite quantum communications, assessing the

advantages associated with each infrastructure.

3.1 Introduction

Overcoming the point-to-point limitation of quantum communication governed by the

PLOB bound requires the construction of quantum networks. Reviewed in Section 2.3,

we can combine tools from classical network theory with quantum information theory to

derive the end-to-end capacities of quantum networks [32]. These results confirm that the

PLOB bound can be beaten via quantum networking, facilitating high rate communication

at longer ranges.

Yet, challenges remain. While such bounds are easily expressed in generality for arbi-
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trary network topologies, their practical assessment requires the specification of a routing

protocol and network architecture. Questions of network topology have been recently con-

sidered via the statistical study of complex, random quantum networks [63, 64, 65, 66],

which reveal insightful phenomena associated with large-scale network properties. Studies

of this kind are extremely valuable and help to unveil important guidelines for the devel-

opment of future quantum networks. Nonetheless, such analyses are not easy and require

significant numerical effort in order to compute important network properties, e.g. criti-

cal network densities or maximum fibre-lengths. There is a demand for versatile, analytical

tools which allow for efficient benchmarking and can motivate the construction of large-scale

topologies.

Meanwhile, ground-based quantum channels are not the only conduits available for

global quantum communications. A rival infrastructure that may prove superior to fibre-

based networks at global distances is Satellite Quantum Communication (SQC) [30, 25, 31,

67, 68, 69, 70, 71]. SQC exploits ground-to-satellite communication channels to overcome

the fundamental distance limitations offered by fibre/ground-based mechanisms. A satellite

in orbit around the Earth may act as a dynamic repeater that physically passes over ground-

based users and distributes very long-range entanglement/secret-keys. The ability to exploit

a free-space connection with a satellite also carries the possibility of substantially more

transmissive channels than optical-fibre, making it ideal for global communication protocols.

The following critical questions emerge:

• Can we develop analytical tools which allows us to place limits on the end-to-end

performance of large-scale quantum networks?

• Are fibre-based networks truly the best way to achieve long-distance quantum com-

munication?

The goal of this chapter is to make progress with these challenges. Utilising ideas from

quantum information theory, classical networks and graph theory we investigate ideal ar-

chitectures based on the property of weak-regularity. Weakly-Regular Networks (WRNs)

simultaneously (i) idealise network connectivity, (ii) provide sufficient freedom to capture a

broad class of spatial topologies and (iii) remain analytically treatable so that critical net-

work properties can be rigorously studied. This results in a design with desirable qualities

which can efficiently and effectively provide insight for realistic structures. We show that

quantum WRNs employing multi-path routing admit remarkably accessible and achievable

upper-bounds on the end-to-end network capacity. This allows for a characterisation of the
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ideal performance of a fibre-based quantum internet with respect to essential properties

such as maximum channel length and nodal density.

The exact, analytical results derived in this chapter provide an immediate pathway to

compare SQC with global ground-based quantum communications. We study the average

number of secret bits per day that can be distributed between two remote stations, using

large-scale quantum fibre-networks or a single satellite repeater station in orbit. Our find-

ings rigorously prove the superiority of satellite-based quantum repeaters for global quantum

communications, derive constraints associated with fibre-based networks and the enormous

resource demands required to overcome achievable rates offered by a single satellite.

3.2 Weakly-Regular Networks (WRNs)

In this section we explicitly introduce the concept of weak-regularity and weakly-regular

networks (WRNs) using graph theoretic concepts.

3.2.1 Graphs, Neighbour Sharing and Commonality

Consider an undirected, finite graph N = (P,E) consisting of n nodes in the node set P ,

and interconnected by edges in the edge set E. The ability to perform communication on

a network is characterised by (i) the communication channels which compose the network,

and (ii) the distribution of network nodes and edges resulting in a topology. Nodal degree,

and its distribution across a network, is hugely influential on the communication capabilities

of an architecture. However, the degree alone does not give an indication of how a node x

is connected to all of its neighbours. One may ask; are the neighbours also highly connected

to one another, or are each of the neighbours distant and disconnected? Answering these

questions can be very informative, and provide significant insight into the connectivity and

robustness of a network. For this reason, we define useful parameters that contribute to

these features. Namely, we use the concept of commonality.

Commonality is a pairwise nodal property which describes neighbour sharing between

nodes. Given a pair of nodes x,y ∈ P the commonality defines how many neighbours that

x and y have in common. Neighbour sharing behaviour may vary significantly depending

on whether x and y are already connected (adjacent) and are perhaps close by; or are

disconnected (non-adjacent) and perhaps distant. Therefore, we provide the following pair

of definitions of commonality:

Definition 3.1 (Adjacent Commonality): The number of common neighbours shared by

adjacent (connected) nodes. Precisely, given that (x,y) ∈ E, the adjacent commonality
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between this pair of nodes is λ(x,y) := |Nx ∩ Ny|, so that λ(x,y) counts the number of

common neighbours shared between the nodes x and y.

Definition 3.2 (Non-Adjacent Commonality): The number of common neighbours shared

by non-adjacent (non-directly-connected) nodes. Precisely, given that (x,y) /∈ E, the non-

adjacent commonality is computed by µ(x,y) := |Nx ∩ Ny|, so that µ(x,y) counts the

number of common neighbours shared between the nodes x and y.

3.2.2 Regular Graphs

Consider an undirected, finite graph N = (P,E) of n-nodes. A graph is defined as

k-regular if all nodes in the graph possess exactly the same degree k, i.e. the neighbourhood

of any node consists of strictly k nodes,

deg(x) = |Nx| = k, ∀x ∈ P. (3.1)

Regularity significantly simplifies the connective properties of network by assuming a con-

sistency of nodal degree. Clearly, in realistic communication networks there are disparities

of nodal degree throughout the network, as some nodes will be highly connected and others

less so. Nonetheless, understanding the ability to communicate on a regular graph can help

provide important information for more realistic structures. The class of k-regular graphs

is very broad, and more detailed classes can be defined.

The class of strongly regular (SR) graphs satisfy strict connective properties. A graph

N = (P,E) is SR if it has n-nodes which are k-regular, its commonality properties are

constant

λ(x,y) = λ, ∀x,y ∈ P s.t (x,y) ∈ E, (3.2)

µ(x,y) = µ, ∀x,y ∈ P s.t (x,y) /∈ E, (3.3)

and these parameters follow the relation

µ(n− k − 1) = k(k − λ− 1). (3.4)

SR graphs may be well connected, but their architectures are very strict; satisfying all of

these constraints will typically result in a network with a small number of nodes. Indeed,

the parameters k, µ, λ inhibit the ability to use a large number of nodes rendering them

impractical for network design.

A more general class is that of weakly regular (WR) graphs. Any regular graph that

is not SR is technically WR, and can be characterised by a more general set of connec-

tivity properties. We may invite greater generality by loosening the strict values of the
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(a) (b)

λ( , ) = 2

µ( , ) = 2

µ( , ) = 1

k = 6

. . .

...

...

... µ( , ) = 0

λ2 = {5, 4, 3, 2}∪4

λ3 = {5, 5, 5, 4, 4, 4, 4, 3}∪2

λ4 = {4, 8, 8, 8}∪4

λ1 = {4, 2, 2, 2}∪4

Figure 3.1: (a) A sub-graph from a (k, λ,µ) = (6, 2, {0, 1, 2})-weakly regular network. Considering
the yellow node as an end-user, the blue nodes thus represent the user neighbourhood, with a
uniform adjacent commonality of λ = 2. The non-adjacent commonality decreases as nodes increase
in distance from the end-user. (b) A k = 16 weakly-regular network with inconsistent adjacent
commonality properties. This network is scalable so that a single network cell can be concatenated
to construct a larger k = 16 internally-WR network. For any node in the network, its λ will be one
of those from the set Λ = {λ1,λ2,λ3,λ4}. Each adjacent commonality multiset is colour coded to
its corresponding node on the graph. Note that throughout this work we employ a superscript union
notation to describe the repeated union of a single set, e.g. {x}∪3 = {x}∪{x}∪{x} = {x, x, x}, etc.

adjacent/non-adjacent commonalities λ, µ for all nodes. Instead, we may permit nodes

within the network to possess different commonality values for different pairs of nodes. To

this end, we define sets which contain all the potential values for the commonality proper-

ties; an adjacent commonality set and a non-adjacent commonality set respectively,

λ := {λ1, . . . , λl}, µ := {µ1, . . . , µm}. (3.5)

These sets summarise all the non-degenerate values of λ(x,y) or µ(x,y) that are possible

on a network. That is for any two nodes x,y ∈ P ,

λ(x,y) ∈ λ, µ(x,y) ∈ µ. (3.6)

There is no restriction on the number of potential values that can be contained in λ or µ.

Indeed, every graph (regular or not) generate their own versions of these sets.

As a simple example, we illustrate a weakly-regular sub-graph from a larger network

in Fig. 3.1. Clearly, the degree of the network is k = 6, and the commonality properties

are also illustrated by considering adjacent and non-adjacent nodes with respect to a root

node. Provided that the regularity in Fig. 3.1 is consistent throughout the network, it can

be shown that the adjacent commonality is always λ = 2 for any pair of nodes and the

non-adjacent commonality can be µ ∈ µ = {0, 1, 2}.
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3.2.3 Useful Parameterisation of Weakly-Regular Graphs

In complete generality, a graph can possess unique commonality values between any

pair of nodes, leading to a vast collection of possible values in λ and µ with little to no

structure. However, for various architectures, such as WRNs, this will not be true and

there may exist a level of consistency which simplifies their analytical treatments. Here,

we introduce a more useful and intuitive representation of WRNs. Consider a node x on a

k-WR graph. We can define a k element multiset1 which contains all the information about

neighbour sharing between the node x and each of its k neighbours,

λx := {λ(x,y1), . . . , λ(x,yk)} = {λ(x,y) | y ∈ Nx}. (3.7)

Hence, λx describes a “local” adjacent commonality description, bespoke to the node x.

All nodes on any graph (regular or not) possess an adjacent commonality multiset λx

which describes neighbour sharing qualities with respect to their neighbourhoods, so there

exists a unique λx for all x ∈ P . Therefore we can summarise the neighbour sharing

properties of an entire network N by collecting all of the possible adjacent commonality

multisets contained within it into a strict superset

Λ := {λx1 ,λx2 , . . . ,λxn} = {λx | x ∈ P}. (3.8)

Hence, for any node x in a network, the adjacent commonality multiset of this node can be

found in Λ.2 In many cases of interest, such as WRNs with high levels of symmetry, the

adjacent commonalities λx may be highly degenerate across the network, i.e. many nodes

possess similar neighbour sharing qualities. Consequently, since Λ is a strict set it contains

only the non-degenerate λx multisets. Here we state a formal definition:

Definition 3.3 (Adjacent Commonality Superset): Any graph N = (P,E) possesses an

adjacent commonality superset Λ := {λx | x ∈ P} containing all the possible, non-

degenerate adjacent commonality multisets λx which describe the neighbour sharing prop-

erties of connected nodes.

For many of the architectures that we consider in this chapter, Λ only contains one

acceptable adjacent commonality multiset, Λ = {λ}. This is evident in Fig. 3.1(a) where

every pair of adjacent nodes always share exactly two neighbours. In general, this may

1This is a modified set which may contain multiple copies of the same element, i.e. elements are not
necessarily unique.

2Note that we now define Λ as a strict set, not a multiset so that it contains only one unique version of
each λx.
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occur when there are high levels of symmetry/small k regularity in the network structure.

However, this is not compulsory. Flexibility in Λ can allow us to describe more complex

designs with higher nodal degrees. For instance, Fig. 3.1(b) depicts a k = 16 regular

network which may be a portion of a larger network. All nodes satisfy k = 16, but there

are four unique adjacent commonality multisets Λ = {λ1,λ2,λ3,λ4} for any network node.

It is vital to understand the graphical properties of WRNs in order to properly characterise

end-to-end performance for embedded end-users.

In contrast, it’s not overly useful to construct an analogous language for the non-adjacent

commonality properties of a WR graph, µ. A node-specific non-adjacent commonality

object µx would collect the number of shared neighbours between x and all nodes on the

network outside of its neighbourhood. For large-scale networks this is a potentially huge

number of nodes and for the most part will not give valuable information. Hence, in

this work we will define WR graphs according to the properties (n, k,Λ,µ) along with the

definitions and discussions in this section. This provides us with the most effective language

to investigate this interesting graphical class.

3.2.4 Genuine vs. Internal Weak-Regularity

In the context of large-scale quantum networks, some aspects of WR architectures still

need to be addressed. Namely, there are properties that are strictly defined by the pa-

rameters n, k,Λ and µ which require some further discussion in order to qualify the WRN

structures investigated in our work. This leads to a further sub-categorisation of weak-

regularity into two key formats; genuine and internal weak-regularity.

Genuine Weak-Regularity

Definition 3.4 (Genuine Weak-Regularity): Consider a network N = (P,E) which is

(n, k,Λ,µ)-weakly-regular. This network is Genuinely-WR if there are absolutely no vi-

olations of these connectivity properties for any node x ∈ P within the network.

While this may seem like a trivial definition, it will become apparent in subsequent sec-

tions why it is necessary. Genuine weak-regularity can be readily satisfied but is sometimes

quite restrictive. Indeed, a WRN defined within a two-dimensional spatial area may lead to

some undesirable characteristics, such as extremely long edges required to satisfy regularity

for all nodes; ultimately undermining the integrity of the network.

Nonetheless, genuine weak-regularity conditions can be easily satisfied by considering

closed networks embedded on a sphere (or other appropriate closed, three-dimensional ob-
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jects). Global quantum networks, in which we consider a network that spans the Earth

may be appropriately and ideally modelled via genuinely-WR quantum networks. This is

illustrated in Fig. 3.2(a) where a network can be defined on the surface of a sphere.

Internal Weak Regularity

As mentioned, defining regularity conditions on a two-dimensional plane can lead to

unwanted features, such as extremely long edges used to “close” the network and satisfy all

regularity conditions. Genuine weak-regularity avoids these features by considering closed

networks embedded on some three dimensional surface. This may make sense for networks

which span a planet, but for smaller areas this is not practical.

Hence, we may provide an alternative model of network connectivity. It is possible to

define a network that satisfies the WR connectivity properties within a network boundary.

That is, one can construct a WRN such that there exists a set of network nodes and edges

that form a boundary

Pbound = {p1, . . . ,pm, . . .}, (3.9)

Ebound = {(x,y) ∈ E | x,y ∈ Pbound}, (3.10)

within which all other nodes satisfy some form of weak regularity. In this way, there exists

a WR sub-network within this boundary Nint = (Pint, Eint) according to the node and edge

sets

Pint := P \ Pbound, Eint := E \ Ebound. (3.11)

The total network model N is clearly not genuinely WR since the boundary nodes x ∈
Pbound will violate the weak-regularity conditions. Nonetheless, the internal network Nint

will satisfy these conditions, providing a useful architecture which can be readily defined

over two-dimensional regions.

Definition 3.5 (Internal Weak-Regularity): Consider a network N = (P,E). This net-

work is defined as internally-WR if there exists a network boundary Pbound ⊂ P , Ebound ⊂ E
such that the sub-network Nint := (P \ Pbound, E \ Ebound) satisfies a form of (n, k,Λ,µ)

weak-regularity.

Fig. 3.2 provides a useful illustration of the difference between genuinely-WR and

internally-WR networks. One of the most useful features of this network class is that

they are easy to construct, and easy to scale. It is straightforward to construct a regular

network cell, which when concatenated with many other cells results in an internally-WR
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(a) Genuinely WR, (b) Internally WR

Internal Network

Pbound

Closed Network

Figure 3.2: Distinction between (a) genuine weak-regularity and (b) internal weak-regularity.
Genuinely WR networks can be embedded on a closed, three-dimensional surface such as a sphere
in order to maintain regularity and avoid boundary effects. Internally WR networks satisfy weak-
regularity within some nodal boundary Pbound, allowing us to investigate open networks which are
defined within some two-dimensional area.

network. This concatenation process makes it easy to consider large-scale WRNs with open

boundaries.

3.2.5 Simplification of Notation

For the purposes of our work, it is possible to simplify the notation we use to describe

relevant WR structures. Since we are investigating large-scale network structures, it is not

desirable to precisely define the number of nodes n, but allow n to be encoded into other

properties, e.g. nodal density, maximum link length, etc. This can be achieved, given the

crucial assumption that there are enough network nodes so that our analysis is unaffected

by boundary effects or sparsity. The need for this assumption is different depending on

whether we consider internal weak-regularity or genuine weak-regularity.

• Genuine weak-regularity : By definition, we do not have any issue with boundary

effects in this setting since the network is effectively closed, and all nodes are unques-

tionably k-regular. Consequently, we require a sufficient number of nodes in order to

construct the closed network and ensure that there exist two end-user nodes which

are not directly connected. This is not a large number of nodes and can be satisfied

easily, given a particular architecture.
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• Internal weak-regularity : In this setting, we assume that end-users nodes that we select

always fall within the outer boundary of nodes, and we only consider nodes within

this boundary. At the very least, we require that there are enough nodes n within this

boundary such that there exist two end-user nodes which are not directly connected

(as this would defeat the purpose of investigating end-to-end network protocols). In

general, this is a geometric packing problem specific to the weakly-regular architecture

we are studying.

Henceforth, these assumptions are implicitly made within each of our WRN models.

This allows us to omit the precise number of nodes n from key theory throughout our work

and derive general results which apply to a broad range of network structures. The number

of nodes and nodal density are revisited later in our studies in order to provide adequate

insight to the resource requirements of WRNs.

Finally, we provide one further simplification by removing detailed reference to the

possible non-adjacent-commonalities within the network, described by µ. The set µ is

important for the characterisation of short-range connective structures, detailing how many

shared neighbours two non-connected nodes may possess. For large networks, the vast

majority of non-adjacent nodes will simply share no neighbours, µ = 0. This is especially

true for networks which obey distance constrained connectivity rules. We find that our

subsequent analyses do not require its consistent usage, therefore it can be omitted for the

sake of clarity (unless otherwise specified).

Following the implicit assumptions for the necessary number of nodes required to de-

scribe a WRN and the ability to ignore the non-adjacent commonalities, we can compactly

characterise a class of WR architectures via the parameters: (k,Λ).

3.3 Optimal Performance of Weakly-Regular Networks

The key mathematical tool we develop in this chapter is the ability to accurately and

analytically derive conditions for the optimal performance of quantum WRNs. This requires

graph theoretic arguments and a characterisation of minimum network cuts. In this section

we elucidate these arguments.

3.3.1 Motivation

As discussed in Section 2.4, computing the flooding capacity for a general network and

point-to-point capacity distribution requires a numerical treatment via the max-flow min-

cut theorem. However, for any network we can always identify at least one valid cut via
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user-node isolation, i.e. given an end-user pair i = {a, b} we can partition them by cutting

all the edges in the neighbourhood of one of the end-user nodes, C = Ea or C = Eb (where

Ex is defined in Eq. (2.56)). This cut totally disconnects an end-user node from the network,

resulting in a successful partition. We call the multi-edge capacity associated with this kind

of cut as the min-neighbourhood capacity. Following the notation from Section 2.4, we can

write

C(i,N ) ≤ CNi := min
j∈{a,b}

Ccut(Ej), (3.12)

= min
j∈{a,b}

∑
(x,y)∈Ej

Cxy, (3.13)

where we have labelled the min-neighbourhood capacity using CNi .
The min-neighbourhood capacity is always at least an upper-bound on the end-to-end

flooding capacity. It is a strong indicator of a well connected and thus high-performance

network. Networks which are highly connected contain many end-to-end routes between

any pair of network nodes. The greater the number of end-to-end routes between an end-

user pair, the more difficult it is to partition them via a cut-set, i.e. it requires more and

more edges to disconnect them. This initiates a relationship between cut-set cardinality,

|C̃|, and distance from an end-user. Performing cuts with edges further away from a user

node requires the collection of many more edges to consolidate the partition. The further

from the user nodes we begin the cut, the greater the number of potential end-to-end

paths we must restrict (since we have permitted a larger flow from the user node) and

thus the more edges we must collect. We call this phenomenon network cut growth. Once

again, for general architectures and topologies it is extremely difficult to investigate the

concept of network cut growth and would require numerical treatment. However, WRNs

are analytically friendly and an ideal candidate for studying this concept.

Our approach is based on the distinction between two kinds of network cuts; user-node

isolation, and network-bulk cuts. Let us formally define the notion of a network-bulk:

Definition 3.6 Consider a network N = (P,E) and an end-user pair i = {a, b} who

wish to communicate. We define a network-bulk with respect to this end-user pair as the

sub-network N ′ = (P ′, E′) which contains all the edges and nodes which are not directly

connected to the end-user nodes. That is, the node and edge sets satisfy,

P ′ := {x | x ∈ P \ {a, b}} , E′ := {(x,y) | x ∈ P \ (Ea ∪ Eb)} . (3.14)

In a large-scale network the network-bulkN ′ constitutes the majority of the architecture.

A network-bulk cut can then be considered as a network-cut C ′ which is performed by
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exclusively collecting edges from the network-bulk rather than the user-neighbourhoods.

By our previous arguments, when a network is well connected, cuts performed further away

from either end-user refer to collections of edges in the network bulk.

This leads to the primary motivation of our work: via the intuition of network cut

growth, we wish to derive a relationship between WR networks, user-node isolation and

network-bulk cuts. We wish to show that in highly-connected architectures (such as WRNs),

cut growth causes cuts in the network-bulk to be unlikely candidates for the minimum cut.

As a result, this allows us to identify conditions for which the upper-bound in Eq. (3.13) is

saturated and elucidate network properties for which optimal performance is guaranteed.

3.3.2 Network-Bulk Cuts

In this section, we derive some useful lemmas which help us to understand network cut

growth and network-bulk cuts.

Lemma 3.1 Select two nodes on a genuinely-WR quantum network N = (P,E) that rep-

resent end-users, a, b ∈ P , and demand they that they do not share an edge or neighbour.

The cut-set C̃ which contains the fewest number of edges collects k edges.

Proof. Menger’s theorem states that for a finite, undirected graph the size of the minimum

cut-set is equal to the maximum number of disjoint paths that can be found between any

pair of vertices [72, 73]. Here, we are considering a (k,Λ) weakly-regular graph with enough

nodes to locate a pair of end-users which do not share an edge or neighbour. Every disjoint

path will have to use one of the edges from the neighbourhood of an end-user, Na and

Nb. After k disjoint paths, all the edges in the neighbourhoods of the end-user nodes will

have already been used by one of these paths. Consequently, no more disjoint paths can be

found, as the end-users can find no route to the network-bulk. Hence, the smallest cut-set

cardinality will always equal k.

Lemma 3.2 Consider a (k,Λ)-genuinely-WR quantum network N = (P,E) such that Λ =

{λ}. Select two nodes that represent end-users, a, b ∈ P , and demand that they do not

share an edge or neighbour. For any cut-set C̃ that is restricted to edges in the network-bulk

e ∈ E′,

if

k∑
j=1

λj ≤ k(k − 2) =⇒ |C̃| ≥ k. (3.15)

If λj = λ,∀j then the condition holds if λ ≤ k − 2.
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Proof. For a genuine (k, {λ})-regular network there will always exist a cut-set with cardi-

nality |C̃iso| = k, achieved by isolating the neighbourhoods of either of the end-user nodes.

By Lemma 1, we also know that this is the minimum cut-set cardinality. Meanwhile, a

network cut which is limited to collecting edges on the network-bulk is unable to directly

disconnect the neighbourhoods of a or b (Na and Nb respectively). Hence, any cut which

is performed on the network-bulk has to restrict flow from not just the end-users, but each

of its neighbours. That is, any alternative cut-set will have to cut the unique edges in the

neighbourhoods of the a/b’s neighbouring nodes.

Let us consider the cut which restricts flow from all of the neighbouring nodes of either

end-user. This cut-set will be either of the following:

C̃a =
⋃
x∈Na

{(x,y) | y ∈ Nx \ (Na ∪Nb ∪ {a, b})}, (3.16)

C̃b =
⋃
x∈Nb

{(x,y) | y ∈ Nx \ (Na ∪Nb ∪ {a, b})}. (3.17)

What are the cardinalities of these cut-sets? Thanks to network regularity this is easy to

derive. Our goal is to restrict flow from each of the neighbours of a or b. By weak regularity,

these neighbours will possess k edges; they will use one edge to connect directly to a or

b, and λj nodes will be connected to other neighbours of a or b (by definition of adjacent

commonality). As a result there will only be (k−λj − 1) effective edges that permit logical

flow outside of the end-user neighbour (to the rest of the network). By summing over all

of the neighbours in either neighbourhood each of the new cut-set cardinalities are then

|C̃a/b| =
k∑
j=1

(k − λj − 1). (3.18)

When will this quantity be greater than |C̃iso|? This is easy to determine and retrieves

the condition stated in the lemma,

k∑
j=1

(k − λj − 1) ≥ k =⇒
k∑
j=1

λj ≤ k(k − 2). (3.19)

If this condition holds, then we can always write |C̃a/b| ≥ k as required. Any cut which is

not C̃iso or C̃a/b will necessarily permit flow into wider parts of the network. This will always

increase the number of disjoint paths from a to b within the network, since the network is

weakly-regular and connectivity properties are consistent throughout the network. It will

therefore have a larger cut-set cardinality.
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Lemma 3.2 serves as a critical tool in our analyses. It relates analytical properties of a

WRN with properties of cuts performed on its network-bulk. In abstract terms, it posits

weak-regularity conditions for which we can be certain that a WRN undergoes network cut

growth.

While Lemma 3.2 has been formalised in the context of a WRN with consistent adjacent

commonality properties (i.e. Λ = {λ} has only one multiset) it can be easily extended to

account for multiple possible multisets. For this reason we propose the following definition.

Definition 3.7 (Minimum Adjacent Commonality): Given a (k,Λ)-WR graph, the min-

imum adjacent commonality multiset λ∗ ∈ Λ is that which collects the fewest edges on a

network-bulk cut,

λ∗ = arg min
λ∈Λ

∑
λ∈λ

(λ− k − 1). (3.20)

The minimum adjacent commonality multiset is a characteristic of any WRN. It iden-

tifies the network nodes which possess the smallest network-bulk cuts. Ultimately, if

Lemma 3.2 is satisfied for the minimum adjacent commonality multiset λ∗, then it holds

for all possible nodes on the network.

Lemma 3.3 Select two nodes on a genuinely (k,Λ)-WR quantum network N = (P,E)

that represent end-users, a, b ∈ P , and demand they that they do not share an edge or

neighbour. For any cut-set C̃ that is restricted to edges in the network-bulk e ∈ E′, if∑
λ∈λ∗ λ ≤ k(k − 2) it follows that |C̃| ≥ k.

Proof. Since there is now variation in λ from node to node, the network-bulk cut that

is associated with λ∗ collects the least number of edges (by definition). Then any other

node with a different λ ∈ Λ must necessarily collect more edges than this. Given this

consideration, the proof then follows directly from Lemma 3.2.

3.3.3 Network-Bulk Cuts on Internally-WRNs

Proposition 3.1 Select two nodes on an internally-WR quantum network N = (P,E) that

represent end-users, a, b ∈ P , and demand they that they do not share an edge. There exists

some minimum number of network nodes nmin for which the the results of Lemma 3.2/3.3

applies to N .

This proposition is well motivated, and can be proven for a number of different WR

architectures. Open boundary edges add the complication of a potential cut C that utilises
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the boundary to find a smaller cut-set than that used in Lemma 3.2. However, it is always

possible to construct a sufficiently large network so that a pair of end-user nodes can

always be found for which Lemma 3.2 is satisfied. We describe these end-user nodes as

deeply-embedded. It is possible to provide a general characterisation of nmin by identifying

the minimum number of nodes for which there exists a cut-set C̃ ′′ containing boundary

edges e ∈ Ebound that has a smaller cardinality than the network-bulk cut in Eq. (3.18),

i.e. |C̃ ′′| < |C̃a/b|. Indeed this can be achieved, but such generality is not particularly useful

in this chapter, and we leave it to future works. For now, we focus on WRN structures for

which determining nmin is a basic geometric problem. The quantity nmin is the minimum

number of nodes required to locate two end-users which do not share an edge or a neighbour,

so that Lemma 3.2 is not compromised by the network boundary.

In Appendix A, Fig. A.1 we provide visual proofs of the minimum number of nodes

required to satisfy internal-WR for the structures utilised in this chapter. The WRN prop-

erties and minimum number of nodes required in each case is listed below,

k = 3, λ∗ = {0}∪3 → nmin = 54,

k = 6, λ∗ = {2}∪6 → nmin = 89,

k = 8, λ∗ = {2, 4}∪4 → nmin = 120,

k = 16, λ∗ = {4, 8, 8, 8}∪4 → nmin = 197.

(3.21)

In general, we are interested in large-scale networks with many more nodes than any of

these values n� nmin, so clearly the investigation of internally-WR graphs is well justified.

When the neighbour sharing condition is relaxed for the end-users, this minimum number

of nodes is reduced so that these constructions remain sufficient.

3.3.4 Threshold Capacities

With these lemmas in hand, we can present the key mathematical tools used throughout

this chapter and derive the following threshold theorems.

Theorem 3.1 Consider a (k,Λ)-WR quantum network. Select an end-user pair i = {a, b},
and demand they are sufficiently distant such that they do not share an edge or neighbour.

Then there exists a threshold single-edge capacity Cmin in the network, given by

Cmin :=
1

δ
CNi , (3.22)

where δ is a characteristic property of the network,

δ :=
∑
λ∈λ∗

k − λ− 1, (3.23)
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such that if all single-edge capacities in the network satisfy this minimum threshold, Cxy ≥
Cmin,∀ (x,y) ∈ E then flooding capacity is guaranteed to satisfy

2(k − 1)

δ
CNi ≤ C(i,N ) ≤ CNi . (3.24)

Proof. Let us denote the (k,Λ)-WRN N = (P,E). The network possesses a large set of

valid cuts, CN = {Cj}j , which collects all of the valid network cuts Cj that can successfully

partition the pair of end-users. We can simultaneously define a set of cut-set cardinalities,

i.e. if there exist M valid cuts, this is a M -element multi-set that counts the number of edges

contained in each of the valid network-cuts. More precisely, we can define this multiset

cN = {|C̃| | C̃ s.t C ∈ CN }. (3.25)

By Lemma 1, the minimum-cut-set cardinality for the WRN N is simply equal to its

regularity, i.e. min(cN ) = k, and can be achieved by isolating an end-user (cutting the

edges within an end-user neighbourhood). Performing user-node isolation we simply collect

the edges from the user-neighbourhood C̃ = Ei to generate the min-neighbourhood capacity,

CNi = min
j∈{a,b}

∑
(x,y)∈Ej

Cxy. (3.26)

Now let us consider any network-bulk cut C ′ and its corresponding cut-set C̃ ′ which is

restricted to collecting edges on the network-bulk N ′. These types of cuts cannot use edges

from the end-user-neighbourhoods and will provide a multi-edge capacity,

Ccut(C
′) =

∑
(x,y)∈C̃′

Cxy. (3.27)

In order to ensure CNi is indeed the flooding capacity of the entire network, we must ensure

that the minimum network-bulk based cut is never a minimum-cut, so that Ccut(C
′) ≥ CNi .

When restricted to performing cuts only on the network-bulk, the set of possible cuts

will be different from CN , since now certain cuts are inaccessible. Instead, we may define

a new set of network-cuts CN ′ which are restricted to the network-bulk. This generates an

analogous set of cut-set cardinalities

cN ′ = {|C̃| | C̃ s.t C ∈ CN ′}. (3.28)

Using Lemma 1 we can determine the smallest network-bulk based cut on a (k,Λ)-WR

network (with no boundary effects). Since Λ = {λx | x ∈ P} may contain many different
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adjacent commonalities, it is always possible to lower-bound the cardinality of the smallest

network-bulk cut-set by using the minimum adjacent commonality multiset λ∗. Then we

can write,

min(cN ′) ≥
∑
λ∈λ∗

(k − λ− 1) = δ. (3.29)

This corresponds to the minimum number of edges that must be cut from the neighbours of

the neighbours of the minimum end-user (e.g. the green cut-set in Fig. 3.3). This generates

C̃ ′ as the cut-set restricted to the network-bulk with minimum cardinality.

In order to ensure that the flooding capacity is equal to the min-neighbourhood capacity,

we want to make sure that this network-bulk cut never generates a multi-edge capacity

smaller than CNi . That is, we wish to ensure that

min
C′∈CN′

Ccut(C
′) ≥ CNi . (3.30)

Minimising Ccut(C
′) is achieved by setting each edge in the network-bulk to its minimum

value Cmin and performing the cut which collects the fewest number of edges, such that

min(cN ′) · min
(x,y)∈C̃′

Cxy = min(cN ′) · Cmin ≥ CNi . (3.31)

Subsequently we can derive a minimum threshold capacity for any edge in the network,

Cxy ≥ Cmin =
CNi∑

λ∈λ∗(k − λ− 1)
=

1

δ
CNi , ∀(x,y) ∈ E, (3.32)

which ensures that Eq. (3.30) is always upheld. Imposing this threshold constraint ensures

that any cut restricted to the network-bulk will generate a multi-edge capacity that is

greater than or equal to the min-neighbourhood capacity. As a result, no cut performed

exclusively on the network-bulk can ever undermine the flooding capacity.

There is now only one issue; we must identify if there exists any possible hybrid cut

that might undermine the flooding capacity being equal to the min-neighbourhood capac-

ity. That is, is there a cut that can collect a mixture of edges contained in the user-

neighbourhood and the network-bulk? Unfortunately there is, and it must be considered.

Let us take a worst-case scenario where all of the edges in a network-bulk are of minimum

threshold capacity Cmin. Furthermore, let’s consider that the min-neighbourhood capacity

CNi is generated by a user-neighbourhood in which has (k − 1) edges of capacity Cmin and

one edge with capacity CNi − (k − 1)Cmin. That is,

CNi = (k − 1)Cmin + [CNi − (k − 1)Cmin] . (3.33)
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This is a worst-case situation in which one neighbourhood edge contains the majority of the

min-neighbourhood capacity. In this scenario, it is possible to cut the (k − 1) edges in the

neighbourhood which have the threshold value, and then to cut and additional (k−1) edges

in the network-bulk which are connected to the largest capacity edge in the neighbourhood

instead of this neighbourhood edge. This results in a hybrid cut C ′′ which generates a

multi-edge capacity

Ccut(C
′′) ≥ 2(k − 1)Cmin =

2(k − 1)

δ
CNi . (3.34)

This is an absolute worst-case scenario for the network design, placing a lower-bound on

the end-to-end flooding capacity.

Consequently, provided that Cxy ≥ Cmin, ∀(x,y) ∈ E then the flooding capacity always

satisfies
2(k − 1)

δ
CNi ≤ C(i,N ) ≤ CNi . (3.35)

as required. This reveals a single-edge threshold condition for all edges in the network so

to ensure that end-to-end performance is guaranteed within tight bounds.

Theorem 3.1 therefore allows us to place tight performance bounds on the flooding ca-

pacity of a quantum WRN. Using only the connectivity properties of the architecture itself,

and a desired end-to-end performance, we can identify a single-edge capacity constraint for

all network edges. This is extremely useful, and a key result in this work.

It is also possible to identify what additional constraints are necessary to not just guar-

antee a tight window of performance, but guarantee exact, optimal performance. This is

achieved in the following theorem.

Theorem 3.2 Consider a (k,Λ)-WR quantum network. Select an end-user pair i = {a, b},
and demand they are sufficiently distant such that they do not share an edge or neighbour.

Then there exists the threshold single-edge capacity C′min in the network bulk, and another

for the user-connected edges Cimin given by

C′min :=
1

δ
CNi , Cimin :=

(
1

k − 1
− 1

δ

)
CNi , (3.36)

such that if all single-edge capacities in the network satisfy their minimum thresholds, Cxy ≥
C′min,∀ (x,y) ∈ E′ and Cxy ≥ Cimin, ∀ (x,y) ∈ Ea ∪ Eb then flooding capacity is guaranteed

to satisfy

C(i,N ) = CNi . (3.37)
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|C̃1| = 3

|C̃2| = 6

|C̃3| = 12

Increasing |C̃|

.
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··
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· · ·

· · ·

· ·
·

· ·
·

· · ·

Figure 3.3: Cut-set cardinality with respect to increasing distance from user-node on a honeycomb
lattice. We show some example cuts on a honeycomb network of increasing cut-set dimension. The
further one moves from a user-node a, the more edges that must be cut due to k-regularity. C̃1 gives
the neighbourhood cut-set Ea, C̃2 gives the smallest cut-set when limited to network-body edges
E′, and C̃3 gives a wider cut example.

Proof. By Theorem 3.1 we know that if all edges satisfy Cxy ≥ C′min = CNi/δ, for all

(x,y) ∈ E, then the flooding capacity satisfies Eq. (3.24). If we want to avoid the worst-

case lower-bound it is possible to enforce an additional, slightly stricter constraint on the

end-user connected edges, which we label Cimin. If we consider the hybrid cut C ′′ scenario as

in the previous theorem where (k−1) edges from the user-neighbourhood are collected and

have minimum capacity Cimin along with (k − 1) network-bulk edges with capacity C′min in

order to consolidate the end-user partition. This results in a possible multi-edge capacity

Ccut(C
′′) ≥ (k − 1)C′min + (k − 1)Cimin =

(k − 1)

δ
CNi + (k − 1)Cimin. (3.38)

To ensure that Ccut(C
′′) ≥ CNi we must then demand that

(k − 1)

δ
CNi + (k − 1)Cimin ≥ CNi =⇒ Cimin ≥

(
1

k − 1
− 1

δ

)
CNi . (3.39)

Therefore, if we demand that all edges in the user-neighbourhoods satisfy Cxy ≥ Cimin,

then the worst-case scenario which generates the lower-bound in Theorem 3.1 disappears

and becomes equivalent to the min-neighbourhood capacity. That is, the inequalities be-

come

CNi ≤ C(i,N ) ≤ CNi =⇒ C(i,N ) = CNi , (3.40)



58 3. Analytical Methods for High-Rate Global Quantum Networks

as required. We find that Cimin ≥ C′min if k ≤ δ
2 + 1, which is satisfied in all of our example

architectures.

3.3.5 Neighbour Sharing End-Users

So far we have considered end-user pairs that are not directly connected and do not share

common neighbours. This is appropriate assumption since we are studying global quantum

communications over very long distances; it is not interesting to consider short range users

separated by single links. Furthermore, it allows for much clearer intuition surrounding

increasing cut-set dimension with respect to cuts on the network-bulk as shown in Fig. 3.3.

This assumption does not compromise the generality of our arguments, as we show in

the following corollary that Theorems 3.1 and 3.2 hold even when end-user nodes share a

neighbour.

Corollary 3.1 (Neighbour Sharing): Consider a (k,Λ)-WR quantum network and an end-

user pair i = {a, b} within the network that do not share an edge, and possess a min-

neighbourhood capacity CNi. Even if the end-user nodes share a neighbour, Theorems 3.1

and 3.2 hold.

Proof. Consider the (k,Λ)-WR network and assume that the end-user pair i = {a, b} are

not directly connected, but share a neighbour. The number of common neighbours that

these non-adjacent nodes share is defined by the non-adjacent commonality, µ(a, b) > 0.

The previous analyses do not directly apply since cuts restricted to the network-bulk will

not be able to partition the two users. This is true because there will exist clear paths along

the edges connected to the common neighbours of a and b. Hence, a valid network-cut of

these end-users requires one to collect µ(a, b) edges from a user-neighbourhood.

Nonetheless, our results still hold. Let us locate a network-cut that uses the minimum

number of user-connected edges possible. This can be considered as a modification to the

network-bulk cut which is necessary due to neighbour-sharing. This cut C ′ still collects

at least
∑

λ∈λ∗(k − λ − 1) edges, but now µ(a, b) of those edges are actually contained in

one of the user-neighbourhoods. In a worst-case scenario, one may assume that the user-

connected edges which are necessarily cut possess the minimum single-edge capacity in the

user-neighbourhoods, defined as

Cimin = min
j∈{a,b}

min
(x,y)∈Ej

Cxy. (3.41)

Let all edges in the network obey a threshold capacity Cmin = CNi/δ as motivated by

Theorem 3.1 for non-neighbour sharing end-users. Now, the network-cut C ′ which collects
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the fewest number of edges from the user-neighbourhood will generate a multi-edge capacity,

Ccut(C
′) ≥ δCmin + µ(a, b)(Cimin − Cmin). (3.42)

However, we already know that Cimin = Cmin since we stated that all edges in the network

obey the same minimum threshold. Therefore,

Ccut(C
′) ≥ δCmin = CNi . (3.43)

as required. Therefore, neighbour sharing does undermine the previous threshold theo-

rems. Indeed, introducing a stricter condition on the user-connected edges (as we do in

Theorem 3.2) only makes this result stronger, since Cimin ≥ Cmin will only increase the

multi-edge capacity in Eq. (3.42).

3.3.6 Bosonic Lossy Weakly-Regular Networks

When considering fibre-based networks, point-to-point links are described by bosonic

pure-loss (lossy) channels. For lossy quantum networks, the most important property is

channel length, or from a network perspective, inter-nodal separation. For a given edge

(x,y) ∈ E connecting two users in a network, the inter-nodal separation is simply the

distance dxy between them. All two-way assisted quantum and private capacities of the

lossy channel are precisely known via the PLOB bound from Eq. (2.49) [29],

C(Eηxy) = C(dxy) = − log2

(
1− 10−γdxy

)
, (3.44)

where the inter-nodal separation is related to the transmissivity via ηxy = 10−γdxy . For

state of-the-art fibre-optics the loss rate is γ = 0.02 per km (which equates to a loss rate

of 0.2 dB/km). Since these separations directly dictate the channel quality between nodes

they must be precisely engineered and distributed in order to guarantee strong end-to-end

performance.

The direct application of Theorem 3.1 to bosonic lossy quantum networks allows us to

translate the notion of threshold capacities into something more physical. Indeed, since

the capacity of pure-loss channels is known exactly, it is possible to translate the threshold

capacity into a maximum inter-nodal separation.

Corollary 3.2 Consider a (k,Λ)-WR quantum network which is connected by bosonic lossy

channels. Select an end-user pair i = {a, b} within the network that do not share an edge,

and possess a min-neighbourhood capacity CNi. Then, there exists a maximum inter-nodal

separation for all edges within the network,

dmax
N = −1

γ
log10

(
1− 2−

1
δ
CNi
)
, (3.45)



60 3. Analytical Methods for High-Rate Global Quantum Networks

for which the flooding capacity satisfies

2(k − 1)

δ
CNi ≤ C(i,N ) ≤ CNi . (3.46)

If ∃ dxy < dmax
N , (x,y) ∈ E, this remains an upper-bound on the optimal network perfor-

mance, C(i,N ) ≤ CNi.

Proof. Consider a valid pair of end-users i = {a, b} embedded within a (k,Λ)-WR quan-

tum network. Then as before, there exists a threshold capacity Cmin = 1
δCNi that can

be enforced to ensure the flooding capacity between these users is bounded by their min-

neighbourhood capacity, CNi . Supplanting the PLOB bound into the capacity condition in

Theorem 3.1,

C(dxy) ≥ Cmin,∀(x,y) ∈ E, (3.47)

this readily translates to,

dxy ≤ −
1

γ
log10

(
1− 2−

1
δ
CNi
)
,∀(x,y) ∈ E. (3.48)

Therefore the threshold capacity becomes an upper-bound on the maximum link-length

permitted within the network. We can thus define this maximum length,

dmax
N = −1

γ
log10

(
1− 2−

1
δ
CNi
)
, (3.49)

which when satisfied ensures that 2(k − 1)CNi/δ ≤ C(i,N ) ≤ CNi .
Now suppose that there exists a channel within the network-bulk that violate this max-

bulk separation, i.e. ∃ dxy > dmax
N ′ for (x,y) ∈ E′. This violates the threshold capacity

condition from Theorem 3.1 meaning that the minimum-cut in the network is not guaranteed

to satisfy the performance bounds. However, if the minimum-cut undergoes a transition

due to the introduction of poor quality channels in the network-bulk, it cannot improve

the network flooding capacity; it can only deteriorate network performance. Therefore the

min-neighbourhood capacity remains an upper-bound on the optimal network performance,

C(i,N ) ≤ CNi , as before.

In order to achieve a stricter performance guarantee, we can apply Theorem 3.2 to

bosonic lossy channels and derive slightly stricter constraints on user-connected channels.

Corollary 3.3 Consider a (k,Λ)-WR quantum network which is connected by bosonic lossy

channels. Select an end-user pair i = {a, b} within the network that do not share an edge,

and possess a min-neighbourhood capacity CNi. Then, there exists a maximum link-length

in the network-bulk

dmax
N = −1

γ
log10

(
1− 2−

1
δ
CNi
)
, (3.50)
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and a maximum link-length for all the user-connected edges,

dmax
Ni = −1

γ
log10

(
1− 2−( 1

k−1
− 1
δ )CNi

)
≤ dmax

N , (3.51)

which when satisfied guarantee that the flooding capacity is equal to the min-neighbourhood

capacity,

C(i,N ) = CNi . (3.52)

If ∃dmax
Ni < dxy ≤ dmax

N , (x,y) ∈ Ea∪Eb, we regain Theorem 3.2. If ∃dxy > dmax
N , (x,y) ∈

E, then the performance guarantee is violated, but this remains an upper-bound on the

optimal network performance, C(i,N ) ≤ CNi.

Proof. This is a specification of Theorem 3.2 to bosonic lossy channels where the edges in

the neighbourhoods of Alice a and Bob b may possess their own, stricter constraint in order

to completely guarantee optimal performance. The proof follows directly by supplementing

the PLOB bound into the threshold capacity expressions.

3.4 Nodal Densities and Bosonic Lossy Weakly-Regular Networks

3.4.1 Sparse Constructions

Nodal density is defined as the number of nodes n per unit area of the network,

ρN := n/A (3.53)

where A is some area in which the network is defined. This is a crucial measure of network

resources, especially for quantum networks where there is a very high cost of constructing

quantum devices at every node. In many network settings, it is desirable to minimise the

nodal density necessary to promise strong end-to-end performance. For this reason, it is

also useful to define a minimum nodal density. For a class of network, N = {Nj}j , such that

all instances N ∈ N are constrained to some implicit structure, the minimum nodal density

describes how it can be constructed in the sparsest way possible. It refers to a limiting

scenario in which the network is least dense, and that all other instances of the network

topology will possess more nodes per unit area. This is summarised below in a general

definition:

Definition 3.8 (Sparse Construction): Consider a class of network N = {Nj}j which

imposes a fixed, single-edge distance constraint on its networks N = (P,E) ∈ N so that

dxy ≤ dmax
N for all (x,y) ∈ E. (3.54)
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The sparse construction is an instance of this class which minimises its network nodal

density,

ρmin
N = min

N∈N
ρN = min

N∈N

n

A
, (3.55)

where ρmin
N is the minimum permitted nodal density of a network N ∈ N.

Clearly, for very general classes of distance-constrained networks this minimisation is

extremely difficult. However, for analytical classes such as WRNs, this becomes rather easy

and reduces to a geometric packing problem.

To provide simplifications in subsequent arguments, we make the following proposition.

Proposition 3.2 For a class of single-edge distance constrained networks N ∈ N, such that

dxy ≤ dmax
N for all (x,y) ∈ E, then the minimum nodal density can always be expressed as

ρmin
N ∝ (dmax

N )−2 = ξ(dmax
N )−2, (3.56)

such that ξ is a quantity which characterises the network class N.

It is always possible to express the min-density as proportional to the inverse squared

value of the maximum inter-nodal separation in the network. This is obviously true for any

measure of area since ρ ∝ A−1 and A ∝ d2 where d is some distance measure. Yet, for

what follows we find that it is useful to closely relate dmax
N and ρmin

N in this way. In the

follow subsections we endeavour to lower-bound the min-nodal densities for a number of

architectures which are classes of WRN.

3.4.2 Honeycomb Network

Our model of a honeycomb network (k = 3 and λ∗ = {0}∪3) is the following: consider a

single, initial hexagon consistent of 6-nodes connected by 6 edges. Let us call this the r = 1

ring of the network. To construct a larger network, we proceed by adding further hexagons

concentrically around the initial shape. Each edge of the r = 1 ring is used as an edge of a

hexagon in the r = 2 ring. We can continue to create a larger and larger network structure

by concentrically connecting rings of hexagons to the previous one. As each ring is added,

there will be 6r hexagons added to the overall structure. See Fig. A.1(a) as an example.

For any fixed number of rings r we can identify the number of nodes within the network.

The number of unique nodes added with the addition of each new ring follows a recursive

equation

ñ1 = 6, ñ2 = 12, , . . . , ñr = 24(r − 1)− ñr−1. (3.57)
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It is simple to solve this set of recursive equations so that ñr takes the form,

ñr = 6(2r − 1). (3.58)

As a result, given an r-ring honeycomb network structure, the total number of nodes will

be

nhc(r) =

r∑
k=1

6(2k − 1) = −6r + 12

r∑
k=1

k = 6r2. (3.59)

We may use this relationship in order to determine the minimum nodal-density ρmin of

a honeycomb network when the maximum permitted fibre-length is dmax
N . Since this is the

maximum permitted length and a honeycomb lattice can form a regular tiling, then ρmin is

satisfied when every edge in the network is exactly dmax
N . Hence, given an r-ring network,

the maximum area it will span is

Amax
hc (r, dmax

N ) =
3
√

3 [1 + 3r(r + 1)] dmax
N

2

2
. (3.60)

Hence, an r-ring minimum nodal density can be computed by

ρmin(r, dmax
N ) =

nhc(r)

Amax
hc (r, dmax

N )
. (3.61)

By taking the asymptotic limit of r → ∞ we can more accurately capture a lower-bound

on the nodal density of a honeycomb network which satisfies this fibre-length constraint

(as a larger network will permit a more accurate averaging process). As a result, we may

compute

ρmin
N ≥ lim

r→∞
ρmin(r, dmax

N ) =
4

3
√

3 dmax
N

2
(3.62)

as a lower-bound on the nodal-density of a weakly-regular honeycomb network which sat-

isfies a maximum inter-nodal separation. Hence the characteristic quantity of honeycomb

networks satisfies ξ ≥ 4/(3
√

3).

3.4.3 Hexagonal Network

A class of hexagonal network (k = 6 and λ∗ = {2}∪6) follows the same logic as the hon-

eycomb structure, just with additional nodes located within every hexagon (see Fig. A.1(b)).

As a result, we can immediately write

ñr = 6(2r − 1) + 6(r − 1) = 6(3r − 2). (3.63)
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Then, in an r-ring hexagonal structure the total number of nodes is given by,

nhex(r) = 7 + 6

r∑
k=2

(3k − 2) = 1 + 3r(3r − 1). (3.64)

Meanwhile, the maximum area spanned by an r-ring hexagonal network is equal to that of

the honeycomb network, Amax
hex = Amax

hc . Thus, defining

ρhex(r, dmax
N ) :=

nhex(r)

Amax
hex (r, dmax

N )
, (3.65)

we can easily compute a lower-bound on the nodal density as before

ρmin
N ≥ lim

r→∞
ρhex(r, dmax

N ) =
2√

3 dmax
N

2
. (3.66)

Hence the characteristic quantity of hexagonal networks satisfies ξ ≥ 2/
√

3.

3.4.4 Manhattan-Inspired Networks

Consider a class of WRN such that k = 8 and λ∗ = {2, 4}∪4, as depicted in Fig. A.1(c).

To construct this network, we can simply concatenate a cell (consisting of 9 nodes) into an

r × r grid which can be easily evaluated. For a network which is arranged into a r-length

square grid there will exist r2 network cells. In order to maximise the area spanned by each

network cell, we assign the longest possible edge in the cell to be of length dmax
N . For the

k = 8 network cell, this means that the diagonal edges in each square must be of length

dmax
N . Hence, the area of the total 9 node cell will be 1

2d
max
N

2. In an r-ring network this

results in a total area of 1
2(rdmax

N )2. Furthermore, the total number of nodes will be given

by,

nmh:8(r) = (r + 1)2, (3.67)

which can be obtained by simply counting the number of nodes on each horizontal/vertical

row of the grid. We can thus define the function,

ρmh:8(r, dmax
N ) :=

(r + 1)2

1
2(rdmax

N )2
. (3.68)

As a result, a lower-bound on the minimum nodal density can be readily computed

ρmin
N ≥ lim

r→∞
ρmh:8(r, dmax

N ) =
2

dmax
N

2 . (3.69)

Therefore the characteristic quantity is lower-bounded by ξ ≥ 2.
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A similar Manhattan-like class can be constructed such that k = 16 and λ∗ = {4, 8, 8, 8}∪4,

as depicted in Fig. A.1(d). Using this network cell to construct a larger network, we must

constrain the longest edge in the network cell to be of length dmax
N . This causes us to con-

strain the diagonal edge from central nodes on the boundary of the cell to connected nodes at

the opposite corner. The maximum area spanned by a network cell is then 4
5d

2
N . If we again

consider an r × r cell square grid network, then that the total area is Amax(r) = 4
5r

2dmax
N

2.

Via a counting argument, the total number of nodes in an r-radius network will be

n(r) = (4r + 1)(r + 1) + 3r(r + 1) + r2 = (7r + 1)(r + 1) + r2. (3.70)

As a result, we can define the minimum nodal density function,

ρmh:16(r, dmax
N ) :=

(7r + 1)(r + 1) + r2

4
5(rdmax

N )2
. (3.71)

Finally, the lower-bound can be given

ρmin
N ≥ lim

r→∞
ρmh:16(r, dmax

N ) =
10

dmax
N

2 . (3.72)

Hence the characteristic quantity can be lower-bounded by ξ ≥ 10.

3.4.5 Nodal Density and End-to-End Performance

Theorem 3.3 Consider a (k,Λ)-WR quantum network N = (P,E) which is connected by

bosonic lossy channels. Select an end-user pair i = {a, b} within the network that do not

share an edge, and a desired min-neighbourhood capacity CNi. In order to guarantee optimal

performance, there exists a minimum nodal density within the network,

ρmin
N = −ξγ2

[
log10

(
1− 2−

1
δ
CNi
)]−2

, (3.73)

where ξ is characteristic of the WR architecture being considered.

Proof. In Corollaries 3.2 and 3.3, a global fibre-length constraints are placed on the

network in order to guarantee a particular flooding capacity via user-node isolation. Using

Corollary 3.2, if all edges (x,y) ∈ E satisfy an maximum link-length constraint,

dmax
N = −1

γ
log10

(
1− 2−

1
δ
CNi
)
, (3.74)

then the flooding capacity is guaranteed to satisfy 2(k − 1)CNi/δ ≤ C(i,N ) ≤ CNi . If we

apply the additional constraint for user-connected edges such that

dmax
Ni = −1

γ
log10

(
1− 2−( 1

k−1
− 1
δ )CNi

)
, (3.75)
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then we can guarantee that C(i,N ) = CNi .
These link-length constraints result in a minimum nodal density for the entire network

which is easy to investigate via the appropriate sparse construction. Using Eq. (3.56) we

can directly write

ρmin
N = ξ(dmax

N )−2 = ξγ2
[
log10

(
1− 2−

1
δ
CNi
)]−2

, (3.76)

where the characteristic quantity, ξ is derived from the sparse construction. This offers

a lower-bound on the necessary nodal density required to guarantee a particular flooding

capacity.

Summarising, in order for the flooding capacity between a and b will be equal to the

min-neighbourhood capacity C(i,N ) = CNi , the nodal density must (at least) satisfy the

lower-bound ρN ≥ ρmin
N .

The tightness of this lower-bound depends on how ξ is derived. Ideally, one would

be able to take into the consideration the stricter constraint dmax
Ni required to guarantee

C(i,N ) = CNi with equality. Solving a sparse construction with multiple edge constraints

is not straightforward, hence one may need to use a lower-bound for ξ, as we have in

this work. This nonetheless delivers informative bounds on the nodal density required for

optimal performance.

3.4.6 Analysis of Bounds

Figure 3.5(c) depicts the connection between flooding capacity and minimum nodal

density for a number of types of WRNs. It is clear that there is a trade off between end-

to-end performance and regular nodal degree. At low flooding rates (10−2 − 10−1 bits per

network use) the WR structures with lower degrees k = 3 and 6 demand fewer resources to

achieve the same performance as those with higher degrees k = 8 and 16. In this regime,

high degrees are not necessary everywhere in the network to achieve the flooding rates;

indeed, the consistent connectivity invoked by WR designs help to maintain performance

at low densities. Yet, as the flooding capacity transitions towards 1 − 10 bits per network

use this behaviour changes; WRNs with low degrees demand shorter and shorter links to

achieve the high rates and the inability to involve more connections at each node becomes

costly. As can be seen for k = 3 the required minimum nodal density rapidly increases,

shortly followed by k = 6 and 8. Contrarily, the regime of high end-to-end rates is well

suited to WRNs with greater regularity, k = 16, for which the greater number of connections

at each node facilitate a lower overall density.
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Figure 3.4: Examples of network cells that can be used to construct quantum WRNs, where k
denotes regularity and λ∗ is the adjacent commonality multi-set which minimises the quantity in
Eq. (3.20). These quantities characterise the network cell and larger WRNs that they can construct.

Following recent works which have investigated critical network resources required for

effective end-to-end performance on quantum networks, we define a critical nodal density

ρcrit as the network density required to achieve an end-to-end rate of 1 bit per network use.

For bosonic lossy networks constructed in a weakly-regular structure, we can derive this

value analytically.

Corollary 3.4 Consider a (k,Λ)-WR quantum network N = (P,E) which is connected by

bosonic lossy channels. The critical nodal-density of the network is lower-bounded by

ρcrit
N ≥ −ξγ2

[
log10

(
1− 2−

1
δ

)]−2
, (3.77)

where ξ is characteristic of the WR architecture being considered.

In Eq. (3.77), recall that γ is the fibre-loss rate which takes a typical value of γ ≈ 0.02,

and δ is defined in Eq. (3.29) as before. For WRNs explored in this chapter we can readily

compute their critical nodal densities:

ρcrit
hc &

√
3

5625

[
log10

(
1− 2−1/6

)]−2
≈ 3.33× 10−4 nodes per km2,

ρcrit
hex &

√
3

3750

[
log10

(
1− 2−1/18

)]−2
≈ 2.28× 10−4 nodes per km2,

(3.78)
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(a) (b)

Figure 3.5: All plots are colour coded with respect to architectures derived from network cells
in Fig 3.4. (a) Relationship between the optimal end-to-end flooding capacity (equal to the min-
neighbourhood capacity CNi) and the maximum link-length dmax

N required to guarantee it for bosonic
lossy quantum networks according to Eq. (3.45). Greater network regularity leads to larger permis-
sible ranges of channel lengths. Panel (b) depicts this relationship between minimum nodal density
ρmin
N with respect to optimal performance for bosonic lossy quantum networks, colour coordinated

with the network cells. The grey dotted line relates the nodal density to the average flooding capacity
between any pair of nodes in a Waxman Network, as in Eq. (3.80) [65].

ρcrit
mh:8 &

1

1250

[
log10

(
1− 2−1/32

)]−2
≈ 2.87× 10−4 nodes per km2,

ρcrit
mh:16 &

1

250

[
log10

(
1− 2−1/128

)]−2
≈ 7.78× 10−4 nodes per km2.

(3.79)

In Figure 3.5(c), we plot an approximation of the average flooding capacity between any

pair of nodes on a Waxman network with respect to nodal density (dashed grey line) as

derived in Ref. [65]. This defines an expected flooding capacity between any pair of users,

such that

Ei [C(i,N )] ≈ ζ(ρN − ρcrit)− 1, (3.80)

where ρcrit ≈ 4.25 × 10−4, ζ ≈ 4358 and the average Ei[·] is taken over all possible end-

user pairs in the network. We identify a kinship between the necessary ρmin
N predicted

by WRNs and that derived for Waxman networks. As one may expect, the order and

consistency of WRNs is able to promise lower resource demands at lower-rates; resulting

in smaller critical nodal density predictions for the necessary density to achieve 1 bit per

network use. However, as the flooding performance increases, the flexibility of the Waxman

design (its ability to utilise variable nodal degrees) renders it superior to the lower degree



3.5. Comparison with Satellite Quantum Communications 69

WR structures. In summary, there is good behavioural agreement between these models,

corroborating the utility of WR structures as a valuable analytical tool for quantum network

design.

3.5 Comparison with Satellite Quantum Communications

3.5.1 Satellite Quantum Communications

Here, we briefly review key results which facilitate a comparison of SQC with idealised,

ground-based quantum networks. For more detailed derivations and discussions of these

results, please refer to Refs. [31, 30].

Consider two users (Alice and Bob), who choose to communicate by means of an orbiting

satellite (a dynamic repeater). Here we consider a ground station G at approximately sea-

level, and a satellite S which is in orbit at an altitude h ≥ 100 km and variable zenith angle

θ. Given that the radius of the Earth is RE ≈ 6371 km, the slant distance between G and

S is z(h, θ) =
√
h2 + 2hR2

E +R2
E cos2(θ)− RE cos(θ), describing the true distance that an

optical beam must travel from G to/from S. We may consider two unique configurations

for information transmission; uplink, which refers to when G is the transmitter and S is the

receiver, and downlink, where the converse is true. Both configurations will identically admit

the effects of free-space diffraction (beam-spot size widening) and atmospheric extinction

(caused by molecular/aerosol absorption as the beam propagates). However additional

loss/noise effects emerge with respect to uplink and downlink protocols, which invokes an

asymmetry in their communication performance.

The effects of turbulence (caused by fluctuations in the atmospheric refractive index)

and pointing errors (alignment of the optical signal with the receiver) are responsible for

beam wandering, which instigates a fading process for the communication channels. For

uplink protocols, turbulence is a significant factor for loss properties of the ground-satellite

channel since it impacts the propagating beam immediately after transmission. However,

pointing errors can be reduced thanks to the ability to easily access and optimise adaptive

optics at ground level. In downlink these effects are reversed. Turbulence is not a factor

until the beam reaches low altitudes, at which point the beam has already spread via

diffraction. Hence turbulence can be neglected for downlink, but pointing errors mut be

considered due to limited onboard access and resources.

Considering each of these physical effects characterising the lossy free-space channel, it

is possible to present an ultimate limit on the secret-key capacity K for SQC [31],

K ≤ −∆ (η, σ) log2 (1− η) . (3.81)
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Here ∆ (η, σ) is a correction factor to the PLOB bound, where η := η(h, θ) is an effective

transmissivity which is a function of geometric position, encompassing all the effects of

diffraction, extinction, and optical imperfections/inefficiencies. Meanwhile, σ2 = σ2
turb +

σ2
point is the variance of the Gaussian random walk of the beam centroid caused by beam

wandering, with contributions from turbulence and/or pointing-errors.

This bound can be further modified to account for the presence of thermal noise, which

is highly dependent upon time of day (day or night-time) and weather conditions (cloudy

or clear skies). For night-time communications, background noise is practically negligible,

and the above bound requires little modification. However, for day-time operations this is

generally not the case and the free-space lossy channels must be described as thermal-loss

channels which account for additional noise.

3.5.2 Practical Key-Rates for Satellite Quantum Communications

The bound in Eq. (3.81) is an ultimate upper-bound on the capacity of a ground-to-

satellite communication channel, it is important to provide an assessment of realistic and

practical protocols which embody achievable lower-bounds for SQC. These lower-bounds

will facilitate comparisons with global quantum networks, and help deduce the conditions

for which we can expect satellite advantage for long-distance quantum communications.

Here we summarise some achievable rates for different satellite configurations. We con-

sider practical, composably-secure secret key-rates achievable from the pilot-guided and

post-selected CV-QKD protocol studied in Refs. [30, 31]. The main concept of this proto-

col is to encode information into Gaussian-modulated coherent states, randomly interleaved

by highly energetic pilot pulses used to monitor the transmissivity and fading properties

of the free-space channel in real time (facilitating the use of classical post-selection). This

protocol has been comprehensively extended to account for the physical scenario of satellite

quantum communications, resulting in realistic and practical rates.

We may consider the employment of such a protocol in conjunction with a near-polar

sun-synchronous satellite used to communicate between two ground stations. This type of

orbit ensures a consistent fly-over time for any point on the Earth’s surface, such that the

satellite passes over any point at the same local mean solar time each day. This provides

the possibility of stable conditions for satellite communications at around the same time

each day. Let us assume that the stations lie along the orbital path such that the satellite

crosses both of their zenith positions (which happens once per day). We further assume a

worst-case scenario such that the stations only interact with the satellite when the zenith

positions are crossed, and that both stations assume similar operational conditions.
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It is possible to quantify the performance of satellite communications by considering a

daily key rates, i.e. the number of secret-bits that may be shared per day. This allows us to

utilise an average orbital rate Rorb associated with up/downlink operations in day/night-

time, representing an average secret-key rate per link usage. Thanks to the dynamic nature

of SQC, and the fact that we consider communication with both stations only once per day,

this daily rate will be constant with respect to ground based end-to-end distances. The

number of secret-bits that can be shared in a zenith-crossing passage is then given by the

effective transit time for the quantum communications tQ(h) as a function of the altitude,

and a typical clock frequency which we set as α = 10 MHz. The average daily-rate in a

given configuration is thus

Rsat
daily ≈ α tQ(h)Riorb, (3.82)

for which i labels the up/downlink and day/night-time.

For downlink operations at altitude h = 530 km, initial beam-spot-size ω0 = 40 cm,

receiver aperture aR = 1 m, these setup parameters lead to the night-time/day-time rates

[31],

Rdown
orb ≈

3.066× 10−2 bits/use (night),

3.041× 10−2 bits/use (day).
(3.83)

For uplink, we consider and altitude h = 103 km and similar setups (but now with a

spot-size ω0 = 60 cm and wider aperture aR = 2 m) leading to the rate,

Rup
orb ≈

4.244× 10−2 bits/use (night),

2.737× 10−2 bits/use (day).
(3.84)

Notice that in both configurations the day and night time rates are very similar. This is

thanks to effective noise-filtering that can be performed with this kind of CV-QKD protocol.

Such protocols are able to realistically exploit CV quantum systems and interferometric

measurements in order to achieve much narrower frequency filters than is possible with DV

protocols (see Ref. [31] for more details). As a result, the increased background thermal

noise experienced at the receiver in day time does not significantly deteriorate the rate.

3.5.3 Comparison with Ground-Based Networks

As we have established in previous sections, end-to-end distance independence is a

critical design feature for the construction of effective quantum networks. It is a feature

that can be achieved, provided that one carefully monitors link-length, nodal density and
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the limits of quantum communication rates. Yet, as shown in the previous section, it can be

very costly to promise strong end-to-end rates between long-distance end-users if we choose

to solely utilise ground-based fibre networks. For this reason, it is important to understand

the limits of large-scale quantum networks for long-range communication. Moreover, it is

invaluable to determine when SQC may be superior and offer a cost-efficient route to global

quantum communication.

Determination of when SQC is advantageous requires a strict, quantitative compari-

son with ground-based fibre networks. In this section we aim to benchmark the optimal

performance of global quantum fibre networks against practical, near-term SQC capabili-

ties. More precisely, we compare daily secret key-rates obtained between globally distant

end-users via:

(i) A global-scale (k,Λ)-WR fibre network with capacity achieving links.

(ii) A single, sun-synchronous satellite operating at the achievable rates in Eqs. (3.82)-

(3.84) using realistic devices and the practical CV-QKD protocol discussed in Sec-

tion 3.5.2.

Clearly, the resources accessed by an ideal (k,Λ)-WR fibre network are significantly greater

than the single satellite, and a fairer comparison would be to consider a constellation of

satellites; but that is the point. If a single, sun-synchronous satellite, operating at realistic

rates is able to outperform a global fibre network within a meaningful resource regime,

this offers clear evidence for the superiority (and necessity) of SQC for global quantum

communications. Using the tools developed throughout this chapter, our comparison can

be carried out analytically.

Assume two globally distant end-users, Alice and Bob. We need not consider a specific

end-to-end distance, since the (k,Λ)-WRNs are end-to-end distance independent. By con-

sidering a daily key rate and the operational setup explained in Section 3.5.2, SQC is also

end-to-end distance independent. We are left to compute the daily capacity of the WR fibre

network. We consider that the fibre network operates constantly for a day using capacity

achieving links with maximum link length dmax
N . Given tdaily = 8.64× 104 s as the number

of seconds in a day, and again assuming α = 10 MHz, it can be shown the average number

of secret-key bits per day satisfies

R
(k,Λ)
daily (dmax

N ) . −α tdaily

δ
log2(1− 10−γd

max
N ), (3.85)

where δ is defined in Eq. (3.20). Repeater-chains can be considered in a similar manner.

The repeater-chain capacity is equal to the single-edge capacity associated with the longest
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inter-nodal separation in the chain. Hence, the average daily secret-key rate of a repeater-

chain is [32]

Rchain
daily (dmax

N ) . −α tdaily log2(1− 10−γd
max
N ). (3.86)

In order to perform a quantitative comparison between satellite and ground-based quan-

tum communications, we can compute the log-ratio between their daily-rates,

∆Kdaily := 10 log10

R(k,Λ)
daily

Rsat
daily

 , (3.87)

which determines a daily-rate advantage in decibels (dB). An analogous quantity can be

derived for the repeater chain. By studying the daily-rate advantage as a function of

maximum inter-nodal separation and nodal density, we can then determine conditions for

which SQC begins to outperform the global, ground-based networks. That is,

∆Kdaily > 0 =⇒ Fibre-Network Advantage,

∆Kdaily = 0 =⇒ Equal Performance,

∆Kdaily < 0 =⇒ Satellite Advantage.

(3.88)

Hence, there exists a critical inter-nodal separation d∗N and a critical nodal density ρ∗N for

which ∆Kdaily = 0. Beyond d∗N or below ρ∗N , a single, sun-synchronous satellite quantum

repeater is more effective than a global fibre-network.

Fig. 3.6 illustrates results for the daily-rate advantage over SQC for a repeater-chain,

and a number of quantum WRNs with various connectivity properties. In particular, we

compare the resource demands of SQC with k = 6, 8 and 16 WRNs based on the network-

cells shown in Fig. 3.5(a). Each architecture will possess its own unique critical values,

defining a limiting property of the network. This comparison involves the consideration of

a number of SQC operational setups and conditions which are summarised in Table I in

Fig. 3.6; regarding the time of operation (night or day), physical direction of communication

(uplink or downlink), satellite altitude, initial beam spot-size and receiver aperture radius.

It is important to note that we can always exploit the superior communication direction

(downlink) for the purposes of QKD between end-users, thanks to the independence of

physical and logical flow (as discussed in Section 2.3.4). Therefore the critical properties

ρ∗N and d∗N are computed as the values for which ∆Kdaily = 0 with respect to SQC downlink

rates.

In Fig. 3.6(a)-(c) we plot the maximum tolerable fibre-length permitted in a repeater

chain and each WRN required to guarantee ∆Kdaily advantage over the single satellite

repeater. The critical fibre-length for a quantum repeater chain operating at the ultimate



74 3. Analytical Methods for High-Rate Global Quantum Networks

(a) (c)(b)

(d) (f)(e)

0 10 20 30 40 50

100

200

300
d
m
a
x

N
(k

m
)

Quantum Networks
Repeater Chains

0 10 20 30 40 50 0 10 20 30 40 50

0 10 20 30 40 50
10−5

10−4

10−3

∆Kdaily (dB)

ρ
m
in
N

(n
o
d

es
/k

m
2
)

0 10 20 30 40 50

∆Kdaily (dB)

0 10 20 30 40 50

∆Kdaily (dB)

Time Night/Day Night Day
Link Down Up Up
h 530 km 103 km 103 km
ω0 40 cm 60 cm 60 cm
aR 1 m 2 m 2 m

Figure 3.6: The daily secret-key-rate advantage ∆Kdaily in Eq. (3.87) achieved by fibre-based
quantum WRNs and repeater-chains with capacity achieving links over a single, sun-synchronous
satellite-based repeater operating at practical, achievable rates from Eqs. (3.83) and (3.84). The
architecture of each WRN is shown inside of Panels (d) to (f), such that vertically aligned panels
use the same architecture. Panels (a) to (c) plot ∆Kdaily with respect to maximum fibre-length
permitted within each structure, dmax

N . Panels (d) to (f) plot the relationship between the daily rate
advantage ∆Kdaily and minimum nodal density required in each WRN to achieve it. Satellite-based
advantage can be achieved when ∆Kdaily ≤ 0. All considered satellite setup parameters are shown
in the table describing the operation time, direction, altitude h, spot-size ω0, receiver aperture aR.

limit is d∗rep ≈ 215 km, which offers a lower-bound on repeater-assisted, ground-based

strategies. This can be extended by quantum networks using multi-path routing strategies,

as WRNs are able to tolerate longer lossy channels at the expense of greater resource

demands. This is clear from the results in Fig. 3.6, where extending the critical separation

by approximately 100 km requires a k = 16 regular network, for which d∗N ≈ 320 km.

We may also identify the minimum required WRN nodal density, ρ∗N , for obtaining

ground-based advantage over a single satellite, plotted in Fig. 3.6(d)-(f). Analysis of this

property provides an appreciation of the resources demanded by these fibre-networks. While

the WRNs with lower regularity are constrained to shorter link-lengths, the required nodal

density at poorer end-to-end rates (low levels of advantage) is smaller than that of better

connected designs. We find that the critical nodal densities ρ∗N are of order 10−5 nodes per

km2, e.g. for k = 6 we find that ρ∗N ∼ 1×10−5, for k = 16 we gather ρ∗N ∼ 9×10−5 (nearly

a whole order of magnitude larger).

These are expensive values when put into the perspective of a global communication

scenario. Let us take a näıve scenario from a practical point of view, but one that is infor-
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mative nonetheless. Consider quantum communication between distant end-users located

in remote cities across continental Europe (e.g. Paris to Moscow) whose land surface area

spans approximately A ≈ 1 × 107 km2. In terms of truly global communications this is

relatively local. We can choose to communicate between remote cities using a satellite in

orbit acting as a dynamic quantum repeater. Alternatively, we can construct a quantum

fibre-network across the continent. In this scenario, for an ideal k = 6 WR quantum fibre-

network operating at its ultimate flooding capacity to simply match the already achievable

daily-rate of a single, sun-synchronous satellite, would require at least n ≥ Aρ∗N ≈ 150

repeater stations operating constantly for 24 hours. Clearly, a network of this form operat-

ing at realistic rates, under stricter physical conditions (considering thermal noise) would

demand even greater resources.

While the classical internet can exploit fibre-optic links which are thousands of kilome-

tres long, a fibre-based quantum internet is severely limited by short link-lengths, resulting

in remarkably costly resources for tasks that are already within reach of SQC. These results

strongly suggest that a future quantum internet will significantly benefit from the use of

SQC, and will be integral to the construction of global quantum communication networks.

3.6 Conclusion

In this work, we have investigated the optimal performance of global, quantum com-

munication networks to characterise the ultimate limits of a fibre-based quantum internet.

This analysis is based on an underlying network architecture that exploits weak-regularity to

construct powerful, highly-connected networks. Crucially, these bounds allow us to bench-

mark the performance of a global quantum network versus that of a single sun-synchronous

satellite acting as a dynamic repeater. The result of this comparison emphasises the power

of SQC, and vast network resources that are required to outperform a single satellite in orbit

at global distances. These findings strongly motivate the utilisation of ground-satellite con-

nections within large-scale quantum networks. It is clear that free-space ground-satellite

links will be integral to long-range quantum communications, as their co-operation with

ground-based infrastructure as dynamic repeaters will be invaluable.

This work introduces useful, analytical techniques for the study of ideal quantum net-

works which can be readily employed for future investigative paths. Indeed, the study of

hybrid fibre/satellite networks is a topic of immediate interest; exploiting the power of SQC

to enhance (rather than compete with) ground-based networks. Furthermore, the expan-

sion of these methods to incorporate multiple satellites introduces the possibility of highly

transmissive satellite-satellite channels at high altitudes.
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Chapter 4

End-to-End Capacities of Imperfect

Repeater Quantum Networks

The work in this chapter forms the basis of a paper of the same name which has been

published in Quantum Science and Technology, whose authors are (in order) Cillian Harney

and Stefano Pirandola [2]. This chapter proceeds as follows: Section 4.1 details some

preliminary notions and motivations. In Section 4.2 we present general end-to-end capacity

bounds for quantum networks with arbitrary topologies. In particular, we present achievable

end-to-end rates which are universal for any quantum network, and detail how upper-bounds

can be found when single-edge capacity bounds are known. Furthermore we describe a node-

splitting technique and discuss how these tools can be used to capture critical properties

of quantum network architectures. In Section 4.3 we employ these new theoretical tools

in the context of WRNs, elucidating a network benchmarking procedure via end-to-end

capacity bounds and WR architectures. These methods and results are then applied in the

context of qubit amplitude-damping and bosonic thermal-loss WRNs in Sections 4.4 and

4.5 respectively. Finally, Section 4.6 provides concluding remarks and future directions of

study.

4.1 Introduction

Many of the underlying challenges associated with quantum communications and net-

working propagate from a salient fact: the ability to transmit, detect and preserve quan-

tum information is remarkably more difficult than that of classical information. Classical

information is robust, can be copied and stored reliably. On the other hand, quantum

information is inherently fragile and the laws of quantum mechanics prohibit its cloning

[39]. Hence, quantum networks face many formidable obstacles from which their classical
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counterparts are spared. These can be attributed to two key regimes: inevitable external

decoherence experienced by quantum systems along communication channels and internal

decoherence due to imperfect devices attempting to preserve or operate on quantum sys-

tems. The impact of external decoherence on the performance of quantum communication

networks is understood via channel capacities, and through the appropriate modelling of

communication conduits between users.

As explored in the previous section, one can accurately benchmark the optimal per-

formance of optical fibre networks via a rate distribution defined according to the PLOB

bound, i.e. given a network N = (P,E) each point-to-point link of length dxy has capacity

Cxy = − log2(1 − 10−γdxy) where γ is the fibre loss rate. This is a sufficient description of

the external decoherence experienced in an optical fibre network. But unfortunately, there

will always exist unavoidable internal decoherence that quantum systems will experience at

each network node. This may be due to sub-optimal detection or transmission, imperfect

quantum memories, electronic and environmental noise, or any other inevitable practical

imperfection. The nature of this decoherence depends on the type of quantum system being

used (CV or DV), the protocol being employed and the realistic technologies available to

the network. To properly assess the end-to-end performance limits of quantum networks it

is necessary to integrate internal decoherence into the network description.

In this chapter, we provide a framework for bounding the end-to-end flooding capacities

of noisy-repeater networks. Recently, the performance limits of quantum networks with

imperfect repeaters have been studied using a node-splitting technique; each channel in

the network is split into compound channels which incorporate repeater imperfections via

additional internal channels [74]. This work focussed on the impact of internal loss and

the class of distillable channels [29], but it is possible to extend these results into a more

general setting. We begin by translating the coherent information (CI) and reverse coherent

information (RCI) from point-to-point achievable quantum communication rates into lower-

bounds on end-to-end network capacities. The resulting bounds are universal, regardless

of network topology or channel composition. Combined with relevant upper-bounds, we

are able to apply a node-splitting technique which accounts for both internal loss and

noise. In particular, we unveil realistic performance limits and infrastructure requirements

of networks composed of channels whose capacities are not exactly known.

In order to evaluate end-to-end capacity bounds and utilise the node splitting pro-

cedure, we need to investigate suitable network architectures. It is an open question as

to how quantum networks should be best constructed on mid-to-large scales in order to

balance high rates with cost-efficient resources. Random network architectures (such as

Waxman, Erdős-Rényi and scale-free networks) are useful but rely heavily upon numerical
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treatments. On the other hand, analytical treatments of quantum repeater networks have

been mostly limited to linear networks. Linear networks (or repeater chains) are effective

for studying extended point-to-point communications, but are too simplistic to model large,

inter-connected structures. To address a common ground between complex architectures

and simplified repeater chains we employ WRNs as described in Chapter 3. Crucially,

WRNs admit an analytical form that allow us to derive threshold theorems; theorems which

reveal threshold single-edge capacities Cmin that guarantee specific end-to-end performance

bounds. Chapter 3 introduced these threshold theorems and applied them to bosonic lossy

WRNs. In this work, we generalise threshold theorems to study the optimal performance

of WRNs constituted of any quantum channel, even if their exact capacity is not known.

Using the end-to-end capacity bounds and the technique of node splitting, we are able to

derive bounds on critical parameters such as maximum channel length, maximum internal

loss or maximum thermal noise which guarantee optimal performance.

4.1.1 Optimising the Physical Orientation of Realistic Quantum Networks

In Section 2.3.4 we discussed the nuance concerning with how quantum networks can be

treated as undirected graphs. Let us solidify this concept, as it is of importance throughout

the arguments in this chapter. Under the assistance of two-way classical communications

(CCs), the optimal transmission of quantum information is connected with optimal entan-

glement distribution, not on the direction of physical system exchange but on the LOs that

are applied at each point. The physical orientation of any channel Exy in the network can

be forwards or backwards and still facilitate communication in either logical direction. If

a channel is physically symmetric then the physical forward and backward channels be-

tween two network nodes x,y ∈ P are identical Exy = Ex→y = Ey→x. Networks built up of

physically symmetric channels are easy to represent on an undirected graph as the physical

channel direction is then completely irrelevant.

But we must take particular care when there exist channels that are physically asym-

metric, i.e. the physical forward and backward channels are not identical, Ex→y 6= Ey→x.

In this case, a quantum network can be described as a collection of forward and backward

channels associated with each undirected edge, {(Ex→y, Ey→x)}(x,y)∈E . One may assume

that it is sensible to convert the undirected network graph into a directed graph to account

for the unique physically directed channels. Yet, the logical flow of information remains

independent from physical flow of quantum systems, as it is always possible to invoke a

teleportation protocol in the opposite direction to physical quantum system exchange. But

if a channel is physically asymmetric there will be an imbalance between the capacity of
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Figure 4.1: Optimising the physical orientation of a quantum network. The physical flow of
quantum systems is independent of the logical flow of information, and thus physical directions can
always be optimised to utilise the directed channels which possess the greatest capacity. In this way,
a quantum network described by a directed graph can always be reduced to an undirected form.
From a pair of physically-directed channels on a single edge (Ea→x, Ex→a), we can choose that which
as the greatest capacity according to Eq. (4.1), e.g. Ex→a in the example above. It is always possible
to use this superior edge for logical communication in either direction, reducing it to an optimal
undirected edge describing the channel E∗ax = Ex→a.

the forward and backward channels, since they are generally unique. As a result, there will

exist an optimal physical direction in which quantum systems should be exchanged.

This identifies a crucial optimisation step of the physical orientation of a quantum

network, and corresponds to fixing an optimal physical direction to all channels within the

network. Consider an arbitrary edge (x,y) ∈ E and its associated pair of physical forward

and backward channels (Ex→y, Ey→x). The directed channel pair should be mapped to the

channel which maximises the point-to-point capacity,

(Ex→y, Ey→x) 7→ E∗xy := arg max
E∈{Ex→y ,Ey→x}

C(E), (4.1)

where C(E) is the capacity of the channel E . By performing this optimisation for all (x,y) ∈
E, the network can be represented as an undirected graph N = (P,E) interconnected by

the optimal physically directed set of channels {E∗xy}(x,y)∈E for quantum communication

throughout the network. Figure. 4.1 illustrates this optimisation process. Throughout this

chapter, we will denote channels using this notation, implying the application of a physical

orientation pre-optimisation step.

4.2 Bounds for Realistic Quantum Networks

Computing exact network capacities requires knowledge of the exact single-edge ca-

pacities of all channels in the network, C(E∗xy). For some important classes of quantum

channels, exact capacities are known; such as the class of distillable quantum channels,
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which include the bosonic lossy channel, quantum-limited amplifiers and dephasing channel

[29]. As a consequence, their end-to-end network capacities have been fully characterised

for arbitrary topologies [32]. In general, this is not the case and the capacities of many

quantum channels remain undetermined. Hence, we rely on upper and lower-bounds in

order to understand their efficacy for quantum communication. In this section we extend

point-to-point channel capacity bounds into end-to-end capacity bounds to characterise the

performance of general quantum networks.

4.2.1 Bounding End-to-End Network Capacities

Consider a quantum network N = (P,E) with an optimal physical orientation of phys-

ical channels {E∗xy}(x,y)∈E . As per Section 2.2.3, we know that the maximised RCI/CI

I(E∗xy) is an achievable rate for any channel in the network, it is possible to compute end-

to-end capacity lower-bounds by supplementing it into Eq. (2.69). For a routing protocol

P we can define a network generalisation of the CI, such that

I(i,N|P) := min
C

∑
(x,y)∈C̃

qxyI(E∗xy), (4.2)

where qxy ∈ QP is an element of the forwarding probability distribution invoked by the

routing protocol. This represents an achievable end-to-end rate of a quantum network

with arbitrary topology and channel composition. One can then lower-bound the optimal

performance of a quantum network (flooding capacity) via a flooding-defined network CI,

C(i,N ) ≥ I(i,N ) = I(i,N|Pfl). (4.3)

When all the channels E∗xy considered within the network structure are distillable then these

achievable network capacities become the exact capacities.

Analogously, it is always possible to derive end-to-end capacity upper-bounds by sup-

plementing upper-bounding quantities into the rate distribution. Let F (E) be a function

which computes an upper-bound on the capacity of a channel E , i.e. C(E) ≤ F (E). Then in

the network setting we can write

F (i,N|P) := min
C

∑
(x,y)∈C̃

qxyF (E∗xy). (4.4)

Once more, we can then present an upper-bound on the flooding capacity, using the notation

C(i,N ) ≤ F (i,N ) = F (i,N|Pfl). (4.5)
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Indeed, for teleportation-covariant channels, even when they are not distillable, it is pos-

sible to write an upper-bound on their capacity using the REE of their Choi matrix.

Hence, one could write the following upper-bound for networks composed of non-distillable

teleportation-covariant channels,

C(i,N|P) ≤ ER(i,N|P) := min
C

∑
(x,y)∈C̃

qxyER(E∗xy). (4.6)

The REE can then be used to write end-to-end capacity bounds for networks consistent of

bosonic thermal-loss channels, Pauli channels, and more.

4.2.2 Node Splitting

Ideally, quantum repeaters are completely lossless, noiseless, and fully error-corrected.

Indeed, Ref. [32] derives end-to-end quantum network capacities under the assumption of

perfect repeaters, only considering the unavoidable decoherence due to quantum channels

which are external to the repeater devices. In reality, there exist a number of internal

loss/noise contributions that should be considered. A first step in this direction was to

consider the presence of loss within quantum repeaters due to sub-optimal detection effi-

ciency, channel-memory coupling losses, memory loading and readout [74]. In this chapter,

we present the general scenario where repeaters are affected by both loss and noise, incor-

porating electronic and environmental noise affects that may occur.

Consider a single quantum repeater contained within a quantum network, x ∈ P . To

account for internal imperfections, we may perform node splitting [74]. A repeater node

x ∈ P can be split into a trio of internal nodes x → {xr,xu,xs}: a receiver node xr, a

user node xu, and a sender node xs. The user node xu represents the only valid node

from which communication can originate or end, or where a user can actually be situated.

Through node splitting, we can represent decoherence effects due to imperfect transmission

and reception via additional quantum channels between the internal nodes. Internal noise

and loss due to imperfect reception and storage of quantum information at the node x can

be described by a quantum channel physically directed from the receiver node to the user

node Exr→xu . Similarly, imperfections in the memory loading and transmission process can

be captured via an internal channel between the user node and the sender node, Exu→xs .
Each internal channel will possess unique properties according to the technologies used

throughout the network.

We may consider communication between two repeater nodes x = {xr,xu,xs} and

y = {yr,yu,ys} within a quantum network N . We do not assume the precise nature of

the external or internal channels, focussing first on a general picture. Since the internal
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imperfections at each node in general are unique, then the physically directed channels

between x and y will be asymmetric. For quantum communication in the physical direction

x→ y the complete channel is a compound channel given by

Ex→y = Eyr→yu ◦ Exs→yr ◦ Exu→xs , (4.7)

accounting for each channel between the user node in xu ∈ x and the user node in yu ∈ y.

For the physical exchange of quantum systems in the opposite direction, the compound

channel reads

Ey→x = Exr→xu ◦ Eys→xr ◦ Eyu→ys . (4.8)

Applying node splitting to every edge in the network (x,y) ∈ E, and selecting the best

physically directed channel for each edge in the network, we can then retrieve the opti-

mal physical orientation of a realistic quantum network composed of imperfect repeaters,

{E∗xy}(x,y)∈E .

4.3 Network Parameter Benchmarking with Weakly-Regular Networks

The invaluable mathematical tool within this chapter is the theory of threshold theorems

for WRNs. These are theorems which utilise the connectivity properties of (k,Λ)-WRNs

(as introduced and defined in Chapter 3, Section 3.2) in order to derive single-edge threshold

conditions necessary to guarantee strong end-to-end communication performance. These

single-edge threshold conditions define upper or lower bounds on physical properties of any

single node or channels within the network, e.g. channel length, thermal noise at a receiver

node, internal loss, and more. Such threshold values help us to understand the resilience

of quantum networks given some desirable level of performance, helping to benchmark the

requirements of realistic quantum technologies necessary to perform at high rates.

4.3.1 Threshold Theorems for Network Parameters

In Chapter 3 we state and prove threshold theorems with respect to exact single-edge

channel capacities. This is the same as answering the following question: given an end-user

pair i = {a, b}, what is the minimum single-edge capacity that is allowed in a quantum

WRN to ensure that the end-to-end flooding capacity is optimally achieved by the min-

neighbourhood capacity, CNi? Theorem 3.1 solved this question, and helps us to derive

a global single-edge capacity constraint in order to guarantee the performance bounds in

Eq. (3.24). If we wish to guarantee exactly optimal performance, we must place an addi-

tional constraint on user-connected edges, which is solved in Theorem 3.2.
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These capacity-defined threshold theorems provide valuable tools for understanding

single-edge capacity requirements for WRNs so that performance bounds or optimal perfor-

mance can be guaranteed. The threshold capacities derived are useful, but it is even more

useful to identify a relationship between end-to-end network performance and physical prop-

erties of the network nodes and channels. Hence, our goal is to translate these abstract

threshold theorems into tangible relationships between physical channel parameters and

end-to-end performance, which we address with the following corollary:

Corollary 4.1 Consider a (k,Λ)-WR quantum network N = (P,E), an end-user pair

i = {a, b} and a desired min-neighbourhood capacity CNi. Consider a single-edge channel

property ξxy for which the point-to-point capacity C(ξxy) is monotonic. Then, if CNi is

attainable, there exists a threshold parameter ξ∗N such that

ξ∗N := arg min
ξ

∣∣∣C(ξ)− CNi
δ

∣∣∣, (4.9)

which represents a maximum or minimum tolerable value of ξxy for any channel in the

network:

ξ∗N=

ξmax
N , C(ξ) is decreasing,

ξmin
N , C(ξ) is increasing.

(4.10)

If ξ∗N is obeyed for all (x,y) ∈ E then the flooding capacity is guaranteed to satisfy

2(k − 1)

δ
CNi ≤ C(i,N ) ≤ CNi . (4.11)

Proof. Via Theorem 3.1, we know that there exists a threshold capacity Cmin = CNi/δ which

when respected throughout the network ensures that the performance bounds in Eq. (3.24)

hold. Now, consider a physical property of a single network edge (x,y) ∈ E denoted by

ξ → ξxy, e.g. channel length. Suppose that the single-edge capacity is a monotonic function

of the single-edge property ξxy. Then the threshold capacity Cmin can be translated into a

threshold condition on ξxy, since we can write

Cxy = C(ξxy) ≥ Cmin. (4.12)

Therefore, there must exist a critical threshold parameter ξ = ξ∗N for which the single-edge

threshold capacity is exactly satisfied,

C(ξ∗N ) = Cmin. (4.13)
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The quantity ξ∗N thus represents some limiting feature of each network edge necessary to

uphold the optimal performance bounds.

While we may not know exactly what form the single-edge capacity function takes, we

can still determine the threshold value ξ∗N as the value of ξ which satisfies Eq. (4.13). Yet,

we must be slightly careful here. Let us define our capacity function more formally. The

single-edge capacity C(ξ) is a function which maps single-edge network parameters ξ from

a domain X of possible values ξ ∈ X , to a codomain Y of potential values C(ξ) ∈ Y. This

codomain is necessarily a subset of the set of non-negative real numbers R+
0 so that the

outputs of C represent meaningful capacity values. More precisely,

C : X → Y ⊆ R+
0 . (4.14)

We are only interested in capacity functions C which are monotonic with respect to ξ so

this is necessarily a one-to-one correspondence.

We may then state the following: consider a desired min-neighbourhood capacity CNi
and a single-edge capacity function C(ξ) which is monotonic with respect to the network

parameter ξ. A threshold parameter value ξ∗N will exist if and only if CNi/δ falls within the

codomain Y. Otherwise, there will not exist a physical value of ξ for which CNi is attainable.

With these considerations in mind, we can state that a network threshold parameter ξ∗N
can be appropriately computed such that

ξ∗N = arg min
ξ

∣∣∣C(ξ)− CNi
δ

∣∣∣ ⇐⇒ CNi
δ
∈ Y. (4.15)

If C(ξxy) is a monotonically decreasing function, then ξ∗N must be a maximum threshold

value ξmax
N because increasing it further would decrease the capacity below the threshold,

i.e. C(ξ∗N + ε) < Cmin, where ε > 0. If C(ξxy) is a monotonically increasing function, the

opposite is true and ξ∗N must be a minimum threshold value ξmin
N because decreasing it

further would reduce the capacity below the threshold, i.e. C(ξ∗N − ε) < Cmin where ε > 0.

This completes the result.

Analogously, we can translate Theorem 3.2 with respect to a tangible, threshold net-

work parameter. The translation is immediate, such that the single threshold parameter

in Corollary 4.1 is simply extended to a pair of parameters for each condition (see Ap-

pendix B for a full description). Corollary 4.1 therefore identifies maximum or minimum

threshold parameters which when respected throughout the network are able to guarantee

tight performance bounds (or extended to optimal performance). An interesting threshold

parameter might be the maximum link-length, the maximum thermal noise that can be
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tolerated at a receiver, etc. These theorems reveal extremely useful relationships between

the end-to-end rate and physical properties of interest; providing invaluable guidance for

future quantum network design.

4.3.2 Threshold Theorems with Capacity Bounds

Up to this point we have been deriving exact threshold quantities under the assumption

that an expression is known for the point-to-point capacity C(ξ) with respect to some

physical property ξ. Yet, when the exact nature of a quantum channel capacity is not

known it is necessary to make use of capacity bounds, as have been explored in this chapter.

Consider a single-edge channel property ξ for which the point-to-point capacity C(ξ) is

monotonically bounded by lower and upper bounding functions Fj ∈ {Fl, Fu} respectively.

We introduce the following “cost function” to evaluate the difference between a desired

min-neighbourhood capacity CNi and a capacity bound,

BFj (ξ, x) :=

∣∣∣∣Fj(ξ)− CNix
∣∣∣∣ . (4.16)

Here x is a free parameter used to scale the capacity bound in accordance with the net-

work connectivity properties. The goal of constructing this cost function is to ensure that

BFj (ξ, x) is minimised (tends to zero) when ξ → ξ∗N . Clearly, we may define this function in

many different ways provided that this behaviour is maintained. In our numerical studies,

we choose to minimise the log-ratio instead,

BFj (ξ, x) = | log(xFj(ξ))− log(CNi)|. (4.17)

Given a cost function, the goal is to determine bounds on the threshold value ξ∗N which

helps to guarantee optimal performance bounds. Hence, we define the quantity

ξ∗Fj (x) := arg min
ξ
BFj (ξ, x), (4.18)

where j ∈ {l, u}, which presents a lower or upper an upper or lower bound on ξ∗N .

Thanks to single-edge capacity bounds, we can generalise Corollary 4.1 to derive condi-

tions for end-to-end performance on networks consisting of quantum channels whose exact

capacities are not known. This results in the following corollary.

Corollary 4.2 Consider Corollary 4.1 and a single-edge channel property ξxy for which

the point-to-point capacity C(ξxy) is monotonically bounded by lower and upper bounding

functions F ∈ {Fl, Fu} respectively. The threshold parameter ξ∗N satisfies

ξ∗Fj (δ) ≤ ξ∗N ≤ ξ∗Fk(δ), (4.19)
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where j 6= k ∈ {l, u} such thatξmax
Fu

(δ) ≤ ξmax
N ≤ ξmax

Fl
(δ), C(ξ) is decreasing,

ξmin
Fl

(δ) ≤ ξmin
N ≤ ξmin

Fu
(δ), C(ξ) is increasing.

(4.20)

Proof. We may not know C(ξxy) exactly, but instead have a pair of single-edge bounding

functions Fu and Fl which similarly depend on the same single-edge parameter

Fl(ξxy) ≤ C(ξxy) ≤ Fu(ξxy). (4.21)

When this is the case, it’s not possible to determine the network threshold parameter ξ∗N
exactly. Instead, we can provide upper and lower bounds on its value. We can always

demand that

Fu(ξxy) ≥ C(ξxy) ≥ Fl(ξxy) ≥ CNi
δ
, (4.22)

be satisfied for all (x,y) ∈ E. Given that Fu and Fl are both monotonic with respect to

ξxy, by independently solving the following pair of equations

Fl(ξ) =
CNi
δ
, and Fu(ξ) =

CNi
δ
, (4.23)

there will exist a pair of unique values ξ∗Fu and ξ∗Fl which appropriately bound the threshold

parameter.

Once again it is important to be careful, and so let us define our capacity bounding

functions more formally. The function Fk (for k ∈ {u, l}) is that which maps single-edge

network parameters ξ from a domain X of possible values ξ ∈ X , to a codomain YFk of

potential bounding values Fk(ξ) ∈ YFk . The meaningful part of this codomain is necessarily

a subset of the set of non-negative real numbers R+
0 so that the outputs of Fk represent

valid capacity values (bounding functions may have less well behaved codomains, but this

is always rectifiable by truncating such regions). More precisely,

Fk : X → YFk ⊆ R+
0 . (4.24)

Since we are only interested in capacity bounding functions Fk(ξ) which are monotonic

with respect to ξ, then this is necessarily a one-to-one correspondence. Consider a desired

min-neighbourhood capacity CNi and an appropriate single-edge capacity bounding function

Fk(ξ) which is monotonic with respect to the network parameter ξ. A network threshold

parameter bounding value ξ∗Fk(δ) for k ∈ {u, l} will exist if and only if CNi/δ falls within
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in the codomain YFk . Otherwise, there will not exist a physical value of ξ for which CNi is

attainable. Therefore, a network threshold parameter ξ∗N is bounded according to ξ∗Fu and

ξ∗Fl such that

ξ∗Fk := arg min
ξ
BFk(ξ, δ) ⇐⇒ CNi

δ
∈ YFk , (4.25)

where k ∈ {u, l} is used to indicate whether it is derived using the upper or lower bounding

function Fk respectively.

As a result, for physical single-edge properties ξ for which the capacity function is mono-

tonic, there exists a critical threshold parameter in the network ξ∗N for which the capacity

conditions in Theorem 3.1 are satisfied, and thus the end-to-end capacity is guaranteed to

satisfy Eq. (4.11). Even when the capacity function is not exactly known, we can instead

use upper and lower capacity bounding functions Fu and Fl to appropriately bound ξ∗N .

The nature of these bounds depends on the increasing or decreasing nature of the monotonic

bounding functions as shown in the corollary.

Of course, an analogous result can be presented for exactly guaranteed optimal perfor-

mance (see Appendix B). For the networks, capacity bounds and critical parameters studied

in this Chapter, monotonicity was satisfied; allowing us to exploit these results. However, it

is still possible to glean valuable information about threshold parameters when the capacity

function (or its bounding functions) is not monotonic with respect to a single-edge network

property ξxy. When this is the case, Eq. (4.23) will not have unique solutions, but there

will exist a number of suitable values of ξ for each bounding function. This gives rise to

threshold ranges of values of ξ for which the flooding capacity will have performance guar-

antees. This extension is intuitive, and it is left for future studies wherever it is physically

relevant.

Using the tools of the previous sections we can now benchmark the optimal performance

of quantum networks with imperfect repeaters. In the following sections, we incorporate re-

alistic, noisy channels throughout the network for which the exact capacities are not known.

As example applications, it allows us to investigate the end-to-end rates of lesser studied

network models such as amplitude-damping networks and bosonic thermal-loss networks.

4.4 Amplitude Damping Networks

4.4.1 Network Model

We begin with networks consistent of amplitude damping (AD) quantum channels.

AD channels are qubit channels that describe the process of energy dissipation through
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(a) (b)

Figure 4.2: (a) Node-splitting procedure for quantum amplitude-damping networks. We consider
quantum WRNs within some nodal boundary which satisfy regularity k = 6 and adjacent commonal-
ity λx = {2}∪6 for any node x ∈ P . (b) Node-splitting procedure for bosonic thermal-loss quantum
networks. We consider quantum WRNs within some nodal boundary which satisfy regularity k = 8
and adjacent commonality λx = {2, 4}∪4 for any node x ∈ P .

spontaneous emission, representing the analogue of a bosonic lossy channel constrained

to a two-level system. They are ubiquitous in the modelling of many important physical

processes in communications and computation. For damping-probability p ∈ (0, 1), the AD

channel can be defined via the Kraus decomposition,

Ep(ρ) =
1∑
i=0

KiρK
†
i , (4.26)

K0 := |0〉〈0|+
√

1− p |1〉〈1| , K1 :=
√
p |0〉〈1| . (4.27)

Interestingly, the AD channel is not distillable and so its exact capacity is unknown.

Let us consider an arbitrary quantum network composed of AD channels, NAD. For

communication between two network nodes x = {xr,xu,xs} and y = {yr,yu,ys}, we can

describe each of the internal and external channels as AD channels with a unique damping

probability. More precisely, let any external channel between two nodes x and y be AD

channels with the damping probability pxy = pxs→yr = pys→xr . The internal channels
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can also be considered AD channels with fixed physical directions,

Eir→iu = Epri , Eiu→is = Epsi , i ∈ {x,y}. (4.28)

For the physical exchange of quantum systems in either direction, the complete compound

channels read

Ex→y = Epry ◦ Epxy ◦ Epsx , (4.29)

Ey→x = Eprx ◦ Epxy ◦ Epsy . (4.30)

For any quantum network topology, we can use these compound channels and their

capacities to assign an optimal physical orientation and regain an undirected graphical

representation. To do this, the RCI places an achievable lower-bound on the single-edge

capacity of each compound channel throughout the network. For AD channels, this results

in the following achievable rate for each network edge [28],

I(E∗xy) = max
i 6=j∈{x,y}

max
u

[
H2(u)−H2(uptot

i→j)
]
. (4.31)

Here, H2(u) := −u log2(u)−(1−u) log2(1−u) defines the binary Shannon entropy function,

and ptot
i→j is the total damping probability associated with a compound channel directed from

node i to j,

ptot
i→j := 1− (1− pint

i→j)(1− pij), (4.32)

= 1− (1− prj)(1− pij)(1− psi), (4.33)

where we simultaneously define an effective internal loss parameter pint
i→j := pri(1− psj) + psj

which captures both sending and receiving inefficiencies. Eq. (4.31) can be substituted

into the single-path and multi-path expressions in Eq. (4.2) to compute achievable network

rates.

Upper-bounds on the single-edge capacity of AD channels can also be expanded to

provide upper-bounds on the end-to-end capacities. The best known single-edge bound is

given by the squashed entanglement [29],

Esq(E∗xy) = max
i 6=j∈{x,y}

H2

(
1

2
−
ptot
i→j
4

)
−H2

(
1−

ptot
i→j
4

)
. (4.34)

This can then be used within Eq. (4.4) to compute upper-bounds on the ultimate limits of

quantum communications over AD networks.
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(a)

(b)

Figure 4.3: Throughout all plots, dashed lines represent bounds obtained using the squashed
entanglement as a single-edge capacity upper-bound. Meanwhile, all solid lines plot bounds derived
using the RCI as a single-edge capacity lower-bound. Panel (a) plots bounds on the maximum fibre-
length permitted within the network dmax

N and a corresponding minimum nodal density ρmin
N which

ensure that an end-user pair can obtain optimal performance C(i,N ). Panel (b) depicts bounds on
the maximum tolerable internal loss pmax

N permitted within the network with respect to maximum
fibre-length and nodal density so to guarantee an optimal flooding capacity.

4.4.2 Benchmarking

To make use of these bounds and the tools of Section 4.3, we can investigate the end-

to-end performance of weakly-regular AD networks. In this section, we consider a k = 6

weakly-regular network, which adopts equivalent connectivity properties to a triangular

lattice. In Fig. 4.2(a) a single cell of this architecture is illustrated, and it is shown how a

k = 8 WRN can be constructed. We investigate large networks consisting of many of these
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cells connected together, and consider end-users which are deeply-embedded in the network

so that any network boundary effects can be ignored1.

All edges (x,y) ∈ E in the network are modelled by AD channels of length dxy, used

to describe optical-fibre. As such, the damping-probability of each edge is given by

pxy = 1− 10−γdxy , (4.35)

where γ = 0.02 per km is the state-of-the-art loss-rate for fibre (0.2 dB per km). Node-

splitting is applied throughout the network in order to incorporate internal loss, as depicted

in Fig. 4.2(a). By specifying a threshold theorem to the property of channel length, we are

able to place tight bounds on the maximum tolerable fibre-length permitted within the

network, dmax
N , with respect to a desired flooding capacity. That is, for a given flooding

capacity between a pair of end-users C(i,N ) and fixed internal losses pint
x→y, we plot the

maximum fibre-length that is allowed within the network-bulk so that we can guarantee

the flooding capacity is optimal.

Thanks to the consistent, analytical connectivity properties of WRNs, the maximum

link-length can also be used to derive a minimum nodal density, ρmin
N . Given a WRN

with consistent connectivity rules and a maximum link-length, the minimum nodal density

presents a lower-bound on the number of nodes per unit area when defined over a spatial

area. For analytical structures such as WRNs, a relationship between dmax
N and ρmin

N can

be identified by determining a least dense configuration of the architecture. Using this

relationship, it is possible to extend the link-length threshold theorem to place bounds on the

nodal density requirements of a quantum WRN necessary to guarantee high performance.

For the k = 6 WRN considered here it can be shown that ρN ≥ ρmin
N ≥ 2√

3
(dmax
N )−2 as

derived in Section 3.4.

Fig. 4.3(a) emphasises that end-to-end performance has a clear and obvious dependence

on internal decoherence; repeater inefficiencies ultimately limit end-to-end performance, and

as a result place stricter constraints on the maximum permitted fibre-length and resources

required throughout the network. For lossy network nodes with a total internal efficiency

of pint
x→y = 0.9 (10% efficient) at any node require that fibre-lengths are limited to approxi-

mately 100 km in order to achieve a flooding capacity of C(i,N ) = 10−2 bits per network

use. This corresponds to a minimum nodal density of approximately ρmin
N ≈ 1×10−4 nodes

per km2.

1This is a very reasonable assumption, and provides a better picture of end-to-end performance within
a large network setting. Formal requirements for this were established in Chapter 3 with respect to internal
weak-regularity.
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Fig. 4.3(b) explores this relationship further. Given some end-to-end optimal perfor-

mance C(i,N ), we plot the maximum tolerable internal loss pint,max
N permitted at each node

the network, with respect to the maximum fibre-length (and minimum nodal density) nec-

essary to achieve it. This elucidates the required efficiency of repeater stations throughout

the network, given some maximum fibre-length and desired end-to-end capacity. We see

clearly that for very high rates C(i,N ) = 5, the maximum fibre-length must be limited to

approximately 15−25 km, otherwise the tolerable internal loss tends to zero, i.e. it can only

be achieved via perfect devices. Similarly, the corresponding minimum nodal density in this

setting is very large, requiring on the order of ∼ 10−2 nodes per km2. This is the expected

resource requirements for high-rate DV quantum communications within a metropolitan

setting. For lower rates, each node can tolerate greater inefficiencies over longer channel

lengths. Nonetheless, to achieve a flooding rate of C(i,N ) = 0.1, channel lengths must be

limited to below 93 km in the worst-case or 107 km in the best-case 2.

4.5 Bosonic Thermal-Loss Networks

4.5.1 Network Model

Let us consider a general thermal-loss quantum network NTL, such that each channel

in the network is a bosonic thermal loss channel Eη,n̄, as described in Chapter 2. We will

assume that two repeater nodes x = {xr,xu,xs} and y = {yr,yu,ys} are connected via a

thermal-loss channel with the attenuation and thermal noise properties

ηxy = ηxs→yr = ηys→xr , n̄xy = n̄xs→yr = n̄ys→xr . (4.36)

Furthermore, let us model the internal repeater channels as thermal-loss channels which

have fixed physical directions,

Eir→iu = Eτri ,n̄ri , Eiu→is = Eτsi ,n̄si , i ∈ {x,y}. (4.37)

Hence, the complete compound channels in either physical direction are

Ex→y = Eτry ,n̄ry ◦ Eηxy ,n̄xy ◦ Eτsx,n̄sx , (4.38)

Ey→x = Eτrx,n̄rx ◦ Eηxy ,n̄xy ◦ Eτsy ,n̄sy . (4.39)

In general these compound channels are physically asymmetric. Thus for any quantum

network topology, we need assign an optimal physical orientation to regain an undirected

2The range of values corresponds to worst-case and best-case bounds on the threshold parameter using
the upper or lower-bounds on the end-to-end capacity
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graphical representation. Once again, this can be achieved using the RCI to lower-bound

the capacity of any compound thermal-loss channel in the network [28]. More precisely, for

the forward channel we compute,

I(Ex→y) = − log2(1− ηtot
x→y)− h

(
n̄tot
x→y

1− ηtot
x→y

)
, (4.40)

where we have made use of the entropic function h(x) := (x+ 1) log2(x+ 1)− x log2(x),

and the total point-to-point transmissivity and thermal noise parameters

ηtot
x→y := τ ryτ

s
xηxy, (4.41)

n̄tot
x→y := n̄ry + τ ryn̄xy + ηxyτ

r
yn̄

s
x. (4.42)

These total parameters are derived by finding a single channel representation of compound

thermal-loss channels, which can be found in Appendix B. For the backward channel we can

simply reverse the order of the nodal directions in Eqs. (4.41) and (4.42), retrieving I(Ey→x).

These offer lower-bounds on the capacity of each compound channel. By comparing these

quantities, we can then identify the optimal physical channel E∗xy for each edge in the

network whose capacity is lower-bounded by,

I(E∗xy) = max
i 6=j∈{x,y}

I(Ei→j). (4.43)

This capacity lower-bound can then be substituted into Eq. (4.2) to compute achievable

end-to-end rates for arbitrary topologies and network protocols.

Thermal-loss channels are teleportation-covariant, but are not distillable. Hence, we can

compute upper-bounds on the network capacities using the REE single-edge upper-bounds

[29]. For either physically directed channel this upper-bound takes the form,

ER(Ei→j) = I(Ei→j)−
n̄tot
x→y

1− ηtot
x→y

log2(ηtot
i→j), (4.44)

where we have used the RCI from Eq. (4.40). By optimising the physical orientation as

before, we can substitute

ER(E∗xy) = max
i 6=j∈{x,y}

ER(Ei→j), (4.45)

into Eq. (4.4) to produce network capacity upper-bounds. Since this is an upper-bound, it

is not known if they are achievable rates. However, using I(E∗xy) and ER(E∗xy) it is possible

to accurately bound the end-to-end capacities.
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Parameter Symbol Value

Wavelength λ 800 nm

Detector Efficiency τ r 0.8

Detector Shot-noise νr
1 - Homodyne
2 - Heterodyne

Detector bandwidth W 100 MHz

Channel noise n̄B 0.002

Noise Equivalent Power NEP 6 pW/
√

Hz

LO Power PLO 100 mW

Line width lW 1.6 KHz

Clock C 5 MHz

Pulse Duration ∆t, ∆tLO 10 ns

Modulation µ 10

Table 4.1: Parameter table for realistic CV-QKD protocols through optical-fibre channels.

4.5.2 Practical CV-QKD Setups

CV quantum communication protocols which make use of coherent detection (such

as homodyne or heterodyne measurements) require the use of a local-oscillator (or phase

reference). A phase reference allows the sender and receiver to exploit both quadratures of

the mode, and can be established via a transmitted local-oscillator (TLO) or local local-

oscillator (LLO) [76, 77]. A TLO is an additional mode which is co-propagated along with

signal-mode from the sender to receiver, carrying the relevant phase information. An LLO

uses interleaving signal pulses with bright reference pulses which are used to reconstruct the

local-oscillator locally at the receiver [17]. The uniqueness of these techniques lead to unique

noise/loss sources at the receiver, manifesting in different performance characteristics. For

more details, see Appendix B of Ref. [30].

Let us consider CV quantum communication between two arbitrary nodes x,y ∈ P

using the physical channel direction x→ y. Firstly, we may assume that upon transmission,

both LO techniques induce negligible loss or noise, i.e. n̄s,TLO
x ≈ n̄s,LLO

x ≈ 0 and τ s,TLO
x ≈

τ s,LLO
x ≈ 0. But at the receiver, there will be decoherence associated with sub-optimal

detection and potential phase errors. The detector will not be perfectly efficient, limited

by lossy fibre-couplings and limited quantum efficiency. This is captured by the detection

loss, given by τ ry = τeff.

There will also be noise induced by the detector and the local-oscillator. The use of

an LLO introduces phases errors when it is being reconstructed at the receiver, since this
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reconstruction will never be perfect. As such, we conceive a phase noise parameter

Θph :=
π(µ− 1)lW

C
, (4.46)

where µ describes the modulation of the transmitted pulses, C is the operational rate (clock)

and lW is the average linewidth of the light source.

Meanwhile, both techniques will be exposed to electronic noise due to sub-optimal de-

tection and imperfect fibre-couplings. Let us define the electronic noise parameter,

Θel :=
νdetNEP2W∆tLO

2hνP det
LO

. (4.47)

Here, νdet is the detector shot-noise where νdet = 1 for homodyne and νdet = 2 for het-

erodyne. This quantity also depends on the noise equivalent power (NEP), the bandwidth

W , the duration of the local-oscillator pulse ∆tLO, the frequency of the light ν, and the

power of the local-oscillator at detection, P det
LO . Since the LLO is reconstructed locally, the

power at detection is simply the desired power P det
LO = PLO. On the other hand, using

a TLO diminishes its power at detection due to loss suffered throughout its transmission

P det
LO = ηxyτeffPLO.

Collecting these noise sources for each method, we can write

n̄r,LLO
y ≈ ηxyτeffΘph + Θel, n̄r,TLO

y ≈ Θel

ηxyτeff
. (4.48)

It is clear that there is a trade-off between the phase-errors induced by a LLO and the

electronic noise induced by a TLO. The reciprocal dependence of n̄r,TLO
y on the channel

transmissivity means that as longer distances it will introduce greater levels of noise (which

is precisely the behaviour shown in Fig. 4.4). As such, it becomes wise to make use of

the LLO method, yet its technical requirements are somewhat more demanding. Table 4.1

collects typical values for the setup parameters which contribute to these noise quantities

when considering optical-fibre connections.

4.5.3 Benchmarking

We can now benchmark the end-to-end limits of a bosonic thermal-loss network with

imperfect repeaters. Here, we consider a k = 8 weakly-regular network, inspired by a

Manhattan-like structure. A single network cell is depicted in Fig. 4.2(b) which is used to

construct larger designs. Recall that we only demand connectivity constraints, and place

no requirements on the spatial or topological properties of the network. The node-splitting

procedure is similarly performed, adopting lossy and noisy channels between internal nodes
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to capture repeater inefficiencies. Once again, we assume that end-users are located within

some nodal boundary where boundary effects are unimportant.

We assume all network edges (x,y) ∈ E are thermal-loss channels used to model optical-

fibre so that the transmissivity is given by ηxy = 10−γdxy using the fibre-loss rate γ = 0.02

as before. Furthermore, there is unavoidable background thermal noise n̄B which is added

to the propagating mode through the fibre-channel for which we assume the typical value of

n̄B ≈ 0.002 in our numerical investigations. As a result, any external fibre-channel of length

dxy in a bosonic CV quantum network can be modelled as a thermal-loss channel with these

parameters. As explored with regards to AD networks, we are able to utilise threshold the-

orems to derive maximum fibre-lengths dmax
N necessary to guarantee optimal performance

bounds. Similarly, this information can be used to identify network nodal density require-

ments using the minimum nodal density. For the k = 8 WR architecture considered here,

these quantities are connected via ρmin
N ≥ 2/(dmax

N )2 as derived in Section 3.4.

Thanks to the node-splitting technique, we can also incorporate internal decoherence.

In particular, we can investigate the end-to-end performance limits of realistic CV-QKD

networks by considering setup noise/loss introduced by specific protocols. Typical CV

protocols will make use of either homodyne or heterodyne measurements, both of which

rely upon the use of a local-oscillator (an LLO or TLO) as reviewed in the previous section.

By considering internal noise and loss sources alongside the external contributions from the

fibre channel, we can gain insight into the realistic limits of CV-QKD networks which rely

upon these techniques.

In Fig. 4.4(a) we plot bounds on the maximum fibre-length, and corresponding minimum

nodal densities of bosonic thermal-loss networks necessary to guarantee an optimal flooding

capacity C(i,N ) between an end-user pair i = {a, b}. We do this for a number of setups; a

pure-loss network with perfect repeaters, a thermal-loss network with perfect repeaters, and

thermal-loss networks with imperfect repeaters using either TLOs/LLOs with heterodyne

measurements according to the details and parameter table in the previous section.

For pure-loss networks with ideal repeaters, the maximum inter-nodal separation can

become very large as we loosen our demands on the flooding capacity. Indeed, in this

ideal scenario dmax
N ≈ 183 km for end-to-end rates of C(i,N ) = 10−2 bits per network use.

However, upon realistic consideration of thermal noise, we realise that this upper-bound is

very optimistic. Factoring background noise along each edge, is clear that dmax
N saturates

within some limiting range. For rates on the order of C(i,N ) = 10−2 bits per network use,

the maximum inter-nodal separation is found in the interval dmax
N ∈ [91, 126] km. This is

clearly much stricter than what is predicted when only external loss is considered.

Consideration of internal imperfections causes dmax
N to become even more strict. In
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(a)

(b)

Figure 4.4: Throughout all plots, dashed lines represent bounds obtained using the REE as a
single-edge capacity upper-bound. Meanwhile, all solid lines plot bounds derived using the RCI as a
single-edge capacity lower-bound. Panel (a) plots the maximum inter-nodal separation dmax

N permit-
ted within the network, and its associated minimum nodal density, such that optimal performance
C(i,N ) can be obtained. Here, we consider network setups consisting of ideal repeaters or imper-
fect repeaters using LLOs and TLOs and heterodyne detection. Panel (b) displays the relationship
between maximum fibre-length, minimum nodal density and tolerable thermal noise at the receiver
n̄r,max
N throughout the network. The grey areas of each plot illustrate regions of network parameter

space for which we are unable to guarantee any end-to-end capacity whatsoever; identifying essential
properties for realistic thermal-loss networks.

Fig. 4.4(a) we study the impact that the use of practical CV-QKD setups (using hetero-

dyne detection) have on network resource requirements. It can be seen that LLO based

protocols are superior in maintaining a larger tolerable channel length throughout a net-

work, compared to a TLO approach. While LLOs introduce phase errors, the electronic
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noise imparted as the receiver is independent from channel transmissivity and thus channel

length. As a result, it does not degrade the tolerable channel length, unlike TLO based

protocols. Indeed, for end-to-end rates of C(i,N ) = 10−2 bits per network use, CV-QKD

protocols which utilise LLOs can tolerate at least ∼ 29 km additional channel length for

every point to point link (at most ∼ 48 km by considering upper-bounds).

Stricter link-length demands have a substantial impact on the nodal density require-

ments of bosonic thermal-loss networks. This is clear within our results; when the maximum

fibre-length saturates, so too does the minimum nodal density. Indeed, the consideration

of thermal noise within practical CV-QKD networks demands that the minimum nodal

density always be at least of order 10−4 nodes per km2 in order to achieve any non-zero

end-to-end rate. This has significant ramifications on the resource requirements of realistic

bosonic quantum networks.

A threshold theorem can also be derived with respect to thermal noise at the receiver n̄rx,

so that we can further study the interplay between maximum channel length permitted in

the WRN and tolerable receiver noise. Fig. 4.4(c) illustrates this relationship for a number

of desired flooding capacities. Here we plot lower-bounds on the maximum tolerable noise

n̄r,max
N for any node in the network, using the RCI based bound. This reveals a permissible

region of network parameters for which not only optimal performance is guaranteed, but

non-zero rates are guaranteed. In order to guarantee a non-zero end-to-end capacity (even

within this highly-connected architecture) channel lengths should be kept below 91 km

at worst, and 126 km at best. Fibre-networks in this configuration which have channels

longer than this are not guaranteed to have a non-zero rate. Globally, these channel length

constraints manifest in the required nodal density so that we can identify a permissible

region of nodal densities to guarantee non-zero rates.

Furthermore, we compare the tolerable noise bounds to the actual noise properties of

CV-QKD protocols using TLOs and LLOs. It is once more illustrated that LLOs are much

more effective within large scale networks, as the associated internal noise scales more

favourably with increasing fibre-lengths.

4.6 Conclusion

In this chapter we have presented general bounds for the end-to-end capacities of ar-

bitrary quantum networks. This includes achievable lower-bounds based on the coher-

ent/reverse coherent information which apply to networks composed of any type of quantum

channel. We also show how upper-bounds can be obtained using appropriate single-edge

capacity bounding functions. Employing these bounds in conjunction with a recently de-
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veloped node-splitting technique, we showed ways to bound the end-to-end capacity of

quantum networks with lossy and noisy repeaters. As a result, we provide versatile tools to

investigate the internal and external decoherence properties of realistic quantum networks.

Making use of these general results, we apply the node-splitting technique to qubit

amplitude-damping networks, and bosonic thermal-loss networks; channel models for which

the single-edge capacity is not exactly known. Using the class of highly-connected, WR

quantum networks we are able to illuminate critical network properties upon which high-

rate quantum communications rely. This allows us to identify internal loss and thermal

noise thresholds permitted within quantum repeaters which guarantee optimal end-to-end

performance.

Our results find valuable insight for the infrastructure requirements of future quantum

networks. Most prominently, we emphasise the necessity to consider both internal and

external thermal noise when designing quantum architectures, as these noise sources can

severely restrict the ability to use long fibre-channels while maintaining high rates. Even

when channels are limited in length, quantum repeaters that are insufficiently protected

from noise will compromise performance. Future investigative paths will aim to exploit

these bounds to both study and motivate realistic and high-rate network designs and unveil

the resiliency of quantum networks to unavoidable thermal noise.
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Chapter 5

Free-Space and Hybrid Quantum Network

Capacities

The work in this chapter forms the basis of a paper published in Physical Review Applied,

whose authors are (in order) Cillian Harney, Alasdair I. Fletcher and Stefano Pirandola [3].

This chapter is structured as follows: Section 5.1 introduces the context of the chapter,

before Section 5.2 overviews the capacities of general fading channels and the end-to-end

network capacities of quantum fading networks. Section 5.3 specifies this review to optical

free-space quantum communications, summarising recent progress in the determination of

ultimate limits in a number of key settings. In Section 5.4, we formalise a network architec-

ture for the study of hybrid, modular quantum networks. We further specify an idealised

network architecture which allows us to establish properties that guarantee optimal end-

to-end performance and distance-independence. Sections 5.5 and 5.6 applies the machinery

from the previous sections to investigate the optimal performance of hybrid quantum archi-

tectures. In particular, we establish network constraints for communication between remote

fibre-based sub-networks connected to a satellite backbone, and for ground-based free-space

sub-networks connected to a fibre backbone. Concluding remarks and future investigative

paths are then discussed in Section 5.7.

5.1 Introduction

Quantum networks will not be limited to just optical-fibre but will collaborate with

free-space methods of communication. On the ground, the flexibility of free-space links are

obviously more suitable for mobile quantum devices and short-range connections. Mean-

while, the ability to establish ground-to-satellite and intersatellite free-space connections

offers remarkable short-cuts for global quantum communications [69, 67, 68, 71, 70, 24, 25].
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Such connections bypass many decibels of loss that would be otherwise experienced on

the ground and utilise the dynamic nature of satellites to achieve high rates over global

distances.

Determining the ultimate limits of free-space quantum channels is difficult, requiring

tools from quantum information theory [39, 33, 36], optics [78, 79, 80] and turbulence theory

[81, 82, 83, 84]. Recent advancements have placed tight upper-bounds on the quantum

capacities of point-to-point free-space channels, using a modified PLOB bound that accounts

for atmospheric fading processes [30, 31]. With these results in hand, we have the ingredients

to go beyond the point-to-point scenario and quantitatively study the ultimate limits of

communications in free-space quantum networks.

In this chapter, we combine results from Refs. [32] and [30, 31] in order to place bounds

on the end-to-end capacities of generally hybrid quantum networks. In particular, we put

forward a formalism for studying the capacities of quantum networks whose channels are

described by free-space, fibre, or any medium that can be generalised as a fading channel.

This treatment is then specified to fading processes that are experienced by optical trans-

missions through the atmosphere, or in space. Furthermore, we introduce a framework to

investigate the ultimate limits of hybrid, modular quantum networks. We focus on a mod-

ular network design which consists of disjoint sub-networks (or communities) connected to

a large-scale backbone network used to mediate intercommunity quantum communication.

This provides the tools to investigate highly relevant quantum network models, such as (1)

globally distant fibre sub-networks connected to a satellite backbone network, offering in-

sight into the resource requirements of a satellite-based quantum internet; and (2) wireless,

free-space sub-networks on the ground interconnected via a fibre backbone, presenting a

useful model for studying hybrid metropolitan networks.

Extending the techniques of Ref. [1] we employ ideally connected structures within dif-

ferent parts of the modular network. In doing so, we are able to derive simple, yet powerful

analytical constraints which promise distance-independent, optimal rates for modular quan-

tum architectures. These results provide valuable insight into the ultimate limits of hybrid

networks, can help to motivate future quantum network design and provide a valuable

platform upon which to further develop realistic free-space quantum networks.
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5.2 Quantum Networking over Fading Channels

5.2.1 Fading Channels

The effect of fading refers to the temporal variation of transmissivity along a bosonic

lossy channel. The transmissivity along a fading channel is not fixed, but instead follows a

probability distribution described by the dynamics of the environment. For example, the

propagation of bosonic modes through low-altitude free-space instigates a fading channel

thanks to chaotic processes in the atmosphere. The impact of fading on a communications

channel is described via its speed, i.e. the ability for a receiver to resolve the dynamics of

the transmissivity fluctuations. Slow-fading implies that the users can resolve the fading

dynamics and accurately perform channel estimation because either the fading process is

weak or the users possess sufficiently fast detectors. On the other hand, fast-fading refers

to the situation where the users cannot reconcile the dynamics of the channel and can only

estimate the statistical distribution of the channel transmissivity [85, 86]. It is clear that

fast-fading poses a more formidable task for communicators.

More precisely, a bosonic lossy fading channel is defined as an ensemble of lossy channels

in accordance with some probability density function F (τ) which describes the instanta-

neous transmissivity along the channel. We denote a lossy fading channel as the ensemble

EF (η) := {F (τ); Eτ}, (5.1)

where Eτ is a lossy channel with fixed, instantaneous transmissivity τ ∈ [0, η] and η is the

maximum transmissivity that is attainable along the channel.

5.2.2 Capacities of Fading Channels

While the PLOB bounds assumes a fixed transmissivity η it can be readily employed

to study fading channels [29, 87]. Thanks to convexity properties of the relative entropy

of entanglement (REE) over ensembles of channels [44, 42], the capacity of a lossy fading

channel can be bounded according to

C[EF (η)] ≤ BηF := −
ˆ η

0
dτ F (τ) log2(1− τ), (5.2)

where we have defined BηF as the capacity function for lossy fading channels. This can be

interpreted as a generalisation of the PLOB bound, modified to include potential fading

processes. Indeed, it is simple to retrieve the standard bound − log2(1 − η) for fixed lossy

channels by considering a trivial probability distribution where only one transmissivity value
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is possible, η. Hence, this format is conveniently general and allows one to describe any

lossy bosonic channel (with or without fading).

Analogous to the pure-loss setting, a thermal-lossy fading channel can be described by

the ensemble

EF (η, n̄) := {F (τ, n̄); Eτ,n̄}, (5.3)

where it is possible that both transmissivity and thermal noise are probabilistic and de-

scribed within a probability density function F (τ, n̄). Typically, thermal noise can always

be considered constant by either assuming stable operational conditions, or by minimising

(maximising) its potential value for best-case (worst-case) rates. This allows us to consider

the simpler ensemble EF (η, n̄) = {F (τ); Eτ,n̄} on which we place the following upper-bound

of its capacity [30, 31],

C[EF (η, n̄)] ≤ T η,n̄
F :=

ˆ η

n̄
dτ F (τ) ER(Eτ,n̄), (5.4)

= −
ˆ η

n̄
dτ F (τ)

[
log2

[
(1− τ)τ

n̄
1−τ
]

+ h

(
n̄

1− τ

)]
. (5.5)

Here we have defined T η,n̄F as a tight capacity bounding-function for thermal-lossy fading

channels 1. Intuitively, one can never outperform the pure-loss PLOB bound in the presence

of thermal-noise, hence we can always write

C[EF (η, n̄)] ≤ T η,n̄
F ≤ BηF . (5.6)

5.2.3 Capacities of Fading Networks

We can combine the theory from these previous sections in order to provide a general

model for quantum networks with fading channels. Indeed, we may construct a quantum

network N = (P,E) such that all edges (x,y) ∈ E are generally associated with a unique

thermal-lossy fading channel,

Exy = EFxy(ηxy, n̄xy), ∀(x,y) ∈ E. (5.7)

In this way, each network edge not only possesses a unique maximum transmissivity ηxy

and thermal-noise properties n̄xy, but also a unique instantaneous transmissivity proba-

bility density function Fxy through which each edge can adopt its own fading dynamics

1The word tight in this context refers to how close the upper-bound is from its best known lower-
bound. Indeed, there exists a lower-bound on the capacity of a point-to-point thermal-loss channel based
on its reverse coherent information (RCI) [88]. Hence, throughout our work we implicitly refer to tight
upper-bounds on thermal-loss channel capacities (and subsequently, network capacities) as those which in
conjunction with the RCI can tightly sandwich the exact capacity.
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(or lack thereof). This allows for a description of network channels within different en-

vironmental media such as fibre channels, ground-based free-space channels, or free-space

channels beyond the atmosphere. Furthermore, we can retrieve pure-loss fading channels

via n̄xy = 0.

As explored in the previous chapters, we know that the optimal network capacity is

associated with a flooding protocol, and is found by locating the entanglement cut Cmin

which minimises the multi-edge capacity over all cut-sets. For lossy and thermal-lossy

fading networks we can utilise the following flooding capacities in order to place ultimate

upper-bounds on end-to-end fading network performance,

B(i,N|P) ≤ B(i,N ) := min
C

∑
(x,y)∈C̃

BηxyFxy
, (5.8)

T (i,N|P) ≤ T (i,N ) := min
C

∑
(x,y)∈C̃

T ηxy ,n̄xy
Fxy

, (5.9)

so that we can write, C(i,N ) ≤ T (i,N ) ≤ B(i,N ).

5.3 Free-Space Quantum Communication

Consider two remote parties Alice and Bob who are separated by a distance z, and

employ quantum communications based upon a quasi-monochromatic optical mode (∆λ-

nm large and ∆t-sec long). This may be characterised by a Gaussian beam with wavelength

λ, initial field spot-size w0 and curvature R0. Communication consists of transmitting a

directed beam towards a receiver with circular aperture of radius aR. Here we assume that

the initial spot-size w0 is sufficiently small with respect to the transmitter aperture of radius

aT so that there is no relevant diffraction caused by the transmitter.

The atmospheric effects which characterise free-space channels are variable with respect

to altitude, due to changes in atmospheric density. Therefore specifying the trajectory of

a Gaussian beam through free-space is pivotal in capturing channel quality. To this end,

for any point-to-point communications task we may assume a general beam trajectory L

and introduce the following altitude/propagation functions respectively, hL(z) and zL(h).

Using these functions we can retain a geometry independent framework for our study until

we wish to specify to a particular setting.
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5.3.1 Free-Space Transmissivity

Free-space diffraction is a universal contributor to loss. As a beam propagates in free-

space its waist will widen as a function of the distance that it travels,

w2
d(z) = w2

0

[(
1−

(
z

R0

))2

+

(
z

zR

)2
]
, (5.10)

where zR := πw2
0/λ is the Rayleigh range. A target receiver with a circular aperture of

radius aR will then only detect a portion of the spread beam since its aperture is finite in

size, inducing a diffraction-limited transmissivity [30],

ηd(z) = 1− exp

[
−2a2

R

w2
d

]
. (5.11)

It is also useful to define a diffraction induced transmissivity in the far-field regime, z �
zR, making the approximation ηd ≈ ηfar

d := 2a2
R/w

2
d. This loss quantity exists regardless

of the specific environmental setting considered, from ground-based links to intersatellite

connections.

Propagation through the atmosphere incurs further loss due to aerosol absorption and

Rayleigh/Mie scattering; an effect known as atmospheric extinction. At a fixed altitude

h, this loss can be accurately described via the Beer-Lambert equation [80]. Since beam

trajectories may be variable in altitude, we can generally define the extinction-induced

transmissivity as [89, 90, 30]

ηatm(z) = exp

[
−
ˆ z

0
dz α[hL(z)]

]
, (5.12)

where α(h) = α0e
−h/h̃ is the extinction factor, h̃ = 6600 m, and α0 is the extinction factor

at sea-level. For λ = 800 nm it follows that α0 ≈ 5× 10−6 m−1

Finally, there exist inevitable internal losses associated with the detector setup, due to

imperfect fibre-couplings, sub-optimal quantum detector efficiency, and more [91, 92]. This

inefficiency-induced transmissivity can be as low as ηeff ≈ 0.4 and must be considered to

capture realistic performance. All of these effects can be used to describe a fixed, maximum

transmissivity of a free-space connection,

η(z) := ηeff ηatm(z) ηd(z). (5.13)

Importantly, η can be readily modified to consider variable altitude beam trajectories and

written as a function of a chosen spatial geometry to account for different extinction prop-

erties throughout the atmosphere.
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5.3.2 Atmospheric Fading

It is remarkably optimistic to assume that a free-space transmission deterministically

undergoes a pure-loss channel characterised by Eq. (5.13) only. The chaotic behaviour

of air-flow, temperature and pressure throughout the atmosphere invites further compli-

cations for free-space transmissions, causing inaccuracies in the point-to-point trajectory

known as beam wandering. As a result, we must incorporate fading for a more accurate

characterisation [93, 94, 95, 30].

Turbulence is used to describe how a free-space propagating beam is perturbed by

fluctuations in the atmospheric refractive index, caused by spatial variations in pressure

and temperature. Propagating beams interact with small turbulent air-flows on a fast

time-scale, too fast for communicators to monitor or resolve. This causes the beam waist

to broaden and forces us to define a short-term spot-size wst which is larger than the

diffraction-induced spot size, wd < wst. On a slower time-scale, the beam will undergo

deflections by significantly larger eddies in the atmosphere. This slower time-scale may be

reconcilable by the communicators, and manifests as a wandering of the beam centroid.

This wandering can be described by a Gaussian random walk of the centroid with variance

σ2
t which is a functional of the beam trajectory, operational setup, conditions, and more.

Wandering is not exclusively caused by turbulence, and one must also consider pointing

errors caused by jitter and imperfect targeting. These effects also occur on a reasonably

slow time-scale of order 0.1 − 1 s, and may be resolved by the receiver. This introduces

an additional wandering variance σ2
p, e.g. a 1 µrad pointing error at the transmitter causes

a variance σ2
p ≈ (10−6z)2 (where z is in meters). Overall, these effects combine to induce

Gaussian centroid wandering with variance σ2 = σ2
t + σ2

p [30].

The ability for communicators to resolve these wandering dynamics is dependent on

their time-scale [96]. The behaviour of turbulence is variable, with regimes ranging from

weak to strong turbulence. Increasing turbulent strength can be modelled as an increas-

ingly faster fading process, such that a receiver loses the ability to reconcile the wandering

dynamics. For stronger levels of turbulence, it is possible to define a long-term spot-size wlt

which averages over the wandering caused by both small turbulent eddies and larger eddy

deflections, wd < wst < wlt. Indeed, the turbulence-induced variance is defined with respect

to the long-term and short-term quantities σ2
t = w2

lt − w2
st. However, rigorous studies of

strong turbulence will require further considerations which have been addressed in Ref. [97].

Here, we focus on the regime of weak turbulence and the concept of short-term beam

spot sizes. These can be used to provide precise descriptions of free-space quantum channels

on the ground at short-range, and for ground-to-satellite communication along trajectories
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with small zenith angles [30, 96, 98].

5.3.3 Weak Turbulence

For communications undergoing weak turbulence, the beam wandering acts on a time

scale of 10 − 100 ms and can be fully resolved with a sufficiently fast detector. In this

case, analytical expressions can be found for the short-term spot size wst and the centroid

wandering variance σ2. Consider a beam with wavenumber k = 2π/λ following a free-

space trajectory L (and its associated altitude function hL(z)). Then the spherical-wave

coherence length is given by [30],

ρ0(L) =

[
1.46k2

ˆ z

0
dζ

(
1− ζ

z

) 5
3

C2
n [hL(ζ)]

]− 3
5

, (5.14)

where C2
n denotes the refractive index structure constant, used to measure the strength of

fluctuations in the atmospheric refractive index. This quantity has an explicit dependence

on the beam’s trajectory, since this may be variable in altitude, and is typically described via

the Hufnagel-Valley model (See Appendix C of Ref. [30]). Provided that Yura’s condition

is satisfied φ := 0.33(ρ0/w0)
1
3 � 1 [99] then we can write [30],

w2
st ≈ w2

d + 2

(
λz

πρ0

)2

(1− φ)2, (5.15)

σ2
t ≈ 2

(
λz

πρ0

)2 [
1− (1− φ)2

]
. (5.16)

The short-term spot size can be used to update the diffraction induced transmissivity to

account for fast beam interaction with small turbulent eddies in the atmosphere. That is,

ηst := 1− exp

[
−2a2

R

w2
st

]
≈

z�zR
ηfar

st :=
2a2

R

w2
st

, (5.17)

where we have simultaneously introduced a far-field approximation, ηfar
st when the propa-

gation distance is very large z � zR.

Updating the diffraction-induced transmissivity in Eq. (5.13), we may write a new

maximum transmissivity incorporating weak-turbulent effects, η = ηeff ηatm ηst. This rep-

resents the optimal transmissivity parameter that can be achieved when the beam cen-

troid ~xC is perfectly aligned with the receiver centroid ~xR, i.e. the centroid deflection is

r := ‖~xC − ~xR‖ = 0. However, due to turbulence and pointing errors, the beam centroid

now undergoes a Gaussian random walk with variance σ2 [100] invoking a fading channel.
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We can then connect the non-zero centroid deflection r ≥ 0 to an instantaneous transmis-

sivity τ(r) to precisely capture the fading process. Gaussian wandering induces a Weibull

distribution for the centroid deflection, which results in an instantaneous transmissivity

probability density function Fσ[τ(r)] [30]. Defining the functions,

f0(x) := [1− exp(−2x)I0(2x)]−1, (5.18)

f1(x) := exp(−2x)I1(2x), (5.19)

where In is the modified Bessel function of the first kind for n = 0, 1, we can introduce the

following shape and scale parameters,

γ =
4ηfar

st f0(ηfar
st )f1(ηfar

st )

ln
[
2ηstf0(ηfar

st )
] , r0 =

aR

ln
[
2ηstf0(ηfar

st )
] 1
γ

. (5.20)

With these, we can now write the instantaneous transmissivity probability density function

[30],

Fσ(τ) =
r2

0

γσ2τ
ln
(η
τ

) 2
γ
−1

exp

[
− r2

0

2σ2
ln
(η
τ

) 2
γ

]
. (5.21)

We are left with a free-space, lossy fading channel EFσ(η) = {Fσ(τ); Eτ}. Using the tools

from Section 5.2, we can study the capacities of free-space connections.

Hence, the capacities for free-space quantum communications (entanglement distribu-

tion or secret-key distribution) are upper bounded according to [30]

C ≤ BηFσ = −∆(η, σ) log (1− η) , (5.22)

where ∆ represents a correction factor to the PLOB bound due to imperfect alignment,

∆(η, σ) = 1 +
η

ln(1− η)

ˆ ∞
0

dx
exp

[
−r2

0
2σ2 x

2
γ

]
ex − η . (5.23)

Through specification to a free-space trajectory, one can easily determine geometry depen-

dent expressions for this ultimate limit. Importantly, for channels which are accurately

described as ensembles of pure-loss channels (thermal noise is negligible), then Eq. (5.22)

is in fact an achievable and optimal rate, C = BηFσ . For all other scenarios where thermal

noise is non-negligible, it remains an effective upper-bound.

5.3.4 Thermal Noise

As discussed previously, pure-loss based bounds remain ultimate bounds in the presence

of thermal noise. Yet, it is still possible to construct tighter performance bounds by con-

sidering fading channels which are ensembles of thermal-loss channels. Let n̄T be the mean



110 5. Free-Space and Hybrid Quantum Network Capacities

number of input photons transmitted towards a receiver via a single free-space mode. For

an instantaneous transmissivity τ the mean photon number collected at the receiver will

be n̄R = τ n̄T + n̄, where n̄ describes the total environmental thermal noise added to the

signal. It is useful to define contributions to this environmental noise via

n̄ := ηeff n̄B + n̄ex, (5.24)

where the receiver collected n̄B mean background photons with detector efficiency ηeff, and

n̄ex accounts for excess setup noise. In the study of ultimate limits, n̄ex can be considered

to be approximately zero, or can be attributed to trusted noise.

For free-space links, the primary source of thermal noise is attributed to natural bright-

ness within the field of view of the transmission, i.e. the sky, Sun, Moon, etc. Using a

receiver of aperture aR, angular field of view Ωfov, a detector with time window ∆t and

frequency filter ∆λ around λ, then the number of background thermal photons per mode

is [101, 91]

n̄B = HλΓR, where ΓR := ∆t∆λΩfova
2
R. (5.25)

Here, Hλ describes the spectral irradiance of the environment in units of photons m−2 s−1

nm−1 sr−1, and is unique to the operational setting and trajectory. Using the general bound

from Eq. (5.5) and specifying to free-space beam wandering dynamics with variance σ2, we

can write the free-space thermal upper-bound,

C ≤ T η,n̄
Fσ

= BηFσ − U
η,n̄
Fσ
, (5.26)

where the thermal correction is given explicitly by [30],

Uη,n̄Fσ :=

[
1− exp

(−r2
0

2σ2
ln
[η
n̄

] 2
γ

)]
×
[
n̄ log2(n̄)

1− n̄ + h(n̄)

]
− Bn̄Fσ . (5.27)

This result applies to settings of weak and intermediate turbulence, such that one can

substitute the appropriate reconcilable wandering variance and maximum transmissivity

into this result.

5.3.5 Noise Suppression and Frequency Filters

As seen in Eq. (5.25), the number of background thermal photons per mode has a strong

dependence on the frequency filter, ∆λ. The frequency filter assists in blocking out noise,

and thus the use of ultra-narrow filters is highly desirable. In discrete-variable quantum

communications, physical frequency filters are typically limited to around ∆λ = 1 nm.

However, using CV quantum systems and appropriate interferometric measurements it is
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possible to achieve much narrower effective filters. Discussed in Ref. 4.5.2, CV protocols rely

on the use of a local-oscillator in order to perform homodyne or heterodyne measurements at

the output. We recall that a local-oscillator can be co-transmitted with signal pulses (TLO)

or can be reconstructed locally at the receiver as an LLO. Reconstructing a LLO involves

interleaving the signal pulses with strong reference pulses that carry information about the

local-oscillator [17]. Since the output of a homodyne measurements is proportional to the

mean photon number in the local-oscillator modes, the ability to utilise bright references

pulses over free-space channels introduces an effective homodyne filter. Thermal noise mode-

matching with the local-oscillator and the signal will be detected, but all other noise will be

filtered out. This allows for the implementation of ultra-narrow effective filters on the order

of ∆λ = 0.1 pm with practical CV protocols, and can dramatically reduce the magnitude

of the thermal background noise (see Ref. [30, 76, 77] for more details).

5.3.6 Ground-Based Channels

Wireless classical communication networks are ubiquitous and fundamental to everyday

modern life. Thus the desire for a free-space quantum analogue is obvious, enabling access to

future wireless quantum technologies. Nonetheless, it is intuitive that such communication

will be limited to short-range due to prominent decoherence obtained at ground-level. At a

fixed altitude, beam trajectories are horizontal paths with the simple altitude/propagation

functions hL(z) = h, zL(h) = z. The absence of a variable altitude in the beam path

simplifies a number of key quantities such as the extinction-induced transmissivity,

ηatm(z) = exp [−α(h)z] , (5.28)

and the spherical-wave coherence length

ρ0 =
[
0.548k2C2

n(h)z
]− 3

5 , (5.29)

which can be used to accurately describe decoherence and fading dynamics on the ground.

Here, turbulence is a major factor and must be stringently considered. A useful parameter

for assessing the validity of turbulent regimes on the ground is the Rytov variance,

σ2
Ry = 1.23 k

7
6 z

11
6 C2

n(h). (5.30)

Weak turbulence requires that σ2
Ry . 1. Using a Gaussian beam with λ = 800 nm and

altitudes close to sea-level during typical day-time conditions, weak turbulence is only

guaranteed for distances of z . 1 km. Beyond this, as in the intermediate (σ2
Ry & 1) and
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strong (σ2
Ry � 1) turbulent regimes, the long-term spot size must be adopted, leading to

weaker channel capacities [97].

Fig. 5.1(a) illustrates the behaviour of transmissivity in ground-based free-space chan-

nels with respect to propagation length. Within the weak-turbulence regime the loss prop-

erties of free-space channels limited to ∼ 4 dB for communications over 1 km, encouraging

the utility of short-range, optical free-space quantum communications.

For the assessment of thermal bounds, the primary source of thermal-noise at ground-

level is attributed to the brightness of the sky. This provides a spectral irradiance ranging

from [101],

Hsky
λ ≈

1.9× 1013, full-Moon, clear night,

1.9× 1018, cloudy day time,
(5.31)

in units of photons m−2s−1nm−1sr−1. Using this information, the expressions in Eqs. (5.28)

and (5.29), and the general capacity bounds developed in the previous sections, we can

accurately assess the ultimate limits of free-space quantum communications on the ground

(see Ref. [30] for further details and derivations).

5.3.7 Ground-Satellite Channels

For communication between ground/satellite stations, there are two unique configura-

tions that must be considered: Transmissions directed from the ground towards a satellite

(uplink) or from a satellite towards the ground (downlink). The quantum channel descrip-

tions of these configurations are very different.

Consider a Gaussian beam propagated in uplink. The beam immediately undergoes

turbulence upon generation at low altitude, and thus has a large decohering impact which

must be carefully considered. Pointing errors are less critical σ2
p � σ2

t thanks to the

availability of adaptive optics to optimise the beam trajectory from the ground station.

Therefore we must model uplink as a fading channel predominantly due to turbulent effects.

Meanwhile, a Gaussian beam in downlink experiences the opposite; the beam does not

undergo serious levels of turbulence until it reaches lower altitudes. But by this point,

its spot-size has already been spread by diffraction, hence turbulence does not present a

serious factor and σ2
t ≈ 0. Yet, in this setting pointing errors become much more relevant

due to the lack of onboard access and optimisation ability. Hence, atmospheric decoherence

associated with uplink and downlink is physically asymmetric, invoking two unique fading

channels.

We specify the trajectory of ground-satellite communication according to a target satel-

lite altitude h and zenith angle θ, which describes the angle formed between the zenith
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point at the ground station and the direction of observation towards the satellite. The

zenith angle takes values θ ∈ [−π
2 ,

π
2 ], such that when θ = 0 the satellite is at the zenith.

The distance that the beam physically travels from its point of generation z (known as its

slant distance) can then be expressed with respect to this geometry. Defining the functions,

hθ(z) =
√
R2
E + z2 + 2zRE cos θ −RE ,

zθ(h) =
√
h2 + 2hRE +R2

E cos2 θ −RE cos θ,
(5.32)

we may then introduce the altitude/propagation functions with respect to uplink and down-

link communications [31],

zup
θ (h) = zθ(h), zdown

θ (h) = zθ(hmax)− zθ(h), (5.33)

hup
θ (z) = hθ(z), hdown

θ (z) = hθ
[
zθ(hmax)− z

]
. (5.34)

Fig. 5.1(b) illustrates the behaviour of transmissivity in ground-satellite channels with

respect to uplink, downlink and satellite altitude. Here we plot both the the expected

transmissivity when averaged over the respective fading processes and maximum transmis-

sivity (a best-case loss in the absence of fading). Crucially, it can be shown that for beam

trajectories with relatively small zenith angles (θ ≤ 1 radiant) we can assume the regime of

weak turbulence for the ground-satellite fading channel (see Appendix C of [30]). Within

this angular window we can accurately resolve the fading dynamics, and by inserting the

beam trajectory expressions into the machinery of Sections 5.3.2 - 5.3.5, it is possible to

derive loss-based ultimate limits for both uplink and downlink quantum communications

using the Eq. (5.22), and thermal-loss-based limits using Eq. (5.26).

The sources of environmental thermal-noise are also unique to both uplink and downlink

configurations, and operational settings such as the time of day and weather. In uplink

during the day, the primary source of thermal-noise is sunlight being reflected from the

Earth to the satellite detector. Meanwhile, at night, this noise is diminished but there still

exists sunlight being reflected from the Moon to the Earth and back towards the satellite.

For uplink, we may write [31],

n̄up
B = κHsun

λ ΓR. (5.35)

Here κ is a parameter that accounts for the Earth/Moon albedos and ranges from κnight =

7.36× 10−7 for a clear night with a full Moon, to κday = 0.3 during clear day-time. Mean-

while, for the optical wavelength λ = 800 nm, we can approximate that in uplink the solar

spectral irradiance is Hsun
λ = 4.61× 1018 photons m−2 s−1 nm−1 sr−1.

For downlink, the receiver is now a detector on the ground and the main source of

noise is more simply attributed to the sky (as it was in the ground-based scenario). In this
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Figure 5.1: Free-space transmission loss associated with (a) ground-based, (b) ground-satellite
and (c) intersatellite communication links. In each plot, solid lines depict the average transmissivity
(attenuation averaged over fading dynamics), while dotted lines describe the best-case transmissivity
(absence of fading). The dashed lines in Panel (b) describe a ground-satellite free-space link with
zenith angle θ = 1 radiant, while the others consider θ = 0. The operational setup in (a) is consistent
with the parameters in Table 5.2 while (b) and (c) are consistent with Setup (#1) in Table 5.1.

setting, and for λ = 800 nm, the spectral irradiance of the sky follows Eq. (5.31). For a

much more detailed analysis, see Appendix D, Ref. [31].

5.3.8 Intersatellite Channels

Finally, we can consider free-space quantum communication between satellites in orbit.

This represents a high quality free-space quantum channel which is free from atmospheric

decoherence, and thus will not experience losses due to extinction nor undergo turbulence.

Indeed, these intersatellite link losses are characterised by free-space diffraction only. As-

suming negligible pointing errors, then the intersatellite channel is simply a lossy channel
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with transmissivity given by ηd(z) as a function of the propagation distance between satel-

lites, z. This lets us write an ideal upper-bound on the intersatellite channel capacity,

C ≤ − log2(1− ηd) =
2a2

R

w2
d(z) ln 2

. (5.36)

Due to the lack of onboard access and adaptive optics, it is possible that pointing errors

become important and must be considered. If pointing errors are non-negligible, σ2
p > 0,

then we instead must consider a lossy fading channel EFσp
= {Fσp ; Eτ} with maximum

transmissivity ηd(z). As discussed in earlier sections, pointing errors occur on a sufficiently

slow time-scale such that they are reconcilable by the receiver. Hence, the capacity for this

channel can be accessed via Eq. (5.22), such that

C ≤ Bηd
Fσp

=
2a2

R

w2
d(z) ln 2

∆(ηd(z), σp), (5.37)

where ∆ acts as a correction factor to the PLOB bound. It is clear that when σ2
p = 0 we

retrieve Eq. (5.36). In Fig. 5.1(c) the loss properties of an optical intersatellite channel are

illustrated with respect to distance between communicating satellites. This depicts similar

transmissivity behaviour to ground-satellite downlink channels with zenith angle θ = 0

without the additional degradation associated with atmospheric interactions.

We have some important considerations to note. First of all, intersatellite channels can

only be formed between satellites that fall within each other’s line-of-sight. This natu-

rally implies a limit to the maximum distance over which an intersatellite channel can be

physically established. For any two satellites in circular orbits, at some point the Earth

blocks the free-space between them, prohibiting transmittance. This is derived through

basic geometric considerations conveyed in subsequent sections.

Secondly, let us justify the modelling of intersatellite channels as pure-loss channels.

The number of thermal photons impinging upon a satellite detector is determined by the

orientation and field of view of the detector. For communication between satellites, the

transmitters and detectors do not occupy fixed orientations with respect to the main sources

of brightness. Indeed, there will exist best case and worst case orientations: in the best-

case scenario, the satellite detector will face completely away from the Earth or Moon, so

that their albedos are not within the detector’s field of view whatsoever. In a worst case

scenario, the detector will be oriented directly facing the Earth (as in uplink).

However, point-to-point quantum communication can always be optimised by choosing

the physically directed channel which results in less thermal background photons at the

detector, irrespective of the logical direction of communication. Each intersatellite channel
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can exchange quantum systems in the direction which achieves the best detector orientation

with respect to background noise. By optimising the physical orientation of an intersatellite

quantum network, each receiver will only ever experience a fraction of the worst background

noise experienced by satellite uplink channels for which thermal corrections are minimal

for link lengths of z . 10000 km [31]. We leave more formal treatments of these channel

properties to future works, with the confidence that pure-loss channels accurately model

such free-space links.

Hence, we can reliably model intersatellite free-space links as pure-loss channels. As

such, we treat the upper-bound in Eq. (5.37) as an achievable rate so that C = Bηd
Fσp

can be

accomplished by an optimal point-to-point protocol.

5.4 Modular Quantum Networks

5.4.1 Network Model

In this chapter, we construct a simple model for the study of modular quantum networks.

Namely, we consider a global network N = (P,E) which consists of a collection of sub-

networks called communities, where the ith community is denoted by the undirected sub-

graph

Nci = (Pci , Eci), Pci ⊂ P, Eci ⊂ E. (5.38)

Here, Pci defines a subset of all network nodes that compose the ith community, while Eci
denotes the subset of all network edges that connect them. For now, we consider each

community network to be completely general, and can adopt an arbitrary topology. We

focus on quantum networks which observe spatial-modularity [102], such that communities

are spatially separated. This means that each community is completely disconnected from

every other community, i.e. the community node sets are all pairwise disjoint Pci ∩ Pcj = ∅,

for all i, j.

In order to mediate communication between different communities, we introduce a back-

bone network Nb = (Pb, Eb). This is a large-scale network for which none of its nodes x ∈ Pb
are user nodes used purely to facilitate end-to-end communications between users contained

in different communities. Crucially, we assume that each community possesses a set of undi-

rected edges which connect a set of community nodes to backbone network nodes. We refer

to these as intercommunity edges, such that the set of intercommunity edges

Eci:b := {(x,y) ∈ E | x ∈ Pci ,y ∈ Pb}, (5.39)

gives each community access to the backbone.
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We can define an intercommunity sub-network Nci:b = (Pci:b, Eci:b), which describe the

undirected graph that emerges between the ith community and the backbone. The set Pci:b

defines the complete collection of nodes that are interconnected between the community

and the backbone. However, the nodes x ∈ Pci:b are already contained within Nci or Nb.
Hence, it is important to distinguish between the community nodes and the backbone nodes

which comprise this sub-network. For this, we introduce the notation

Pci|b := Pci:b ∩ Pci ⊆ Pci , (5.40)

Pb|ci := Pci:b ∩ Pb ⊆ Pb. (5.41)

Intuitively, Pci|b can be thought of as the subset of nodes from the community Pci condi-

tioned on being connected to Nb (and vice versa for Pb|ci).

This modular structure takes a very intuitive form and is remarkably useful for modelling

realistic, hybrid quantum networks. When an equivalence relation is enforced between nodes

in similar communities, the network quotient graph can be viewed as a star-network2. It

allows us to completely separate communities and the backbone from one another. This

makes it easier to compartmentalise different sub-network structures which may operate in

completely different physical domains. Furthermore, it helps to derive independent network

conditions on each of the sub-networks in accordance with some global objective. We

summarise this architecture in the following definition which has also been illustrated in

Fig. 5.2(a).

Definition 5.1 (Modular Network): A modular network N = (P,E) is a network archi-

tecture constituent of n community sub-networks {Nci}ni=1, and a backbone sub-network Nb.
Each community sub-network is connected to the backbone via a set of edges Eci:b, described

by the intercommunity sub-networks {Nci:b}ni=1, and there are no direct links between com-

munities.

5.4.2 Modular Network Capacities

As discussed in Section 2.4, the optimal end-to-end performance within a quantum

network is quantified by its flooding capacity C(i,N ), which describes the optimal number

of target bits that can be transmitted between end-users per use of a flooding protocol. Any

quantum networkN = (P,E), including the modular designs introduced, can be represented

2In Appendix C we present more general aspects of networks with community structures from which
this modular network emerges as a useful and highly desirable class
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Figure 5.2: (a) A modular quantum network architecture built from community sub-networks
Ncα , Ncβ and a backbone network Nb. Each community is connected to the backbone via the
sub-networks Ncα:b and Ncβ:b. Nodes from the community cj which are directly connected to
the backbone are contained in Pcj |b, while the nodes in the backbone which are connected to the
community are contained in Pb|cj . (b) We may idealise this modular structure by placing ideal
connectivity constraints on the each of the sub-networks.

by a global distribution of channels {Exy}(x,y)∈E and a corresponding distribution of single-

edge channel capacities. For general fading networks, it is always possible to use these

distributions and the general expressions from Eqs. (5.8) and (5.9) in order to determine

the flooding capacity.

However, the translation into a modular architecture means that there exist particular

classes of network cuts which are performed on different sub-networks. It becomes very

useful to formally define a number of the important multi-edge capacities associated with

these classes of cuts. In each of the following settings, we consider a pair of end-users

i = {α,β} contained within remote communities of a generic, global modular network

i.e. α ∈ Pcα and β ∈ Pcβ such that cα 6= cβ
3. It is now useful to denote community

sub-networks with respect to the end-user that they contain, i.e. we may write cα and

cβ respectively. We assume each sub-network adopts arbitrary topologies and capacity

distributions.

Local-Community Capacities

We define a local-community cut Ccj as that which partitions two end-users within the

network by exclusively collecting edges within one of the user communities cj , for either

j ∈ {α,β}. That is, a local-community cut-set takes the form C̃cj = {(x,y) ∈ Ecj | x ∈
3Note that in this chapter we choose to label end-user nodes via α and β rather than a and b. This is

a stylistic choice used to better distinguish between end-user nodes and the backbone network which we is
identified via the subscript b.
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A,y ∈ B}. This restricted form of network cut will generate an associated multi-edge

capacity, which we label a local-community capacity,

Ccj := Ccut(Ccj ) = min
Ccj

∑
(x,y)∈C̃cj

Cxy. (5.42)

For end-user nodes j which do not share a direct connection with the backbone (i.e. j /∈
Pcj |b) then this form of restricted cut always exist.

However, if an end-user node does share a direction connection with the backbone, then

a valid local-community cut will not exist. In this case it is never sufficient to remove edges

solely from the community networks, and one must cut at least one edge from the set of

intercommunity edges Ecj :b. To this end, we must slightly modify the local-community

cut so that it removes any direct connections from the user node to the backbone, and

then to identify the optimal set of edges to be removed from the community. Hence, a

valid cut-set becomes C̃ ′cj = {(j,y) ∈ E | y ∈ Pb} ∪ C̃cj . We can then define an analogous

local-community capacity according to this class of network cut.

Backbone Capacities

A backbone cut Cb is a network cut that exclusively collect edges on the backbone

network in order to partition the two end-users. This kind of cut-set takes the form

C̃b = {(x,y) ∈ Eb | x ∈ A,y ∈ B}, which generates an associated multi-edge backbone ca-

pacity,

Cb := Ccut(Cb) = min
Cb

∑
(x,y)∈C̃b

Cxy. (5.43)

When considering end-users contained in unique communities within the modular network

architecture we are investigating, these kinds of cuts always exist. It is always sufficient to

perform a cut on the backbone since there does not exist any other collection of edges that

can be used to form a valid path between communities.

Global-Community Capacities

Finally, we can formalise a multi-edge capacity associated with exclusively collecting

intercommunity edges. The end-user communities Ncα and Ncβ are connected to the back-

bone via the sets of intercommunity edges Ecα:b and Ecβ:b respectively. If we removed

either of these sets of edges, then the two remote users would be automatically partitioned.

Hence, the edge sets Ecα:b and Ecβ :b both correspond to valid cuts on the network and each



120 5. Free-Space and Hybrid Quantum Network Capacities

generate a multi-edge capacity

Ccj :b := Ccut(Ecj:b) =
∑

(x,y)∈Ecj :b

Cxy, (5.44)

for j ∈ {α,β}. We can then minimise over the end-users to define a multi-edge capacity,

Cc:b := min
j∈{α,β}

Ccj :b. (5.45)

Clearly, this form of network cut always exists. We refer to this kind of partitioning as

community isolation, since it isolates a community sub-network entirely from the rest of

the network. Furthermore, we name Cc:b the global-community capacity, as it refers to

globally isolating the entire community sub-network4.

5.4.3 Idealised Modular Networks

Arbitrary architectures can always be treated using the capacity expressions from Sec-

tion 5.2 for general fading networks. However, the generality of these arguments make it

difficult to present rigorous analytical statements about specific features or tangible network

properties. In order to understand the ultimate potential of quantum networks, we need to

simultaneously optimise the point-to-point channels and the network architecture in which

they are arranged. Hence, it is desirable to strike a balance between realism and ideality

in such a way that allows us to derive informative results about quantum networks and

end-to-end performance. In the following we propose sub-network connectivity constraints

that strike this balance.

Backbone Regularity

Firstly, we can impose regularity on the network backbone, demanding that the degree

of each node is constant. This leads to a highly-connected network structure which is ideal

for multi-path routing strategies. Let the function deg(x) compute the degree of the node

x. Then we impose

deg(x) = kb,∀x ∈ Pb, (5.46)

which defines the regularity parameter of the backbone. It is important to make clear that

these constraints only apply to intra-network connections. Indeed, a node on the backbone

4While it might be more convenient to call this the intercommunity capacity, such a name might be
confused as a more general term for the capacity when the end-users are located in different communities
(which is implied). The global-community capacity is intended to be more distinct than this as it specifies
a particular network cut.
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can have kb connections to neighbours on the backbone network, but also possess additional

intercommunity connections via the sub-network Ncj :b, without any further constraint. It

is useful to quantify the number of intercommunity connections permitted between the

backbone and communities using the notation,

kcj :b = |Ecj :b|, j ∈ {α,β}. (5.47)

While regularity is an idealised property of realistic networks, in the context of a non-

user repeater network such as the backbone, it is feasible and extremely useful in order to

understand the limits of quantum networks.

Community Connectivity

Community sub-networks are likely to be smaller scale and less predictable structures

than the backbone, partly due to the presence of user-nodes. Flexibility in their design is

important. Here, we do not impose regularity but instead define classes of communities in

accordance with the smallest local-community cut that they contain.

Definition 5.2 (kc-connectivity): Consider a community sub-network Nc. We say the

community is kc-connected if kc is the smallest number of edges that must be removed

in order to disconnect a pair of community nodes, minimised over all possible node pairs

x 6= y ∈ Pc. More precisely,

kc := min
x6=y∈Pc

|C̃c|, (5.48)

where C̃c denotes a community cut-set between the nodes x and y.

Hence, kc defines the minimum local community cut-set cardinality, given some network

topology and choice of end-users. This is a completely general property which is unique for

all community networks, using the most easily disconnected pair of nodes in the network as

a metric for how well it is connected. Regular networks are an example of an architecture

for which their kc-connectivity is simply equal to the network regularity. Hence, we can

consider community sub-networks to be kc-connected while encompassing a very large set

of architectures.

Idealised Modular Network

Combining the constraints of regularity on the backbone and kc-connectivity on the

community sub-networks, it is possible to define an ideal modular quantum network archi-

tecture in terms of these parameters. This generates a structure that can be investigated

analytically in the following sections.
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Definition 5.3 (Ideal Modular Network): An ideal modular network N ∗ = (P,E) is a

network architecture constituent of n-community sub-networks {Nci}ni=1 each of which are

kci-connected, and a backbone sub-network Nb which is kb-regular. Each community sub-

network is connected to the backbone via kci:b edges, described by the intercommunity sub-

networks {Nci:b}ni=1, and there are no direct links between communities.

An illustration of this architecture can be found in Fig. 5.2(b). When focusing on a

particular pair of end-user nodes i = {α,β} from two remote communities in the global

network, we can then specify their kcj -connectivity properties.

5.4.4 Minimum-Cut as Community Isolation

Care must be taken when constructing this form of modular network so to ensure not

only high-rate communication within each community, but also high-rate communication

between different communities mediated by the backbone. If the backbone network is

poorly connected or possesses weak links, it will not effectively assist long-distance com-

munication. Meanwhile, even if communities are connected to a high quality backbone,

insufficiently strong capacities in a local-community can compromise its use. Hence, there

exists a careful balance between all of the sub-networks in the modular model, and their

connectivity/capacity properties throughout. It is therefore highly desirable to identify a

relationship between the quality of channels within the backbone and the quality of channels

within the communities.

In order to better grasp these relationships, we can investigate the ideal modular net-

works N ∗ defined in Definition 5.3. Regular networks (such as that on the backbone)

possess very convenient qualities which allow for useful insight into minimum network cuts.

As such, they can be analytically studied as highly connected, ideal network structures and

used to reveal fundamental limitations for end-to-end communication.

Our mission becomes the following: to derive conditions on each of the sub-networks

such that the flooding capacity between the remote users is always their global-community

capacity. In this way, the minimum cut is always achieved by community isolation on either

of the end-user communities. Equivalently, it means that the minimum cut can always be

found on a simplified quotient graph of the modular network, vastly simplifying our analyses.

When this is the case, the end-to-end capacities between any two unique communities are

always distance-independent, i.e. the ultimate rate between two end-user communities does

not change with respect to the physical separation of those communities. This is an highly

desirable property of a quantum network, particularly on large-scales.
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If a modular network satisfies this property, it means that (i) the backbone network is

of sufficiently high quality that it never impedes the network performance over (potentially

very) long distances, and (ii) that the local-communities are of sufficiently high quality

that neither compromises local or network-wide communication. By imposing that the

minimum cut be the intercommunity edges, we can reveal unique constraints on each sub-

network which are summarised in the following threshold theorem.

Theorem 5.1 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3. Select any pair of end-users i = {α,β} contained in remote communities α ∈ Pcα
and β ∈ Pcβ . For all j ∈ {α,β}, there exist single-edge threshold capacities on the commu-

nities Cmin
cj

and backbone Cmin
b sub-networks for which the network flooding capacity is given

by the global-community capacity,

Cxy ≥ Cmin
cj

, ∀(x,y) ∈ Ecj ,
Cxy ≥ Cmin

b ,∀(x,y) ∈ Eb,

 =⇒ C(i,N ) = Cc:b. (5.49)

The threshold capacities are given by,

Cmin
cj

:=
Cc:b
kcj

, Cmin
b :=

Cc:b
H∗min

, (5.50)

where H∗min is the minimum cut-set cardinality on the backbone network. If these threshold

capacities are violated, then the global-community capacity becomes an upper-bound on the

end-to-end capacity, C(i,N ) ≤ Cc:b.

A detailed proof can be found in Section C.1.6. Thanks to backbone regularity and

community connectivity, the minimum cut-set cardinalities that occur within each sub-

network can be easily identified. Then, it is straightforward to enforce single-edge capacity

constraints which ensure that the local-community/backbone capacities are always larger

than the global-community capacity.

In this theorem, we have used the fact that the cardinality of the smallest backbone

cut-set between two end-users in remote communities can be analytically derived as a

consequence of network regularity. This minimum cardinality takes the form

H∗min := min
j∈{α,β}

Hmin(kb, Pb|cj ), (5.51)

where Hmin(kb, Pb|cj ) is a function that computes the minimum number of edges that must

be cut to isolate all the nodes Pb|cj on the backbone which are also connected to the

community cj . The explicit form of this expression in found in Section C.3, and depends
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(a) Hmin = 16, (b) Hmin = 12, (c) Hmin = 4.

Figure 5.3: Examples of minimum cardinality intercommunity cut-sets for connections from an
arbitrary community to a Manhattan backbone network (kb = 4). These are valid cuts which isolate
remote communities (only one community is illustrated here), and are performed exclusively on
the backbone. Panel (a) captures the best-case spatial distribution of the largest potential cut-set
when no target-nodes share any edges or neighbours, (b) illustrates an example in which neighbour
sharing can diminish the overall cut-set size, and (c) describes the worst-case spatial distribution
that minimises the cut-set size.

on the precise spatial arrangement of connections from the community to the backbone.

However, we can generally bound this quantity using

kb ≤ Hmin(kb, Pb|cj ) ≤ kb|Pb|cj |. (5.52)

The lower-bound kb corresponds to a worst-case spatial distribution of community-to-

backbone connections, when all the community nodes are connected to the same node

on the backbone, i.e. |Pb|cj | = 1. Then it is sufficient to isolate just one backbone node to

perform a valid end-user cut, collecting only kb edges (since the backbone is kb-regular).

The upper-bound corresponds to a best-case scenario; when all the community nodes are

connected to backbone nodes which don’t share any neighbours or edges. In this case, the

smallest cut-set restricted to the backbone is found by isolating all nodes individually. As

a result, this cut collects exactly kb|Pb|cj | edges.

Fig. 5.3 depicts a number of examples of minimum backbone cut-sets for remote com-

munities connected to a Manhattan backbone (kb = 4). In these figures we display only one

end-user community and assume that the other end-user community is sufficiently distant

that it does not share intercommunity connected nodes on the backbone.

As a result, we can always present a best and worst-case single-edge threshold capac-

ity for the backbone network, Cmin
b . We can sandwich the backbone threshold capacity

according to
Cc:b

kb|Pb|cj |
≤ Cmin

b ≤ Cc:b
kb
, j ∈ {α,β}. (5.53)
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Parameter Symbol Value

Beam Curvature R0 ∞
Wavelength λ 800 nm

Initial spot-size ω0
40 cm - Setup (#1)
20 cm - Setup (#2)

Receiver Aperture aR
1 m - Setup (#1)
40 cm - Setup (#2)

Detector Efficiency ηeff 0.4

Detector Noise n̄ex ≈ 0

Pointing error σ2
p 1 µrad ≈ (10−6z)2

Pulse Duration ∆t 10 ns

Field of View Ωfov 10−10 sr

Frequency Filter ∆λ
0.1 pm - Setup (#1)
1 nm - Setup (#2)

Intercommunity Link ICL Downlink

Fibre Loss-Rate γ 0.02 per km

Table 5.1: Parameter table for the fibre/satellite modular network configuration. Here we consider
two similar setups using a collimated Gaussian beam at 800 nm wavelength, but differ in initial spot-
size w0, receiver aperture aR and frequency filter ∆λ.

The more effectively that the intercommunity connections are dispersed across the back-

bone, the weaker the single-edge constraint that must be forced upon it.

5.5 Fibre/Satellite Configuration

5.5.1 Motivation

An interesting modular configuration consists of fibre-based community networks which

are interconnected via a backbone satellite network. This model captures a realistic satellite-

based model of the quantum internet, in which dynamic intersatellite links are used to

facilitate long distance quantum communication at high rates. In this scenario, the weakest

links are typically the ground-to-satellite free-space connections owing to the impact of

atmospheric decoherence and turbulence on a transmitted beam. Therefore, the constraints

revealed in Theorem 5.1 are realistic as community isolation is likely to be the minimum

cut in many settings.

In Theorem 5.1 we devise single-edge capacity lower bounds on the community networks

which guarantee the network flooding capacity is equal to the global-community capacity.

For fibre-based networks, these single-edge lower bounds can be used to identify a maximum
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tolerable fibre-length dmax
cj

that is permitted within the fibre-network. In the context of a

satellite-based backbone network, the single-edge capacity lower bound can be translated

into a maximum intersatellite separation, zmax
b which describes the maximum propagation

distance that is permitted for free-space channels between satellites in the backbone. These

are critical quantities which directly motivate the construction of ground-based and satellite-

based networks for global quantum communication.

5.5.2 Optimal Performance

We wish to enforce that the minimum cut is always achieved by community isolation,

generating the global-community capacity C(i,N ) = Cc:b. In this physical setting, each

intercommunity edge is described by ground-to-satellite channel which may be an uplink

or downlink channel. Thanks to teleportation, a network protocol can always choose the

physical channel direction that maximises its point-to-point capacity independently from

the desired logical direction of community. Downlink channels are always superior to uplink,

and therefore we can simply model the global community capacity as the sum of a downlink

capacities. This multi-edge capacity will be bounded by

Cc:b ≤ min
j∈{α,β}

∑
(x,y)∈Ecj :b

TFxy(ηxy, n̄j), (5.54)

≤ min
j∈{α,β}

∑
(x,y)∈Ecj :b

BFxy(ηxy), (5.55)

where Fxy and ηxy capture the fading dynamics and maximum transmissivity of each down-

link channel that connect cj to the backbone, and depend on beam trajectory. Meanwhile,

n̄j infers community-wide thermal-noise conditions. Since all of the intercommunity edges

in Ecj :b are connected to a relatively small area, we can assume identical operational con-

ditions for all downlink edges. However, these operational conditions will not be consistent

for both end-users; when communicating on a global scale, one user may be in night-time

while the other is in day-time with independent weather conditions.

We can derive single-link distance constraints which guarantee Cc:b to be the optimal

network capacity. These conditions follow directly from Theorem 5.1 and are summarised

in the following corollary:

Corollary 5.1 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3, and assume optical-fibre communities networks Ncα, Ncβ and a satellite-based

backbone Nb. Select any pair of end-users {α,β} located in remote communities α ∈ Pcα
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and β ∈ Pcβ . There exists a maximum fibre-length in each community

dmax
cj

:= −1

γ
log10

(
1− 2−Cc:b/kcj

)
, (5.56)

and a maximum intersatellite separation in the backbone

zmax
b := arg min

z

∣∣∣∣∣log

(
H∗minBFσp

(η)

Cc:b

)∣∣∣∣∣ , (5.57)

for which the network flooding capacity is equal to the global-community capacity,

C(i,N ) = Cc:b. (5.58)

Otherwise, if any intersatellite links violate this condition ∃ zxy > zmax
b , (x,y) ∈ Eb or the

local community links are in violation, ∃ dxy > dmax
cj

, (x,y) ∈ Ecj , for either j ∈ {α,β},
then this becomes an upper-bound on the network flooding capacity, C(i,N ) ≤ Cc:b.

The analytical simplicity of the maximum fibre-length follows from the remarkably

compact PLOB bound for bosonic lossy channels. However, the maximum intersatellite

separation in Eq. (5.57) must be computed numerically due to the more complex PLOB

bound which accounts for fading due to pointing errors. The lack of onboard access makes it

difficult to perfectly optimise beam trajectory, and thus pointing errors cannot be ignored.

However, it is possible to analytically upper and lower bound the quantity zmax
b .

5.5.3 Analytical Bounds for the Maximum Intersatellite Separation

The maximum intersatellite separation zmax
b describes a maximum tolerable channel

length permitted within the backbone network. Yet, it is not always true that such a channel

length is achievable due to line-of-sight limitations associated with orbital geometry. This

is quantified by the maximum line-of-sight distance which is a function of the altitudes of

the communicating satellites. Consider two satellites in circular orbits arounds the Earth at

altitudes. First, suppose the two satellites are at positions A and B which have equivalent

altitudes h. By drawing a chord AB tangential to the Earth’s surface from one satellite to

the other, we can identify the maximum line-of-sight separation, zmax
sight (see Fig. 5.4 for a

geometrical insight). Label the centre of the Earth E, its radius RE and the point at which

the chord touches the Earth’s surface S. Denoting the angle ∠EAS as α, this will satisfy

sinα =
RE

RE + h
. (5.59)
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E

S

A

B

C

RE h1

h2

Figure 5.4: The longest possible intersatellite quantum channel is limited by the line-of-sight
separation of two satellites.

With this in hand, we find that the distance AB = 2AS, since the triangle EBA is clearly

isosceles. That is,

zmax
sight = 2(h+RE) cosα =

2h(h+ 2RE)

h+RE
. (5.60)

For two satellites which are at different altitudes h1 ≤ h2, this maximum distance is ex-

tended to

zmax
sight =

h1(h1 + 2RE)

h1 +RE
+
h2(h2 + 2RE)

h2 +RE
, (5.61)

which follows intuitively from the previous geometrical considerations. Crucially, if we find

that zmax
b ≥ zmax

sight for some network configuration and desirable rate, this means that the

satellites within the backbone can reliably communicate with any other satellite that fall

within its line-of-sight, without compromising performance. This is an extremely useful

property, providing significant flexibility for satellite backbone networks.

With this limitation in mind, an upper-bound is found by considering a lack of point-

ing errors, which means the channel is no longer a fading channel but is instead a fixed

lossy channel with the maximum possible transmissivity. This idealises the intersatellite

channel by removing the potential for beam wandering, resulting in an upper-bound for the

maximum separation. Using Corollary 5.1 we can always write the upper-bound,

zmax
b ≤ zR

√√√√√ 2a2
R

w2
0 ln

[
ηeff

ηeff−1+2
−Cc:b/H∗min

] − 1, (5.62)
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derived using the ideal pure-loss single-edge capacity upper-bound from Theorem 1. Mean-

while, we can find a lower-bound on the maximum intersatellite separation by considering

the use of slow detectors. A slow detector at the receiver will not be able to resolve pointing

errors, resulting in a lossy channel with fixed transmissivity averaged over the entire fading

process. For intersatellite channels, this is considered through the long-term spot size, by

replacing the ideal diffraction limited spot size w2
d with w2

lt = w2
d + σ2

p into the capacity

formula,

C ≤ Bslow(ηlt) =
2a2

R

w2
ltln2

. (5.63)

Interestingly, the rate in bits per channel use via slow detection can be higher than that

for fast detectors which actually resolve the fading dynamics. But do not be mistaken; the

slower detection time severely limits the operational rate at which the channel can actually

be used (or clock rate). The point-to-point communication rate via slow detection will

be orders of magnitude smaller than those with fading-resolving setups. Therefore, it is

essential to explicitly consider the clock rate α (channel uses/second) when comparing fast

and slow detector protocols [30, 31]. In any case, the maximum intersatellite separation

will be lower-bounded by

zmax
b ≥

√√√√√ 2a2
R(w2

0

z2
R

+ ε2p
)

ln

[
ηeff

ηeff−1+2
−α̃Cc:b/H∗min

] − w2
0, (5.64)

where εp = 10−6 comes from the point error variance σ2
p = (εpz)

2, and α̃ = αc:b/αb is

the ratio between the clocks used by the intercommunity sub-network and the backbone

network.

5.5.4 Discussion

Fig. 5.5 offers insight into the constraints proposed by Corollary 5.1 for satellite-fibre

modular networks corresponding to a number of different physical settings and network

properties. Here we consider two free-space communication setups described in Table 5.1:

Setup (#1) in Figs. (a) and (c) and Setup (#2) in Figs. (b) and (d).

Consider a flooding capacity C(i,N ) that is desired between the two end-users who are

located in remote, fibre communities. The actual ground distance between the users or

unique communities is irrelevant, and can be arbitrarily situated at any location across the

Earth. If that flooding capacity is to be achieved, then for a given modular architecture

there exists a maximum fibre-length dmax
cj

permitted within the user community cj , and a

maximum intersatellite separation zmax
b permitted throughout the backbone network.
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Setup (#1), Clear day-time, Setup (#2), Clear night-time.

Figure 5.5: Optimal end-to-end performance for an ideal modular network consisting of fibre com-
munities interconnected to a satellite-based backbone. In order to guarantee an optimal flooding
rate along the x-axis then the maximum internodal separations in each sub-network on the y-axis
must be less than or equal to the plotted bounds. We consider operational settings in Setup (#1)
for (a), (c) and Setup (#2) for (b), (d) which are described in Table 5.1. The weather/time con-
ditions are those experienced by the worst-case end-user community. Given an optimal flooding
capacity C(i,N ), we plot the maximum intersatellite separation zmax

b for different backbone connec-
tivity parameters, and the maximum fibre-length in each community dmax

cj
for different community

connectivity parameters. The dashed lines in Figs (a) and (c) plot an upper bound the maximum
intersatellite separation based on the optimal spatial distribution of (a finite number of) community
connected satellite nodes Pb|cj at a maximum altitude hmax = 1500 km, while the solid lines plot
the lower bound based on the worst spatial distribution (for any altitude). The red line indicates
the maximum achievable channel length that can be achieved for two satellites at altitude 1500 km,
such that zmax

sight ≈ 5428 km.

In Figs. 5.5(a) and (b) we plot the behaviour of the maximum intersatellite separation

with respect to desired flooding capacity. In the solid lines, we plot the worst-case zmax
b ,

which corresponds to the situation where all the downlink channels are connected to the

same node on the backbone, allocating a single satellite to connect to a community. This

is a worst-case situation because it means that the minimum cut on the backbone is very

small, H∗min = kb. Yet, even in this scenario, the lack of atmospheric decoherence means

that very large distances are permitted between satellites, such that zmax
b ∼ 103 − 104 km

can still ensure high flooding rates between the end-users communities on the Earth.

Meanwhile, the dashed lines plot zmax
b for the best-case spatial distribution of downlink

connections on the backbone when the maximum satellite altitude is hmax = 1500 km and



5.5. Fibre/Satellite Configuration 131

all downlink beam trajectories are within a 1 steradian angular window. This means that

the smallest backbone cut-set has the total number of edges,

H∗min = kb|Pb|cj |. (5.65)

In this case, the minimum cut-set cardinality on the backbone is very large, as the number of

downlink channels must be increased in order to obtain the chosen flooding capacity. In this

best-case scenario, as C(i,N ) increases zmax
b begins to plateau, permitting large intersatellite

separations even at large flooding capacities. This confirms a strong dependence between the

distribution of intercommunity edges and the single-edge capacity properties of a backbone

network. For all other distributions of intercommunity connections Pb|cj , the behaviour of

the maximum intersatellite separation falls between these bounds.

We also display the maximum line-of-sight distance zmax
sight ≈ 5428 km between any pair of

satellites orbiting at an altitude hmax = 1500 km. This is the longest intersatellite channel

that can be established due to orbital geometry. Interestingly, even in the worst-case back-

bone configuration (each community possesses many connections to a single satellite) the

line-of-sight limit is exceeded by zmax
b at relatively good rates such that C(i,N ) ∈ [10−2, 10−1]

bits per network use. When zmax
b ≥ zmax

sight is true, satellites in the backbone may connect to

any other satellite within its line-of-sight. This promises achievable and flexible constraints

for intersatellite networks.

Figs. 5.5(c) and (d) depict the maximum fibre-lengths permitted within kcj -connected

community networks to ensure a desired end-to-end flooding capacity. Of course, the quality

of the bosonic lossy channels do not change with respect to Setups (#1) and (#2) and there-

fore Figs. (c) and (d) are identical. As one would expect, the permissible channel lengths

for strong end-to-end rates depend upon the community channels being dmax
cj

. 100 km,

even in a highly connected network setting. But thanks to the modular network config-

uration, this is not problematic. In this configuration, the community fibre-networks are

designed to cover small areas relative to the satellite backbone and facilitate local commu-

nication. Quantum communication over global distances is then appropriately mediated by

the satellite backbone.

As an example, let us focus on Setup (#1) and consider a satellite backbone network

with regularity kb = 4 used to mediate long-distance quantum communication between

two end-users i = {α,β} contained within fibre-networks which are kcα = 4 and kcβ = 8

connected. What are the network constraints required to ensure that their flooding capacity

is C(i,N ) = 1 bit per network use? Provided that zmax
b . 1000 km, that dmax

cα . 30 km

and dmax
cβ

. 50 km, then it is guaranteed that this flooding rate is achievable. This provides

extremely valuable information for future quantum network designs; if an ideal modular
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Parameter Symbol Value

Beam Curvature R0 ∞
Wavelength λ 800 nm

Initial spot-size ω0 5 cm

Receiver Aperture aR 5 cm

Detector Efficiency ηeff 0.5

Detector Noise n̄ex 0.05

Pointing error σ2
p 1 µrad ≈ (10−6z)2

Pulse Duration ∆t 10 ns

Field of View Ωfov 10−10 sr

Frequency Filter ∆λ 1 nm

Altitude h 30 m

Fibre Loss-Rate γ 0.02 per km

Intercommunity Link ICL
Free-Space

(Clear day-time)

Table 5.2: Parameter table for the free-space/fibre modular network configuration.

network cannot exceed these constraints, then less ideal structures should take even stronger

heed of them.

5.6 Ground-Based Free-Space/Fibre Configuration

5.6.1 Motivation

It is also interesting to investigate the limits of ground-based quantum networks which

are composed from a mixture of fibre channels and free-space channels. For this purpose,

modular network architectures offer an appropriate and physically relevant model. One

may consider a metropolitan network area which is spanned by a collection of free-space

quantum networks, or “hotspots”. These are short-range communities within which reliable

free-space quantum communications can take place. In order to communicate over a larger

area and between free-space communities we can use an underlying optical-fibre backbone

which mediates longer distance communication.

Utilising the recently derived ultimate limits of ground-based, free-space quantum com-

munication [30] we wish to determine whether free-space links are reliable enough to enable

high-rate quantum communication in this setting. Furthermore, it is important to under-

stand the requirements of the optical-fibre backbone required to facilitate wireless quantum

networking.
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5.6.2 Optimal Performance

It is possible to once more translate Theorem 5.1 to establish conditions for which the

flooding capacity is given by the global-community capacity, ensuring optimal end-to-end

performance. Now, each community is a ground-based free-space community located at an

altitude of h = 30 m, and we consider the intercommunity edges connecting each community

to the backbone to also be free-space links. Furthermore, since our rigorous free-space

capacities are restricted to the regime of weak-turbulence, then we must investigate free-

space channels Exy which are no longer than zxy ≈ 1066 m [30].

While this may at first appear restrictive, we remind the reader of the physical con-

text. Free-space communities are inherently designed for short-range networks with mobile

users. Indeed, with network nodes that are limited to line-of-sight connections in a po-

tentially urban area, focusing on the weakly turbulent range is natural. This leaves us

with the remaining questions: are free-space quantum channels resilient enough within this

range to offer high-rate communication and what are the resource requirements of the fibre

backbone? We provide insight in the following corollary:

Corollary 5.2 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3, and assume free-space community networks Ncα, Ncβ and an optical-fibre backbone

Nb. Select any pair of end-users i = {α,β} located in unique communities α ∈ Pcα and

β ∈ Pcβ . There exists a maximum free-space link length in each community

zmax
cj
≤ arg min

z

∣∣∣∣log

(
kcjTFσ(η, n̄j)

Cc:b

)∣∣∣∣ , (5.66)

and a maximum fibre length in the backbone

dmax
b := −1

γ
log10

(
1− 2−Cc:b/H

∗
min

)
, (5.67)

for which the network flooding capacity is equal to the global-community capacity,

C(i,N ) = Cc:b. (5.68)

Otherwise, if any fibre links violate this condition ∃ dxy > dmax
b , (x,y) ∈ Eb or the local

community links are in violation, ∃ zxy > zmax
cj

, (x,y) ∈ Ecj , for either j ∈ {α,β}, then

this becomes an upper-bound on the network flooding capacity, C(i,N ) ≤ Cc:b.

Notice that we now obtain an upper-bound on the maximum free-space link length, as

it is not known whether the single-edge quantity TFσ(η, n̄j) is achievable or not. However,

this bound has been shown to be tight and thus offers an accurate bound on zmax
cj

[30].
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Furthermore, this maximum free-space link length must be computed numerically due to

the complex nature of the free-space PLOB bound which accounts for fading and thermal

effects. Yet, the maximum fibre length within the backbone can be readily determined for

an arbitrary distribution of intercommunity connections.

5.6.3 Discussion

Fig. 5.6 provides example network constraints using Corollary 5.2 for ideal modular

networks and a variety of community and backbone connectivity properties. Operational

parameters are found in Table 5.2 for this modular architecture. Given a desired end-to-end

flooding capacity, we generate a maximum fibre length in the backbone dmax
b and maximum

free-space link length in each community zmax
cj

in Figs. (a) and (b) respectively, such that

this flooding capacity is achieved by the global-community capacity.

Immediately we notice that the flooding capacities plotted are large. This is because,

as seen in Fig. 5.6(b), the free-space links are sufficiently capable in the weakly turbulent

regime so that zmax
cj

> 1 km for flooding capacities as high as C(i,N ) ≈ 2 bits/network use,

even when the community connectivity is low e.g. kcj = 4. As the community connectivity

gets larger, the free-space capacities become increasingly reliable within this distance range,

and do not compromise the minimum cut until the flooding capacity becomes very large.

Yet, these large end-to-end capacities simultaneously place greater demands on the

backbone network, demanding shorter links as the global-community capacity increases.

The solid lines in Fig. 5.6(a) plot the maximum fibre-length corresponding to the worst-case

spatial distribution of free-space connections from the communities to the backbone, i.e. all

intercommunity links are focussed on a single backbone node. Meanwhile, the dashed lines

consider a best-case scenario in which all the intercommunity links are of maximum length

zc:b = 1 km, and are oriented such that they maximise the backbone cut-set cardinality

H∗min = kb|Pb|cj |.
We find that this free-space/fibre modular architecture reports very feasible constraints

on the free-space hotspots and fibre-backbone in order to guarantee a high end-to-end

performance. For a regular fibre-based backbone with kb = 4, and end-user communities

which are kcj > 4 connected, then one can guarantee an achievable flooding capacity of

C(i,N ) = 2 bits/network use given that the free-space links all fall within the weakly tur-

bulent range, and at worst dmax
b . 25 km. Within a metropolitan setting, such constraints

can be satisfied with realistic resources, supporting the development of wireless quantum

networks. Furthermore, confidence in the use of free-space links within this setting reduces

the need for wired fibre connections in small areas.
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Figure 5.6: Optimal end-to-end performance for an ideal modular network consisting of free-space
communities interconnected to a fibre-based backbone. In order to guarantee an optimal flooding
rate along the x-axis then the maximum internodal separations in each sub-network depicted on the
y-axis must be less than or equal to the plotted bounds. We use the operational settings in Table
5.2 during clear day-time. Given an optimal flooding capacity C(i,N ), we plot the maximum fibre-
length dmax

b for different backbone connectivity parameters, and the maximum free-space link-length
in each community zmax

cj
for different community connectivity parameters. The dashed lines plot an

upper bound on the maximum fibre-length based on the optimal spatial distribution of community
connected backbone nodes Pb|cj , while the solid lines plot a lower bound based on the worst-case
spatial distribution.

5.7 Conclusion

In this chapter we have investigated the end-to-end capacities of free-space and hybrid

quantum networks, combining recently developed results in quantum information theory

and well established theories of free-space optical communication. After collecting and re-

viewing these recent results, we introduced a modular network architecture for the purposes

of constructing hybrid quantum networks using free-space and fibre links. With these tools

in hand, we specified our analysis to ideal modular networks which utilise an underlying

regular backbone. Through this ideality it was possible to study ultimate limits for highly

relevant modular architectures, revealing critical network properties that assure optimal
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performance.

We have performed a detailed analysis of the ultimate limits of a satellite-based quan-

tum internet; leveraging the properties of fibre-networks on the ground, ground-satellite

connective structures and intersatellite networks in space. This theoretically demonstrates

that high-rate global quantum communication can be efficiently mediated by a satellite

quantum network with realistic connectivities and tolerable intersatellite separations on

the order of ∼ 103 − 104 km. Such designs allow for effective quantum communication be-

tween arbitrarily distant end-users on the Earth. Our analyses also indicate that careful

consideration of the spatial distribution of ground-satellite connections can more effectively

alleviate separation constraints, rather than increasing the nodal degree.

Furthermore, we studied the ultimate limits of a free-space/fibre modular network con-

figuration, discussing the efficacy of free-space sub-networks within metropolitan areas. We

have shown that within the weakly-turbulent regime (where free-space links are limited to

∼ 1 km) high-rate intercommunity communication can be readily achieved, using a fibre-

backbone with realistic resources.

The results of this chapter offer promising first steps in the direction of understanding

the ultimate limits of free-space and hybrid quantum networks; motivating its future study

both theoretically and experimentally. Our analyses offer a rigorous demonstration of the

efficacy of free-space quantum links in a network setting, emphasising that the integration

of free-space and fibre can be reliably performed within future quantum networks. Hybrid

architectures can and should be designed to take advantage of the strengths of different

modes of quantum communication. This work may serve as a platform for future investi-

gations that account for full technical details of the nodes; exploiting these tools to study

more realistic, random architectures of hybrid networks which can be benchmarked against

the ideal designs studied here.
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Chapter 6

Practical Routing and Criticality in Complex

Quantum Networks

The work in this chapter forms the basis of a paper being prepared for submission, whose

authors are (in order) Cillian Harney and Stefano Pirandola. Section 6.1 introduces the goals

of this chapter, to carry forward the important sentiments of the previous chapters regarding

network capacities and use them to motivate a more realistic assessment of the limitations

of quantum networks. In Section 6.2 we begin this journey by reviewing realistic models of

network architectures, namely random quantum networks. In Section 6.3 we discuss routing

schemes and their practicality in a realistic network settings. Section 6.4 then develops

quantitative and qualitative notions of criticality in quantum networks. Section 6.5 then

applies these notions to random network architectures in order to reveal key insight for

future quantum networks, before Section 6.6 concludes and discusses future investigations.

6.1 Introduction

Glaring gaps exist in our understanding of the realistic performance limits of quantum

networks and their practical resource demands. The most expensive resource in a quantum

internet will be the number of quantum repeaters needed in a physical network area to

guarantee effective communications, i.e. the network nodal density. While classical repeaters

are cheap and easy to deploy, quantum repeaters are costly and should not be wasted

as non-user nodes. Recent studies have been able to identify important nodal density

conditions for reliable end-to-end performance on quantum networks [1, 64, 65]. Of these

investigations, Ref. [64] principally focuses on network connectivity properties and a specific

single-photon transmission protocol through pure-loss channels, while Refs. [1, 65] evaluate

network capacities with a protocol agnostic approach, focussing on networks composed of
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pure-loss channels and end-to-end communication achieved via optimal flooding protocols.

These works provide meaningful insight to the performance/resource limitations of re-

alistic quantum networks, and some do so via the study of random quantum networks.

These are network architectures which are generated in a probabilistic manner according

to a set of well defined connection rules. The process of building a random network is (in

general) evolutionary; network nodes are added to a structure, which are then connected

to pre-existing nodes according to some probability. Classes of networks generated via ran-

dom models are incredibly useful for gathering knowledge on the realistic performance of

communication networks. Such models are designed to manifest particular features that

are observed in the real world, i.e. clustering within dense node populations, realistic dis-

tributions of edge lengths according to channel efficacy, and connection preferences to well

connected nodes. The complexity introduced through random network modelling helps to

replicate the complexity of real-world quantum networks in the future.

While random quantum network models have been deployed in Refs. [64, 65] there

remains room for progress. Firstly, Ref. [65] clearly asserts that network connectivity inves-

tigations are useful, but are not completely sufficient to benchmark end-to-end performance

(as connectivity analyses formed the basis of Ref. [64]). Quantum networks can be classified

as “well connected” from the perspective that each node can identify an end-to-end path

between every other node, yet their end-to-end capacities remain incredibly weak. This

emphasises the importance of quantum network capacities and their evaluation, a recur-

ring theme within this thesis. However, the capacity evaluations carried out in Ref. [65]

focus strictly on flooding protocols. This is completely fitting for studying the ultimate

limits of quantum networks, but the employment of flooding protocols on a large-scale is

highly impractical. It is not realistic to assume the use of every edge in a potentially global

network to facilitate communication between a single end-user pair. Finally, both works

model quantum networks using pure-loss channels. Beyond pure-loss models, optical fibre

is most accurately described using thermal-loss channels which account for environmen-

tal and experimental thermal noise. Hence, while some of these assumptions are effective

and completely suitable for network capacity assessments, they are over-optimistic in the

context of revealing stricter, practical insight for quantum networking.

In this chapter, we tighten the assessment of critical resource requirements in realistic

quantum networks with two crucial improvements. Firstly, we consider random network

architectures composed of realistic link-layers; using point-to-point channels which account

for thermal noise, experimental imperfections and practical point-to-point protocols. This

immediately improves our characterisation of realistic quantum networks, and reveals the

impact of point-to-point limitations on network connectivity models.
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Secondly, we explore the efficacy of practical end-to-end routing in quantum networks

to identify critical resource requirements of quantum networks. Moving away from im-

practical flooding schemes, we study the feasibility of single-path routing and multi-path

routing, adopting recent results in the efficient generation of end-to-end multi-paths [103].

Our results suggest that single-path routing is an inefficient strategy for reliable rates on

large-scale quantum networks. Instead, there exist multi-path routing protocols which can

efficiently achieve close to optimal rates without consuming the entire network. Further-

more, different network architectures observe a suitability to quantum multi-path routing

which others do not. All of these results identify important design criteria for future, large-

scale quantum networks while motivating the further development of practical multi-path

protocols.

6.2 Random Quantum Networks

6.2.1 Link Quality and Edge Pruning

The study of random network models is a rich and wide-spanning field, within which

many key tools have been developed. Of course, random network models cannot capture all

of the features of a future quantum internet; these features will emerge as the technology

is developed and deployed. Nonetheless, relevant random networks are able to capture and

predict important behaviours of realistic complex networks. In this chapter, we consider

the classes of Waxman and scale-free networks with two important considerations: realistic

link-layer descriptions and practical end-to-end protocols.

In this chapter we consider bosonic thermal-loss networks N = (P,E) and compare

different rate distributions that are either bounds on the capacity distributions, or achievable

rate distributions based on practical protocols. Most importantly, we consider the bounding

capacity distributions,

Kl = {T l
ηxy ,n̄xy}(x,y)∈E , (6.1)

Ku = {T u
ηxy ,n̄xy}(x,y)∈E , (6.2)

where T l
ηxy ,n̄xy and T l

ηxy ,n̄xy are defined in Eqs. (2.51) and (2.52). To address the weak rates

achieved by quantum links over long distances, we impose a modification to the standard

random network models. Network edges which possess a point-to-point rate below some

threshold value ε are pruned and removed from the network edge set after graph generation.

Under this modification networks can only be considered completely connected if they are

competently connected by edges with Kxy ≥ ε. Given that desirable clock rates C for
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Figure 6.1: Connectivity properties of bosonic thermal-loss Waxman networks. Panel (a) displays
random networks generated under the parameters listed above and using single-edge capacity upper-
bounds. The colour intensity of each edge is proportional to its capacity. Panel (b) plots the average
main component fraction, in which the critical densities necessary for a connectivity phase transition
are identified by the black lines. Panel (c) shows the average degree of networks with a fixed number
of nodes (given in legend) with respect to variable network density and area respectively. The legend
identifies the fixed node number and indicates whether the network uses upper or lower bounds on
the rate distributions.

quantum communications are on the order of GHz, we set ε ∼ 10−12 so that valid network

edges must guarantee at least CKxy & 1 mbit per second1. The notion of pruning goes

towards preserving network resources that are otherwise wasted, and offers a more accurate

representation of network connectivity. Importantly, it affects our random network models

in unique ways, reflecting the potential impact of poor link quality in a realistic quantum

internet.

1That is, 1 milli-bit per second. Note that this is already a lenient condition, as clock rates in many
quantum communication protocols are thus far restricted to the MHz range.
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6.2.2 Waxman Networks

Networks from the Waxman class N ∈ W are constructed as follows: a number of N

nodes are generated in a region of area A, and any pair of nodes x,y are connected with a

probability that decays exponentially with respect to their point-to-point separation, rxy.

More precisely, a channel Exy between the nodes x,y is created with probability

pW
xy := βe

− rxy
r0 . (6.3)

The parameters β, r0 are characteristic of the model and influence generation process; β ∈
(0, 1] defines a maximum probability of connection, while r0 ∈ (0,∞) dictates the speed

at which the connection probability exponentially decays. Erdős-Rényi networks are a

specification of the Waxman model such that r0 → ∞, i.e. there is no decay with respect

to channel length but the probability of connection is simply pER
xy := β ≤ 1.

One may think of the generation process for Waxman networks as a static generation

process. The probability of nodes becoming connected according to Eq. (6.3) is completely

independent of every other network node or edge, and only on the spatial separation of

those nodes. Consequently, building a Waxman network involves (1) generating N nodes

within a defined spatial region, and (2) connecting each pair of nodes in parallel according

to the probability in Eq. (6.3).

Examples of N node networks contained in circular areas of radius R can be seen in

Fig. 6.1(a). In order to analyse these networks, we define Ngc as number of nodes in the

giant component of the network (largest subset of nodes between which all nodes possess

paths to one another). Furthermore, we denote the nodal degree via kx := deg(x) which

(as we know) describes the number of nodes to which x is connected. When N is very

small (or R is very large) the network is sparse and poorly connected; the average distance

between nodes is large so that links will connect with very low probability under Eq. (6.3).

As a result, the network will be clustered and incompletely connected2. This can be seen in

Fig. 6.1(a) for N = 250 nodes. Yet, as N is increased (or R is decreased) then the average

nodal separation will shrink, increasing the likelihood of connections. Eventually, the nodal

density becomes large enough to promise that the number of nodes in the giant component

Ngc = N and there exists end-to-end paths between all nodes.

This behaviour in Waxman networks is well known, and gives rise to a critical connec-

tivity phase transition. As seen in Fig. 6.1(b) There exists a critical nodal density ρ?G at

which the model abruptly transits from poorly connected (Ngc < N/2) to well connected

(Ngc ≥ N/2). The phase transition is illustrated in Fig. 6.1(b) in the context of bosonic

2The number of nodes in the giant component is less than the number of network nodes N
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thermal-loss networks, where we plot the average fraction of the network contained in the

giant component, 〈Ngc/N〉. One can similarly see in Fig. 6.1(c) how the average nodal de-

gree 〈k〉 undergoes a collapse as the network area is expanded, leading to the connectivity

transition. It can be see that the critical density is bounded between

1.6× 10−4 . ρ?G . 4.3× 10−4 nodes per km2. (6.4)

This is nearly two orders of magnitude larger than that predicted by bosonic pure-loss

networks, for which ρ?G ∼ 7 × 10−6 nodes per km2 [64, 65]. This emphasises thermal

decoherence as a vital consideration since the impact of environmental noise alone can

significantly degrade connectivity.

6.2.3 Scale-free Networks

Another important random architecture is that of scale-free networks S. A network is

scale-free if their degree distribution (probability distribution of nodes in S having degree

k) follows a power law, i.e. pk ∝ k−γ where γ is some real number characterising the

distribution. Many real world networks (such as the classical internet) are thought to

exhibit scale-free properties, however it is rare that a network is precisely scale-free [104].

Here, we study scale-free networks generated dynamically using Yook’s model [105, 106] in

which new nodes y are iteratively added to an initially small, n0 node connected network.

Each new node y is attached to a collection of m existing nodes {xi}mi=1 with probability

pS
xy ∝ k

σdeg
x /rσrxy, (6.5)

where σdeg, σr ∈ R+
0 are model parameters which controls the influence degree and link

length have on connection probability.

Some example networks are illustrated in Fig. 6.2(a). In general, the connectivity prop-

erties of scale-free networks are very different to that of Waxman networks. Fig. 6.2(b)

shows the behaviour of the giant component with respect to fixed node number and nodal

density. When there is no connection dependence on link length (σr = 0) there is no critical

density. The giant component eventually transits to 〈Ngc/N〉 = 1, but less abruptly, and

at a higher density than that of Waxman networks. Increasing σr, one can see that the

network becomes fully connected more quickly and a critical density begins to emerge as

we recover the transition shape from Fig. 6.1(b).

There are also notable differences in the context of average nodal degree, 〈k〉. The

average degree of Waxman networks scales exponentially with respect to nodal density.

In the scale-free setting, the relationship between connection probability and nodal degree
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gives rise to nodal hubs (i.e. nodes to which most others are connected) but also a significant

level of sparsity, so that most nodes have a very low degree. This is due to the mechanism

of preferential attachment, as nodes which have high degrees are more likely to gain more

connections. As seen in Fig. 6.2(c), at high densities, scale-free networks saturates to a

maximum value 〈k〉 → 2m.

However, at lower network densities this is not the case and the average degree undergoes

a collapse. This can be understood as follows: when new nodes are added, they attempt

to connect with m other existing network nodes. At low densities, nodes are typically too

far away to forge competent links. When a new node is added, the σr = 0 model has no

preference in choosing m nodes within a quality connection range and thus new nodes fail to

connect reliably and the average degree collapses. For σr = 1, there exists some preference

Figure 6.2: Connectivity properties of bosonic thermal-loss scale-free networks. Panel (a) displays
random networks generated under the parameters listed above and using single-edge capacity upper-
bounds. The opacity of each edge is proportional to its capacity. Panel (b) plots the average giant
component fraction and (c) the average degree of networks with a fixed number of nodes with respect
to variable network density and area respectively. The legend identifies the fixed node number and
σ exponent.
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for choosing nearby nodes which is capable of slowing the 〈k〉 decay. Forcing a stronger link

length dependence at σr = 2 slows this rate even further and raises the degeneracy with

respect to node number.

Clearly, setting the parameter σr = 2 breaks the “scale-freedom” of this model, since

the degree behaviour is no longer independent from N . However, this dependence is an

inevitable consequence of utilising quantum communications. As with the classical internet,

it is likely that scale-free properties will emerge in quantum networks. However, network

engineers will not turn a blind eye to link length and channel quality, making the σr = 0

model unrealistic, rendering larger values of σr meaningful and interesting. Throughout

this chapter we focus on σdeg = 1, σr > 0 models as better reflections of future quantum

networks which we refer to as the network class Sσr .

6.3 Practical Routing in Quantum Networks

In practice, one must be able to deploy a routing algorithm which informs network nodes

how to interact and establish communication between the end-users. This algorithm char-

acterises the network protocol, for which there are some intuitive and practical objectives:

1. Rate Optimisation: Identify an end-to-end path (or paths) which maximise the rate

between users. Alternatively, the protocol should surpass a target rate requirement.

2. Resource Minimisation: Minimise the network resources needed to achieve said end-

to-end rate, i.e. minimise the necessary network nodal density as well as the number

of links/nodes which participate in communication.

3. Computational Efficiency : Be efficient enough to execute and facilitate routing with-

out impeding the end-to-end rate.

It is extremely important that each of these points are considered for a routing strategy to be

deemed practical. An easily executed protocol is useless if it identifies poor routes, while a

protocol which establishes high rate routes very slowly is equally undesirable. Meeting these

requirements in quantum networks is more challenging than in classical settings, extending

from the point-to-point rate limitations of quantum communications.

As we know, single-path routing is the principal mechanism for classical communications,

fundamentally achieved by Dijkstra’s algorithm (DA) [55, 56, 57, 58]. which was reviewed

briefly in Section 2.4.2. For the purposes of rate optimisation, DA is used to solve the

widest path problem, in which the goal is to locate the end-to-end route which maximises

its minimum single-edge rate (has the largest bottleneck rate). As we will explore in this
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chapter, DA and its variants can be modified to locate routes which are optimal with respect

to different cost functions. Recall that a network N = (P,E), DA locates the widest path

efficiently in run-time O(|E|+ |P | log2 |P |), and for end-user pair i = {a, b}, their optimal

single-path end-to-end rate is given by

K(i,N|Psp) := max
ω

min
(x,y)∈ω

Kxy, (6.6)

where the maximisation is performed over all possible end-to-end routes. To mitigate

single-path performance limitations, multi-path routing emerges as good solution. Flooding

represents a useful paradigm for benchmarking optimal network performance, but it is not

practical in many real world settings. Utilising an entire network to facilitate one end-user

pair renders the network useless for any other set of users to communicate simultaneously.

In reality, we want to enable the concurrent use of a network for many users. Therefore,

the development of practical multi-path protocols is an area of major interest.

A basic approach to building high-rate multi-paths is to perform an iterative form of DA.

This is a modified algorithm which locates multiple end-to-end routes which are either edge-

disjoint (no two paths share the same edge) or node-disjoint (no two paths visit the same

node). Both of these versions involve executing a Dijkstra search, followed by a network

modification where edges included in previous paths (or in the neighbourhoods of nodes in

previous paths) are not included in the next search. Locating M end-to-end paths requires

M executions of DA, leading to an increased time complexity O(M(|E|+|P | log2 |P |)). This

is a costly scaling factor which does not lend well to deployability in large-scale networks.

To expand our suite of routing strategies, it is useful to possess a clear picture of the

utility of DA. One can generalise DA in order for it to be integrated into other routing

strategies, as will be explored within this chapter.

6.3.1 Generalisations of Dijkstra’s Algorithm

It is possible to construct general versions of DA that optimise different path-wise prop-

erties associated with end-to-end routes. It is well known that DA can be used to minimise

path length (shortest path problem) or modified to maximise the bottleneck rate (widest

path problem). But one can be more general and can define a global cost function Fω such

that goal of DA is to find

ω? = arg X
ω

(Fω) , (6.7)

such that arg X ∈ {arg min, arg max}. In this way, Fω may admit a more complex charac-

terisation of routing value.
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Algorithm 1 Generalised Dijkstra Algorithm

Inputs: Network - N = (P,E), Source - s, Target - t,
Min/Max Functions - (X, fX) ∈ {(min, <), (max, >)}.
Tentative Cost Function - Fω,

1: procedure OptCostPath(s, t,N )
2: Priority queue Q = {x}x∈P
3: Parent node set: P = {undef}x∈P
4: Tentative cost set: T = {ε′init}x∈P
5: Ts ← εinit

6: while |Q| > 0 do
7: u← arg Xx∈Q Tx (and remove u from Q)

8: if u 6= t then
9: for all neighbours v ∈ Q of u do

10: a← Fω(Tv, Tu, cuv)
11: if fX(a, Tv) is true then
12: Tv ← a, Pv ← u
13: Reprioritise Q wrt T

return ConstructPath(P , T )

Figure 6.3: Generalised Dijkstra’s algorithm for end-to-end route optimisation with respect to a
cost function Fω. Any cost function has a tentative counterpart F s,x→y

ω which is used to evaluate
movement throughout the network. The above pseudocode describes the network exploration phase
which is followed by a ConstructPath subroutine which simply back tracks from the target node
t to s using the constructed tentative cost and parent node sets.

Consider an N -node network N = (P,E). Let us define an N element tentative path

cost set T = {Tx}x∈P , which will be used to track the cost of routing throughout the search.

This set will be initialised with a unique value for the source node Ts = εinit, while all other

nodes are initialised with a different value Tx = ε′init for all x ∈ P \ {s}. Thus, T takes the

initial form

T = {ε′init, . . . , ε
′
init, εinit︸︷︷︸

source

, ε′init, . . . , ε
′
init}. (6.8)

Along with this information, we also have access to point-to-point properties of each edge

in the network. There may exist m different types of properties for every edge (x,y) ∈ E,

which we denote via the set cxy := {c1
xy, . . . , c

m
xy}3.

3For instance, one property may be the single-edge rate c1
xy = Kxy or the single-edge channel length

c1
xy = lxy, etc.
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The algorithm then operates greedily; starting at an initial source node s, it traverses

throughout the network hopping from node to node while keeping track of a tentative path

cost from s to any other network node x ∈ P . Suppose that we have traversed from s

to a node x and must decide whether to move to its neighbour y or not. Here, we must

evaluate the tentative cost to the path if we make this move, since we should only hop to

a subsequent node if it optimises the routing cost. The tentative path cost is evaluated via

a tentative cost function Fω which admits the form

F s,x→yω = Fω(Tx, Ty, cxy). (6.9)

That is, Fω is a function of Tx the tentative path cost from s → x, Ty the tentative path

cost from s → y and the known point-to-point properties associated with moving along

the edge (x,y) ∈ E. Note that Fω is not equal to the global cost function Fω, but they

are inexorably tied. The tentative cost function is used to compute the global cost of and

end-to-end route during the deployment of DA. Consider an end-to-end route

ω = {(a,x1), (x1,x2), . . . , (xm, b)}, (6.10)

which traverses the network over m+ 2 nodes (including a and b). Then the global cost of

the path Fω is computed via the nested operation,

Fω

(
Tb, Fω

(
Txm , Fω

(
. . . Fω

(
Tx2 , Fω(Tx1 , Ta, cax1), cx1x2

)
. . .
)
, cxm−1xm

)
, cxmb

)
. (6.11)

Hence, the tentative cost function can be thought of as a local translation of the global cost

function such that that can be used iteratively within DA.

With the ability to evaluate the impact this hop has on the total path, the value F s,x→yω

can be compared with the tentative path cost Ty. If the goal is to minimise the path cost,

then the search will hop to y iff F s,x→yω < Ty i.e. moving to this edge better minimises the

cost function. Contrarily, if the goal is to maximise the path cost function then the search

will hop to y iff F s,x→yω > Ty. The algorithm follows these steps, evaluating, hopping and

reevaluating the path cost until eventually the target node t is reached. Since the algorithm

is greedy, it follows an optimal path throughout the network at all times. Once it arrives

at a node, one can then be sure that the path followed has been the best one.

Let us specify to a couple of examples. When minimising the path length the global

and tentative cost functions take the form

Global: Fω =
∑

(x,y)∈ω
lxy, Tentative: F s,x→yω = Tx + lxy, (6.12)
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where lxy is a measure of point-to-point length of the edge (x,y) ∈ E. To minimise this

quantity we use the initialisation values are (εinit, ε
′
init) = (0,∞). For maximising the

bottleneck rate we define the global cost function

Global: Fω = min
(x,y)∈ω

Kxy, Tentative: F s,x→yω = max(Ty,min(Tx,Kxy)), (6.13)

where Kxy is the point-to-point rate of the edge (x,y) ∈ E. Here, we use (εinit, ε
′
init) =

(∞,−∞).

Fig. 6.3 provides an algorithmic description of generalised DA up to the point of path

construction. The ConstructPath subroutine is a simple procedure following identically

from the original algorithm, which uses the output cost evaluations of the algorithm to

traverse back from the target node to the sender node, constructing the optimal path along

the way.

6.3.2 Multiple Disjoint Paths Algorithm (MDPAlg)

There are ongoing developments in the study of fast algorithms for multi-path routing

[107, 108, 109, 110, 111]. In particular, Lopez-Parajes et al. recent devised an efficient,

centralised, one-shot approach to multi-path routing through their Multiple Disjoint Path

Algorithm (MDPAlg) [103]. They recognised that a single execution of DA observes much

more information than it actually utilises. Given a source node a, the standard DA focuses

on building a minimum cost tree from which only the optimal end-to-end paths can be

located from any other node x ∈ P \{a} in the network. It does this by storing a minimum

cost set (stores the minimum cost associated with traversing from a to any node x) and

a parent node set (stores the parent node from which the minimum cost was obtained to

x). With these quantities, DA can then reconstruct a minimum cost path by backtracking

from a target node b along the parent-node tree until a is reached.

Alternatively, the MDPAlg uses a cost matrix to collect additional information on the

aggregated cost from a to any other node; not just the minimum cost. Whereas DA would

discard information concerning sub-optimal paths, the MDPAlg stores such information in

the cost matrix so that they may be used to construct additional end-to-end paths later.

Furthermore, it does this through only a single search of the network rather than the many

searches that may be required by an iterative Dijkstra approach. The cost matrix can then

be used to reconstruct the optimal path, and many other paths between the source a and

b ∈ P \ {a}.
Much like DA, the algorithm is split into two phases, (i) network exploration and (ii)

path reconstruction. Throughout network exploration the algorithm proceeds similarly to
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Algorithm 2 MDPAlg - Network Exploration

Inputs: Network - N = (P,E), Source - s, Target - t,
Min/Max Functions - (X, fX) ∈ {(min, <), (max, >)}.
Number of Routes - M , Rate requirement - K?.
Tentative Cost Function - Fω,

1: procedure MDPAlg(s,N )
2: Priority queue Q = {x}x∈P
3: Tentative cost matrix T (dim |P | × |P |)
4: Txy ← ε′init,∀ x,y ∈ P \ {s}
5: Tss ← εinit

6: while |Q| > 0 do
7: u← arg Xx∈Q Tx (and remove u from Q)

8: for all neighbours v ∈ Q of u do
9: a← Fω(Tvv, Tuu, {ciuv}mi=1)

10: if fX(a, Tvv) is true then
11: Tvv ← a
12: Reprioritise Q wrt T
13: else
14: Tuv ← a

return ConstructMDP(T, t,M,K?)

Figure 6.4: MDPAlg for end-to-end route optimisation with respect to a cost function Fω (with
corresponding tentative cost function F s,x→y

ω ). This pseudocode describes the network exploration
phase which is followed by a ConstructMDP subroutine which uses the tentative cost matrix
to identify many disjoint paths from the target node t to s. Concerning the protocol types con-
sidered in this chapter, we can use ConstructMDP to explicitly identify M paths (fixed route
number protocol) or identify as many paths as necessary to guarantee a rate of K? (rate requirement
protocol).

DA in which the tentative cost matrix T is constructed. The pseudo-code for this section

is outlined in Fig. 6.4, where the primary difference between it and DA is shown in lines 13

and 14: even when the computed tentative cost a is not considered optimal, it is stored as

an off diagonal element of Tuv, describing the accumulated cost of travelling from node s

to v via u. This cost analysis algorithm is illustrated in Fig. 6.4.

This additional information is then used in the path reconstruction phase to identify

many end-to-end routes. The reconstruction is sequential and straightforward: starting

at a target node t a path is built by moving to the neighbour which incurs the lowest

cost in the tentative cost matrix, T , until the source node is reached. On the first path
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reconstruction, this is simple and the minimum cost path ω1 is produced, which adds edges

to the routing edge set (Eω = ω1). In order to construct subsequent disjoint paths, one must

then enforce disjointedness by restricting the use of any edges which were used previously

(for link disjointedness). In other words, future reconstructions will ignoring the cost matrix

elements Txy for (x,y) ∈ Eω. Repeating this process, path reconstruction may occur by

moving from the target t to its next minimum cost neighbour, and so on until s is met

again.

Through this sequential process of path building coupled with edge restriction, a number

of edge-disjoint paths can be built which have favourable properties. The node-disjoint

variant of the MDPAlg can be easily achieved through a small modification; instead of only

restricting previously used edges from subsequent path reconstructions, one must restrict

the use of any edges connected to nodes used in the previous routes.

6.3.3 Modifying the MDPAlg for Rate Optimisation

The MDPAlg was originally introduced with the intention of identifying multiple disjoint

shortest paths, that which minimises the cumulative cost of edge-weights along an end-to-

end route. Consequently, is not immediately clear how the MDPAlg can be translated for

the purposes of rate maximisation. One might assume that since there exists a variant of

DA for this purpose (the widest path algorithm outlined in Section 6.3.1) then it should be

able to modify the MDPAlg in an identical way.

Unfortunately, this is not the case. The widest path version of DA locates an end-to-

end route which maximises a bottleneck rate between source and target nodes. It does so

using via the generalised DA and the cost functions in Eq. (6.13) wherein the tentative

cost function takes the form F s,x→yω = max(Ty,min(Tx,Kxy)). When this is employed

within the MDPAlg, it is capable of identifying a single optimal path but no more. It is

a consequence of the fact that this cost function is extremely degenerate; once the first

optimal path is constructed, aggregated cost information stored within the cost matrix

are now filled with highly redundant information linked to the initial optimal route. This

invokes a “push and pull” effect in subsequent route construction, in which nascent routes

are being “pulled” towards the widest path, and subsequently “pushed” away whenever

the building process recognises that these edges have already been used. The result is an

unstable, ineffective process for building high-rate multi-paths.

As a result, one should avoid the use of routing cost functions that possess high degen-

eracies, such as the direct translation of the widest path cost functions. Instead, one should

explore cumulative costs, similar to that used in the shortest path formulation. Cumulative
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cost functions which capture properties of entire paths are more suited to this algorithm

and can more effectively motivate end-to-end routing.

Fortunately, there are other heuristics that take this suitable form and that can be used

to identify high-rate and resource efficient paths. In this chapter, we modify the MDPAlg in

such a way that approximates rate optimisation by minimising the inverse accumulated rate

over the course of an end-to-end route. That is, we do not minimise the total route length,

but rather the sum of its inverted rates. In this way, the algorithm will (typically) identify

routes with large bottleneck rates. To achieve rate maximisation, a potential ansatz for the

tentative cost function may take the form,

F s,x→yω = Tx +K−ηxy + ε, (6.14)

which corresponds to minimising the following global cost function,

Fω =
∑

(x,y)∈ω

(
K−ηxy + ε

)
. (6.15)

This aligns with minimising the sum of the inverse point-to-point rates along a path ω,

adding a penalty for channel usage ε associated with each link. Minimising this cost function

simultaneously locates a path which maximises the sum of the point-to-point rates along

the path while minimising its length; indirectly identifying a high-rate and edge-efficient

route.

In this tentative cost function, η, ε ∈ R+
0 are hyperparameters used to impose a tradeoff

between rate and path length. The parameter η can be thought of as a rate motivator;

if η is large, then the inverse term K−ηxy forces a large penalty to the cost function when

low rate edges are included in the route. If the single edge rate is large, this incurs a low

cost, motivating the use of an edge. Meanwhile, ε enforces a constant penalty term for edge

usage, thus encouraging efficient routing. The edge-usage penalty can be generalised as

an edge-wise property εxy such as spatial length etc., to more accurately manage routing

efficiency. The ability to control this tradeoff is extremely useful and is typically ignored in

the standard widest path routing algorithm.

This is by no means an optimal approach. Nonetheless, the enormous benefit associated

with quickly locating additional routes proves to outweigh weaknesses in the approximation.

In future investigations, it may be interesting to explore more sophisticated cost analyses,

e.g. a neural network variational ansatz. Such ansätze may be of significant benefit when one

wishes to optimise more than just rate and path length, e.g. balancing the routing priorities

of multiple user pairs, or considering waiting-times in quantum memories for entanglement

distribution.
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6.3.4 Efficient Multi-path Protocols

There are two potential versions of multi-path protocol that we may consider. To

enhance rates, one may insist upon the use of M > 1 end-to-end paths, where M is fixed.

This is an intuitive approach which we call fixed route number protocols, denoted by PMmdp.

However, a pair of end-users may be more interested in preserving resources granted that

they possess a particular rate guarantee. It is easy to devise a protocol in which there is a

rate requirement; via the MDPAlg, we use the least number of end-to-end routes required

to achieve K? bits per protocol use. Denoted by PK?

mdp, this is easily implemented strategy

and reflects the quality of service principle in classical networks.

It is important to note that the MDPAlg is not optimal and may not always match

the performance of iterative Dijkstra (or, of course, flooding). However, we will see that

any minor cost in performance is vastly outweighed by gains in efficiency, as the MDPAlg

can construct end-to-end multi-paths orders of magnitude faster than iterative Dijkstra

approaches (see Ref. [103] for cost analyses). This makes it a much more practical method

and allows us to perform numerical assessments that would not be possible otherwise.

6.4 Benchmarking Quantum Networks

6.4.1 Benchmarking Performance

Consider a class of quantum networks N = {Ni}i and a specific routing protocol P. For

any networkN = (P,E) ∈ N drawn from this class, one can define the average end-to-end rate

as that which is averaged over all possible end-user pairs in the network. We denote this

set of end-users by

I := {ij}j = {{aj , bk}}j 6=k. (6.16)

Then the average end-to-end rate takes the form,

〈K〉N|P :=
1

|I|
∑
i∈I

K(i,N|P), (6.17)

where K(i,N|P) is the rate achieved between the end-user pair i = {a, b} given that they

engage in the routing protocol P (given in Eq. (2.69)). In an N node network there exist

C2
N potential end-user pairs (where Ckn denotes the binomial coefficient), which may be

far too large to consider explicitly. In practice, we will sample L end-user pairs from N
to approximate the average end-to-end rate, 〈K〉N|P ≈ 1

L

∑L
j=1K(ij ,N|P) which can be

computed along with statistical error considerations.
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This quantity benchmarks the ability of quantum communication on a specific network.

To assess the efficacy of a routing strategy more generally, we study the ensemble average

end-to-end rate sampled across the entire network class. Given that any network N ∈ N is

drawn with equal probability, then the ensemble average rate is equal to

〈K〉N|P :=
1

|N|
∑
N∈N

〈K〉N|P . (6.18)

For the network classes in which we are interested, N can be incredibly large (or infi-

nite). Hence, we are not be able to exactly compute Eq. (6.18) but instead compute an

accurate approximation over a sample space of M ′ networks {Ni}L′i=1 such that 〈K〉N|P ≈
1
L′
∑L′

i=1〈K〉Ni|P . This approximation can be made sufficiently accurate by taking enough

end-user samples L and network class samples L′.

These concepts can be immediately translated in the context of end-to-end capacities

rather than rates. Indeed, one can readily define a specific end-to-end capacity C(i,N|P),

an average 〈C〉N|P and ensemble average 〈C〉N|P . The only difference is the description of the

point-to-point rates throughout the network; when network links are considered to operate

at their capacity, then we are studying the end-to-end capacities. Otherwise, they are sub-

optimal end-to-end rates. The same logic can of course be extended to capacity-bounds, as

these quantities can be computed with respect to any link layer description.

6.4.2 Benchmarking Efficiency

Routing protocols should not only be benchmarked with respect to performance, but also

with respect to efficiency, i.e. what proportion of network resources is required to guarantee

a particular level of performance? Therefore, it is useful to define a measure which we call

the routing consumption, which quantifies the proportion of network edges used via a given

routing protocol. Given a network N = (P,E), an end-user pair i = {a, b} and a routing

protocol P, the routing consumption Ẽ is the fraction of network edges required to perform

communication,

Ẽ(i,N|P) :=
|EP(i,N )|
|E| , (6.19)

where |EP(i,N )| is the number of edges in the routing edge set connecting the end-user

pair. We can then define an average end-to-end routing consumption by averaging over

end-user pairs

〈Ẽ〉N|P :=
1

|I|
∑
i∈I

Ẽ(i,N|P), (6.20)
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which of course extends to an ensemble average over a class of networks

〈Ẽ〉N|P :=
1

|N|
∑
N∈N

〈Ẽ〉N|P , (6.21)

following the notation convention used for end-to-end rates. As before, these quantities are

estimated by sampling from the set of end-user pairs and the network class.

The routing consumption is a useful measure of how resource efficient a network pro-

tocol is at achieving its rates. A protocol which can attain high rates with a low routing

consumption is clearly a desirable strategy. Hence, a tradeoff exists between end-to-end

rates and routing consumption. While we know flooding to be rate optimal, it will always

satisfy 〈Ẽ〉N|Pfl
= 1 because it utilises all network edges. Hence, it is likely sub-optimal from

the perspective of routing consumption. For single-path protocols we can typically expect

〈Ẽ〉N|Psp
� 1, but its rates may be poor. It is most interesting to inspect the behaviour of

〈Ẽ〉N|Pmp
as understanding the relationship between end-to-end rate, resource consumption

and practical multi-path routing is poorly understood.

6.4.3 Criticality of Quantum Networks

It is essential to pursue a rigorous and quantitative assessment of practicality with

respect to quantum network routing, and allow us to understand the core network features

which guarantee both performance and efficiency. To this end, the concept of network

criticality is vital. A critical transition is an abrupt regime shift in the behaviour of some

complex system, such that the system transits from sub-to-super-critical with respect to a

particular property. In the context of complex quantum networks, we have already discussed

how critical transitions may occur with regards to robustness (connectivity) but it can be

extended to notions of performance [65] or routing efficiency. A major contribution of this

chapter is to introduce routing consumption-criticality, identifying network regimes within

which end-to-end routing is efficiency via practical routing.

We begin with performance-defined criticality; critical properties within a quantum

network model which a guarantee a transition from unreliable rates to consistent super-

critical rates. A useful manifestation of performance-based criticality that can arise is

end-to-end distance independent rates, i.e. the spatial separation of users is independent

of communication quality. This is especially important for quantum networks in order to

overcome point-to-point limitations. Furthermore, these measures are more appropriate

than purely connectivity defined quantities, since they make meaningful assessments of the

efficacy of a network to perform quantum communications.
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Definition 6.1 (Performance-defined Critical Density): For a class of quantum networks

N, and a network routing protocol P, we define ρ?N|P as the minimum nodal density required

to guarantee an ensemble average rate of 〈K〉N|P ≥ 1 bit/protocol use.

The critical nodal density ρ?N|P is an extremely important measure since quantum re-

peaters are costly and they should be minimised as a resource in a future quantum internet.

Investigations of this quantity with respect to flooding ρ?N|Pfl
and capacity achieving bosonic

lossy networks have been carried out which can be considered a lower-bound for all other

critical densities. Indeed, minimising this quantity over all protocols is equivalent to the

flooding-defined critical density,

ρ?N := min
P
ρ?N|P = ρ?N|Pfl

≤ ρ?N|P . (6.22)

Nonetheless, analogous studies have not been carried out for other routing protocols or

networks.

The performance-based critical density is a valuable characteristic of a quantum network

model, however it lacks insight to the resources required to achieve critical rates. Networks

may be super-critical with respect to performance but may demand impractical resources

to do so. To address this we can analyse efficiency regimes with respect to routing, defining

a consumption-based critical density.

Definition 6.2 (Consumption-defined Critical Density): Consider a class of quantum net-

works N, and let N(ρ) ⊂ N be a subset of this class with nodal density ρ. For a network rout-

ing protocol P, we define ρ̃?N|P as the density at which the routing consumption is maximised

and after which it undergoes consistent decay. More precisely, ρ̃?N|P := arg maxρ 〈Ẽ〉N(ρ)|P ,

such that 〈Ẽ〉N(ρ)|P ≤ 〈Ẽ〉N(ρ̃?N)|P , ∀ρ ≥ ρ̃?N.

Hence, ρ̃?N|P represents a secondary critical measure which separates network classes

into different efficiency regimes. Executing the same protocol, networks which possess a

nodal density ρ > ρ̃?N|P will consume a smaller fraction of network resources during routing.

Furthermore, this efficiency increase as the density continues to grow. We may connect the

concepts of performance and routing consumption within the following definition.

Definition 6.3 (δ-Critical routing consumption): Consider a class of quantum network

N. The critical routing consumption 〈Ẽ〉?N is the minimum ensemble average fraction of

network edges that must engage in end-to-end routing granted the ensemble average rate
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is 〈K〉N|P ≥ δ bits per network use, given that δ ≤ 〈K〉N|Pfl
. More precisely, the critical

routing consumption is

〈Ẽ〉?N,δ := min
P|〈K〉N|P≥δ

〈Ẽ〉N|P . (6.23)

The definition in Eq. (6.23) can be made intuitive in the following way: there exists a

critical routing consumption achieved by an end-to-end protocol which can promise δ bits

per network use on average, such that δ is an attainable network rate. Further to this

performance guarantee, the protocol minimises the ensemble average fraction of network

edges used, i.e. on average, it is the most efficient routing mechanism which promises the

target rate. It is by no means clear how to determine the optimal protocol. However, the

tools developed in this chapter can effectively bound the critical routing consumption via

practical routing schemes,

〈Ẽ〉N|Psp
≤ 〈Ẽ〉?N,δ ≤ 〈Ẽ〉N|Pmp

. (6.24)

The optimal single-path protocol can always be a lower-bound which is saturated iff an en-

semble average δ bits per network use is achievable via single-path routing. An appropriate

multi-path strategy generates the upper-bound. Indeed, there will always exist a multi-path

strategy capable of this since one can employ a flooding protocol in the worst-case (least

efficient) scenario.

6.5 Numerical Results

In this section we apply the tools developed and discussed throughout this chapter to

provide valuable insight into the realistic requirements of quantum networks. We wish to

concretely identify meaningful limits of quantum networks exposed by considering realistic

link layers and practical routing protocols.

6.5.1 Benchmarking Waxman Fibre Networks

In Fig. 6.5 we present relationships between nodal density, routing consumption and

end-to-end capacities on bosonic thermal loss Waxman networks, with an upper-bounding

capacity distribution Ku (lower-bounding capacity distribution Kl). Each network edge

represents an optical-fibre link of loss rate 0.2 dB/km and environmental thermal noise

n̄ = 1/500 connecting ideal transmitter/detectors. The Waxman parameters are set as

r0, β = 100, 1 (r0, β = 63, 1), where the decay parameter corresponds to the approximate
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Figure 6.5: Relationships between performance, routing consumption and nodal density in bosonic
thermal-loss Waxman networks. The network link layer in all cases is described by the upper-bound
capacity distribution Ku from Eq. (6.2) and model parameters (r0, β) = (100, 1). Panels (a)-(b) plot
the ensemble average end-to-end capacities achieved by different routing protocols and a number of
network radii, R (each protocol and network radius is colour coded with the routing protocol and R
legends). Panels (c)-(d) show the ensemble average routing consumption of (c) single path routing
and (d) PK?=1

mdp routing via the MDPAlg.

distance at which the single-edge capacity upper-bound collapses to zero ∼ 100 km (∼ 63

km). Since we are considering end-to-end capacities, results concerning these networks offer

universal benchmarks for any fibre-based Waxman network.

Figs. 6.5(a)-(b) depict the ensemble average end-to-end capacities with respect to nodal

density for a number of routing strategies. In Ref. [65], the authors identified a performance-

based critical nodal density of ρ?N ≈ 4.25× 10−4 nodes/km2 associated with flooding and

bosonic pure-loss networks. The consideration of environmental thermal-noise naturally

increases the critical density such that ρ?N ≈ 7.35× 10−4 (1.04 × 10−3) nodes/km2 (the
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Figure 6.6: Illustration of achievable end-to-end routes on an example network (according to the
parameters listed) using Psp and PK?=1

mdp for users separated by ri ≈ 800 km. Black edges in the
networks identify unused edges, while red edges are those which engage in the routing protocol.

density in parentheses refers to the lower-bounding capacity distribution). While significant,

this shift remains relatively optimistic since the considered thermal-loss link layer does not

consider additional experimental sources of thermal noise in an effort to remain protocol

agnostic.

Critical densities with respect to flooding protocols are inherently optimistic, due to the

unrealistic resource demand. This optimism is emphasised when one considers the utility

of single-path routing. Fig. 6.5(a) clearly illustrates the intense demands on the network

density required for single-path routing to reach criticality, and promise effective end-to-

end rates. We find the single-path critical nodal density to be approximately 8.52× 10−3

(8.86 × 10−3) nodes/km2, which is an order of magnitude larger than that predicted by

flooding. On large-scales, a stark increase of this magnitude has significant ramifications

for the cost and deployability of quantum networks. Therein lies the necessity for efficient

multi-path routing protocols. Fig. 6.5(b) illustrates the efficacy of MDPAlg based routing,

showing that flooding is not necessary to preserve lower critical densities. Each variant of

the multi-path protocol is able to recover a critical density close to that offered by flooding,

reinforcing the notion that high rates can be guaranteed with realistic resources.

Further evidence of this is gathered in Figs. 6.5(c)-(d) which plot the routing consump-

tion of the protocols Psp and PK?=1
mdp respectively. While single-path protocols are expected

to achieve very low routing consumptions, the same expectation is not necessarily held for
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multi-path routing. However, the protocol PK?=1
mdp can obtain a critical density of approxi-

mately 9.26× 10−4 (1.35×10−3) nodes/km2, while maintaining a maximum average routing

consumption of . 0.5. That is, no more than half of the network edges are ever required

to participate in end-to-end routing. Even before single-path routing is a plausible option,

the routing consumption of PK?=1
mdp undergoes a rapid decay as the nodal density passes

∼ 6.6 × 10−4 (1.15 × 10−3) nodes/km2. For networks with nodal density ρ ≥ 3 × 10−3,

this protocol can guarantee super-critical rates while consuming . 5% of the network edges

during routing. Being able to minimise edge usage while guaranteeing high rates is vital to

scalability in large quantum networks with many users.

Crucially, in the absence of effective single-path routing, efficient multi-path strategies

exist which preserve network resources while obtaining reliable, super-critical end-to-end

rates. The importance of this result is emphasised when more realistic link layers are

considered, such as those described by practical QKD protocols (and beyond).

6.5.2 Practical Link Layers and Network Phases

Performing the previous analyses of end-to-end rates, routing consumption and nodal

density for different link layers, we can build a comprehensive picture of the efficacy of

quantum communication networks in different scenarios. As such, we can establish rela-

tionships between different critical network properties which give rise to key network phases;

sub-classes of Waxman networks for which the behaviour of end-to-end quantum commu-

nication have similar characteristics. Here, phases are defined through statistical analyses

of the properties deemed most important to end-to-end communication; connectivity, per-

formance and routing efficiency. Identifying what these phases are and where they fall

within meaningful density ranges can help us to understand the realistic needs of quantum

networking.

Fig. 6.7 summarises the Waxman quantum network phases defined in this study for a

number of link layer models: bosonic thermal-loss capacity distributions, and asymptotic

CV-QKD rate distributions. Here, we have identified six key network phases, explicitly

defined in Fig. 6.7(b), ranging from Phase I networks with no connectivity guarantees,

to Phase VI networks which promise super-critical performance via single-path routing.

In between, there exists a spectrum of phases corresponding to critical changes in the

connectivity, routing consumption and performance guarantees.

The most desirable network phase is naturally Phase VI, in which single-path routing

is sufficient to perform reliable quantum communication. Unfortunately, our primary take-

away is that the nodal densities necessary to inhabit Phase VI are very large, and become
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(a) Waxman Phase Transitions, (b) Phase Descriptions.

Figure 6.7: Waxman quantum network phase characterisations with respect to link layer descrip-
tions and nodal density. Panel (a) outlines connectivity, consumption and performance based critical
densities with respect to networks composed of different link layers. These transitions give rise to
network phases in which we can expect particular properties. These phases are labelled on the den-
sity diagram, while Panel (b) summarises and describes their implications for quantum networking.
Phases III1 and III2 describe similar network properties, but differ as to whether the maximum
routing consumption is surpassed before or after the flooding-based performance transition.

impractical as point-to-point link layer descriptions become more realistic. Even when con-

sidering fully trusted QKD networks described using asymptotic secret key-rates, the nodal

densities required to reach Phase VI are more than 10−1 nodes/km2. For example, the

number of nodes needed to deploy a fully trusted QKD network that spans the surface area

of Europe (∼ 107 km2) would be on the order of millions.

Fortunately, efficient multi-path routing strategies can resurrect the utility of lower

density networks which achieve reliable rates. Networks which occupy Phase V are super-

critical provided that they employ the protocol PK?=1
mdp , or better. As shown in Fig. 6.7 for

each considered link layer, Phase V occupies a more practical nodal density region (around

an order of magnitude improvement) for which practical multi-path strategies can promise

strong rates using efficient protocols; not just flooding.

An important observation that we wish to reiterate is the existence of Phases II and IV.

Phase II portrays the resource gap between connectivity guarantees and the most optimistic

performance guarantee (via flooding). The existence of this gap makes it clear that the

design and assessment of quantum networks cannot solely focus on connectivity analyses,

as such promises are not enough to guarantee useful quantum communication. Analogously,
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Phase IV identifies a gap between the resources required by flooding and practical multi-

path protocols for critical rates. Closing the gap posed between Phase IV and V while

minimising routing consumption is the goal of any multi-path strategy.

These insights emphasise the need for explicit analyses of end-to-end performance and

reiterate the point that routing in quantum networks cannot näıvely follow its classical

counterpart. Multi-path routing techniques do not just represent a means of boosting rates

but establish a pertinent method of reducing the resource demands of practical quantum

network development.

6.5.3 Scale-Free Properties and Quantum Networks

Scale-free architectures capture important features of real world networks beyond that

of the Waxman model. As discussed in Section 6.2.3, scale-free networks obey a power-law

cumulative degree distribution. This realises a connectivity structure in which there exist a

number of highly connected hubs to which many nodes of low degree are connected, giving

rise to a lower average degree than Waxman models. Considering the network class Sσr ,

we investigate the ramifications that such connectivity features have on end-to-end routing

and performance

Fig. 6.8 displays analyses of bosonic thermal-loss scale-free networks with respect to

nodal density and a number of routing protocols: flooding, single-path, and PK?=1
mdp routing

using the edge-disjoint MDPAlg. We consider architectures generated with the parameter

σr ∈ {1, 2} so to vary the awareness of link-length during network creation and conse-

quently its “strictness” with respect to scale-free behaviour. In Figs. 6.8 (a)-(c) we study

the ensemble average end-to-end capacities for each network model and routing strategy.

It is clear for σr = 1 (in which scale-free behaviour is followed closely) that performance

is restricted by the low average degree. At network scales of R < 150 km and increasing

density, the flooding capacity is able to reach reliable rates, but only at very high densi-

ties. Furthermore, Ref. [65] showed that the optimal flooding capacity of such networks

exponentially decays with respect to R (regardless of the number of nodes).

Practical routing strategies cannot do better, as displayed for both single-path routing

and PK?=1
mdp routing. Ultimately, the connectivity structure of scale-free networks N ∈ S1

display a poor aptitude for multi-path routing. The utilisation of multiple routes is only

helpful if many additional routes can be found and the existence of high-degree hubs limits

this possibility. User nodes will typically only connect to a single hub, limiting the ability

to reinforce the end-to-end path set. This limitation can be seen in the ensemble average

routing consumption of the PK?=1
mdp protocol, which remains relatively constant with respect
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Figure 6.8: Relationships between performance, routing consumption and nodal density in
bosonic thermal-loss scale-free networks. Throughout all plots, the network link layer is described
by the upper-bound capacity distribution Ku from Eq. (6.2) and we use the model parameters
(n0,m, σdeg) = (10, 5, 1). We also consider unique values for the scale-free model parameter
σr ∈ {1, 2} which are distinguished in the legend. Panels (a)-(c) depict the ensemble average
capacity with respect to nodal density for Pfl, Psp and PK?=1

mdp routing respectively. Panels (d)-(e)

plot the ensemble average routing consumption with respect to nodal density for Psp and PK?=1
mdp

routing respectively. Each analysis is performed for a number of network radii R listed in the legend.

to nodal density. This means that there is little correlation between increasing density and

the number of effective end-to-end routes between user nodes.

Breaking from strict scale-freedom, we see that effective performance can re-emerge

within the network class S2. With an increased connection probability dependence on link-

length, the ensemble average capacity and routing consumption follow similar trends to the

Waxman model: the exponential decay of the flooding capacity with respect to network

scale is subdued, and end-to-end capacities of 〈C〉S2|P ≥ 1 bit/protocol-use can be guaran-
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Figure 6.9: Illustration of achievable end-to-end routes on an example network (under the param-
eters shown) using Psp and PK?=1

mdp for users separated by ri ≈ 200 km. Black edges in the networks
identify unused edges, while red edges are those which engage in the routing protocol.

teed for each routing protocol (within reasonable nodal density ranges). Furthermore, the

multi-path routing consumption reliably decays with increasing density, implying that an

applicability for multi-path routing can be reestablished.

6.6 Conclusion

In this chapter, we have investigated the capabilities of quantum communication net-

works under practical routing strategies, in an effort to gain insight to realistic requirements

of future quantum networks. With the goal of to providing a comprehensive study of the

performance and feasibility of quantum optical fibre-networks, we have combined theory

of quantum communication with that from random network models and network routing

algorithms. Our work expands upon previous developments in this domain by considering

realistic link layer descriptions (capacities and secret-key rates over bosonic thermal-loss

channels) alongside practical routing protocols (efficient multi-path and single-path routing

methods). These assessments focus on the crucial Waxman and scale-free classes of random

quantum networks.

Through our statistical analyses, we reveal vital insights into the practical requirements

of critical behaviour in quantum networks, where criticality may be defined with respect

to connectivity, performance and routing efficiency. For quantum Waxman networks, a

network phase structure is introduced with respect to nodal density; identifying ranges of



164 6. Practical Routing and Criticality in Complex Quantum Networks

nodal densities within which networks can be classified as sub/super-critical with respect

to these properties. We show that for increasingly realistic link layer descriptions, the

existence of a performance super-critical phase with respect to single-path routing becomes

more and more difficult within practical density ranges. Nonetheless, multi-path routing

strategies can re-establish practical density ranges and super-critical rates, reiterating the

necessity for the development of multi-path routing methods in quantum networks.

It is important to note that the network phases we have identified are classifications

which emerge naturally from the heuristics considered in this chapter, but are by no means

definitive. With increasingly sophisticated investigations in the future, we expect richer

and more detailed phases to be unveiled which provide insight and guidance for quantum

network design.

Our findings reiterate the challenging relationship between scale-free networks and quan-

tum communication. While scale-free architectures such as Yook’s model [105] offer useful

insight into the structure of the classical internet, they do not find analogy with reliable

quantum fibre networks. Adherence to scale-freedom in large-scale quantum networks re-

sults in a poor communication quality regardless of routing strategy. Adjusting the parame-

ters in Yook’s model to generate networks with an increased sensitivity to link length, scale-

freedom begins to break while the ability to perform quantum communication strengthens.

These results stress the resounding differences between the classical and quantum inter-

net: quantum networks need to be consistently well connected to overcome point-to-point

limitations, and must be strictly engineered with nodal density and link length in mind.

While our results focus on the efficacy of fibre-networks, it is well motivated that the

quantum internet will exploit satellite links and inter-satellite networks to reinforce long-

range communication. This is an area of serious interest, and a future investigative path

for extending this research; investigating the interplay of realistic, ground-based networks

interacting with satellite based infrastructure. Furthermore, the study of ground based free-

space networks in both long-range (inter-metropolitan) and mobile (metropolitan) settings

are of immediate interest.

Finally, understanding how many end-user pairs may simultaneously communicate across

realistic quantum networks is of paramount importance. Indeed, the trade-off between net-

work architecture, end-to-end rates and number of end-users is poorly understood. While

the study of end-to-end routing consumption is a useful step in this direction, greater

progress must be made in order to develop practical routing strategies for the quantum

internet.
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Chapter 7

Multi-User Limitations of Quantum

Communication Networks

The work in this chapter forms the basis of a paper currently being prepared for sub-

mission, whose authors are (in order) Cillian and Stefano Pirandola. Section 7.1 overviews

the aims of this chapter, where we wish to expand our theoretical toolbox so to delve into

the investigation of multi-user quantum networking. Section 7.2 reviews some previously

established theory before asking: how do we benchmark multiple-unicast quantum network-

ing with respect to practical routing protocols? In Section 7.3 we introduce an analytical

interpretation of multi-user routing via novel concepts of traffic management and network

filters. In this way, we devise näıve strategies for handling simultaneous communicators

on a network and provide achievable benchmarks for multiple-unicast quantum communi-

cations. Section 7.4 exhibits the utility of these methods by applying them to the class of

quantum Waxman networks to provide initial insight to multi-user limitations. Section 7.5

then concludes and discusses future directions.

7.1 Introduction

Throughout this thesis, we have explored challenges that quantum communication net-

works face. In particular, we have aimed to better understand how the fundamental rate

limitations of remotely sharing quantum information manifest within the grander goal of

quantum networking. The infrastructure built to facilitate quantum networking will need

to take these limitations into account, and use them to motivate high-rate architectures.

Understanding the trade-offs between end-to-end performance, distance-independence and

cost efficiency will be vital for a successful and practical quantum internet. These trade-offs

have been investigated in a number of different ways, via idealised architectures [1, 2, 112],
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complex, random models [64, 113] and end-to-end network capacity assessments [65, 66].

Yet, these works have been primarily focussed on the capability of single-unicast quantum

communication (a single end-user pair communicating freely across a network). For quan-

tum networks to be cost effective, they must enable multi-user functionality and provide

practical rates in a multiple-unicast scenario for which the resource/performance relation-

ship is poorly understood.

During multi-user quantum communications the presence of many end-users attempt to

route at the same time gives rise to routing competition. End-users cannot always build their

preferred routes as parts of them may already be in use by other users. Classical networks

are capable of overcoming the increased resource demands of multi-user communication

through network coding; point-to-point links can be used to simultaneously transmit mul-

tiple messages at high rates via pre-transmission encoding and post-transmission decoding.

The fragility of quantum information makes network coding significantly less effective, and

is only reliable if network nodes possess prior entanglement making it an expensive and

impractical approach. Since quantum networks do not have the luxury of expedient net-

work coding, the demand for sophisticated protocols for routing and traffic management

are essential.

In this work, we expand the task of quantum network benchmarking into the multi-

user domain, devising theoretical tools that allow us to inspect achievable multiple-unicast

rates on quantum networks. Through the concept of network filters we describe a protocol

structure by which multi-user objectives during multiple-unicast are offloaded from the end-

users who need only execute an independent end-to-end routing strategy. In this way, we

are able to benchmark deployable and practical routing protocols in the multiple-unicast

communication setting. Consequently, we apply these tools in the context of a random

bosonic thermal-loss networks (Waxman model), providing critical benchmarks for realistic,

future quantum networks. We identify regimes of network resources for which reliable

end-to-end rates can be promised between many users. Our hope is that these results

are illuminating for the development of advanced multi-user quantum network protocols,

revealing effective standards for quantum networking.

7.2 Multi-User Quantum Networking

7.2.1 Unicast Communications

Consider the single-unicast setting, in which a quantum network is used to facilitate

communication between a single end-user pair (EUP) i = {a, b}. Single-unicast is the
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scenario that we have investigated throughout this thesis, and serves as a fundamental

primitive for all other scenarios in which a single EUP is considered as the only pair of user

nodes on the network. As such, they can avail of as much of the network during routing as

required/demanded by their routing protocol and can always choose their preferred route.

If this cannot be performed efficiently, then no other multi-user protocol will able to either.

In the multiple-unicast setting, a quantum network is used to facilitate communication

between not just one end-user pair (EUP) i = {a, b} but many EUPs

I := {i1, . . . , iNu}, (7.1)

that wish to engage in unique communication sessions [114]. Quantum networks should be

designed and operated in such a manner that this is possible, effective and reliable, i.e. high

rates should be achievable even under the scrutiny of multiple-unicast communications.

7.2.2 Capacity/Rate Regions

Useful benchmarks for multi-user quantum networking do exist, and have been stud-

ied in Refs. [114, 115]. Ultimately, bounding the performance of many communicators is

more complicated than end-to-end scenarios, as there is no single metric that quantifies the

effectiveness of communication for multiple users. Typically, one considers a k-length ca-

pacity/rate region1 which is defined as the sum of sender/receiver capacities/rates for every

possible combination of k end-user pools. That is for Nu end-user pairs in multiple-unicast

such that Ki is the end-to-end rate between the ith EUP then the rate regions are,

{Ki | for any i}︸ ︷︷ ︸
k=1

, {Ki +Kj | for any i 6= j}︸ ︷︷ ︸
k=2

, . . . ,

{
Nu∑
i=1

Ki

}
︸ ︷︷ ︸

k=Nu

. (7.2)

Clearly, when k = Nu then the rate region is simply the sum of all the end-to-end rates

within the multi-user scenario. Rate regions are thus able to collectively describe the

performance limits of multi-user networking. Relationships forged between particular end-

user pairs will manifest within these regions and characterise the network.

It is then possible to provide upper bounds for multi-user quantum networking which

are upper bounds on each of the regions with respect to a certain networking scenario,

i.e. multiple-unicast, single or multiple multicast. These upper bounds are derived by gen-

eralising the methods reviewed in Section 2.4 for bounding the end-to-end rates/capacities

1We will use capacity regions when referring to networks composed of capacity achieving links, and rate
regions when considering networks composed of links operating at achievable rates.
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of quantum networks. Given a configuration of multiple senders and receivers, one may

describe a general adaptive protocol whose goal is to prepare a multipartite collection of

target states (maximally entangled states, private states, etc.) across the network. The

exact structure of this target state depends on the communication type, and the number of

users that are participating. The tools of channel simulation and teleportation stretching

can once more be applied to network such that it can be described via a resource represen-

tation, σ(N ) = {σxy}(x,y)∈E . In this way, one can upper bound the capacity of every edge

in the network via the REE of its resource state Cxy ≤ ER(σxy). Consequently, the REE of

the target network state can be decomposed into the REE of an entanglement cut which can

be made across the network. Through this methodology, Pirandola was able to successfully

apply upper bounds to all of the capacities of multi-user communication settings of interest

(for detailed proofs and discussions, see Refs. [114, 115]).

7.2.3 Multi-User Network Cuts

To produce these bounds, it is necessary to generalise our notion of network cuts. Thus

far in this thesis, we have only ever concerned ourselves with network cuts defined with

respect to single end-user pairs. Given a network N = (P,E) we have defined a cut C

between end-users Alice a and Bob b as that which partitions a network by removing its

corresponding cut-set of edges C̃ such that Alice and Bob are separated into two disjoint

node-sets, i.e. a ∈ A, b ∈ B such that A,B ⊆ P and A ∩ B = ∅. This is an acceptable

definition with respect to a single EUP, but not when there are multiple senders and re-

ceivers. Hence, let us generalise our definition of a network cut. Let us generally consider

a collection end-user pairs I = {ij}j = {aj , bj}j . The object I can be decomposed into a

collection of senders {ai}i∈I and a collection of receivers {bi}i∈I (where we subscript via

ai to relate each sender/receiver to their pair-notation). One can specify a network cut

C : {ai}|{bi},∀i ∈ I, (7.3)

as that which bipartitions the network node set P in such a way that all {ai}i∈I ⊆ A and

{bi}i∈I ⊆ B, such that A,B ⊆ P and A ∩B = ∅.

7.2.4 Upper Bounds for Multiple-Unicast

Through the appropriate resource representation of a quantum network and the ex-

panded definition of a network cut, it is possible to compute upper bounds for multiple-

unicast networking. Assuming a collection of EUPs I and the use of single-path routing,
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one can bound the single-path rate regions [114],

K(i,N|Psp) ≤ min
C:ai|bi

max
(x,y)∈C̃

ER(σxy), for all i ∈ I, (7.4)

K(i,N|Psp) +K(i′,N|Psp) ≤ min
C:aiai′ |bibi′

max
(x,y)∈C̃

ER(σxy), for all i 6= i′ ∈ I, (7.5)

...∑
i∈I

K(i,N|Psp) ≤ min
C:{ai}|{bi}

max
(x,y)∈C̃

ER(σxy), for all i ∈ I. (7.6)

While these single-path benchmarks are useful, they are accompanied with the same caveat

we have come across throughout this thesis; single-path routing is weak and typically inef-

fective for quantum networks (especially on a large-scale). Clearly, it is desirable to extend

these bounds to account for multi-path routing strategies.

A multi-path strategy that is easy to inspect is flooding. Flooding allows us to express

ultimate upper bounds on the capacity regions of multiple-unicast quantum networking by

assuming the use of simultaneous flooding protocols between all end-user pairs. This results

in the upper bounds [114],

K(i,N|P) ≤ min
C:ai|bi

∑
(x,y)∈C̃

ER(σxy), for all i ∈ I, (7.7)

K(i,N|P) +K(i′,N|P) ≤ min
C:aiai′ |bibi′

∑
(x,y)∈C̃

ER(σxy), for all i 6= i′ ∈ I, (7.8)

...∑
i∈I

K(i,N|P) ≤ min
C:{ai}|{bi}

∑
(x,y)∈C̃

ER(σxy), for all i ∈ I. (7.9)

While these upper bounds are useful for identifying the ultimate limits of multi-user

performance, they are not necessarily realistic. As carried out in the end-to-end setting,

they assume all users to indulge in a flooding protocol so that communication between

all EUPs necessitates the use of every edge in the network. As before, this is a wasteful

procedure that may not be efficient in practice. Furthermore, applying the concept of

flooding manages to bypass the key problem of routing within multi-user networking. How

do many EUPs know how to divide available resources and negotiate reliable routes across

the network? During realistic deployment of multiple-unicast sessions, EUPs will need to

compete and compose end-to-end strategies in spite of diminishing resources.



170 7. Multi-User Limitations of Quantum Communication Networks

7.2.5 The Luxury of Time-Independence

There is a prominent convenience to the study of single-unicast rates in that they are

time-independent. We focus upon a single EUP as the only network users with total free-

dom to complete their routing protocol and execute quantum communication without time

constraints. The network on which their routing search is performed is fixed at all times

during routing and remains static until they communicate. This is highly convenient from

the perspective of performance analysis, as we only need to worry about establishing an

end-to-end route set and then computing the end-to-end capacity by solving the max-flow

min-cut relative to the route set (as introduced in Chapter 2, Section 2.4) without worrying

about any time dependencies.

Even in the multiple-unicast domain, the ultimate upper bounds in the previous sec-

tion are similarly time-independent. This is thanks to the nature of the routing protocol

considered, i.e. flooding. The optimal multi-path (flooding) rate/capacity can be computed

without needing to explicit build end-to-end routes. Flooding implies total use of all network

edges, and so the flooding rate regions can be bounded by solving the max-flow min-cut

problem with respect to each of the relevant partitions in Eqs. (7.7)-(7.9). The solutions

to these cut-set minimisations are global properties of the network, and independent from

explicit routing mechanisms. For this reason, they can be computed in a time-independent

manner.

Unfortunately, the same approach does not work with respect to realistic, and practical

routing protocols. The need to execute many routing protocols between many end-user

pairs potentially simultaneously means that time is finally a factor. Routing algorithms

must execute in a finite period of time, and thus the route building process between differ-

ent communicators on a network will interact, compete and even collaborate. In order to

benchmark and inspect achievable multiple-unicast rates using practical routing protocols

(such as singe-path or realistic multi-path methods) then the luxury of time-independence

no longer holds. In the following sections, we introduce an approach which explicitly ac-

counts for practical routing strategies and competitive behaviour in quantum communica-

tion networks.

7.3 Traffic Management Protocols and Network Filters

In this section, we focus on the task of multiple-unicast quantum networking as it

provides a simpler paradigm in which to introduce the concepts of TM protocols and network

filters. The theory developed in this section for multiple-unicast will be directly relevant to
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single and multiple multicasting, which will be subsequently discussed.

7.3.1 Managing Multiple-Unicast Traffic

Consider a quantum network N = (P,E) and a collection of EUPs, I := {ij}Nu
j=1. When

|I| = 1 this corresponds to single-unicast, and multiple-unicast when |I| > 1. Each EUP

employs a preferred end-to-end routing protocol Pi which describes how they would perform

end-to-end routing in the absence of routing competition, i.e. each Pi is independent from

one another and does not take other users into account during routing.

Instead of further complicating the routing strategies directly, we may consider multiple-

unicast quantum communications through a higher-level of abstraction; traffic management

(TM) protocols. EUPs should be able to offload any responsibility regarding routing com-

petition and multi-user collaboration to a more abstract layer of network protocols. A TM

protocol should be used to organise end-to-end routing sessions between many EUPs by

controlling two degrees of freedom:

• Space: The notion of routing competition means that end-to-end protocols Pi may

collide and wish to utilise the same network node/edge. A TM protocol can manipu-

late where physical nodes and edges are used throughout the network and by whom

in accordance with some overarching goal and network constraints. The TM protocol

must take into account the capabilities of each network node, e.g. how many quantum

registers are available at each node, it may also take the locality of EUPs into account.

• Time: The initiation of end-to-end routing searches (routing time) and the physical

execution of transmission over point-to-point links (execution time) can occur on

unique timescales. A TM protocol is responsible for ensuring the smooth running

of end-to-end communications, anticipating the availability of network edges through

careful monitoring of time-dependent processes. In this way, EUPs remain responsible

for only their own goals while the TM protocol oversees larger, multi-user challenges.

Crucially, end-to-end routing protocols Pi are unaware of the availability of network edges

but a TM protocol can be used to monitor and control the spatial and temporal degrees of

freedom during multi-user routing.

In this work, we think of TM strategies as centralised protocols with full knowledge of

the network topology and rate distribution, however it is not clear that distributed strategies

cannot be constructed. In this way, it is possible to mathematically define a TM protocol

using the concept of network filters. A network filter provides an EUP (more precisely, their

routing protocol Pi) with a specific “view” of the network topology and rate distribution
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at any given time t in the operation cycle. Each filter can be defined as a set of edge-wise

parameters conditioned on the TM protocol, such that

F(i, t|T ) := {f ixy(t)}(x,y)∈E , fxy ∈ [0, 1], (7.10)

such that each parameter f ixy(t) describes how “visible” an edge (x,y) ∈ E is to the routing

protocol between the users in i at time t. When f ixy(t) = 1, the edge (x,y) is fully available

for use by the protocol Pi; when f ixy(t) = 0 it is completely inaccessible and unavailable

for routing at time t; when 0 < f ixy(t) < 1 then only a fraction of the point-to-point rate is

available along this edge, i.e. the edge has been split via multiplexing and thus its rate is

limited for use by any EUP.

A complete TM protocol is thus a defined as collection of network filters over the set

of EUPs, T 7→ {F(i, t|T )}i∈I . To ensure that the maximum load of all network edges is

respected, we demand the condition∑
i∈I

f ixy(t) ≤ 1, ∀t ≥ 0, (x,y) ∈ E. (7.11)

That is, the rate of a point-to-point channel cannot be over-promised to the set of EUPs.

The TM protocol is continuously responsible for managing each network filter. Its most

basic role is to ensure that the end-to-end routes built by a particular EUP are available at

the instant of communication. Sophisticated TM protocols can be used to optimise single

or multiple end-user objectives on the fly through modification of each network filter.

Let us consider a single EUP and their process of end-to-end routing. Suppose that they

initiate a routing search at time t, and the routing search takes δtR seconds. During this

time interval, their network filter could be modified many times, leading to a continuous

ensemble of quantum network filters, topologies and rate distributions that they have been

exposed to throughout routing, {F(i, t′|T )}t+δtRt′=t . This ensemble of filters dictates how the

routing protocol constructs its end-to-end paths throughout the routing interval. However,

the final time-state of each network filter dictates the single-edge rate distribution that

is available when communication is finally executed. Hence, the final filter state plays a

crucial role in computing the end-to-end rate, which we denote as

F̃(i|T ) := F(i, t+ δtR|T ), ∀i ∈ I. (7.12)

Each end-to-end rate in this multiple-unicast setting is explicitly dependent on the

evolution of their network filter throughout routing (managed by the TM protocol). Each

routing protocol Pi will identify a set of nodes and edges which can be reliably employed

at the time of execution which are necessarily a subset of the filtered network they have
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been exposed to during routing. As in the single-unicast case, end-to-end routing generates

a forwarding probability distribution which is time-dependent throughout the course of

routing itself. The forwarding distribution evolves according to the routing protocol Pi and

the evolution of its network filter F(i, t|T ) during its search, and is thus conditioned upon

the routing and TM protocols

Q(i, t|P, T ) := {qixy(t)}(x,y)∈E . (7.13)

Analogously to the network filter, it will eventually reach a final state Q̃(i|P, T ) := Q(i, t+

δt|P, T ) which directly infers the final-state subnetwork over which communication can now

be executed. Hence, upon execution of communication each EUP will achieve the rate,

K(i,N|P, T ) := min
C

∑
(x,y)∈C̃

f̃ ixy q̃
i
xyKxy, (7.14)

where q̃ixy ∈ Q̃(i|P, T ), f̃ ixy ∈ F̃(i|T ) are the final-state forwarding/filter parameters of

each edge with respect to i ∈ I. The quantity K(i,N|P, T ) thus represents an achievable

end-to-end rate between the EUP i which has been accomplished via P and T . These

end-to-end rates can then be used to explicitly construct multiple-unicast rate regions, and

thus benchmark the multi-user performance of the network.

It is clear that the consideration of time-dependent routing/execution during multiple-

unicast communication deeply complicates the assessment of end-to-end rates and per-

formance. The sheer variability, especially when considering many sets of communicators,

leads to an analytically intractable scenario. We could immediately turn to intensive numer-

ical methods such as event-based network simulations, which would provide useful insight.

However, our goal is to identify useful lower-bounds on end-to-end performance during mul-

tiple unicast. As such, we introduce a range of näıve TM protocols which can be used to

compute performance benchmarks.

7.3.2 Achievable Benchmarks via Näıve TM Protocols

As discussed, the luxury of time-independence in single-unicast quantum networking is

lost in the multiple-unicast domain. The evolutionary behaviour of the TM protocol through

network filtering is by no means obvious. One could employ strategic techniques involving

time management of edge-usage, locality based routing, etc. To unveil lower-benchmarks

on multiple-unicast performance, we need to describe näıve strategies which are efficiently

implementable and are therefore able to set a baseline for multi-user networking.

The first step we take to identify lower-benchmarks is to model all routing as simulta-

neous. That is, if we are considering Nu EUPs, we demand that they all begin their routing
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search at time t = 0 and finish at time t = δtR. In this way, routing competition is neces-

sarily maximised. With each EUP attempting to utilise the network at the same time, the

demand for any given edge will be at its maximum. Any alternative consideration of time,

e.g. delayed batches of routing searches, alternating exploration of the network, would only

serve to improve performance. More sophisticated considerations of time are only carried

out to increase the size of each filtered network. As a result, simultaneous routing identifies

a worst-case scenario for any TM protocol.

To complete our näıve lower-bounds, we consider the absence of strategic traffic manage-

ment during simultaneous routing. More precisely, we permit ad-hoc, multi-user routing in

the presence of maximum competition. As a result, no EUP is given priority over another,

and the only condition for network filtering is to ensure EUPs do not overload the network,

i.e. the capacities/rates and topology are respected and unchanged.

With these concepts in mind, it is possible to describe a näıve TM protocol during

simultaneous multiple-unicast through the language of network filters. As we have shown,

a network filter is an edgewise distribution of real parameters f ixy ∈ [0, 1] used to restrict

information flow between EUPs. The goal of a network filter is two-fold:

1. Preserve the rate/capacity of all point-to-point quantum channels across all EUPs.

2. Provide each EUP with a filtered network which is sufficiently connected so that

end-to-end routes can be constructed between them.

While the first goal is straightforward, the second goal is less so. A TM protocol is useless if

it provides a filtered network for each EUP over which end-to-end paths cannot be located.

Nonetheless, näıve TM protocols can be designed through the principles of conservation of

information flow and route-disjointedness. To achieve this, we can construct network filters

based on a decision function DT which is a function of time t, EUP i, and an arbitrary

network edge (x,y) ∈ E and decides what fraction of this channel should be visible to i at

a given time. That is,

F(i, t|T ) = {DT [(x,y), i, t]}(x,y)∈E . (7.15)

In the following sections we design a number of relevant network filter decision functions.

7.3.3 Routing-Disjoint Network Filters

One can design a näıve TM protocol by asking for routing disjointedness, i.e. we demand

that no two end-to-end routes ever share a network edge. We do not apply any strategy

to prioritise particular EUPs and simply allow users to compete for effective routes. Let
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Figure 7.1: Quantum register disjoint (QRD) routing: A repeater node x with finite number of
kx quantum registers and each register can support a single route (two edges). For example, panels
(a)-(c) illustrate a node x with degree kx = 6 and kx ∈ {1, 2, 3} registers so that a total of 2kx
edges can be supported throughout routing. QRD routing generalises edge/node disjoint routing,
as Panel (a) recovers the node-disjoint case and (c) captures the edge-disjoint case.

us first define the following node and edge sets PPi(t) and EPi(t) respectively as the sets

of nodes and edges that are contained within the route-set being built by the EUP i, at a

given time t.

Routing-disjointedness comes in a variety of flavours, depending on how strict we are

about node/edge restrictions between routes. We may insist that all end-to-end routes are

strictly edge-disjoint (ED), then

DED[(x,y), i, t] :=

0, ∃ i′ ∈ I s.t (x,y) ∈ EPi′ (t),
1, otherwise.

(7.16)

That is, an edge is filtered from the EUP i if it is located in any other EUPs routing

subnetwork. We may instead be stricter and ask that all end-to-end routes are node-disjoint

(ND), such that

DND[(x,y), i, t] :=

0, ∃ i′ ∈ I s.t
(
x ∈ PPi′ (t) ∨ y ∈ PPi′ (t)

)
DED[(x,y), i, t], otherwise,

(7.17)

so that edges are filtered if either of the connected nodes are contained within another

routing subnetwork.

More generally, these decision functions can be classed under the umbrella of quantum

register disjointedness, such that the number of paths that a single node is able to support is

bounded by the number of quantum registers it contains. Let’s define the i-neighbourhood

of a node x as the set of nodes to which it is connected in i’s routing subnetwork,

Ni(x, t) = {y | (x,y) ∈ EPi(t)}. (7.18)
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Figure 7.2: Edge-splitting via multiplexing: Multiple EUPs can exploit the same edge in a network
granted that it can be reliably multiplexed a sufficient number of times, at the expense of splitting
the point-to-point rate along each channel. Every edge (x,y) ∈ E has a pre-defined multiplexability
such that it can be split it into at most m channels each with reduced rates.

The cardinality of Ni(x) indicates the number of edge that a node x is used to support

routing for a given EUP. We may use this notation to construct a kx quantum-register

disjoint (kx-QRD) decision function which generalises the previous functions,

DkQRD[(x,y), i, t] :=

0,
(∑

i′∈I\i |Ni′(x, t)| ≤ 2k
)
∧
(∑

i′∈I\i |Ni′(y, t)| ≤ 2k
)
,

DED[(x,y), i, t], otherwise.

(7.19)

When kx = 1 we regather then ND decision function, while edge-disjointedness is recovered

by letting kx tend to infinity2.

7.3.4 Multiplexing Network Filters

The previous network filters ensure that no edge is ever shared between end-to-end routes

of different end-users. This is not always desirable, as sometimes it can be highly beneficial

2Edge-disjointedness does not truly require kx → ∞, this is just a concise condition. More precisely,
edge-disjoint routing is permitted given that kx is greater than or equal to half of the maximum degree found
within the network N = (P,E) being considered, i.e. kx ≥

⌈
1
2

maxx∈P deg(x)
⌉
. If this is true, it follows

that any node x ∈ P can support 2kx ≥ maxx∈P deg(x) edges so that we recover edge-disjoint routing.
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to share point-to-point channels through multiplexing. We need to define a function which,

with respect to an EUP i counts how many times an edge is included within other EUPs

routing edge-sets. Defining,

µixy(t) :=
∑
i′∈I\i

|{(x,y)} ∩ EPi′ |, (7.20)

we can use this to define a decision function for a multiplexing-based TM protocol. The

following decision function filters any edge in the network by fractioning its rate according

to how many edges wish to route through it, i.e. edges are multiplexed rather than being

made disjoint. We consider a scenario in which any edge can be multiplexed at most m

times. As such, the decision function takes the form

DmES[(x,y), i, t] :=

0, µixy(t) ≥ m,
1/(1 + µixy(t)), otherwise.

(7.21)

That is, edges which have been multiplexed less than m times are visible to EUPs, and but

at a fraction of their original, maximum rate. Edges which have been multiplexed more than

or equal to m-times are filtered from all other EUPs so to not overload the multiplexability

of the channel. In general, the multplexability of network edges may vary from one to

another, but in this work we consider a constant maximum value. If m = 1 we recover the

routing-disjoint format, since each edge can only ever be used once. When m → ∞ then

edges can be multiplexed as much as necessary. The tradeoff between multiplexing and

maintaining disjoint routes is fascinating and may be an adaptive feature of advanced TM

protocols.

7.3.5 Evaluation of Achievable Benchmarks

In this section we have developed tools that allow for the performance evaluation of

realistic multiple-unicast quantum networking. Clearly, this evaluation is numerical as

it depends upon the explicit deployment of end-to-end routing strategies within a nu-

merical framework. Nonetheless, the study of achievable benchmarks via network filters,

näıve TM strategies and simultaneous deployment introduces a significant simplification

of multi-user quantum networking. A typical approach when abandoning the luxury of

time-independence (found only within single-unicast) is to move to a completely numerical,

event-based simulation framework in which use of the network is truthfully simulated with

respect to every communication process, over a period of time.

Fortunately, our approach strikes a middle ground where we rely upon numerical network

evaluations, but in such a way that is wildly more efficient than event-based techniques.
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Furthermore, these methods can be utilised with respect to any end-to-end routing protocol

that possesses a route-building phase during which network filters can be applied (which

is effectively every realistic routing protocol). The MDPAlg is one such end-to-end routing

algorithm that offers a perfect platform for the study of multi-user limitations.

7.3.6 End-to-End Routing Protocols during Multiple-Unicast Sessions

The utility of different end-to-end routing protocols may dramatically differ with re-

spect to single or multiple-unicast sessions. The lack of routing competition during single-

unicast means that routing protocols which consume large amounts of network resources can

promise high rates. While high resource consumption is not desirable, it is not punished.

However, this is not true during multiple-unicast, and greedy end-to-end routing strategies

Pi will be punished by poor rates; network nodes and edges are quickly consumed by each

EUP in such a way that inhibits their ability to completely construct their desired route

sets. Hence, given the available network resources (captured by the nodal density and con-

nectivity properties of the network) and the number of EUPs, there exists a careful balance

between maximising end-to-end rates and minimising routing consumption.

For this purpose, the suite of MDPAlg-defined routing protocols offer effective ap-

proaches to multiple-unicast routing. These protocols can be adjusted to locate a fixed

number of routes or satisfy some rate requirement. Crucially, utilising an MDPAlg which

optimises the inverse rate-sum cost function in Eq. (6.14) allows EUPs to control their

tradeoff between rate and efficiency. Exploring the effectiveness of such flexible routing

strategies with näıve TM protocols permits the investigation of realistic multiple-unicast

benchmarks and provides insight to the practical capabilities of multi-path routing in busy

quantum networks.

7.4 Numerical Results

7.4.1 Average Multiple-Unicast Performance

To make use of the tools developed in the previous section we can provide informa-

tive benchmarks for multiple-unicast communications using large-scale, random quantum

networks. In this setting, and inspired by Chapter 6, it is useful to inspect the average

end-to-end rate achieved between end-user pairs within a given architecture. This pro-

vides a succinct but powerful metric for characterising the ability for a quantum network

to multiple-unicast communications, without becoming overcomplicated by specific rate re-
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gions. In the context of multiple-unicast, the average rate equates to a average simultaneous

end-to-end rate between communicators.

Consider a quantum network N within which a batch of Nu EUPs I = {ij}Nu
j=1 are

simultaneously multiple-unicasting via a routing protocol Pi = P, for all i ∈ I and a TM

protocol T . Throughout routing, each EUP experiences a different filtered version of N
which evolves over the course of simultaneous routing. To understand the average end-

to-end performance of Nu simultaneous EUPs, we must also consider all the possible Nu

batches that can be constructed. Let us define the complete collection of EUPs as the

multiset,

INu
:=

⋃
I:|I|=Nu

{I}, (7.22)

which iterates over all possible Nu length batches of unique user pairs. For example, in an

N = 6 node network in which we are interested the performance of Nu = 3 EUPs, one can

write INu =
{{
{1, 2}, {3, 4}, {5, 6}

}
,
{
{1, 3}, {2, 5}, {4, 6}

}
, . . .

}
, which already has many

possible collections of simultaneous EUPs. The exact average simultaneous Nu-unicast rate

on N is given by

〈K〉N|Nu,P,T :=
1

|INu |
∑
I∈INu

1

Nu

∑
i∈I

K(i,N|P, T ). (7.23)

Clearly, the multiset of end-user batches INu is enormous and cannot be considered explicitly.

Instead, we may approximate this average quantity by sampling a reasonable number of

batches B,

〈K〉N|Nu,P,T ≈
1

BNu

B∑
k=1

Nu∑
j=1

K(ij ,N|P, T ). (7.24)

Finally, we can gather an ensemble average simultaneous Nu-unicast rate by studying this

quantity across a large number of networks from the network class. As before, this takes

the exact form

〈K〉N|Nu,P,T :=
1

|N|
∑
N∈N

〈K〉N|Nu,P,T , (7.25)

which can be readily approximated by taking B′ samples from the class,

〈K〉N|Nu,P,T ≈
1

B′

B′∑
k=1

〈K〉N|Nu,P,T . (7.26)

7.4.2 Criticality and Performance Benchmarking

To corroborate our theoretical methods, we consider multiple-unicast quantum commu-

nications on the classes of Waxman quantum architectures W composed of quantum fibre
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links modelled via bosonic thermal-loss channels Eηxy ,n̄xy and assume that they operate at

their capacity upper bound Cxy ≤ T u
η,n̄ where T u

η,n̄ is defined in Eq. (2.52), and n̄ = 1/500 is

a typical value for optical-fibre channels. We consider a range of network routing protocols

by adapting and modifying the recently developed MDPAlg [111, 103] according to methods

described in the previous section and Chapter 6. From the perspective of routing protocols,

we exploit the inverse rate-sum ansatz as the MDPAlg cost function, which was shown to

be a very useful model particularly when one requires control over routing consumption

(a feature that pure rate-optimisation routing strategies do not possess). Hence, for each

EUP in the multiple-unicast scenario, we assume that they make use of an MDPAlg routing

protocol PMi,mdp which identifies a fixed number of M routes; or PK?

i,mdp which builds as many

routes as necessary to satisfy some end-to-end rate requirement K? (if possible).

These routing strategies are then complemented by näıve TM protocols in order to

compute achievable benchmarks for multiple-unicast networking. More precisely, we em-

ploy the routing disjoint network filters outlined in Section 7.3.2, considering edge-disjoint,

node-disjoint, and QR disjoint network filters. In this way, we are able to investigate the

balancing act involved with respect to multi-user demand and available routing resources

in the network.

As discussed in Chapter 6, quantum Waxman networks undergo a percolation phase

transition at a critical connectivity density ρ?G & 1.6 × 10−4 nodes/km2 (for bosonic

thermal loss networks) above which end-to-end routes can be found between all network

nodes. However, this nodal density is insufficient to guarantee that an EUP can reliably

achieve super-critical end-to-end rates such that the ensemble average end-to-end capacity

〈K〉W|P ≥ 1 bits/P-use, regardless of the routing strategy. One can more appropriately

identify performance-defined critical densities as in Definition 6.1, i.e. a nodal densitiy which

marks the transition from unreliable end-to-end routing into a reliable regime (ensemble

average end-to-end rate of at least 1 bits/P-use). Previous studies have only assessed single-

unicast critical densities for Waxman networks. A fascinating question is to ask how the

critical density behaves with respect to the number of simultaneous EUPs. We define the

multi-user critical density:

Definition 7.1 (Multi-User Critical Density): For a class of quantum networks N, network

routing protocol P and TM protocol T , we define ρ?N|Nu,P,T as the minimum nodal density

required to guarantee an ensemble average simultaneous Nu-unicast rate of 1 bits/protocol

use.

The multi-user critical density is necessarily larger than the single-user critical density,

which stands as a fundamental lower-bound on the critical network density. Understanding
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Figure 7.3: Behaviour of the ensemble average end-to-end capacity for a bosonic thermal-loss
quantum Waxman networks under simultaneous multiple-unicast communications. Panel (a) dis-
plays results for the PM=2

mdp multi-path routing strategy, while (b) considers the rate-requirement

strategy, PK?=1
mdp , both of which are mediated by an edge-disjoint TM protocol TED. Panel (c) il-

lustrates a collection of colour-coded end-to-end routes between Nu = 5 simultaneous EUPs on an
example N = 400 node Waxman network.

the behaviour of the multi-user variant ρ?N |Nu,P,T is incredibly valuable, as it is informative of

the scalability of this class of networks. If the ρ?N |Nu,P,T explodes with respect to increasing

EUPs, clearly the architecture does not efficiently manage high levels of traffic. On the

other hand, if an architecture is able to reliably minimise ρ?N |Nu,P,T with respect to many

users then it possesses features that are desirable within a large-scale quantum network.

7.4.3 Results and Analysis

Fig. 7.3 reports numerical analyses of multiple-unicast ensemble average end-to-end rates

for quantum Waxman networks. Here, we deploy two relevant multi-path routing protocols

using the MDPAlg; PM=2
mdp and PK?=1

mdp . In each multiple-unicast setting, we consider all

EUPs to utilise the same routing protocol while the network is centrally mediated by a

näıve edge-disjoint TM protocol, TED.

Under the edge-disjoint TM protocol we observe that both routing strategies are able to

achieve performance criticality, even under the pressure of many EUPs. Both protocols scale

differently with respect to increasing nodal density, an expected feature which emerges from
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Figure 7.4: Multi-user critical densities for R = 250 km quantum Waxman networks for routing
protocols (a) PK?=1

mdp and (b) PM=2
mdp , under different TM protocols ranging from edge-disjoint (kx →

∞) and QRD (kx <∞).

the tradeoff between routing consumption and routing competition. Indeed, while PM=2
mdp

rigidly commits to precisely two end-to-end routes per EUP, PK?=1
mdp is a more flexible

protocol so that each EUP will use as much of the network as necessary in order to meet

the rate requirement threshold. For this reason, the rate requirement protocol will (in all

cases displayed) more rapidly reach performance criticality. Nonetheless, it is clear that

for increasing numbers of Nu EUPs, the difference between these protocols diminish. As

the number of EUPs increases, there exist less resources with which PK?=1
mdp can amplify its

end-to-end rates. Consequently, only when the nodal density is sufficiently large will the

rate requirement protocol provide an advantage over the fixed route strategy.

We collect a clearer picture of multi-user criticality within Fig. 7.4, where the multi-user

critical density is plotted with respect to Nu for both routing protocols, and for a number

of routing disjoint TM protocols, Tkx . Here, kx is used to define the kx-QR disjointedness,

such that such that each node possesses kx independent quantum registers and can thus

support precisely kx routes (2kx edges). When kx → ∞ we recover edge-disjointedness

while for kx → 1 we have node-disjointedness. All other values of kx define the QR disjoint

regime. When considering an edge-disjoint TM protocol, we are able to fully exploit the

connectivity of the quantum Waxman network model. Nodes may have very large degrees,

and therefore can help to connect many EUPs and support a vast collection of routes. In

this way, edge-disjointedness is a valuable asset for a quantum network which is emphasised

in Fig. 7.4(a) and (b). We see that using both routing protocols, the multi-user critical
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density can be effectively suppressed and kept within an order of magnitude of the single-

user critical density. This is particularly true for the routing protocol PK?=1
mdp which is

effective at maintaining ρ?N |Nu,P,T . 5 × 10−3 for as large as Nu = 100 user pairs. An

analogous suppression is shown for PM=2
mdp , yet to a lesser extent due to the fewer resources

permitted per EUP.

Unfortunately, as one considers stricter values of kx the ability to suppress the critical

density weakens. Values of kx ∈ {2, 5} mean that as the nodal density increases, nodes

are unable to support as many routes as necessary to boost the end-to-end rate between

communicators. Hence, larger nodal densities are required to overcome this limitation and

effectively reach performance criticality. This scaling is certainly poor for kx = 2, as we see

neither protocol is capable of keeping the critical density below 1 × 10−2 for Nu & 30 (for

the M = 2 fixed route protocol, it cannot achieve this at all). However, raising the number

of registers to kx = 5 the multi-user critical density scaling is largely reclaimed. This

is an important result. It emphasises the importance of considering node-based quantum

resources and how they propagate into the properties of quantum networks. Furthermore,

we show that even with relatively few nodal resources (quantum registers), practical multi-

path routing strategies and a näıve TM protocol multiple-unicast networking can be reliably

supported.

Crucially, the employment of (1) practical routing strategies, (2) achievable TM proto-

cols and (3) random network models, allow us to piece together a more realistic image of

the multi-user limitations of quantum networks. As we know, quantum Waxman networks

offer a strong representation of future quantum networks thanks to their innate aversion to

long connections, and willingness to forge strong connectivity which is needed for multi-path

routing. Hence, their phase characterisations (as carried out in Chapter 6 for single-unicast)

is informative.

In Fig. 7.5 we provide a phase characterisation of the quantum Waxman network model

composed of a bosonic thermal-loss link layer and capacity upper bound achieving links.

Here we provide a simplified description with respect to Fig. 6.7, but with the additional

insight offered by our multi-user analysis. We show that using achievable multi-path routing

strategies (via the MDPAlg) and näıve TM protocols, then it is possible to supersede

criticality for 100 EUPs before single-path routing can reach criticality for a single user.

While this pertinent insight has already been made in the previous chapter, our multi-user

analyses truly accentuates this point: multi-path routing is incredibly important for efficient

quantum networking, for which sophisticated routing and traffic management strategies will

be invaluable. Furthermore, by advancing our theoretical toolbox we can help to better

develop advanced methodologies for the future quantum internet.
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Figure 7.5: Waxman quantum network phases: (I) Pre-percolation transition, (II) post-percolation
transition, pre-performance transition, (III) single-unicast reliable rates guaranteed by multi-path
routing, (IV) multiple-unicast reliable rates up to Nu = 100 guaranteed by multi-path routing and
edge disjoint TM, and (V) reliable single-unicast rates guaranteed by single-path routing.

7.5 Conclusion

In this chapter, we have introduced new methods for the performance analysis of multi-

user quantum networking. We identified that the analysis of explicit routing protocols

within the multi-user network setting introduces novel challenges due to the dependency of

routing algorithms and communication execution on time. Multiple users communicating on

the same network must compete for nodes and edges to take part in their session, and thus

provides a time-dependency from which single-unicast modelling was spared. Through the

concept of TM protocols and network filters, we established a useful formalism to describe

routing in the presence of competitive users. By exploring näıve and simultaneous TM

protocols we showed that explicit routing protocols can then be evaluated in a multiple-

unicast setting and used to benchmark achievable end-to-end rates.

These new tools were then applied to the class of bosonic thermal-loss quantum Waxman

networks, used to describe realistic optical-fibre networks. In this way, we have provided

informative numerical analyses, considering multi-user critical nodal densities associated

with realistic quantum Waxman networks. Of most importance, our results reiterate the

importance of multi-path routing within quantum architectures and the effectiveness that

it offers within highly competitive scenarios, in spite of simplistic TM techniques. To

efficiently gather reliable rates through quantum networks, end-users must be able to deploy

sophisticated routing strategies beyond single-path routing. Furthermore, network nodes

must be built with this concept in mind; nodes need to be able to support large numbers

of routes for multi-path routing to be effective or else their benefits will be diminished.

The methods and techniques developed in this chapter serve as a platform from which
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many different forms of multi-user quantum communications can be investigated. Indeed,

we are by no means limited to multiple-unicast scenarios, as one can already extend the

network filter concepts of Section 7.3 to single and multiple-multicasting (overviewed in

Appendix D). Furthermore, the tools of network filters can be advanced and optimised in a

variety of different ways: considering sophisticated TM techniques which can be optimised

on the fly, or improved end-to-end multi-path routing protocols beyond the approximate

form used here via the inverse rate-sum ansatz.
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Chapter 8

Conclusions

In this final chapter, we summarise the work presented within this thesis and discuss

future directions for investigation.

8.1 Summary of Presented Work

Chapter 1 and Chapter 2 provided important context and useful reviews for the reader,

outlining the overarching theme of research regarding the optimisation and benchmarking

of quantum communication networks.

In Chapter 3, we introduced an analytically treatable class of network architectures

which can be used as a building block for investigating ideally-connected, high-rate quan-

tum communication networks. Through the use of WR quantum networks we then derived

analytical bounds on the performance limits of large-scale quantum networks, connecting

the physical limitations of channel length, nodal density with end-to-end network capaci-

ties. These developments have provided a useful platform for large-scale quantum network

benchmarking without the need for heavy-duty numerics. Our findings emphasised the

need for multi-path routing and proved the superiority of satellite-based quantum repeaters

for global quantum communications. We revealed constraints associated with fibre-based

networks and the enormous resource demands required to overcome achievable rates offered

by a single satellite.

In Chapter 4, we expanded our ability to analytically benchmark quantum networks

through end-to-end capacity bounds. These network capacity bounds extended from the

use of relevant single-edge bounds, e.g. using coherent and reverse coherent information

(lower-bounds) and the REE (upper-bounds). Combining this information with the re-

cently developed node-splitting technique and WRN architectures, we were able to analyse

the impact of device/channel imperfections upon the ultimate limits of quantum networking.
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Our results strongly emphasised the need for close and careful analyses of noisy and real-

istic quantum devices when investigating the resource requirements of quantum networks.

Indeed, the inevitability of noise within quantum repeaters can have a dramatic impact on

design considerations for a large-scale structure, as the cumulative cost of imperfections

have a ripple effect that influence the global architecture.

Chapter 5 took first steps at investigating large-scale, hybrid quantum network archi-

tectures through detailed considerations of free-space quantum channels on the ground and

in space. We considered a modular network architecture which connects communities of

different network types through a backbone structure, allowing for analytical derivations of

critical network properties for end-to-end performance guarantees. Crucially, we illuminated

the feasibility of high-rate global quantum communications mediated by a satellite-based

backbone network, while theoretically demonstrating the efficacy of free-space quantum

communication in hybrid wired/wireless metropolitan networks.

In an effort to better address realistic quantum networking, Chapter 6 moved into the

realm of complex network architectures. We considered random networks, realistic link-layer

descriptions and practical end-to-end routing protocols. Conducting thorough numerical

analyses of Waxman and scale-free quantum networks, we assessed the criticality of these

models with respect to connectivity, performance and routing efficiency. Furthermore, by

adapting recent advancements in the field of multi-path routing algorithms we were able

to develop a modified multiple-disjoint paths algorithm suitable for rate maximisation and

the amplification of end-to-end rates. Our results reveal some vital takeaways for quantum

network design: Reliable single-path routing places extreme resource demands on quantum

networks; practical multi-path protocols exist and re-establish performance using realistic

network resources; and adherence to scale-freedom in large-scale quantum networks results

in poor end-to-end performance.

Finally, Chapter 7 developed new methods for the investigation of multi-user quantum

networking. Via the concepts of routing competition, TM protocols and network filters, we

presented a language for describing multi-user end-to-end rates/capacities. These concepts

allowed us to adapt known algorithms in the context of single-unicast communications (e.g.,

MDPAlg) and extend them to relevancy in the multi-user scenario. Focussing on the pivotal

task of multiple-unicast quantum communications, we investigated the limitations of multi-

user quantum networking on bosonic thermal-loss Waxman networks. Following from the

previous chapter, our results further emphasised the importance of multi-path routing for

sustaining high rates within quantum architectures. Efficient multi-path routing strategies

do exist, and can be used to significantly reduce resource requirements even in the presence

of many users, and should be a pertinent point of interest for the coming quantum internet.
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8.2 Outlook and Future Research

As discussed in the very beginning of this thesis, there remains a swathe of open ques-

tions regarding the implementation of optimisation of quantum communication networks.

The fundamental rules and limits imposed by nature upon high-rate quantum communica-

tions reverberate throughout every layer of quantum networks. As a result, there are many

questions to ask and lessons to learn regarding design, cost, operation and optimisation.

Nonetheless, the work presented in this thesis has aimed to provide new tools to address

these open questions, and build platforms from which we can investigate them in the future.

The development and theoretical deployment of analytically treatable architectures in

Chapters 3-5 allowed for the efficient assessment of end-to-end network rates/capacities by

exploiting the concept of network cut growth and flooding protocols. It would be fascinating

to extend this tool to multi-user communication scenarios, and to investigate if it can

be generalised to a broader range of topologies. Furthermore, comparing the expected

performance/properties of WRNs to more realistic (perhaps random) networks which also

exhibit cut growth, could be worthwhile. A comparison of this kind could illuminate stricter

guidelines for the alignment of analytical expectations with realistic features of less ideal

architectures.

Following from the investigation of practical routing, criticality and random networks

in Chapters 6 and 7, there are a surplus of essential future research questions. The demon-

stration of efficient multi-path routing for quantum networks with the modified MDPAlg

is highly encouraging, however it is unclear as to how one can most effectively optimise it

for rate maximisation and resource minimisation. The current cost analyses in this thesis

(while effective) likely leave lots of room for further optimisation. Similar arguments exist

with respect to multi-user network benchmarking. Having considered näıve TM strategies,

there is much to explore regarding the use of advanced network filters (perhaps boosted by

machine learning) and the exploitation of time as a degree of freedom in multi-user routing

protocols. Finally, the consideration of these practical analyses with respect to free-space

quantum networking is also a crucial domain of future research.
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Appendix A

Appendices for Chapter 3

A.1 Minimum Node Numbers for Internal Weak Regularity

In Fig. A.1 we provide visual proofs of the minimum number of nodes required to satisfy

internal-WR for the structures utilised in Chapter 3. In each case the red regions of the

network describes boundary region, while the white region resembles the internal network

which is WR for the end-user nodes (which are coloured yellow). The blue dotted line is the

network-bulk cut which collects the number of edges described in Lemma 3.2. The green

cut is the smallest cut that exploits the boundary edges in order to reduce the cut-set size.

The removal of any node on each network will give rise to a smaller cut than the blue cut

by exploiting the boundary edges. We repeat the results of these network structures,

k = 3, λ∗ = {0}∪3 → nmin = 54,

k = 6, λ∗ = {2}∪6 → nmin = 89,

k = 8, λ∗ = {2, 4}∪4 → nmin = 120,

k = 16, λ∗ = {4, 8, 8, 8}∪4 → nmin = 197.

(A.1)
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(a) (b)

(c) (d)

Figure A.1: Minimum node WRNs for a strict satisfaction of internal regularity for (a) honeycomb
network, (b) hexagonal network, (c) Manhattan k = 8 network and (d) Manhattan k = 16 network.
Each case resembles the smallest WRN for which there exist a pair of end-user nodes which do
not share an edge or a neighbour, and possess minimum cardinality network-bulk cuts which are
unaffected by the open boundary.
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Appendix B

Appendices for Chapter 4

B.1 Network Parameter Threshold Theorems

Here we present a generalisation of Theorem 3.2 in terms of a generic, single-edge

network parameter, ξ.

Corollary B.1 Consider a (k,Λ)-WR quantum network N = (P,E), an end-user pair

i = {a, b} and a desired min-neighbourhood capacity CNi. Consider a single-edge channel

property ξxy for which the point-to-point capacity C(ξxy) is monotonic. Then, if CNi is

attainable, there exist threshold parameters ξ∗N and ξ∗Ni which represent maximum or mini-

mum tolerable values of ξxy for edge in the network-bulk or user-connected edge respectively:

(ξ∗N , ξ
∗
Ni):=

(ξmax
N , ξmax

Ni ) C(ξxy) is decreasing,

(ξmin
N , ξmin

Ni ) C(ξxy) is increasing.
(B.1)

If ξ∗N and ξ∗Ni are obeyed in their respective sub-networks, then the flooding capacity is

guaranteed to satisfy

C(i,N ) = CNi . (B.2)

Proof. This corollary is simply a translation of Theorem 3.2 with respect to a single-edge

network property ξxy for which the capacity function is monotonic. It follows an identical

logic to the Corollary 4.1, except now we must identify two different threshold values by

solving the equations,

C(ξ∗N ) = C′min =
CNi
δ
, (B.3)

C(ξ∗Ni) = Cimin =
CNi
ω
. (B.4)
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The maximum or minimum threshold behaviour and argument minimisation follow identi-

cally as before.

Corollary B.2 Consider Corollary B.1 and a single-edge channel property ξxy for which

the point-to-point capacity C(ξxy) is monotonically bounded by lower and upper bounding

functions F ∈ {Fl, Fu} respectively. Then the threshold parameter ξ∗N satisfies

ξ∗Fj (δ) ≤ ξ∗N ≤ ξ∗Fk(δ), (B.5)

and the user-connected edge threshold parameter satisfies

ξ∗Fj (ω) ≤ ξ∗Ni ≤ ξ
∗
Fk

(ω), (B.6)

where j 6= k ∈ {l, u} label the order of the bounds and are the same as in Eq. (4.20).

Proof. This result is identical to Corollary 4.2 with the additional bounding of the user-

connected threshold quantity ξ∗Ni in order to guarantee optimal performance, which can be

achieved in the same way.

B.2 Compound Thermal-Loss Channels

Consider a compound channel of N thermal-loss channels Eτj ,n̄j each with transmissivity

τj and output thermal photon number n̄j for j ∈ {1, . . . , N}. A compound channel of these

N thermal-loss channels can be summarised into a single thermal-loss channel with total

transmissivity and thermal noise parameters τtot and n̄tot. More precisely,

Eτtot,n̄tot = EτN ,n̄N ◦ EτN−1,n̄N−1 ◦ · · · ◦ Eτ1,n̄1 . (B.7)

We wish to determine the relationship between τtot, n̄tot and the individual sub-channel

properties.

We can do this by inspecting the action of the compound channel on a single-mode

Gaussian state, ρ. The relationship proves to be independent of the initial state considered,

therefore this is sufficient without loss of generality. Let this initial single-mode state have

the covariance matrix (with zero first moments) V in
0 which is a real, symmetric, positive

definite matrix. A thermal-loss channel Eτj ,n̄j equates to the mixing of the input state on

a τj transmissive beam-splitter with an environmental thermal state of n̄j/(1 − τj) mean

photons. Hence, we can monitor the transformations induced by the compound channel in

Eq. (B.7) by recursively applying each transformation to the initial state V in
0 .
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After the first channel Eτ1,n̄1 , the output state has the covariance matrix

V out
1 = τ1V

in
0 + ε1I2, (B.8)

where I2 is the 2 × 2 identity matrix, and we have defined the noise quantity for the jth

sub-channel

εj :=
( n̄j
|1− τj |

+
1

2

)
|1− τj | = n̄j +

1

2
|1− τj |. (B.9)

All subsequent sub-channels result in the following sequence of transformations,

V out
2 = τ2V

out
1 + ε2I2, (B.10)

...

V out
N−1 = τN−1V

out
N−2 + εN−1I2, (B.11)

V out
N = τNV

out
N−1 + εNI2. (B.12)

By inspection of these recursive formula, it is clear that the final output state V out
N can be

rewritten in the form

V out
N =

( N∏
j=1

τj

)
V in

0 + ξN · I2, (B.13)

where we define ξN ∈ R is a thermal additive noise coefficient at the N th channel output

state. This function is recursive, as it compounds the noise properties from all previous

channels. For j = 1, it takes the initial value ξ1 =
(
n̄1 + 1

2

)
|1 − τ1|, while for all further

values 1 < j ≤ N it takes the form

ξj = τjξj−1 + n̄j +
1

2
|1− τj |. (B.14)

This can be easily solved via recursive techniques, and the final additive noise term after

N thermal-loss channels is given by

ξN = εN +

N−1∑
j=1

(
εN−j

N∏
i=N−j+1

τi

)
. (B.15)

It is then possible to derive relationships between τtot, n̄tot and all the individual τj ,

n̄j values by equating Eq. (B.13) to the transformation induced by a single thermal-loss

channel with total loss/noise properties,

V out
N = τtotV

in
0 +

(
n̄tot +

1

2
|1− τtot|

)
I2. (B.16)



196 B. Appendices for Chapter 4

Then these parameters can be quickly identified. As a result, we find that they admit the

forms

τtot :=
N∏
j=1

τj , (B.17)

n̄tot := ξN −
1

2
|1− τtot|. (B.18)

These results can then be specifically applied to the compound channels in Chapter 4. They

are clearly independent of the initial state and are thus universal for compound thermal-loss

channels.

B.3 Compound Amplitude Damping Channels

An N length compound channel of amplitude damping channels each with damping

probability pj can be simply rewritten as a single amplitude damping channel with a total

damping probability

Eptot = EpN ◦ EpN−1 ◦ · · · ◦ Ep1 . (B.19)

The relationship between ptot and the damping probability of each sub-channel can be

easily derived. Indeed, let us consider a generic single qubit state as an input into the first

channel,

ρin
0 =

(
1− γ c∗

c γ

)
, (B.20)

where γ, c ∈ C. A single amplitude damping channel invokes the transformation,

ρout
1 =

∑
i=0,1

Kiρ
in
0 K

†
i , (B.21)

=

(
1− (1− p1)γ c∗

√
1− p1

c
√

1− p1 γ(1− p1)

)
, (B.22)

where Ki are the Kraus operators of the channel, such that K0 = |0〉〈1|+√1− p |1〉〈1| and

K1 =
√
p |0〉〈1|. It is clear we can rewrite this output state in the form,

ρout
1 =

(
1− γ1 c∗1
c1 γ1

)
, (B.23)

where γ1 = 1− p1γ and c1 = c
√

1− p1. Hence, the subsequent action of N − 1 further

amplitude damping channels will result in the output state

ρout
N =

(
1− γN c∗N
cN γN

)
, (B.24)
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where the parameters of the N th output state are

γN = γ

N∏
j=1

(1− pj), cN = c

N∏
j=1

√
1− pj . (B.25)

As a result, we can equate the action of the N compound channel in Eq. (B.19) to that of

a single amplitude damping channel with total damping probability,

ptot := 1−
N∏
j=1

(1− pj). (B.26)
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Appendix C

Appendices for Chapter 5

C.1 General Aspects of Quantum Networks with Community Structure

In the main-text, we considered a specific modular network structure, using the idea

of disjoint communities connected to a backbone quantum network. Here, using basic

notions from graph and network theory [48, 49, 50, 51], we aim to generalise the concept

of modular quantum networks, outlining a framework from which the ideal architecture in

Definitions 5.1 and 5.3 emerge. In doing so, we derive general constraints which guarantee

specific end-to-end performance bounds for communication between local community users

and remote community users.

C.1.1 General Structure

Let us first consider general networks which display community structure. Consider a

completely general architecture N = (P,E) such that P is the collection of all nodes, and

E the set of all undirected edges. As discussed in the main text, it is possible to divide P

into sub-collections of communities,

P =
⋃
i

Pci , Pci ⊂ P. (C.1)

In general, the community structure on a given network is not unique, and the sets of

community nodes can overlap, i.e. the subsets of nodes Pci are not necessarily pairwise

disjoint, i.e. Pci ∩Pcj 6= ∅, for all i, j. However, as we are physically motivated by separate

communities connected via a backbone, we restrict our attention to the case in which each

node can be uniquely assigned to a single community,

P =
⋃
i

Pci , s.t Pci ∩ Pcj = ∅, ∀i, j. (C.2)
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This assumption is appropriate for large-scale communication networks, and applies for

spatially modular networks [102], e.g. each community represents a separate metropolitan

area. We make no further assumptions on the topology of the underlying communities.

The community structure additionally partitions the edges into distinct sets. The ith

community ci has its own set of intracommunity edges,

Eci = {(x,y) ∈ E | x,y ∈ Pci}, (C.3)

while any two communities ci and cj are connected by a set of intercommunity edges

Eci:cj = {(x,y) ∈ E | x ∈ Pci ,y ∈ Pcj}. (C.4)

Hence, for a network comprised of n communities we may define two global classes of edges:

intracommunity and intercommunity edges respectively,

Ec :=
n⋃
i=1

Eci , Ec:c′ :=
n⋃

i 6=j=1

Eci:cj . (C.5)

Using these notions we may introduce two related networks which will simplify our analysis.

A community sub-network Nci = (Pci , Eci) is defined as the graph consisting of all the nodes

in the community ci connected by the intracommunity edges Eci .

C.1.2 Simplified Quotient Network

Let N be a network with an n-community structure. Since we consider only non-

overlapping communities, we may define an equivalence relation R on the nodes of the

network in the following way.

x ∼ y iff x,y ∈ Pci , ∀i ∈ [1, n]. (C.6)

Two nodes are equivalent if they are contained within the same community. This equivalence

relation is a means of partitioning the network into a simplified form, such that nodes

contained within equivalent classes (communities) are pooled and redefined as a unified,

collective node. Then, R permits us to define a quotient network,

NQ := N/R = (PQ, EQ), (C.7)

where PQ is a set of quotient nodes and EQ is a set of quotient edges. The set of quotient

nodes is given by

PQ := P/R = {ciQ}ni=1, where ciQ = Pci , (C.8)
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where by the equivalence relation R we have reduced the set of community nodes Pci
into a single quotient node ciQ. Meanwhile, there exists a quotient edge between the two

community nodes ciQ and cjQ if there exists at least one intercommunity edge between a

node x ∈ Pci and a node y ∈ Pcj . Therefore the set of edges on the quotient network EQ

is given by,

EQ := E/R =
{(
ciQ, c

j
Q

)
| ∃ (x,y) ∈ Eci:cj

}n
i 6=j=1

. (C.9)

It is important to note that there may be more than one intercommunity edge between

two given communities. Yet, our definition of the quotient network is still a simple graph.

To account for this, the single-edge capacity of an edge in the quotient graph is actually

defined as a multi-edge capacity from the original network. More precisely, the single-edge

capacity of each quotient edge is equal to the sum of the capacities of the intercommunity

edges,

{Cxy}(x,y)∈EQ = {Cci:cj}ni 6=j=1, (C.10)

where we define the multi-edge capacity between communities,

Cci:cj :=
∑

(x,y)∈Eci:cj

Cxy. (C.11)

This community structure is extremely useful for simplifying investigations of end-to-end

capacities. With this established, we can differentiate between two key scenarios for the

end-to-end capacity: end-to-end communication in the same community, or between distinct

communities.

C.1.3 Intra-Community Capacities

Let us focus on a pair of end-users i = {α,β} which are located within the same

community, α,β ∈ Pci . While it may be intuitive to assume that the flooding capacity for

communication between these nodes is determined by a min-cut performed exclusively on

Nci , this is not always the case. Indeed, it is possible that a minimum cut will collect edges

not only within the community Nci , but also intercommunity edges, and edges from other

communities. In general, we can write the following lemma:

Lemma C.1 Consider two end-user nodes i = {α,β} which are located within the same

community Nci = (Pci , Eci), such that α,β ∈ Pci. Let Cci be the end-to-end flooding capacity

computed exclusively on the sub-network Nci. Then the intracommunity flooding capacity

C(i,N ) is bounded by

Cci ≤ Ccut(i,N ) ≤ Cci + CE\ci , (C.12)
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where CE\ci is an additional capacity contribution associated with non-local community

edges.

Proof. Consider the two end-user nodes i = {α,β}. We may exclusively investigate the

flooding capacity of this induced sub-network, Nci by ignoring all intercommunity edges.

In this way, we can identify a minimum cut restricted on the community by minimising

over all the local-community cuts,

Cci = min
Cci

C(Cci) = min
Cci

∑
(x,y)∈C̃ci

Cxy. (C.13)

Here a local-community cut Cci is a cut performed exclusively on the community network,

and C̃ci is its cut-set.

Now consider the addition of intercommunity edges {Eci:cj}j 6=i which provide access to

other remote communities. It is possible that these intercommunity edges will compromise

the validity of a community cut Cci , since there may exist an end-to-end route that traverses

the global network. In this scenario, it is necessary to cut additional edges from the rest of

the network in order to consolidate the cut. We collect these additional edges within the

following set C̃E\ci ⊂ E \ Eci . More precisely, given a valid network cut C, we can always

separate its cut-set into community and non-community edges

C̃ = {(x,y) ∈ E | x ∈ A,y ∈ B}, (C.14)

= C̃ci ∪ C̃E\ci . (C.15)

We can then say that the community cut-set C̃ci is generated via a community cut Cci ,

while C̃E\ci is generated via an additional non-community cut CE\ci . The network flooding

capacity is thus generally given by

C(i,N ) = min
C
Ccut(C), (C.16)

= min
C

[
Ccut(Cci) + Ccut(CE\ci)

]
. (C.17)

The cut Cci always forms a valid partition of the user pair when we are restricted to

the sub-network Nci . Meanwhile, on its own, C̃E\ci is never a valid network cut between

local end-users. Crucially, the addition of the non-community edges into the cut-set can

never decrease the total flooding capacity between users, only increase it. Therefore we can
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separate the minimisation in Eq. (C.17) and write

C(i,N ) = min
C

[
Ccut(Cci) + Ccut(CE\ci)

]
, (C.18)

≤ min
Cci

Ccut(Cci) + min
CE\ci

Ccut(CE\ci), (C.19)

= Cci + CE\ci , (C.20)

where CE\ci denotes the multi-edge capacity of the minimised non-community cut that

validates the end-user partition.

It is then clear that we can write the following bounds on the global network flooding

capacity,

Cci ≤ C(i,N ) ≤ Cci + CE\ci . (C.21)

Here, the lower bound refers to the situation when non-community cuts are not required

(CE\ci = 0), and the upper bound refers to when they are (CE\ci > 0).

Hence, the intracommunity capacity is always lower-bounded by the local-community

capacity of a local network. The saturation of either the upper or lower bounds is completely

determined via the network structure.

C.1.4 Intercommunity Capacities

We now turn our attention to the case in which the two end-users lie in distinct com-

munities. This is the setting focussed on in Chapter 5, and is of most interest for relatively

long-distance communication within large-scale, hybrid networks. Indeed, the intercom-

munity capacity depends more strongly on the interplay between sub-network properties,

rendering its characterisation more difficult than the intracommunity capacity. Nonethe-

less, through the community structure developed in this appendix and the simplifications

offered by the quotient graph representation, it is possible to glean conditions for which the

end-to-end intercommunity capacity is analytically obtainable.

To achieve this, we must develop a number of helpful lemmas. We shall first show that

any cut which collects an intracommunity edge automatically invokes a valid cut between

the two nodes connected by that edge on a community sub-network.

Lemma C.2 Consider two end-user nodes contained in remote communities α ∈ Pcα and

β ∈ Pcβ , and a cut C between them with a corresponding cut-set C̃. If C̃ contains at least

one intracommunity edge (x,y) ∈ Eci from an arbitrary community ci, then C̃ contains a

subset C̃ ′ which is a valid cut between x and y on the induced sub-network Nci.
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Proof. Consider a cut C such that the corresponding cutset C̃ contains an intracommunity

edge (x,y) ∈ Eci . Without loss of generality, the cut partitions the network nodes into two

sets A = {α,x, ...} and B = {β,y, ...}. We can therefore identify two subsets A′ ⊆ A and

B′ ⊆ B that consist solely of nodes that lie in the same community,

A′ = {x | x ∈ A ∩ Pci}, B′ = {y | y ∈ B ∩ Pci}. (C.22)

It can be seen that this forms a bipartition for the nodes in Pci and thus forms a valid cut

between the arbitrary nodes x and y on the community network Nci . The corresponding

cut-set C̃ ′ may be formed as usual from these sets,

C̃ ′ = {(x,y) ∈ E | x ∈ A′, y ∈ B′}, (C.23)

Comparing this to the original cut-set

C̃ = {(x,y) ∈ E | x ∈ A, y ∈ B}, (C.24)

it can clearly be seen that C̃ ′ ⊆ C̃ since A′ ⊆ A and B′ ⊆ B.

This is actually a very useful result. It tells us that a hybrid cut between two remote

user-nodes α and β which collects edges from a network community will necessarily invoke

a local-community cut between some arbitrary pair of nodes. Let us now make the following

definition which will simplify our notation.

Definition C.1 (Min-local Community Capacity): Consider a community sub-network

given by Nci. We define the minimum local-community capacity as the smallest flooding

capacity that can be generated between any two nodes on community network,

C∗ci := min
x6=y∈Pci

C({x,y},Nci). (C.25)

As a result of the previous lemmas, we can present the following result which can be

used to relate the intracommunity capacity with the minimum cut on the quotient network.

Lemma C.3 Consider a quantum network N with a disjoint community structure, and a

pair of remote end-users i = {α,β} which are located in distinct communities α ∈ Pcα and

β ∈ Pcβ . On the quotient graph NQ, we can equivalently consider the end-user-community

pair iQ = {cαQ, c
β
Q}. It follows that if all of the minimum local-community capacities are

greater than the flooding capacity on the quotient network,

min
ci
C∗ci ≥ C(iQ,NQ), (C.26)
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then the end-to-end flooding capacity between α and β is equal to

C(i,N ) = C(iQ,NQ). (C.27)

Otherwise, the flooding capacity on the quotient network is an upper-bound on the true

flooding capacity, C(i,N ) ≤ C(iQ,NQ).

Proof. Since α and β lie in two different communities it is always possible to form cuts

with cut-sets only containing intercommunity edges. These are exactly the same cuts as are

possible on the quotient graph NQ = N/R where R is the equivalence relation partitioning

the nodes into their communities. Hence, we can call these cuts quotient cuts, CQ. Therefore

we can obtain an initial bound for the multi-path capacity.

C(i,N ) ≤ C(iQ,NQ) = min
C
Ccut (iQ, CQ) , (C.28)

where Ccut (iQ, CQ) is the multi-edge capacity associated with a quotient cut partitioning

the two communities in iQ. This is an upper bound since the cut taken on the quotient

graph may not be a minimum cut.

Now consider an arbitrary cut C0 between α and β, containing at least one intracommu-

nity edge. From Lemma C.2 we have that the intracommunity edges form at least one valid

cut between arbitrary nodes on an induced sub-network Nci . Note that the corresponding

cut-set will generally not correspond to a valid cut between α and β on N . It is clear we

can lower bound the capacity across C0 by the minimum flooding capacity between any two

nodes on Pci , that is

Ccut(i, C0) ≥ C∗ci . (C.29)

Comparing this to the initial bound obtained on the quotient graph, we see that whenever

the minimum flooding capacity between any two nodes on the community Nci satisfies

C∗ci ≥ C(iQ,NQ), (C.30)

then C0 cannot be a minimum cut. Now since the intracommunity edge that C0 collects

is arbitrary, the left hand side must be minimised over all communities to ensure that no

hybrid cut can ever be a minimum cut. Therefore, whenever

min
ci
C∗ci ≥ C(iQ,NQ), (C.31)

the minimum-cut must contain only intercommunity edges and C(i,N ) = C(iQ,NQ).
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Reduced quotient graph for an end-user pair, N ′

(b)

Global quotient graph for m-communities, NSm
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Figure C.1: (a) Quotient graph of a modular backbone network under the community equivalence
relation for m-communities, resulting in a star network. (b) When considering the multi-path
capacity between end-users α and β, the quotient graph can be simplified to a linear chain.

In general the condition given in Eq. (C.26) is fairly restrictive, as it places requirements

on the minimum capacities between any two users in the same community. However, we

shall see that in the case of communities connected to backbone networks (in which the

quotient graph is simply a star network) the condition applies only to the two end-user

community networks Ncα and Ncβ .

C.1.5 Modular Networks with Backbone Structure

We can now turn our discussion to the modular networks as defined in Definitions 5.1

and 5.3, which are specific architectures with community structure. These are modular

networks where all of the communities are disjoint and disconnected, but are all connected

to a municipal backbone network. By imposing regularity (and thus high connectivity)

on the backbone, we are able to study ideal modular networks. It is clear to see that the

quotient network of this kind of modular architecture produces a star network. Let us

denote a star network with m-children nodes and a central node by NSm . Each community

becomes a child node of the central backbone node, and we gather a very simple network

structure. This is illustrated in Fig. C.1.

We find that when our modular network adopts this simple (yet very general) structure,

then Lemma C.3 also simplifies significantly. It can be shown that the conditions in Lemma

C.3 reduce to simple constraints only on community networks involved with the end-user

pair; not on any other community sub-network. This result is captured in the following.

Lemma C.4 Consider a pair of end-users i = {α,β} and their associated pair of end-user
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communities iQ = {cαQ, c
β
Q}. The quotient graph NQ of the network under the community

equivalence relation R is a star network. It then follows that if

min
x∈{cα,cβ,b}

C∗x ≥ min{Ccα:b, Ccβ:b}, (C.32)

then the end-to-end flooding capacity between α and β is equal to

C(i,N ) = min{Ccα:b, Ccβ:b}. (C.33)

Otherwise, the flooding capacity on the quotient network is an upper-bound on the true

flooding capacity C(i,N ) ≤ min{Ccα:b, Ccβ:b}.

Proof. It is known that we can always perform a valid cut by community isolation, i.e. ex-

clusively cutting the intercommunity edges between the backbone and either of the end-user

communities. This type of cut equates to a cut on the quotient network, so that in general

we can write the global-community capacity as an upper-bound on the flooding capacity

C(i,N ) ≤ C(iQ,NQ) = min{Ccα:b, Ccβ:b}. (C.34)

Now let us impose the condition in Eq. (C.32). This condition is similar to that which is

proven in Lemma C.3 for more general networks. However in this setting, it is not necessary

to consider communities which don’t contain end-users. When Eq. (C.32) holds, this means

that any cut which collects an edge from the sub-networks x ∈ {cα, cβ, b} will not be a

minimum cut. More precisely, by Lemma C.2, any cut which collects an edge from any

of these sub-networks will automatically invoke a valid intracommunity cut between a pair

of arbitrary local nodes. But per Eq. (C.32), the minimum local-community capacity is

always larger than the global-community capacity, therefore this form of cut will never be

the minimum cut.

We are now left to check that any cut which collects edges from other communities ci /∈
{cα, cβ, b} will never be the minimum cut under these conditions. Consider a sub-graph of

the original network N ′ = (P ′, E′) ⊂ N which consists solely of the communities cα, cβ and

cb, each of the communities intracommunity edges and the corresponding intercommunity

edges. Therefore the sets of sub-graph nodes and edges are

P ′ = Pcα ∪ Pcβ ∪ Pb, (C.35)

E′ = (Ecα ∪ Ecβ ∪ Eb) ∪ (Ecα:b ∪ Ecβ:b). (C.36)

In general, the flooding capacity computed on the sub-network N ′ will always be smaller

than that computed on N . The addition of extra communities can only ever increase the
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number of end-to-end multi-path routes. As a result, we can write the lower-bound

C(i,N ) ≥ C(i,N ′). (C.37)

It is very important to note that C(i,N ′) is not necessarily a valid, end-to-end capacity.

This is because the minimum cut which generates C(i,N ′) may not be a valid end-user

partition on the global network N . When the minimum cut which generates C(i,N ′) is also

a valid cut on C(i,N ), then the above lower-bound saturates.

The quotient network of the sub-graph N ′ can then be reduced to a simple linear chain,

as shown in Fig. C.1(b). Now, thanks to the condition in Eq. (C.34), we can equate the

flooding capacity on N ′ to that computed on its quotient network,

C(i,N ′) = C(iQ,N ′Q) = min{Ccα:b, Ccβ:b}. (C.38)

Crucially, the minimum cut which generates this capacity is a valid cut on the global

network N , since it is always possible to partition the end-users via community isolation.

As a result, when we combine this lower-bound with the upper-bound in Eq. (C.34), we

gather that the end-to-end flooding capacity is given by

C(i,N ) = min{Ccα:b, Ccβ:b}, (C.39)

as required. If the condition Eq. (C.32) is violated, we re-gather the upper-bound in

Eq. (C.34) since there may exist a cut that uses local community edges in x ∈ {cα, cβ, b}
to reduce the end-to-end capacity. This new cut may also be a valid cut on N ′, but it will

not be achieved by community isolation, i.e. the lower-bound in Eq. (C.37) will still hold,

but it will not be attributed to Eq. (C.38).

The technique used in the proof is actually rather more powerful than it may first

appear. The key is to select a sub-graph whose quotient graph has exactly the same

possible minimum cuts as the quotient graph of the overall network. When the condition in

Eq. (C.26) on the sub-graph holds, this guarantees that the lower bound, found by asserting

that the end-to-end capacity on the overall network must be greater than on the sub-graph,

can be saturated on the overall network. This in turn allows the lower bound to match the

upper and reduce the restrictiveness of the condition given in Eq. (C.26) to just minimising

C∗ci over the communities that exist in the sub-graph. This highlights that the degree of

simplification provided by Lemma C.3 depends on the underlying topology of the quotient

network. Similar techniques can be applied to loosen the restrictions of Eq. (C.26) for other

quotient network topologies, although we leave the exploration of these to future works.
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C.1.6 Threshold Capacities of Modular Networks with Backbone Structure

Using the developments throughout this section, we can provide a concise proof of the

main theorem in Chapter 5 This allows us to identify single-edge capacity thresholds for

each of the end-user community networks and the backbone network, such that the end-

to-end capacity is equal to the global-community capacity. As a result, we can identify

unique physical constraints which can be used to motivate the construction of particular

sub-networks, as was done in the main text. Here we restate the theorem for clarity:

Theorem 5.1 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3. Select any pair of end-users i = {α,β} contained in remote communities α ∈ Pcα
and β ∈ Pcβ . There exist single-edge threshold capacities on the communities Cmin

cj
and

backbone Cmin
b sub-networks for which the network flooding capacity is given by the global-

community capacity,

Cxy ≥ Cmin
cj

, ∀(x,y) ∈ Ecj ,
Cxy ≥ Cmin

b ,∀(x,y) ∈ Eb,

 =⇒ C(i,N ) = Cc:b, (C.40)

for all j ∈ {α,β}. The threshold capacities are given by,

Cmin
cj

:=
Cc:b
kcj

, Cmin
b :=

Cc:b
H∗min

, (C.41)

where H∗min is the minimum cut-set cardinality on the backbone network. If these threshold

capacities are violated, then the global-community capacity becomes an upper-bound on the

end-to-end capacity, C(i,N ) ≤ Cc:b.

Proof. Any modular network following the form of Definition 5.3 admits a star network

as its quotient graph. In order to assert that the global-community capacity between any

two end-users located in remote communities i = {α,β} is indeed the flooding capacity, we

must reveal conditions for which all other possible cuts generate larger flooding capacities.

Thanks to Lemma C.4 we know this condition is,

min
c∈{cα,cβ,b}

C∗c ≥ min{Ccα:b, Ccβ:b} = Cc:b, (C.42)

where Cc:b is the global community capacity which implicitly performs the minimisation.

To satisfy the condition in Eq. (C.42), it is sufficient to satisfy the set of equations,

C∗x ≥ Cc:b, ∀ x ∈ {cα, cβ, b}. (C.43)
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Using this set of conditions, we are able to derive threshold capacities for each of the sub-

networks of the modular structure to ensure the global community capacity is equal to the

end-to-end capacity.

Let us first focus on satisfying this condition for the end-user communities, cα and cβ.

By definition, each of the communities in our idealised modular architecture adopt kcj -

connectivity, j ∈ {α,β}. This means that the smallest possible cut between any two nodes

on either of the community networks (which contain end-users) collects exactly kcj edges.

Let us also assume that there exists a single-edge threshold capacity for each community

Cmin
cj

. Therefore, we can always say that the min-local community capacity C∗cj will never

be smaller than that which is generated by cutting kcj edges each of which have a minimum

threshold capacity Cmin
cj

. That is, we can write

C∗cj ≥ kcjC
min
cj

, j ∈ {α,β}, (C.44)

This lower-bound on the min-local capacity is achievable, since it is based on a valid cut

on the communities. In order to satisfy Eq. (C.43) for each of communities, we must then

demand

C∗cj ≥ kcjC
min
cj
≥ Cc:b, j ∈ {α,β}. (C.45)

As a result, we derive a single-edge threshold capacity for edges within the local communi-

ties,

Cmin
cj

=
Cc:b
kcj

, j ∈ {α,β}. (C.46)

With this condition, we ensure that any valid cut performed exclusively on the local com-

munities will always generate a larger multi-edge capacity than Cc:b, and will not be the

minimum cut.

We are now left to identify the single-edge constraint for the regular backbone network.

While Eq. (C.42) will supply a sufficient condition for the backbone network to ensure it

does not compromise the global community capacity, the property of regularity lets us de-

termine a more specific constraint. The backbone may possess many connections from the

communities, meaning that the minimum number of edges in a cut-set performed exclusively

on the backbone as potentially very large. The minimum cut-set size of a backbone cut

depends totally on the network regularity, and the distribution of intercommunity connec-

tions, i.e. the set of nodes Pb|cj which tell us where the community cj is directly connected

to the backbone (for j ∈ {α,β}). For regular networks, it is always possible to determine
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this minimum cut-set size via collective node isolation. Hence, the minimum cardinality

can be summarised by the function

|C̃b| ≥ H∗min := min
j∈{α,β}

Hmin(kb, Pb|cj ) (C.47)

which chooses the minimum cut-set cardinality associated with either set of intercommunity

connections. It then follows that, given some minimum single-edge capacity on the backbone

network Cmin
b , the minimum possible multi-edge backbone capacity is given by

Cb ≥ |C̃b| Cmin
b ≥ H∗min Cmin

b . (C.48)

In order the global-community capacity to remain a minimum cut, it must always be smaller

than this lower-bound. Hence, we assert that,

Cc:b ≤ H∗min Cmin
b (C.49)

which leads to the required condition.

It is important to note that these conditions hold for any end-user pair in remote com-

munities, even when the user nodes possesses direct connections to the backbone. When

this is the case, there will never exist a valid end-user cut that is exclusively made up of

local-community edges, since it is now necessary to also cut the direct connections to the

backbone. Let Ex := {(x,y) ∈ E | y ∈ P} be the set of all edges in the neighbourhood of a

node x. We can identify the intercommunity edges which provide direct connections from

a node x to the backbone via the edge set Ex \ Ecx , i.e. all the directly connected edges

to x minus those which are community edges. Hence, we can never eliminate community-

wide communication by means of a local community cut. If we impose the condition in

Theorem 5.1 anyway, then this is sufficient to guarantee the global community capacity.

Collecting kcj local community edges will automatically generate a multi-edge capacity

which is at least as large as Cc:b. Hence, the additional edges that one needs to collect to

consolidate the cut can only increase this multi-edge capacity.

More precisely, the modification which minimises the number of extra edges collected

is achieved by additionally collecting the edges which connect the user-node directly to

the backbone. We can denote the multi-edge capacity associated with cutting the user-

connected intercommunity edges as

Cj:b :=
∑

(x,y)∈Ej\Ecj

Cxy. (C.50)
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The necessity of cutting additional intercommunity edges means that the min-local com-

munity capacity can never be the flooding capacity. It can never be a valid minimum cut

on its own, since the direct backbone connection means there will remain a route to the

backbone (and thus to the other end-user). Instead, we perform a cut of kcj edges on the

local community and cut these direct backbone connections Ex \ Ecx . This results in a

multi-edge capacity of

C∗cj + Cj:b ≥ kcj Cmin
cj

+ Cj:b, ∀j ∈ {α,β}, (C.51)

To ensure that this cut is never the minimum cut, we ask that

kcj Cmin
cj

+ Cj:b ≥ Cc:b, ∀j ∈ {α,β}, (C.52)

is always true. Hence the necessity of cutting additional intercommunity edges leads to the

modified condition on the local community threshold capacities,

kcj Cmin
cj
≥ Cc:b − Cj:b, ∀j ∈ {α,β}, (C.53)

which is clearly a looser condition than that in Theorem 5.1. Therefore, Theorem 5.1 holds

regardless of if the end-users are directly connected to the backbone or not.

C.2 Application to Hybrid Quantum Networks

With the main theorem from the main text now proven, it is possible to elucidate the

emergence of Corollaries 5.1 and 5.2. These are simply applications of Theorem 5.1 in the

context of fibre/satellite modular quantum networks, and ground-based free-space/fibre

architectures. To assist the reader, we restate each corollary before providing their proofs.

C.2.1 Fibre/Satellite Configuration

Corollary 5.1 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3 in the main text, and assume optical-fibre communities networks Ncα, Ncβ and

a satellite-based backbone Nb. Select any pair of end-users {α,β} located in remote com-

munities α ∈ Pcα and β ∈ Pcβ . There exists a maximum fibre-length in each community

dmax
cj

:= −1

γ
log10

(
1− 2−Cc:b/kcj

)
, (C.54)

and a maximum intersatellite separation in the backbone

zmax
b := arg min

z

∣∣∣∣∣log

(
H∗minBFσp

(η)

Cc:b

)∣∣∣∣∣ . (C.55)
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for which the network flooding capacity is equal to the global-community capacity,

C(i,N ) = Cc:b. (C.56)

Otherwise, if any intersatellite links violate this condition ∃ zxy > zmax
b , (x,y) ∈ Eb or

the local community links are in violation, ∃ dxy > dmax
cj

, (x,y) ∈ Ecj , for either j ∈ {α,β},
then this becomes an upper-bound on the network flooding capacity, C(i,N ) ≤ Cc:b.

Proof. The proof follows directly from the use of Theorem 5.1 and the direct substitution

of single-edge capacity formulae into its results. As gathered from Theorem 5.1, for an

ideal modular network of this form we can ensure that the end-to-end capacity between the

end-users is equal to the global-community capacity if the following single-edge threshold

capacities are satisfied: Cmin
cj

:= Cc:b/kcj and Cmin
b := Cc:b/H∗min.

Since the community sub-networks are consistent of fibre channels, we can equate the

single-edge community threshold capacity to the precise expression of a bosonic pure-loss

channel capacity (the PLOB bound). For fibre-channels, a minimum capacity threshold

corresponds to a maximum fibre-length threshold, such that

Cmin
cj

= − log2(1− 10
−γdmax

cj ). (C.57)

where γ ≈ 0.2 dB/km as used consistently throughout this thesis. This can be then be

rearranged to determine the maximum permitted fibre-length within the community,

dmax
cj

= −1

γ
log10

(
1− 2

−Cmin
cj

)
= −1

γ
log10

(
1− 2−Cc:b/kcj

)
. (C.58)

We may perform a similar procedure for the backbone network, which is constructed

from intersatellite channels. Assuming negligible thermal contributions (see Section 5.3.8)

but non-negligible pointing errors, then we can relate the threshold capacity Cmin
b to the

single-edge capacity expression for intersatellite channels from Eq. (5.37),

Cmin
b =

Cc:b
H∗min

≤ BFσp
[ηd(z)] =

2a2
R∆(ηd(z), σp)

w2
d(z) ln 2

. (C.59)

In general settings this is an upper-bound, as it is an extension of the PLOB bound to an

ensemble of lossy channels where the convexity properties of the relative entropy of entangle-

ment (REE) are exploited [87, 30, 31]. However, we reliably assume the intersatellite chan-

nels to be modeled as pure-loss channels, and thus can admit equality Cmin
b = BFσp

[ηd(z)].

We are now in a position to compute the maximum tolerable intersatellite separation zmax
b .

This is the same as asking: for what channel length z does the following equality hold

Cc:b = H∗minBFσp
[ηd(z)]. (C.60)
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Due to the complicated nature of the capacity function BFσp
[ηd(z)] this is not expedient

analytically. However it is easy to compute numerically. Indeed, finding the maximum

intersatellite separation equates to finding the minimum argument of

zmax
b = arg min

z

∣∣∣∣∣log

(
H∗minBFσp (η)

Cc:b

)∣∣∣∣∣ . (C.61)

Here we use the absolute log-ratio to compare the right and left hand-side of Eq. (C.60)

and determine for what channel length zmax
b they are equivalent.

C.2.2 Ground-Based Free-Space Fibre Configuration

Corollary 5.2 Consider an ideal modular network of the form N ∗ introduced in Defini-

tion 5.3 in the main text, and assume free-space community networks Ncα, Ncβ and an

optical-fibre backbone Nb. Select any pair of end-users i = {α,β} located in remote com-

munities α ∈ Pcα and β ∈ Pcβ . There exists a maximum free-space link length in each

community

zmax
cj
≤ arg min

z

∣∣∣∣log

(
kcjTFσ(η, n̄j)

Cc:b

)∣∣∣∣ , (C.62)

and a maximum fibre length in the backbone

dmax
b := −1

γ
log10

(
1− 2−Cc:b/H

∗
min

)
, (C.63)

for which the network flooding capacity is equal to the global-community capacity,

C(i,N ) = Cc:b. (C.64)

Otherwise, if any fibre links violate this condition ∃ dxy > dmax
b , (x,y) ∈ Eb or the local

community links are in violation, ∃ zxy > zmax
cj

, (x,y) ∈ Ecj , for either j ∈ {α,β}, then

this becomes an upper-bound on the network flooding capacity, C(i,N ) ≤ Cc:b.

Proof. Once again, a proof follows directly from Theorem 5.1 and the techniques used to

prove the previous Corollary. For an ideal modular network of this form we can ensure that

the end-to-end capacity between the end-users is equal to the global-community capacity

if the following single-edge threshold capacities are satisfied: Cmin
cj

= Cc:b/kcj and Cmin
b =

Cc:b/H∗min.

In this setting, the community sub-networks are consistent of ground-based free-space

quantum channels. We focus on the regime of weak turbulence, such that channel lengths

are limited to z . 1 km. For a community containing an end-user j ∈ {α,β} we can write

Cmin
cj

=
Cc:b
kcj
≤ TFσ [η(z), n̄j ], (C.65)
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where TFσ [η(z), n̄j ] is the single-edge capacity upper-bound associated with a ground-based

free-space link, discussed in Section 5.3.4. This incorporates atmospheric fading dynamics,

and free-space background noise n̄j which may be present in the community cj . Hence,

determining the maximum free-space link permitted in an end-user community is equivalent

to finding the smallest channel length z for which the equality

Cc:b = kcjTFσ [η(z), n̄j ], (C.66)

is satisfied. As before, this can be carried out numerically by finding the minimum argument

zmax
cj
≤ arg min

z

∣∣∣∣log

(
kcjTFσ(η, n̄j)

Cc:b

)∣∣∣∣ . (C.67)

This is an upper-bound on zmax
cj

, since it is not known whether TFσ(η, n̄j) is an achievable

rate or not. Nonetheless, this single-edge upper bound has been shown to be tight, and

therefore we can accurately utilise it in order to gain insight into the reliability of free-space

links in a metropolitan network setting.

For the fibre-backbone, we possess exact expressions for single-edge capacities. There-

fore, to find the maximum fibre-length we can simply compare the backbone threshold

capacity to the PLOB bound and arrive at the result

dmax
b = −1

γ
log10

(
1− 2−Cc:b/H

∗
min

)
. (C.68)

This completes the proof.

C.3 Collective Node Isolation

C.3.1 Definition and Motivation

Consider a network based on an underlying undirected graph N = (P,E), and some

collection of n-network nodes I = {i1, i2, . . . in} ⊂ P within it. Here, we will define I as a

set of target-nodes that we are interested in. We define the task of Collective Node Isolation

as that of determining the smallest cut-set of edges C̃min ⊂ E (that which collects the fewest

number of edges) that need to be removed from the network in order to form a sub-graph

NI = (PI, EI) within which all the target nodes are contained, i.e. I ⊆ PI. Importantly, this

sub-graph need not be exclusively consistent of target nodes, but can also possess additional

nodes. This question is relevant as it emerges within an unweighted minimum-cut problem

for distant collections of nodes on a highly-connected network. That is, given some disjoint

collections of sender nodes A and receiver nodes B, what is the minimum cut-set cardinality

required to partition these collections of end-users?
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Clearly, for a completely general network it is by no means obvious what this cut-set

is. However, by asserting some form of connectivity constraints it is possible to gain some

useful analytical insight. In particular we are interested in k-regular networks, relevant for

the regular backbone networks studied within Chapter 5. The high level of connectivity

guaranteed by regularity ensures that for given a pair of individual end-user nodes, the

cut-set with the smallest cardinality (neglecting boundary effects) will always be found via

nodal isolation. This is because regularity guarantees a high growth rate for cut-set sizes

as one moves further away from either end-user; hence the closer one remains to either

end-user, the smaller the cut-set will be. Regular networks with this property are defined

as super-connected.

Hence, collective node isolation can be used to identify minimum-cut set sizes on a

super-connected graph when it is necessary to isolate a number of particular nodes, I. This

is a generalisation of the work in Chapter 3 in which the focus is nodal isolation on weakly-

regular graphs. In a modular network setting, collective node isolation is important for

identifying minimum cut-set cardinalities when restricted to a particular sub-network of

the global model. This is made clear via its application in the main body of this thesis. In

the following, we devise the general result for the cut-set size of collective node isolation on

regular networks.

C.3.2 Minimum Cut-Set Cardinality

Consider a k-regular network N = (P,E) and two specific disjoint collections of target

nodes labelled {A,B} ⊂ P . These collections are used to represented end-user connected

nodes on an intermediate sub-network within a modular structure. We wish to derive an

expression for the minimum-cut set size required to completely partition the collections.

Consider either collection of target-connected nodes, I ∈ {A,B}. A regular network is

super-connected, hence the minimum cut-set cardinality is always achieved by neighbour-

hood isolation. In this way, the largest set generated by neighbourhood isolation occurs

when all the users are sufficiently separated so that they do not share any edges or any

neighbours. Then the cut-set has cardinality |C̃| = k|I|. This is always an upper-bound

on the minimum cut-set size. However, the potential for target-nodes sharing edges and

sharing neighbours can diminish this cut-set size, since redundant edges may emerge. It’s

therefore possible to provide a corrective procedure for determining the minimum cut-set

size.

Consider a set of N target nodes I = {i1, . . . , iN}, and potential partitions of this set,

i.e. I = {i1, i2| i3 | i4, . . . , iN}. Let us denote the space of all possible partitions via ΓI ∈ ΓI,
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such that ΓI = {γj}|ΓI|
j=1 represents a single instance of a partition of the target-node set and

γ ∈ ΓI denotes the subset of target nodes within this partition.

As mentioned above, it is important to recognise that one can utilise the feature of

edge-sharing and neighbour-sharing between target nodes that can reduce the number of

edges that need to be cut. We can identify this potential through the following procedure:

Let us define ωγ as a path (sequence of edges) on the network that connects all the nodes

within the target node set partition, i ∈ γ ∈ ΓI. The path is free to form a closed cycle on

the network, meaning that it may enclose a subset of network nodes within it (such that

the path nodes form a boundary). Let us denote the set of nodes on the path and enclosed

by it (if it is a cycle) by Pωγ . Note that if a particular partition consists of only one target

node, e.g. γ = {i}, i ∈ I, then there is no need to construct a path and Pωγ = {i}.
We then can conclude an expression for the minimum cut-set cardinality via the following

logic: sometimes is cheaper to form paths between target nodes, and collect edges around

the edges along that path than it is to simply isolate the target nodes. This is because

these inter-target node edges can often be redundantly cut when they do not contribute

to information flow outside of the target node partition. Furthermore, when these paths

form cycles on the network, they identify enclosed nodes and edges that also do not benefit

information flow outside of the partition. The minimum cut-set is then found by finding the

set of shortest inter-target paths {ωγj}
|ΓI|
j=1 under a best case partition of the target nodes.

Defining the following Kronecker-delta like function,

δ(x,y) :=

1, if (x,y) ∈ E,
0, otherwise.

(C.69)

then we arrive at the following quantity,

Hmin(k, I) := min
Γ∈ΓI

∑
γ∈Γ

min
ωγ

k|Pωγ | − ∑
x6=y∈Pωγ

δ(x,y)

 . (C.70)

Importantly, the quantity above recaptures the upper-bound via the target-node set parti-

tioning ΓI = {i1 | i2 | . . . |iN}.
The challenging aspect is the minimisation performed over all target node partitions.

The identification of shortest paths between nodes should be easy and efficient, but as

the number of target nodes grows the number of possible partitions will scale super-

exponentially. However, there should exist heuristics that assist in minimising the partition

search space, e.g. locality of target nodes, since very distant nodes will be incredibly unlikely

to benefit from alternative cuts from nodal isolation.
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Figure C.2: Minimum-cut set cardinalities for collective node isolation. Panels (a), (b) and (c)
depict different possible cuts that may emerge via the procedure of Section C.3.2 in which subsets of
target nodes can be connected via paths to minimise their total cardinality. Panel (a) displays the
natural case of target-node isolation, (b) shows how one can use closed paths, while (c) illustrates
how multiple paths can be formed. In this instance, all cut-sets collect an equivalent number of
edges.

C.3.3 Weakly-Regular Neighbourhood Isolation

We can use the example of WRNs from Chapter 3 to show the generality of the previous

expression. In that work, it was important to determine the minimum cut-set cardinality

that could be achieved when one is not permitted to cut neighbourhood edges of some

potential end-users, α and β. In doing so, it was possible to derive conditions on the

WRN for which the flooding capacity was always the minimum neighbourhood capacity

between the users. Interestingly, this is equivalent to asking: what is the minimum cut-

set size related to collectively isolating a user neighbourhood A = Nα or B = Nβ on a

WRN? We can show that the result in Eq. (C.70) can reproduce the result found from this

investigation.

Recall that a WRN is a network architecture based on an undirected graph NWR =

(P,E) which has the specific connectivity properties. In a (k,Λ)-WRN, for any node x,

there is a multiset of values λx which collects the number of of common neighbours shared

between x and each y ∈ Nx. That is,

λx := {|Nx ∩Ny| | y ∈ Nx}. (C.71)

This is the adjacent commonality multiset. A network is (k,Λ)-WR if each node is connected

to exactly k other nodes, and each adjacent commonality multiset belongs to the superset

Λ such that λx ∈ Λ for all x ∈ P .
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Here, we focus on a scenario in which there is only one non-degenerate adjacent com-

monality multiset, i.e. Λ = {λ}, with the implicit understanding that this can be extended.

Each node has k-neighbours, and the distribution of adjacent commonalities always follows

λ = {λ1, . . . , λk}. As a result, every node i has k-neighbours, and shares a unique number

of common neighbours with each of them λj ∈ λ. Consider performing collective isolation

of the k-element neighbourhood of some node i in this network. That is, our target nodes

in this case become the set Ni = {n1, . . . ,nk}. The maximum cut-set size is of course

k|I| = k|Ni| = k2, (C.72)

but this can be reduced due to edge-sharing and neighbour-sharing corrective factors.

We can immediately identify a cheaper upper-bound using the target-node partition set

that isolates each target node. In that case, we need not build any paths, but can still

identify the central node i as enclosed within the boundary of the neighbourhood nodes,

resulting in a corrective factor of k. That is, we can construct a smaller cut-set

Hmin(k,Ni) ≤ k2 − k. (C.73)

Via the procedure outlined in the previous section, we could also identify a connective

path ω? = ω{n1,...,nk} that traverses the entire neighbourhood, connecting all of the target

nodes. This might help us to identify a smaller cut-set, but only if the adjacent commonality

between any two neighbourhood nodes λj > 0. If λj = 0 then know that it will take more

than k edges to connect the path (since each neighbour nm shares no other neighbours

with the target node i). If λj > 0, one can be sure that the neighbourhood nodes can be

connected via a path of length k edges; each neighbour shares a common neighbour with

the target, so that the target node can be enclosed by a k-edge cycle.

Given that λ(i,n) > 0 for all n ∈ {n1, . . . ,nk} then we can observe a further corrective

factor to the minimum cut-set cardinality. Using Eq. (C.70) we will find that,

Hmin(k,Ni) = k|Pω? | −
∑

x6=y∈Pω?
δ(x,y), (C.74)

= k2 −
∑

x6=y∈(Pω?\{i})
δ(x,y)−

∑
x∈Ni

δ(i,y). (C.75)

On the second line, we split the corrective contribution into two terms; a sum over the

connections shared between nodes in the set Pω? \ {i} that does not contain the target

node, and a sum over the connections between the target node and those in Pω? . We

find that the latter sum is simply equal to k, as it simply counts the number of nodes
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in the neighbourhood. Meanwhile the former term counts the number of connections be-

tween neighbourhood nodes which are necessarily common connections to the target node.

Consequently, this first sum is simply a sum over the adjacent commonalities,

∑
x6=y∈(Pω?\{i})

δ(x,y) =
∑
x∈Ni

λ(x, i) =
k∑
j=1

λj . (C.76)

As a result, we arrive at the simplified min-cut set cardinality,

Hmin(k,Ni) = k|Ni| −
k∑
j=1

λj − k =
k∑
j=1

(k − λj − 1). (C.77)

which is the result reported in Chapter 3 where it was derived in a more direct fashion.

As remarked, if λj = 0 for all j there is no additional minimisation possible due to path

enclosures.

C.3.4 Bounds on Collective Node Isolation for Backbone Cuts

The function Hmin(k, I) can be used for any general distribution of target-nodes. In

the context of modular networks, it is very easy to write bounds on the minimum cut-set

size for network cuts performed exclusively on the backbone. Given a k-regular backbone

network, we can write the following bounds

k ≤ Hmin(k, I) ≤ k|I|. (C.78)

The lower bound corresponds to a situation where all the intercommunity edges are con-

nected to a single node on the backbone. In this case it is sufficient to simply isolate the

connected node on the backbone. The upper-bound refers to a situation where the inter-

community edges are connected to the backbone in such a way that the target-nodes do

not share any edges or neighbours. The cut-set size for all other distributions I fall within

these bounds. Examples are illustrated for a Manhattan backbone network in Fig. 5.3.



221

Appendix D

Appendices for Chapter 7

In this appendix to Chapter 7, we briefly discuss how the developments made in this

chapter can be extended to multicast protocols, and discuss how such concepts can be used

to benchmark single and multiple quantum multicasting.

D.1 Extension to Quantum Multicasting

D.1.1 Multicast Communications

Let us consider the single-multicast communication setting. There exists a single sender

node (Alice) a which wishes to communicate with Nr receiver nodes (Bobs) {bj}Nr
j=1. We

can collect these quantities into an end-user pool,

iNr :=
{
a, {bj}Nr

j=1

}
, (D.1)

where we maintain a similar notation for end-user pairs as end-user pools, utilising the

superscript to denote the number of receivers within the pool. When exclusively considering

end-user pairs i ≡ i1 we may simply drop the superscript.

Alice may wish to share the same message with each of the receivers, or several different

messages, which we can describe as her message multiplicity. We can quantitatively describe

her message multiplicity via a multiplicity multiset,

m := {m1,m2, . . . ,mNr}, mj ∈ {1, . . . , Nr}, (D.2)

such that each mj ∈ m denotes a label of the message she is sending to the jth Bob.

For example, if m = {1, 1, . . . , 1} then she is transmitting the same message to all Bobs,

whereas m = {1, 2, 3, . . . , Nr} means she is transmitting unique messages to each receiver.

During single-multicast, the sender has access to all network resources in order to estab-

lish competent routes between a and each of the receivers. In this multi-user configuration
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it is clear that routing competition already exists. Each path from a → bj must compete

with every other sender to receiver path in order to reliably fulfil multicast communications.

Dependent upon the objective of each receiver, one could also consider this as routing col-

laboration as it may be in the best interest of each receiver to help its counterparts construct

high-rate routes. Regardless, it is clear that sophisticated routing strategies and TM tech-

niques are necessary to ensure reliable multicast rates.

Multiple-multicast communications goes a step further and considers many senders

communication with many receiver pools. That is, we may consider a collection of Nu

end-user pools,

INr = {iN
1
r

1 , . . . , iN
Nu
r

Nu
} =

{
{ai, {bij}N

i
r

j=1

}Nu

i=1
, (D.3)

where Nr := {N i
r}Nu
i=1 is a multiset that identifies N i

r as the number of receiver nodes in

the ith receiver pool. Note that there is no need for these receiver pools to be unique, and

different senders may wish to multicast to similar nodes and pools, i.e. in general,

{bij}N
i
r

j=1 ∩ {bkj }
Nk

r
j=1 6= ∅ for i 6= k. (D.4)

Routing competition is now even more intense than in multiple-unicast or single-multicast.

Many senders must compete to establish paths between many (and potentially the same)

receiver nodes.

D.1.2 Managing Single-Multicast Traffic

Let us consider single-multicast TM. Consider a quantum network N = (P,E) and a

single EUP with Nr receivers,

iNr :=
{
a, {bj}Nr

j=1

}
. (D.5)

It is useful to translate this communication scenario into a pseudo-multiple-unicast format

by considering a collection of Nr end-user pairs,

iNr 7→ I = {ij}Nr
j=1 =

{
{a, b1}, {a, b2}, . . . , {a, bNr}

}
. (D.6)

That is, multicasting can be thought of as an Nr multiple-unicast session in which all of

the senders describes the same Alice node.

By thinking of single-multicast communications in this manner, we can recover all of

the theoretical concepts regarding traffic management and network filters from the previous

section. Each pair ij = {a, bj} may employ a preferred, independent end-to-end routing

protocol Pij which describes how they would perform end-to-end routing in the absence
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of routing competition. Once again Pij is simply responsible for the mechanism by which

routing is achieved; the opportunities and resources available to Pij are controlled and

influenced by the TM protocol T . Each sender-receiver pair will compete for edges and

establish routes dependent on the network filter that they have been exposed to throughout

routing (dictated by the TM protocol). In this way, we can then state that the end-to-end

rate between the sender and the jth receiver will be,

K(ij ,N|Pj , T ) := min
C

∑
(x,y)∈C̃

f̃
ij
xy q̃

ij
xyKxy. (D.7)

Multicasting invites the opportunity to replace routing competition with collaboration.

Indeed, receivers may share a common objective, i.e. to achieve equal end-to-end rate across

all receivers or to prioritise resources for particular receiver nodes. Fortunately, this notion

is captured equivalently under the TM formalism. The TM protocol can monitor the

multicast route and utilise feedback from the sender and receivers to optimise the network

filters in line with their goal. A TM protocol can account for objectives desirable to both

the network as a whole, and to particular communicators.

D.1.3 Managing Multiple-Multicast Traffic

As one might expect, an extension to multiple-multicast traffic is also immediate, since

we can map any such communication configuration into a multiple-unicast scenario with

repeated sender nodes. Given a Nu multicast sessions each with Nr ∈ Nr receivers that

may take place simultaneously on the network INr , one can map this into multiple-unicast

sessions described via the collection of Nu ×Nr end-user pairs,

INr 7→ I = {ij}NuNr
j=1 =

{
{aj , b1

j}, . . . , {aj , bN
j
r

j }
}Nu

j=1
. (D.8)

In this way, one can apply the machinery of network filters and TM protocols. such that

each EUP is governed by an independent routing strategy Pi which are then tied together

via the overarching TM strategy, T . End-to-end rates between senders and individual

receivers are then computed via Eq. (D.7) once again, beyond which we can explicitly

analyse capacity/rate regions.

D.1.4 Achievable Benchmarks

Through the translation of multicast sender/receiver configurations into multiple-unicast

formats, it is immediately possible to study achievable benchmarks of quantum multicasting

via näıve TM protocols. One can consider multicasting scenarios in which all EUPs aim
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to communicate simultaneously such that each multicasting protocol between sender and

receiver pools are governed by a näıve TM protocol, analogous to Section 7.3.2. Given the

appropriate numerical tools to simulate routing protocols in quantum networks one can

begin to compute achievable benchmarks for quantum multicasting performance.



225

Abbreviations

CV Continuous Variable

DV Discrete Variable

LO Local Operations

CC Classical Communications

QKD Quantum Key Distribution

PLOB Pirandola Laurenza Ottaviani Banchi

EPR Einstein Podolsky Rosen

TMSV Two Mode Squeezed Vacuum

REE Relative Entropy of Entanglement

SQC Satellite Quantum Communication

CI Coherent Information

RCI Reverse Coherent Information

LLO Local Local Oscillator

TLO Transmitted Local Oscillator

WR Weakly Regular

WRN Weakly Regular Network

DA Dijkstra’s Algorithm

MDPAlg Multiple Disjoint Paths Algorithm

EUP End-user pair

TM Traffic Management

ED Edge Disjoint

ND Node Disjoint

QRD Quantum Register Disjoint
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