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Abstract 
 

The following PhD thesis contains a collection of published papers and draft manuscripts that 

explore the variable behaviour of AA10 lytic polysaccharide monooxygenase (LPMO) enzymes using a 

range of spectroscopic techniques and theoretical methods. It primarily focusses on the changes that 

occur at the active sites of AA10 LPMOs caused by the binding of their polysaccharide substrates. We 

highlight significant alterations to the copper ligand field of AA10 LPMOs after binding crystalline β-

chitin using techniques such as EPR spectroscopy and DFT calculations. Principally, we discovered that 

substrate binding is responsible for driving a change in electronic structure that is commensurate with 

the loss of a ligand (water) leading to 4-coordinate LPMO-Cu(II) complexes. We propose this imposed 

4-coordinate geometry forms the basis of a substrate-coupled O2 activation pathway among AA10 

LPMOs.  

This putative substrate-coupled O2 activation mechanism was then investigated further by using the 

azide ion (N3
-) to mimic the electronic behaviour of the superoxide ion (O2

-). On this basis, we prepared 

a range of LPMO-Cu(II)-N3 complexes  at the active site of a chitin-active AA10 LPMO, the spectroscopic 

characteristics of which, by analogy, shed light on the elusive LPMO-Cu(II)-O2 species. DFT calculations 

revealed that this reduced coordination number leads to the generation of more potent oxidising 

intermediates when compared to the 5-coordinate geometry in the resting state of the enzymes. Such 

a finding is significant to the field of LPMOs, reinforcing the hypothesis of a coupling mechanism 

existing between substrate binding and O2 activation. Such a mechanism explains how AA10 LPMOs 

perform highly selective C-H bond activations by only producing the most reactive intermediates when 

the substrate is correctly positioned at the enzyme active site. 
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1 Introduction 
 

1.1 Bioethanol Production from Biomass Saccharification  
 

Polysaccharides including cellulose, chitin, and starch are macro biopolymers made up of many 

repeating sugar units. They are often large carbohydrate molecules harnessing chemical potential. 

Due to their usefulness in structural rigidity, they are utilised ubiquitously throughout nature. 

Carbohydrates have diverse applications in biology such as water transportation in plants 

(transpiration), cell wall materials for plants/fungi, and exoskeletons for insects/crustaceans. The 

widespread use of these polysaccharides (in conjunction with their comparative chemical inertness) 

leads to a large amount of organic biomass produced by nature. Cellulosic biomass, in fact, makes up 

the largest source of organic carbon on the planet with a production rate of ca. 1.5 trillion (1012) tonnes 

annually.1 Biomass comprising of these materials takes considerable time to decompose; typically 

mediated by suitable enzyme-equipped insects, fungi and bacteria.2-4 The enormous, widespread 

abundance of these materials along with their energetic potential make lignocellulosic biomass an 

attractive candidate for valorisation. Moreover, saccharification of polysaccharides into mixed sugars 

offers a means of producing biofuel via fermentation.  

Issues such as global warming, finite fossil fuels and energy security are among the greatest 

global challenges in the present day. Producing biofuel from this kind of biomass is advantageous since 

it is considered a ‘waste’ material. Biofuel produced in this way is known as “second generation” (2G) 

biofuel. 2G biofuel has advantages over the “first generation” (1G) biofuel alternative, in which food 

crops such as sugarcane and corn are grown purposefully for fuel production. Though the starch-rich 

substrates required for 1G biofuel production are more tractable towards both chemical processing 

and biological attack, land mass ordinarily used to grow food crops must be sacrificed to ‘grow’ fuel. 

As such, 1G biofuels are a frequently criticised solution to the growing global fuel crises, known as the 

“food versus fuel” argument.5, 6  

The relative ease of producing 1G biofuel from feedstocks such as sugarcane or corn has led to 

them being well implemented around the world. The steps involved in making biofuel from sugarcane 

are rather simple, with the basic crushing of the crop in water to extract sucrose, which is purified to 

raw sugar and later fermented into ethanol. Corn requires the additional pre-treatment step of 

hydrolysing the starches using amylase enzymes – adding further cost and difficulty to the process.7  

Brazil, one of the largest producers of both sugarcane and corn, are a world leader in the production 
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and utilisation of bioethanol in this manner.8 This has been a largely positive step in relieving our 

dependence on fossil fuels. These processes have gone so far, that liquid biofuels now comprise 25% 

of the total transport fuel consumed in Brazil. However, the global picture still remains largely bleak 

with fossil fuels still making up some 80% of the global energy supply.9 The need to move to low-

carbon, sustainable fuel alternatives is now of paramount importance, with lignocellulosic biomass 

being a front runner in suitable replacements. This is most pertinent in the transport sector where our 

reliance on crude-oil derived petroleum and diesel products is exceptionally high.  While it is 

considerably easier to produce 1G biofuel compared to 2G, production of biofuel using food-crop 

feedstocks is likely to be largely banned in the EU in the coming years. This has resulted from findings 

showing there are little-no reductions in greenhouse gas emissions when producing fuel in this way. 

Furthermore, sacrificing increasing land space for 1G crops simultaneously places food, biodiversity 

and natural ecosystems under increased risk.10 Food prices have been rapidly increasing since around 

2006 correlated with the rising population.11 Consequently, a growing number of people are finding 

themselves unable to afford sufficient food raising questions over the ethics of redirecting food crops 

for 1G biofuel. 

Lignocellulosic biomass (comprising of cellulose, hemicellulose, and lignin) has additional 

benefits as biofuel feedstock as it typically derives from waste materials. Lignocellulosic material can 

stem from agricultural, forestry and food waste; requiring no additional land space to be dedicated 

toward growing fuel crops.11 Lignocellulosic biomass from 2G feedstocks has a far greater fossil fuel 

displacement potential than 1G and results in much reduced greenhouse gas (GHG) emissions.12 

However, despite its obvious desirability, converting 2G biofuel feedstocks into fermentable reducing 

sugars is substantially more difficult compared to that of 1G.13 In order to be useful for sugar 

saccharification, 2G biofuel feedstocks often require low lignin levels as the lignin has shown to 

significantly hinder the release of glucose units from the material. Typically, this waste material is 

processed into biofuel via multiple steps, including: thermochemical pre-treatment, enzymatic 

hydrolysis, fermentation, and finally distillation and dehydration.13 The pre-treatment steps are  

necessary to maximize the surface area available for enzymatic attack, so that optimal saccharification 

can take place. This crystallinity stems from extensive hydrogen bonding networks forming between 

polysaccharide chains leading to insoluble materials that are resistant to hydrolysis. This resistance to 

degradation is the principal reason that 1G biorefineries have been more quickly implemented around 

the world, thus avoiding the difficulties of lignocellulose deconstruction.   

1.2 Polysaccharide Structure 
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Polysaccharides are known by numerous different names, the most common alternatives 

including sugars and carbohydrates. Carbohydrates were defined as such as they commonly possess 

a structure consisting of just carbon, oxygen, and hydrogen. The ratio of hydrogen to oxygen is usually 

2:1, making the overall chemical formula commensurate with a hydrated form of carbon given by the 

generic chemical formula: Cm(H2O)n. Single saccharide units can have different numbers of carbon 

atoms as part of their structure, with common numbers being 5 and 6, leading to pentaose and 

hexaose sugars, respectively. Saccharides can exist either in open-chain form (left, Figure 1) or in cyclic 

form (middle and right, Figure 1). In solution the vast majority of sugars, such as glucose, exist in the 

cyclic form (usually > 99%). Once cyclised, the sugar can adopt several structural configurations 

including boat, twist boat and chair, with the latter usually being the lowest energy and thus most 

stable (right, Figure 1).14 Polysaccharide synthesis occurs via condensation reactions of 

monosaccharides whereby the removal of a water molecule leads to the formation of a glycosidic 

bond. Polysaccharides in biology serve a variety of diverse functions. These span from recognition 

processes (recognition of pathogen glycans is the cornerstone of innate host defence)15, to structural 

applications and energy storage.16  

 

 

Figure 1. Open chain structure of glucose (left), stereochemical view of the cyclic structure of glucose 
with numerical carbon labelling (middle) and glucose adopting the energetically favourable “chair” 
conformation (right). 

 

Polysaccharides are macromolecules consisting of many repeating sugar (saccharide) units via 

glycosidic linkages. Factors including the identity of the repeating sugar unit, the degree of branching 

and the stereochemistry all have profound influences on the polysaccharides overall macro 

properties. Starch for example is energy storage carbohydrate comprised of two types of alpha-glucan 

polymers, amylose, and amylopectin (Figure 2 a and b, respectively). Starches are archetypal 
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polysaccharides made up of repeating glucose units joined by α 1-4 glycosidic linkages. Amylopectin 

differs by containing branches created by forming 1-6 glycosidic linkages.  A polysaccharide can be 

constituted of the same repeating saccharide monomer, known as a homopolysaccharides, or of 

alternating/different monosaccharide units, known as heteropolysaccharides, opening up the 

possibility of an unfathomable number of unique carbohydrates.17 The specific synthesis of even a 

short (< 10 sugar units) polysaccharide is a major challenge for a synthetic chemist, yet is readily 

performed on an enormous scale in biological systems. 

 

Figure 2. Skeletal structure of the two major components of starch, amylose (a) and amylopectin 
(b). 
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1.2.1 Cellulose 
 

Cellulose is a polymer of glucose joined together by β 1-4 glycosidic bonds. It is the most 

abundant polysaccharide and indeed the largest form of organic carbon on the planet.18 It is mostly 

found among species of plant, comprising the major component of cell walls of plants and wood. 

Cellulose was first isolated from plant matter by a French scientist, Anselme Payen, in the late 1830s 

who discovered that despite possessing an analogous chemical composition to starch, the two 

materials possess greatly differing structures and properties.18 This principal difference between these 

two carbohydrates is that starch is comprised of α-glucose, whereby the hydroxyl group on the 

anomeric carbon is on the same side as the -CH2OH group, and cellulose is comprised of β-glucose 

units, where the hydroxyl group on the anomeric carbon on the opposite side of the -CH2OH group 

(Figure 3). The isomers of the sugar units such as these are known as anomers as they differ solely on 

the orientation of the constituents on the anomeric carbon. Pure anomeric mixtures of sugars in 

solution spontaneously undergo tautomerism to reach an equilibrium position containing mixtures of 

both anomers, with glucose typically existing as a mixture of ca. one third alpha to two thirds beta. 19 

Indeed, the exact equilibrium position of this polysaccharide tautomerism is dependent on the relative 

constituents present on the sugars and is dictated by the anomeric effect.20 

 

Figure 3. Skeletal diagram of alpha and beta glucose (left and right, respectively). Numerical labels 
represent common saccharide nomenclature, where 1 is the anomeric carbon. Oxygen atom shown 
in red highlights the different orientations adopted by the two anomers. 

 

 The β-1-4 linked arrangement of glucose in cellulose leads to the formation of linear 

polysaccharide chains without branching. The lack of branching often leads to the formation of highly 

crystalline materials, differing considerably to the starch tautomer. These large and highly ordered 

materials are usually heterogeneous or totally insoluble, making them unsuitable as energy storage 

units for organisms, but exceptionally useful in structural applications. The crystallinity of the material 
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inhibits the action of most hydrolytic enzymes due to diffusion/mass transfer limitations and is a 

principal reason why cellulose is unused as an energy source for many organisms. The stark 

heterogeneity of the carbohydrate makes it largely intractable for hydrolysis via enzymatic attack. In 

the absence of energy storage applications, cellulose makes an ideal material for the construction of 

fibrous long chains (Figure 4b). With cellulose forming linear chains without branching, it allows for 

significant degrees of hydrogen bonding to occur both between the same chain (intramolecular) and 

neighbouring chains (intermolecular) (Figure 4c).  

 

Figure 4. Schematic of cellulose repeating unit highlighting the β-1-4 glycosidic bond (a), cellulose 
microfibril diagram highlighting both crystalline and amorphous regions (b) and a cooperative 
intermolecular hydrogen bond network between two cellulose chains (c). Figure adapted from 
Moon et al.21 

 

 

 

1.2.2 Hemicellulose 
 

Hemicelluloses are the second largest component of all plant cell walls and function 

cooperatively with cellulose. They possess some key differences to cellulose; for example, the average 

chain length is significantly shorter (usually 500-300 units in length compared to a typical 7000-15,000 

in cellulose).22 They are heteropolysaccharides containing different sugar units and aligned in varying 

orientations. As such, the precise chemical nature of hemicelluloses varies significantly between 

different plant species. Some common examples of hemicelluloses include xylans, glucomannans and 

xyloglucans (Figure 5 a, b and c, respectively). Due to the alternating sugar units and high degree of 

branching, hemicellulose is an amorphous material.22, 23 As a result, hemicelluloses are usually more 

easily broken down than cellulose, commensurate with their less ordered macrostructure which lends 
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itself more readily to enzymatic attack. Hemicellulose polysaccharides operate in conjunction with 

cellulose to help strengthen cell walls and form more intricate, 3-dimensional structures.  

 

Figure 5. Skeletal structures of hemicellulose examples, xylan (a), glucomannan (b) and xyloglucan 
(c). 

1.2.3 Lignin 
 

Lignin is another abundant plant material that helps add mechanical strength to the plant cell 

wall. Unlike the previously mentioned cell wall materials, these are phenylpropanoid polymers rather 

than polysaccharides as they do not contain saccharide units. They are constructed from phenolic 

building blocks, usually para-coumaryl alcohol, coniferyl alcohol and sinapyl alcohol (Figure 6 a, b and 

c, respectively). 
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Figure 6. Lignin building blocks: p-coumaryl alcohol (a), coniferyl alcohol (b) and sinapyl alcohol (c). 

These large phenolic polymers are highly cross-linked and attach different cellulose and 

hemicellulose units together by covalent bonds. They are a large component of lignocellulosic waste, 

comprising up to 25% of the materials mass.24 The aromaticity of lignin adds to the heterogeneity of 

lignocellulose and makes the material impermeable and resistant to microbial attack/oxidative 

stress.24 This resistance to both chemical and biological deconstruction is the principal reason that 2G 

biofuel feedstocks usually require biomass which have low levels of lignin in order for the processing 

to be industrially/economically viable. Together, cellulose, hemicellulose and lignin make up the vast 

majority of lignocellulosic biomass and form the majority of complex structures in plants (Figure 7).25 
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Figure 7. Schematic of the microstructure of plant/wood cellulose fibres showing cellulose fibrils 
and the associated lignin and hemicellulose (a) and a cross section and longitudinal section of a 
cellulose nanofibril within a lignin and hemicellulose matrix (b). Figure adapted from Seddiqi et al.25  

 

1.2.4 Pectin 
 

 Pectin is a group of polysaccharides found again as a common constituent of plant cell walls. 

It is the first polysaccharide discussed so far that contains a charged group (-COOH, pKa 3.51) as part 

of the carbohydrate backbone.26 Its major component is the homopolysaccharide, α 1-4 linked D-

polygalacturonic acid (Figure 8).27 Pectin has a plethora of applications spanning from a plant cell wall 

components to thickening agents in foodstuffs. Due to the repeating carboxylate groups, pectin is 

much more hydrophilic than lignin and the previously discussed polysaccharides. The hydrophilicity of 

the charged polysaccharide means it is better solvated in polar protic solvents (such as water) than 

many of the other carbohydrates. In fact, solutions incorporating pectin are known to form gels, 

particularly when in the presence of calcium ions. This the principal reason why pectin is utilised in 

industry as a thickening agent in foodstuffs including sauces, jellies and jams.27 Typically, pectin is a 

substrate much more tractable to degradation than cellulose, as it is more easily permeated by 

enzymes and its breakdown can lead to the evolution CO2 providing a great entropic driving force.  

 

Figure 8. Skeletal structure of α 1-4 polygalacturonic acid, the primary component of pectin. 

1.2.5 Chitin and Chitosan 
 

18



 
 
 

 Chitin is the second-most abundant polysaccharide on earth behind cellulose stemming from 

its common implementation in nature.28 The polysaccharide consists of repeating units of β 1-4 linked 

2-acetamido-2-deoxy-b-D-glucose. Like cellulose, it is heterogeneous and difficult to solubilise.29 As 

such, It is found commonly as an exoskeleton material for insects and crustaceans as well as making 

up a large component of cell walls in fungi. Three main polymorphic forms of chitin exist, namely: 

alpha, beta, and gamma. The α allomorph, commonly found in crab shells, possesses chitin fibrils that 

are aligned in an antiparallel fashion, forming hydrogen bonds between chains via amide and hydroxyl 

functional groups (top, Figure 9). The β allomorph, commonly found in squid-pens, has the chitin 

chains aligned in parallel, again chains are held together by favourable hydrogen networks between 

the polymers (bottom, Figure 9). The γ allomorph can exhibit different orientations of the 

polysaccharide chains commonly showing more disorder. The macro properties of the γ form of chitin 

have shown to possess much greater similarity with α chitin compared to β.30 

 

Figure 9. Alpha and beta allomorphs of chitin. Strands arranged antiparallel (alpha, top) and 
strands arrange in parallel (beta, bottom). 

 

19



 
 
 

 Alpha and beta chitin present different spectroscopic properties owing to their differing 

intermolecular hydrogen bonding networks. The particular polymorph of chitin can be determined 

using Fourier-transform infrared (FT-IR) spectroscopy where the amide stretching frequencies differ 

in energy due to H-bonds between the polysaccharide strands, as shown in Figure 10.31 α chitin is the 

most abundant form and is identifiable by three discrete amide stretching frequencies: approximately 

1650, 1620 and 1550 cm-1 (top in Figure 10). The β form of chitin is often more crystalline than α, with 

common sources including the pens from both species of squid and cuttlefish. This allomorph contains 

just two major IR active amide stretching frequencies centred around 1630 and 1550 cm-1 (bottom in 

Figure 10). Chitin shows many parallels to cellulose in that it is recalcitrant to degradation and requires 

a diverse arsenal of lytic enzymes to deconstruct. As such, this material is also a highly abundant 

chemical feedstock with potential for valorisation.  

 

Figure 10. FT-IR spectrum of shrimp-shell (alpha) chitin (red) and squid-pen (beta) chitin (bottom) 
highlighting key amide stretching frequencies used to distinguish the two.  

The deacetylated form of chitin, known as chitosan, is also a widespread carbohydrate in nature; 

employed in applications such as components crustacean exoskeletons or for bird feathers.32 Chitin 

itself can be readily converted into its de-acetylated derivative either via enzymatic treatments or 
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chemical treatments-typically necessitating a strong base such as sodium hydroxide.33 When 

converted into chitosan, the original source material loses its crystallinity due to the disruption of H-

bond networks previously formed with the acetyl groups. Moreover, chitosan is usually positively 

charged polysaccharide due to the -NH2 groups making it more hydrophilic than chitin. Considering 

the reduced crystallinity and increased hydrophilicity, chitosan is more tractable to degradation and 

chemical transformation than is chemical predecessor.  

Practical implementation of chitosan materials has been successful, with there being many 

applications in the biomedical industry. Due to the biochemical properties, biodegradability, and non-

toxicity, they have been found to make great materials as grafting scaffolds and bandaging.34 Clever 

engineering of these materials has also seen the use of chitosan as drug delivery vehicle for drugs and 

vaccines via microencapsulation.35 Industrial solutions such as these, stemming from renewable waste 

materials, are vital in achieving a circular economy in which we are less reliant on chemicals deriving 

from fossil fuel products.   

1.3 Synergistic Enzyme Cocktails to Degrade Lignocellulosic Biomass 
 

The recalcitrance of lignocellulosic/chitinous biomass means a combination of approaches are 

usually required for its deconstruction. Industry utilises a range of thermochemical pre-treatments to 

disrupt the cell wall matrix and remove lignin from the materials. Common pre-treatment methods 

include: dilute sulfuric acid, liquid hot water, and steam explosion.36  The pre-treatment steps help 

increase the surface area of the polysaccharide available for biological attack. Enzymes are necessary 

to splinter the crystallinity of the cellulose feedstocks as the harsh physical conditions required for the 

same purpose would be unsuitable for industrial viability (320 °C and 25 mPa in water).13 Since the 

chemical composition of carbohydrates are so diverse,  there are a wide range of enzymes that are 

active on polysaccharides to facilitate their synthesis, decomposition and modification.37 

Carbohydrate active enzymes (CAZymes) are collected into their respective classifications based on 

functionality and sequence similarity in the CAZy database (www.cazy.org).38 A synergistic mix of these 

enzymes is referred to as an “enzyme cocktail”.  These enzymes cocktails are utilised in biorefineries 

depolymerise the cellulose fibres into mixed sugars.  This combined, synergistic approach to 

polysaccharide deconstruction was inspired from nature where many species of bacteria, fungi and 

insects use a diverse enzymatic toolbox of CAZymes to manipulate or deconstruct these materials. 

These enzymatic mixtures can be deployed as both extracellular and intracellular; where they have 

roles in breaking down recalcitrant biomass outside of the organism, or for nutrient acquisition inside 
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of the organism., respectively The most common of these are glycosidic hydrolases (GHs), which are 

usually divided further into families based on which substrate they are active on – e.g. cellulases, 

chitinases and amylases.39 These GH enzymes all share a common function in that they break the 

glycosidic bond of polysaccharides via a hydrolytic mechanism requiring a water molecule to act as a 

nucleophile. As plant biomass contains vast mixtures of cellulose, pectin, lignin, etc., many different 

enzymes of required for its complete deconstruction. Crystalline cellulose alone, requires a plethora 

of enzymes to depolymerise fully into monomeric glucose units (Figure 11). 

 

Figure 11. Schematic of cellulose deconstruction facilitates by an enzyme cocktail. Figure adapted 
by Calderaro et al.40 Endoglucanases (EG) hydrolyse the glycosidic bond of amorphous cellulose. 
Cellobiohydrolases hydrolyse the polysaccharide chain into cellobiose units at the reducing end 
(CBH I) and non-reducing end (CBH II). Lytic polysaccharide monooxygenases (LPMOs) oxidatively 
cleave the glycosidic bond in crystalline regions of the cellulose introducing new chain breaks and 
producing oxidised oligosaccharides. 

1.3.1 Glycosidic Hydrolases 
 

With carbohydrates being the most abundant biomolecules, there is a requirement for an equally 

vast number of enzymes to handle their deconstruction. It is thought that these CAZymes constitute 
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between 1-2% of the genome of any organism on earth.37 The primarily constituent of these enzymatic 

cocktails are the glycosidic hydrolases (GHs) which perform hydrolysis of glycosidic bonds as the 

etymology would suggest. GHs proceed through a general acid catalysed mechanism mediated by two 

critical amino acid residues, a proton donor and a nucleophile/base.41 The overwhelming majority of 

these key catalytic residues are aspartic acid and glutamic acid. Two main mechanistic pathways exist 

whereby the enzymatic basic group can either act as the nucleophile resulting in retained 

stereochemistry (retaining mechanism, Figure 12) or as a base to deprotonate a water molecule which 

subsequently performs nucleophilic substitution on the polysaccharide, inverting the stereochemistry 

(inverting mechanism, Figure 12). These enzymes are crucial for the vast majority of organisms on 

earth as they allow for the efficient transformation of large polysaccharides into more bioavailable 

and soluble sugars.  

 

Figure 12. Polysaccharide hydrolysis performed glycosidic hydrolases retaining and inverting 
mechanism (1 and 2, respectively). Where A and B are the key acidic and basic/nucleophilic 
residues of the glycosidic hydrolase enzyme. 

 The separation between the two crucial acid/base residues appears to be the key determining 

factor in dictating the retaining mechanism versus the inverting mechanism. For the GHs that proceed 

through the retaining mechanism, a typical distance between the carboxylate groups is between 5-6 

Å. The inverting mechanism, however, necessitates GH enzymes with a larger separation of the key 
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residues of around 9-10 Å.42 These two mechanisms have a monopoly on carbohydrate 

deconstruction, but require amorphous, non-crystalline substrates in order to function. For a more in 

depth discussion of GH enzymes structure and function, I direct the reader to two detailed reviews by 

Lairson et al. 43 and Davies et al.41. To maximise the effectiveness of GH enzymes, the crystalline 

regions of carbohydrate material must be disrupted either by physical/chemical treatment or by other 

CAZy enzymes that show activity on recalcitrant polysaccharides.  

 

1.3.1 Lytic Polysaccharide Monooxygenases 
 

In 1950 a landmark paper was published by Reese et al. which outlined the activity of cellulolytic 

organisms on cellulose laying the platform for understanding the enzymatic toolboxes used by 

organisms to process cellulose.44 In recent years, Lytic Polysaccharide Monooxygenases, or LPMOs, 

have become some of the most hotly studied and promising enzymes in relation to biomass 

saccharification. Their activity was first discovered in 2010 by Vaaje-Kolstad et al. on a bacterial 

enzyme from Serratia marcescens, SmAA10, active on chitin.45 In these early studies, LPMOs were 

identified to oxidatively cleave glycosidic linkages of various polysaccharides; notably different to the 

known hydrolytic mechanisms of  enzymes mentioned previously. Due to this key reactivity difference, 

LPMOs are categorised into different Auxiliary Activity (AA) families within the CAZy database 

(www.CAZy.org). Since their original discovery, eight distinct LPMO families have been discovered and 

categorised into separate AA numbers (AA9-11, AA13-17).45-52 The oxidations performed by LPMOs 

typically occur at either the C1 or C4 carbon of the polysaccharides. However, a recent study has 

shown an LPMO capable of also oxidizing at the C6 position of the polysaccharide.53 These enzymes 

are sometimes referred to as just “polysaccharide monooxygenases” or “PMOs” as it has been 

suggested that the lysis  step following oxidation is not under the control of the enzyme.54 The 

oxidations performed by LPMOs introduce chain breaks in recalcitrant polysaccharide materials 

allowing for more efficient hydrolysis by GH cocktails. LPMOs activity on crystalline regions of 

carbohydrate biomass was a major finding in the context of making 2nd generation biofuel industrially 

viable. The oxygenation reaction of cellulose performed by LPMOs can be seen below in Figure 13. 
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Figure 13. Reaction scheme of cellulose oxygenation performed by LPMOs and an external 
electron donor leading to lactones (left) and ketoaldose (right). 

 

LPMOs are a class of metalloenzymes that are encoded into the genomes of a diverse array of 

organisms such as bacteria, fungi, and insects.50 The LPMO metal cofactor was initially 

mischaracterised in the literature as a sodium ion.55 However, a landmark study in 2011 by Quinlan et 

al. saw the correct identification of the metal to be a copper ion.46 The following year, Beeson et al. 

reported another key finding that an oxygen atom from O2 is inserted into the oxidised products 

following LPMO catalysis through a clever 18O2 labelling experiment.56 Here, they introduced 18O2 in 

an activity assay leading to a series of prominent +2 Da peaks in the product mass spectra. This 

confirmed LPMOs oxygenase activity utilising O2 as a co-substrate. They also proved the efficacy of 

cellobiose dehydrogenase (CDH) as an effective reducing partner for LPMO activity. 

Metal cofactors are common across biology with typical examples including first row transition 

metals (TMs) such as iron, copper, or manganese. The main benefit of first row TMs is the vast 

abundancy/bioavailability of them compared to the precious metals used routinely in synthetic studies 

to perform similar chemistry. The incorporation of metal ions into proteins allows for much improved 

diversity in chemical reactivity than would be available with just the amino acid building blocks alone. 

Metal cofactors usually exist as cations, supported by electron donating ligands. Of the twenty 
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naturally occurring amino acids, many of them have side chains that facilitate metal binding with 

common ones including: histidine, aspartic/glutamic acid, cysteine, methionine, and tyrosine. The 

different metals utilised by nature are known to perform a wide range of roles from reductions and 

oxidations to long-range electron transfers (LRET).57, 58 Some of the most commonly studied enzymes 

that perform difficult C-H bond activations incorporate an iron-heme moiety akin to those of 

Cytochrome P450 (CYP) enzymes.59 However, LPMOs provide an example of a mono-copper 

metalloenzyme capable of performing oxidations of strong C-H bonds (ca. 100 kcal/mol).  

LPMOs  presumably proceed through a totally different mechanism as the same high valent 

oxygen intermediates used in CYP enzymes (iron(IV)-oxo) are not available to copper enzymes due to 

the “oxo wall”.60 The oxo wall refers to the finding that late period transition metals (more than 4 d 

electrons) are incapable of forming oxo complexes. This is in keeping with ligand field theory which 

states that for a strong interaction between metal and oxo there can be no more than two π-

antibonding electrons. For late row transition metals such as Cu or Ni, this would require exceptionally 

high and thermodynamically challenging oxidation states.61 The LPMO oxidative mechanism, 

therefore, requires the consideration of alternative reactive intermediates and reaction pathways.  

LPMOs are relatively small proteins with a typical mass of ca. 20 kDa, around half the average 

size of proteins in most organisms.62 LPMOs contain some conserved features in their tertiary 

structure such as a core β-sandwich domain and adjacent α-helical region which typically lies close to 

protein surface.63 The metal binding site consists of two conserved histidine residues, one of which 

being the N-terminal residue (His1),  coordinating a single copper ion in a T-shaped geometry known 

as the “histidine brace”.46 This brace of histidine residues forms an intriguing coordination sphere for 

the copper ion as the amino (-NH2) group of the proteins N-terminus is involved as a ligand. This results 

in a chelating ligand which is relatively uncommon in metalloenzymes. LPMOs have been shown to 

have poor metal binding properties to many common metals including: Mg2+, Ca2+, Mn2+, Co2+, Ni2+, or 

Zn2+. However, isothermal calorimetry (ITC) experiments have shown LPMOs to bind stoichiometrically 

(1:1) to copper with high binding constants (KD < 1 nM).46 This finding suggests that the LPMO active 

site has evolved to be an exceptionally good coordinator of copper and that the ligand field is arranged 

optimally to coordinate a single copper ion. Presumably, the chelation effect of the N-terminal 

histidine contributes to the strong binding energies between LPMO and copper, akin to the chelation 

effect seen for iron in siderophores.64 An example structure of a copper containing LPMO (Lentinus 

similis AA9, LsAA9)  bound to a short cellulose oligosaccharide can be seen in (Figure 14, PDB:5ACF).65 
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Figure 14. Cu-LsAA9-Cellotriose crystal structure from PDB:5ACF65 highlighting core β-sandwich 
(blue arrows) and α-helical region (blue helix). Key active site residues and copper ion are coloured 
according to atom type. Electron density map shown for enzyme (grey) and for cellotriose unit 
(green). 

 

The binding of oligosaccharides has not shown to be a universal feature of LPMOs 

biochemistry. However, a number of examples are present in the literature of LPMOs showing the 

binding of soluble oligosaccharides demonstrated either by spectroscopic perturbations, 

crystallography, or indeed the presence of oxidised oligosaccharide products in the mass spectra of 

activity assays.65-67 These particular enzymes are extremely valuable as they allow for analytical 

techniques that are not possible using their heterogenous, polysaccharide relatives. Protein crystal 

structures of the enzyme bound to oligosaccharide units have provided the field with valuable 

information pertaining the precise orientation in which the enzyme binds its substrate and which 

residues are key in facilitating this intermolecular interaction. These 3D structures also allow for the 

facile construction of computational models whereby spectroscopic properties and energetic barriers 

can be calculated for the LPMO reaction mechanism.  
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1.4 Copper Sites in Biology 
 

Being one of the first-row transition metals, copper is a widespread and relatively abundant 

element for biology to recruit as a cofactor. Copper exists primarily in three main common oxidation 

states 0, +1, and +2. While metallic copper, Cu0, provides has useful applications in manufacturing and 

electronics, it is not found in biological systems due to its total insolubility/heterogeneity. However, 

both CuI and CuII ions are regularly seen to occupy protein sites in biology. The CuI/CuII redox couple 

provides the platform for a range of roles in nature, stemming from O2 binding, activation, and 

corresponding substrate oxidations.68 Though aqueous complexes of CuI are often found to be 

unstable with respect to disproportionation (Equation 1), examples of closed-shell, d10, cuprous 

proteins exist in nature. Copper in the +1-oxidation state has a complete d-shell (d10) resulting in the 

absence of any d-d or LMCT features in the UV-Visible spectra. Moreover, the closed-shell CuI states 

of metalloenzymes make them inaccessible for study via useful techniques including electron 

paramagnetic resonance (EPR) spectroscopy, primarily limiting the study of their electronic structure 

to X-ray techniques.  

𝟐𝑪𝒖𝑰 → 𝑪𝒖𝟎
(𝒔) + 𝑪𝒖𝑰𝑰                  (𝟏) 

Traditionally, +1 is an unstable oxidation state for most copper complexes wrt. 

disproportionation to the +2 and 0 oxidation states (equation 1). However, enzymes exist which have 

shown to support a stable single copper ion in the +1 oxidation state. Formylglycine generating 

enzyme (FGE) is a newly discovered class of enzymes that incorporate a single CuI ion in its resting 

state.69  The copper site in FGE catalyses the oxidation of cysteine residues to Cα-formylglycine. Both 

crystallographic and EPR studies have confirmed the CuI oxidation state of the cofactor, which is 

unusual for that of most known oxidases.69 Like the majority of copper oxidases, however, both 

protons and electrons are required from external donors to facilitate catalysis. A FGE reaction scheme 

can be seen below in Figure 15. FGEs ability to convert a natural amino acid into a residue containing 

an aldehyde group has led to its involvement in bioconjugation studies born out of the ease and 

specificity of functionalising the resulting aldehyde.70 
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Figure 15. Reaction scheme of the transformation of a cysteine residue to Cα-formylglycine 
facilitated by formylglycine generating enzyme.  

 Structurally, FGEs contain a copper binding site that more closely resembles copper 

chaperone proteins than most copper oxidases. Its active site consists of two conserved cysteine 

residues that bind copper in a 2-coordinate, linear geometry (left, Figure 16). CuI is ‘softer’ than CuII 

attributed to its lower effective nuclear charge, Zeff, and comparable electronic shielding. The valence 

orbitals in CuI are more diffuse and tend to form more favourable interactions with soft ligands. The 

sulfur atoms of the cysteine side chains coordinate the CuI favourably as they are softer ligands 

compared to the common N/O ligand analogues. As a result, a copper ion in this ligand field is well 

stabilised in the reduced, CuI, form of the enzyme. So much so in fact, that when the apo-enzyme is 

metalated with a CuII salt it auto-reduces to the CuI state evidenced by a time dependent quenching 

of the Cu EPR signal.69 To stabilise the oxidised, CuII, state of the enzyme, recruitment of additional 

electron donating ligands is necessary. In this case, the binding of a cysteine sidechain from a suitable 

substrate (right, Figure 16) adds a crucial additional ligand now allowing for oxygen to bind and 

subsequently activate. FGEs are a fascinating example of a substrate-coupled O2 activation pathway 

whereby FGE can only produce reactive oxygen species once a suitable substrate has bound the 

enzyme. This helps to reduce any off pathway, deleterious chemistry from happening and potentially 

inactivating the enzyme. 

 

Figure 16. The skeletal (top) and crystal (bottom) structure of the active site of formylglycine 
generating enzyme from Streptomyces coelicolor and Thermomonospora curvata (PDB 6MUJ and 
6S07).69, 71 Figure adapted from Paradisi et al.72 
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1.4.1 Type I ‘Blue’ Copper Proteins 
 

The ubiquitous type I or ‘blue’ copper proteins contain a mono copper site in which a CuII ion 

coordinated by two histidine residues, a thiolate sulfur (from a cysteine), and thioether sulfur (from a 

methionine) in a distorted tetrahedral geometry.73 They are commonly referred to as ‘blue copper’ 

sites since solutions of these proteins appear a striking blue colour. This arises from an intense ligand 

to metal charge transfer (LMCT) transition at around 600 nm occurring from the sulfur ligands to the 

vacant d orbital on the metal. Due to the two sulfur ligands, type I copper sites show a high degree of 

covalency which are reflected in their spectroscopic characteristics (small Cu hyperfine coupling values 

Az < 200 MHz).68 The recruitment of histidines sidechains as well as the of softer, sulfur-containing 

ligands results in a copper site that is able to similarly stabilise both the +2 and +1 oxidation states. 

The similar energy of the oxidised and reduced form of type I copper sites allows for the facile transfer 

of an electron making them effective in electron transfer roles. Since type I copper sites take on a 

distorted tetrahedral geometry, they are not as susceptible to Jahn-Teller (JT) distortion that is usual 

for most CuII tetragonal complexes. As a result, the geometry around the copper ion does not 

significantly change upon one electron reduction to CuI. The lack of geometry change upon reduction 

is believed to be a major contributor in the ease of which type I copper centres can shuttle between 

the two oxidation states. This is a phenomenon referred to as the entatic state.74, 75 

 

 

Figure 17. Skeletal structure of a type I copper site (left) and crystallographic coordinates of a type 
I copper site in the azurin protein from Pseudomonas aeruginosa (PDB:5AZU).76 
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Typical type I copper sites contain a relatively short Cu-S bond to the cysteine thiolate group 

of ca. 2.1 Å and an elongated Cu-S bond to the methionine thioether of ca. 2.9 Å. The distortion of the 

ligands away from tetrahedral results in the three shorter ligands forming a pseudo-plane 

incorporating the central copper ion. The resulting electronic structure of which has been determined 

to be a d(x2-y2) ground state defined by these strong in-plane ligands.68 The proteins themselves have 

not been found to perform any particular catalytic transformations but remain widespread in nature 

as electron transfer partners.   The most common of the type I copper proteins are plastocyanins and 

azurins which perform important electron transfers in photosynthesis and denitirification, 

respectively.77, 78 Due to their role as electron transfer proteins, they are often small (≤ 10 kDa) to 

maximise their mobility. Type I copper sites can, however, be found as part of more complex enzymes 

whereby they serve to deliver or remove electrons from another catalytic site.79 An example of  this 

can be seen in a nitrite reductase enzyme from Hyphomicrobium denitrificans (PDB:2DV6) where both 

type I and II copper sites are contained within the same enzyme separated by 12.5 Å (Figure 18).80 

 

Figure 18. Nitrite reductase enzyme from Hyphomicrobium denitrificans (PDB:2DV6) highlighting 
both type I and type II copper sites. 

1.4.2 Type II Copper Proteins 
 

Type II copper proteins again incorporate a single copper ion and are found to perform a 

variety of applications in biology. They have a coordination geometry consisting of just N/O ligands 
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whose arrangement commonly resembles square-planar. In the absence of sulfur-containing ligands 

in the coordination sphere, the LMCT band at 600 nm that is characteristic in the UV-visible spectrum 

of type I copper proteins, is not present in type II. As a result, these enzymes do not display the same 

aforementioned blue colour. Typical type II copper proteins share a copper ion coordinated by 3 

histidine sidechains and exogenous ligand(s) (e.g. water or chloride) completing a typical square planar 

coordination sphere. Despite their widespread similarities in geometric structure, the chemistry 

performed by type II copper sites has shown to be exceptionally diverse.81 Type II copper sites are 

ubiquitous in nature and primarily have roles in oxidative biochemistry.68 This type of copper site is 

present in many oxidase and oxygenase enzymes. The former of these enzymatic classes performs the 

simple oxidation of substrates without the incorporation of oxygen atoms, whereas the later oxidises 

substrates via the incorporation of oxygen atom(s).72 In addition to the three histidine residues, some 

type II copper sites have been seen incorporate post translationally modified (PTM) amino acids to 

execute nuanced and specific functions in the protein.82 An example of this can be seen in copper-

dependent amine oxidase enzymes where a modified tyrosine-derived quinone (Figure 19) 

participates in the catalytic conversion of primary amines into aldehydes, evolving both NH3 and H2O2 

in the process.  

 

Figure 19. Active site of a copper amine oxidase from Arthrobacter globiformis (PDB:1IU7) skeletal 
structure (left) and crystallographic coordinates (right).83 

The valence orbitals of the histidine ligands are less diffuse than the sulfur containing 

analogues. This results in the ligands having poorer orbital overlap with the copper and therefore, less 

able to participate in covalent bonding. Moreover, the absence of softer, S-containing ligands results 

in the CuI oxidation state being less stabilised than in type I copper proteins. As a result, the type II 

copper sites in their resting state have a strong preference for the oxidised, CuII, form and require the 
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addition of external reducing agents and air-free techniques to support the reduced, CuI, form. The 

mechanism by which type II copper sites perform oxidations/oxygenations appears to show variation 

between the enzymatic classes with there still being significant questions remaining. The reactive 

intermediates expected to be employed by these enzymes are yet to be characterised. Much debate 

surrounds the identity of these intermediates, particularly in since they are prohibited from forming 

oxo complexes governed by the oxo wall. Oxygenase enzymes belong to the oxidoreductase family 

(Enzyme Classification 1, (EC 1.X.3)). These enzymes harness the oxidising power of molecular O2 to 

accept both electrons and protons to create reactive intermediates and leading to one or both oxygen 

atoms incorporated into the products. Whether one or both oxygen atoms appear in the oxidised 

substrate has led to the further sub-classifications of these enzymes as either monooxygenase or 

dioxygenase, respectively.   Despite its oxidative potential, the reaction with O2 presents considerable 

kinetic challenges. Since O2 presents a triplet electronic ground state (S=1), its reaction with singlet 

reactants (S=0) to form singlet products is forbidden by the spin selection rule (S=0).72, 84 This 

difficulty in overcoming the spin state cross over (intersystem crossing, ISC) is essential in nature so 

that uncontrolled oxidations do not occur spontaneously. In the case of oxygenase enzymes, the 

copper cofactor facilitates this ISC process due to introducing a significant degree of spin-orbit 

coupling allowing for the facile activation of O2 and subsequent oxygenation. 
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1.4.3 Type III Copper Proteins 
 

Type III, or binuclear copper, sites contain two magnetically coupled CuII ions each coordinated 

by three histidine side chains. The two copper ions are held in close proximity to each other with a 

typical distance of less than 6 Å. These copper sites share some similarities to type II in that the copper 

ions are each ligated by three histidine sidechains. They again are typically found to perform oxidations 

of strong bonds across a variety of substrates. However, since they are binuclear, they undergo a 

separate mechanism utilising different reactive intermediates compared to the type II 

oxidase/oxygenase analogues. The proximity of the two copper ions allows for bridging ligands to 

coordinate both metal sites. By ligating two positively charged metal cations, the resulting reactive 

oxygen intermediates are thought to be even more electron deficient and thus more potent oxidisers. 

An example class of enzyme containing a type III copper site are tyrosinases which catalyse the 

oxygenation reaction of certain tyrosine residues to their corresponding ortho-quinones. Many of the 

solved crystal structures of tyrosinase enzymes show the complexation of chaperone proteins which 

are often coded for immediately upstream of the tyrosinase gene. These chaperones proteins have 

been shown to supply these oxygenase enzymes with copper so that they are able to perform catalysis. 

 

Figure 20. Active site of a tyrosinase enzyme from Bacillus megaterium (PDB:3NM8) highlighting 
the binuclear, type III copper site.85 
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 The two copper ions in type III copper sites can again exist in the +1 and +2 oxidation states. 

The active site of these enzymes adopts three common states during catalysis, the deoxy, oxy, and 

met state (Figure 21).86 The deoxy state contains two CuI ions and no exogeneous ligands. This 

oxidation state of the type III active sites sees the longest Cu-Cu distances (4.1 - 4.6 Å). This reduced 

state of the active site is primed for oxygen activation. The deoxy state can bind molecular oxygen 

across both metal centres in a µ-η2: η2 coordination mode. The binding of oxygen is accompanied with 

simultaneous activation as one-electron reductions occur from each copper ion yielding a dicopper(II) 

peroxo species.87 This oxygen bound, peroxo, species is known as the oxy state of the enzyme. This 

state is an activated form of the enzyme within the catalytic cycles of type III copper sites.88 Now the 

two copper ions share a bridging ligand, the displacement between the copper ions is much reduced 

wrt. the deoxy form with typical Cu-Cu distances between 2.8 and 3.2 Å. The oxy form can go on to 

oxidise substrates such as the conversion of phenols to catechols. The final form adopted by type III 

copper sites is the met state. In the met state, a single oxygen atom bridges the two CuII ions, usually 

in the form of a hydroxide ligand.88 This is the form that native type III copper sites will uptake the 

majority of the time. This state is considered to be the ‘resting state’ of the enzyme. The Cu-Cu 

displacement of this state is in-between that of both oxy and deoxy with typical distances between 

3.2 and 4.0 Å. The met state of tyrosinase enzymes is unable to oxidise phenols but has shown to still 

catalyse the oxidation of catechols to their corresponding ortho-quinones. In the process, the deoxy 

state of the enzyme is reached where the copper site is primed again for reactivity with O2. As a result, 

tyrosinase enzymes in the presence of oxygen, will oxidise both phenols and catechols under separate 

catalytic cycles. 

 

 

Figure 21. Different oxidation states type III copper sites may adopt during catalysis with 
corresponding typical Cu-Cu bond distances. 
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1.5 The ‘Histidine Brace’ – An Alternative Copper Site 
 

 LPMOs have been shown to contain a single copper ion at the heart of their active site, which 

is coordinated by just two conserved histidine residues, completing the endogenous ligand field. One 

of these conserved histidine residues is the N-terminal residue which possesses a free amino group, -

NH2, uninvolved in the formation of a peptide bond. This allows the -NH2 group to serve as a ligand to 

the metal creating a bidentate chelating ligand from His1. The di-histidine moiety employed at the 

active site of LPMOs was coined as the ‘histidine brace’ in 2011 by Quinlan et al.46 The histidine brace 

is a fitting name for the LPMO ligand field as it is comprised of a brace, or pair, of histidine residues 

that tightly coordinate to copper. As a mononuclear copper site tetragonally coordinated by histidine 

residues, they fall most closely into the type II classification for a copper site, though not without with 

some key differences. Unlike the type II copper sites, they do not possess a third histidine as part of 

their ligand field, with the amino terminus making up the otherwise vacant coordination site. The 

resulting T-shaped geometry of histidine brace is highly conserved and shows little variation between 

the LPMO families. The N-terminal histidine (His1) coordinates with the imidazole ring aligned with 

the N-Cu-N plane. Interestingly, the second histidine (His2) sidechain that coordinates the metal 

exhibits a twist with an angle of ca. 70 degrees between the best fit planes of the imidazole rings. The 

primary coordination sphere of an LPMO is depicted in Figure 22. 

 

Figure 22. Histidine brace coordination geometry seen among LPMOs. Ligands, L, can be either 
water, hydroxide, or chloride. The substituent on the remote nitrogen of His1 can either be -H or 
CH3 depending on whether the organism expressing the enzyme has the enzymatic tools to perform 
this post-translational modification. 

 The CuI state of the enzyme sees just the 3N ligation of the histidine brace with a T-shaped 

geometry. In the CuII resting state, LPMOs recruit additional exogenous ligands to complete their 

primary coordination sphere. These are usually H2O or OH- ligands but there are examples where 
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chloride ions can be recruited. A study on an LPMO enzyme from Lentinus similis, LsAA9, highlighted 

that the binding of a cellulose oligosaccharide substrate to the LPMO saw the replacement of the 

water exogenous ligand with a chloride ion.65 The final coordination geometry adopted by the LPMO 

shows variation among the families. This is usually mediated by conserved secondary coordination 

sphere residues that influence the final geometry by hydrogen bonding networks or steric crowding. 

The active site structures typical of the distinct families can be seen in Figure 23 (AA16 omitted as no 

structures are available to date). 

 

Figure 23. Typical active site structures for the different LPMO families. Exogeneous ligands are 
deonted by ‘L’ which can be H2O, OH-, or Cl-. For certain LPMO families, the substituent on the 
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remote nitrogen of His1 is unknown since it is unclear whether the host organism has the capability 
of performing the PTM methylation denoted by ‘?’. 

For most of the LPMO families (all but chitin-active AA10s), a tyrosine is located beneath the 

copper equatorial coordination plane and is weakly coordinated in the Jahn-Teller distorted axial 

position. For chitin-active AA10s, this residue is replaced by a phenylalanine. The phenylalanine 

residue provides similar steric bulk but misses the phenol functional group available for electron 

donation. Variation also exists between the families over the substituent on the remote nitrogen of 

His1. LPMOs originating from fungal organisms usually exhibit a post translational modification in the 

means of methylating the remote nitrogen on His1. The purpose of this methylation is still under 

debate, though a study from Petrović et al. indicated that the methylation of an LPMO from 

Thermoascus aurantiacus, TaAA9, led to greater resistance to oxidative damage when reacted with 

substrate and H2O2.89 For the AA11, AA14, and AA17 families, it remains unclear whether the host 

organisms perform this PTM (as such, the substituent is denoted with ‘?’ in Figure 23).  

 In addition to the histidine brace, certain secondary coordination sphere residues are also 

conserved as part of the active site structure of LPMOs depending on the family. The AA9 class for 

example contains a third conserved histidine residue which is located nearby (ca. 5 Å) to the copper 

but does not partake as a ligand. It is thought that residues such as these may participate in important 

hydrogen bonding roles in applications such as directing and stabilising intermediates of the catalytic 

cycle.90 In the case of LPMOs from the AA10 class, a conserved acidic residue, either a glutamate or 

aspartate, is situated in close proximity to the central copper ion and strongly hydrogen bonds to one 

of the two water ligands present in its coordination sphere.63, 91 This along with an sterically bulky 

alanine residue lead to a different geometry around the central copper ion in chitin-active AA10s when 

compared to the other classes.  
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1.5.1   The AA9s 
 

 The AA9 class of LPMOs are some of the most studied LPMOs in the literature so far.46, 54, 66 

They were first structurally characterised in 2011 by Quinlan et al. where an enzyme from the soil 

fungus Thermoascus aurantiacus was isolated and showed to perform oxidative degradation of 

cellulose in the presence of oxygen and a suitable reducing agent.46 This class of LPMOs showed some 

significant differences to the AA10 class that was first discovered a year earlier. One of the primary 

differences from the this enzyme from the previously discovered AA10 enzymes was the 

demonstration of activity on cellulose rather than chitin. The oxidative activity on cellulose drew in 

considerable interest due to their possible role in exploiting biomass deconstruction for biofuel 

production. Further studies have demonstrated that some members of the AA9 family show activity 

also on hemicelluloses such as xyloglucan.92  

Quinlan and co-workers highlighted for the first time not only the correct metal cofactor, but 

also the unique methylation of the τ nitrogen on His1. The AA9 LPMOs primarily stem from fungal 

organisms which possess the necessary enzymatic toolbox to perform such post translational 

modifications. Both methylated and non-methylated variants of these enzymes have shown activity 

on turning over oxidised oligosaccharides raising questions over the reason for these PTMs. A 

computational study by Kim et al. found that the PTM had no significant effect in reducing the 

theoretical energetic barrier height (ca. 1 kcal/mol) during catalysis.93 To produce the AA9 enzymes 

containing the methylation on His1, the practitioner must  use a suitable host organism to express the 

enzyme. Despite being the most common organism used to express proteins, E.coli are not capable of 

performing this PTM. A study in 2017 by Simmons et al. saw the production of CvAA9 in Aspergillus 

oryzae where the expression in the fungal host retained the methylation of the histidine nitrogen. 

However, the same enzyme expressed in Pichia pastoris and in bacteria saw the absence of this PTM.66 

An example of the AA9 active site structure can be seen in Figure 24. 
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Figure 24. Typical active site structure of AA9 enzymes (left) and active site crystal structure of the 
first characterised AA9 LPMO, TaAA9 (PDB:2YET).46 

The AA9 coordination sphere is best described as axial, whereby the ligands are all oriented 

in a Jahn-Teller distorted geometry, typical for d9 copper complexes. The histidine brace plane sees 

shorter metal ligand bond lengths (average 2-2.1 Å) than in the axial positions (ca. 2.6-2.9 Å). A 

conserved tyrosine is positioned in the nominal axial position beneath the plane with a typical Cu-O 

distance of around 2.8 Å. A water molecule is commonly seen in crystal structures to occupy the 

remaining axial coordination site. A third histidine and asparagine are the next nearest neighbours to 

the copper centre and are well positioned to hydrogen bond the equatorial ligand or intermediates 

generated as part of the LPMO catalytic cycle.  
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1.5.2   The AA10s 
 

The first characterised LPMO, from Serratia marcescens, now belongs to the AA10 family.45  

These enzymes were formerly classified as chitin-binding modules (CBMs) and specifically belonged 

to the CBM33 family. Their first discovery in 2010 was a breakthrough in the field and sparked further 

studies. The crystal structure of SmAA10 (PDB:2BM) was reported in this important paper, highlighting 

the di-histidine moiety near the proteins surface.45 Their crystal structure, PDB: 2BEM, was modelled 

with a sodium ion occupying this metal binding site. In this initial paper, it was shown that the 

reactivity was thwarted on addition of EDTA. On this basis, it was postulated that the activity was 

instead dependent on a divalent cation occupying this site, such as Mg2+ or Zn2+.  The identity of the 

metal cofactor was correctly identified to be a copper ion a year later in a second landmark paper in 

two years.46  

The AA10 family are primarily found in the genomes of bacterial organisms. Oftentimes, these 

are soil bacteria that possess a plethora of enzymes that enable them to degrade detritus. The majority 

of AA10s have shown activity on chitin, the major structural polysaccharide that makes up the 

exoskeletons of many insects and the shells of many crustaceans. However, some AA10s have shown 

activity on cellulose, akin to AA9s. A study by Forsberg et al. in 2014 compared the activity and EPR 

spectra of four separate AA10 LPMOs. They found that the cellulose active variants contained an active 

site tyrosine residue, in keeping with the AA9 family. The chitin active AA10s, however, contain a 

phenylalanine residue in the position. The resulting EPR signatures of these enzymes reflect this 

difference in coordination geometry.94 The cellulose-active AA10s possess an EPR signature much 

more in keeping with typical tetragonal copper complexes. In comparison, the chitin active AA10s 

demonstrate considerable rhombicity indicating a totally different coordination geometry. The typical 

active site structure of a chitin active and cellulose active AA10s can be seen below in Figure 25. 
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Figure 25. Typical active site geometry of chitin-active AA10s and crystal structure coordinates of 
BaAA10 enzyme (PDB:5IJU) (top), and typical active site geometry of cellulose-active AA10s and 
crystal structure coordinates from MaAA10 (PDB:5OPF) (bottom).63, 94 

 

 The coordination structure around the metal ion in chitin-active AA10s resembles trigonal 

bipyramidal or a distorted square pyramidal geometry, with two water molecules occupying positions 

above and below the histidine brace plane. This coordination geometry is unique among the LPMO 

families, which usually display an axial coordination geometry in keeping with traditional type II copper 

sites. Both the alanine and the glutamate sidechains could be responsible for the arrangement of the 

exogenous ligands. The glutamate is positioned below the histidine brace plane and appears to form 

a hydrogen bond with one of the coordinating water molecules. The conserved alanine also appears 
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to be positioned above the histidine brace plane, blocking the axial position via steric crowding. The 

resulting geometry is 5-coordinate and rhombic. The cellulose active AA10s in comparison, retain a 

more axial coordination geometry, likely stemming from the absence of the strongly H-bonded 

glutamate/aspartate residue and the restoration of the weakly bonding tyrosine residue in the axial 

position beneath the plane of the histidine brace. The difference in substrate specificity is believed to 

stem from differences in certain key surface residues that have been linked to substrate binding.95 

Particularly, the carbohydrate binding surface appears to less polar than in the chitin-active AA10s, 

presumably due to the requirement of binding a more apolar substrate.  Large, negatively regions are 

present on the binding surface of the chitin-active AA10s which are expected to play an important role 

in their observed substrate specificity.96 

 

 

1.5.3   The AA11s 
 

 The discovery of the next family of LPMO, the AA11s, happened some three years later (2014) 

when Hemsworth et al. characterised an enzyme from Aspergillus oryzae, AoAA11, with a sequence 

distinctly unique from the previously discovered families.97 The AA11 class was found to share 

structural similarities to both the AA9 and AA10 classes. The spectroscopic characteristics of the AA11 

family also appears to share a likeness to both of the previously reported families, perhaps more so 

with the AA9s. The AA11s are primarily produced by fungal organisms to facilitate the degradation of 

biomass material. However, unlike the AA9s, these enzymes have been shown to be active on chitin.97 

The structure of AoAA11 appears to be in the CuI state since it possesses no exogeneous ligands. This 

a common feature among the Cu-LPMO crystal structures as they are prone to photoreduction in the 

x-ray beam.98 The active site of these enzymes display a long bond between the copper and an axial 

tyrosine, akin to the previously reported AA9 family. The presence of this tyrosine, therefore, can be 

excluded from the substrate specificity argument between chitin and cellulose. The second 

coordination sphere glutamic acid residue seen in chitin active AA10s also appears to be present in 

the AA11 family. The active site geometry of AoAA11 can be seen below in Figure 26. 
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Figure 26. Crystal structure of the first discovered AA11 enzyme (PDB:4MAI), AoAA11, highlighting 
the primary and secondary coordination sphere residues shown as sticks.97 

 

 

1.5.4   The AA13s 
 

 The next family to be discovered came in 2015 when Lo Leggio et al. discovered a new LPMO 

with a distinct genetic sequence that established the AA13 class in the CAZy database.99 The first 

discovered member of the AA13 family was also found in the fungal organism, Aspergillus oryzae. The 

AA13s were shown to be starch-degrading LPMOs adding a new substrate to the scope of LPMO-

mediated oxygenations. This was an interesting discovery as it identified a rather surprising new 

substrate for LPMOs given that starch is usually more tractable to enzymatic attack based on its 

increased solubility compared to cellulose. The discovery of the AA13 class raised the question as to 

the scope of what substrates are available to enzymatic breakdown by LPMOs. Although usually easier 

to degrade than cellulose, certain regions of starches can be heterogeneous and resistant degradation; 

necessitating the employment of LPMOs to increase their tractability. These AA13 LPMOs have shown 

to increase the breakdown rate of these starches by up to 100 times.99 
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Figure 27. Crystal structure of the first discovered AA13 enzyme (PDB:4OPB), AoAA13, highlighting 
the primary and secondary coordination sphere residues shown as sticks.99 

 

 The active site geometry of this newly discovered family is in keeping with that of the AA9s. 

The coordination geometry represents a typical tetragonal geometry which is reflected in their EPR 

spectra. The crystal structure of AoAA13, however, shows two water molecules nearby the metal with 

incongruous bond lengths for a CuII-OH2 species (3.63 and 3.66 Å). Again, this is likely a consequence 

of photoreduction in the x-ray beam, this time showing a snapshot in time as the exogeneous ligands 

dissociate from the metal following reduction as metal coordination becomes energetically 

unfavourable. The conserved residues that make up the AA13 active site appear to show great 

similarity with the AA9 class including the axially ligated tyrosine and the supporting glutamine 

residue.  
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1.5.5   The AA15s 
 

 The next discovered family of LPMOs were the AA15s, discovered in 2018 by Sabbadin et al.50 

They discovered this new family of LPMO in Thermobia domestica which belongs to an ancient group 

of insects, with evidence of them of them existing some 420 million years ago.50, 100  Blast searches of 

known databases based on the sequences found in Thermobia domestica revealed an vast and diverse 

list of organism that hosted this newly discovered family of LPMO. These ranged from marine and 

invertebrates ranging from molluscs and crustaceans to insects and spiders. The discovery of this new 

AA15 family expanded the current understanding of how ubiquitous these enzymes are in nature. It 

is clear that a vast array of species depends on the recruitment of LPMOs facilitate the efficient 

breakdown of biomass. Interestingly, this widespread family of enzymes has shown to be active in the 

oxidation of both cellulose and chitin, the two most abundant biopolymers on earth. The biological 

diversity of this family of enzymes is visible by the phylogenetic tree (Figure 28). 

 

Figure 28. Phylogenetic diagram of the AA15 LPMO family across Taxa. Sequences of this family 
were found among animals (Metazoa), Oomycota, algae and many more. Figure sourced from 
Sabbadin et al.50 
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From a structural perspective, the AA15 family possesses features in keeping with the 

previously reported families. They contain the axial, weakly coordinating tyrosine residue, akin to the 

AA9 enzymes while also containing an alanine residue whose sidechain imposes into the other 

remaining axial site with similar positioning as to that in AA10s. This particular active site arrangement 

appears closely related to the starch active AA11 family. The first characterised structure from TdAA15 

(PDB:5MSZ) shows a single water molecule in the active site vicinity. Again, the distance of this water 

molecule from the metal is very long (nearly 4 Å) consistent with the metal cofactor becoming 

photoreduced in the x-ray beam (Figure 29).  

 

 

Figure 29. Crystal structure of the first discovered AA15 enzyme (PDB:5MSZ), TdAA15, highlighting 
the primary and secondary coordination sphere residues shown as sticks.50 
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1.5.6   The AA16s 
 

 

 The AA16 family of LPMO was discovered in 2019 by Chastel and co-workers from fungal 

Aspergillus species. Their work focussed on identifying LPMO candidates that could perform 

synergistically with Trichoderma reesei in the breakdown of cellulose. Trichoderma reesei is an 

organism rich with cellulolytic enzymes encoded into its genome and likely named after Elwyn Reese, 

a pioneer of biological cellulose degradation.44, 51 This fungal organism is known to possess a host of 

enzymes that degrade cellulose and it has become a model system for making enzymatic cocktails.101  

The majority of this enzymatic arsenal is comprised of glycosidic hydrolases with only three AA9 LPMO 

genes coded for in its genome (most fungal saprotrophs contain many more AA9 LPMO genes than 

this, usually between 40-50).51 Despite being studied for decades, Chastel et al. identified a unique 

family of LPMOs within several Aspergillus species including Aspegillus niger and Aspergillus japonicus. 

These AA16 LPMOs showed to boost the cellulolytic activity of the native Trichoderma reesei 

enzymatic cocktail and again built on the growing appreciation for how widespread LPMOs are in 

nature. As of yet, there are no crystal structures available for the AA16 family requiring further studies 

to enable better understanding of the nuances of the active site structure. 

 

1.5.7   The AA17s 
 

 The most recently discovered family of LPMOs are the AA17s, which were discovered in 2021 

by Sabbadin et al.52 The AA17 family was first identified in the organism responsible for driving the 

potato famines in the 1800s, the oomycete Phytophthora infestans.102 It is a pathogenic oomycete 

which causes late blight in species of potato and tomato (Solanaceae). The PiAA17 enzyme itself serves 

as a virulence factor, facilitating the oomycetes entry into the host. In their experiments, they 

determined that this new family of LPMO performed the oxidative cleavage of polygalacturonic acid, 

the backbone of pectin. As discussed in section 1.2.4, polygalacturonic acid is a polysaccharide 

possessing negative charges due to the presence of carboxylate groups on the C6 carbon. Pectin is one 

of the largest components of plant cells walls, providing a primary layer of defence against pathogenic 

infection. Sabbadin and co-workers showed that Phytophthora infestans depends on the production 

of an AA17 LPMO to disrupt the plant cell wall structure allowing for the organisms’ subsequent 

invasion of the plant. They demonstrated that the silencing of the LPMO gene rendered the organism 
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ineffective in plant pathogenesis. This was a significant finding as it opens up the avenue for new 

methods of crop protection, expanding the scope of LPMOs even further.  

This discovery was also the first example of an LPMO that is active on a charged 

polysaccharide. Due to the hydrophilic backbone, pectin has unusual macro properties compared to 

other common polysaccharides, one of which being the ability to form gels.27 To effectively bind 

pectin, the PiAA17C enzyme has evolved to contain a groove of charged residues to create substrate 

binding surface near the active site of the protein (negatively charged groove shown in red in Figure 

30, left). This is a unique property of this family that provides some insight in how LPMOs show 

substrate specificity. As to the active site geometry, PiAA17C shows much similarity with the AA9s 

incorporating the axial tyrosine making up a canonical type II-like copper site (right, Figure 30). 

 

Figure 30. Electrostatic potential of PiAA17C (PDB:6Z5Y) with blue showing positively charged and 
red as negatively charged (left) and exploded view of copper active site residues (right).52 

 

1.6 LPMO Protein Preparation  
 

 Effective preparation and isolation of LPMO enzymes is a crucial part of their study. Different 

research groups have employed a range of approaches to produce and isolate LPMOs using several 

host organisms.45, 46, 63, 97, 103 Escherichia coli is the most commonly chosen host organism used to 

express LPMO enzymes.104 Competent E. coli cells (e.g., BL21 DE3) are regularly exploited in research 

laboratories by altering their genetic sequence with an engineered plasmid so that they possess the 

necessary genes to express the desired protein.105 The ease of genetic modification and simple 
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cultivation make E.coli a highly attractive host organism for LPMO production, particularly those 

enzymes already originating from bacterial organisms (e.g., AA10s).  

The majority of LPMOs characterised to date, however, are found in fungal hosts rather than 

bacteria.104 This makes LPMO production using fungal expression systems highly attractive for these 

enzymes. There are clear advantages to producing LPMOs in this way including: the ability to perform 

post-translational modifications (including the -N-methylation of the His1 sidechain) as well as 

glycosylations and ensuring correct protein folding.46 The purpose of the methylation to the remote 

nitrogen on His1 remains ambiguous, though it is speculated to play a role in stabilising reactive 

oxygen species. Glycosylations of enzymes have been shown to have positive effects on both protein 

stability and secretion.106 Most bacteria do not possess the machinery necessary to perform these 

PTMs -this being an obvious major drawback of expressing fungal LPMOs in E.coli. Though examples 

exist, LPMO protein expression using fungal hosts is far less established in most laboratories, with 

bacteria still proving to be the major workhorse of protein production.104  

Competent E. coli cells are routinely transformed by incorporating engineered plasmids that encode 

the necessary genes to express the target protein. These engineered bacteria are typically grown in 

suspensions of Luria Bertani (LB) or Terrific Broth (TB) media which contain the necessary nutrients 

for healthy bacterial growth.107, 108 In order to decrease the likelihood of contamination/infection of 

the growing bacterial cultures, an antibiotic resistance gene is often inserted into the bacterial 

genome. Typical antibiotics used for this purpose are kanamycin or ampicillin.109 Successful insertion 

of an antibiotic resistance gene into the E.coli plasmid allow the practitioner to grow the desired 

culture in the presence of the antibiotic. By doing so, the risk of a rival organism infecting the culture 

is greatly reduced. The production of the desired protein is carefully controlled by an operon sequence 

immediately upstream of the LPMO gene. Typically, these are lac-operon style promoter/operator 

sequences, whereby the LPMO gene is not able to be transcribed until an inducer (usually a sugar such 

as IPTG or lactose) is added. The addition of the inducer releases the repressor protein from 

prohibiting transcription, allowing the desired LPMO gene to be transcribed and later, translated. 

For most E.coli strains, initial cultures are optimally grown at 37 C until they reach an optical density  

600 nm (OD600) between 0.6-0.8.104 Between these values bacterial cultures are understood to be at a 

suitable concentration to maximise protein production. Significantly less than 0.6 and the colony is 

typically too small for maximum protein production and much higher than 0.8 and the colony can 

become overcrowded and stressed for nutrients which can lead to apoptosis. Significant levels of cell 

lysis are highly undesirable when producing protein as the cell contents are released into the soluble 

medium and can make downstream purification significantly more challenging. Once this optimal 
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colony size is reached, the relevant inducer is added to trigger the overexpression of the LPMO 

protein. At this point the temperature is often decreased to better suit protein synthesis rather than 

cell reproduction (ca. 20 C). 

 

1.6.1   Periplasmic Expression 
 

In the literature, recombinant LPMO expression has commonly been performed by secreting 

the overexpressed protein into the periplasm of the bacteria.94, 97, 103 This is achieved by placing a signal 

gene immediately upstream of the target LPMO gene. The resulting translated protein contains a 

signal peptide that is recognised by the cell and is transported to the cell membrane (Figure 31). Once 

transported to the cell membrane, the polypeptide is translocated into the periplasmic space. The 

signal peptide is simultaneously cleaved without the requirement of any restriction enzymes. Enzymes 

secreted into the periplasmic space can be isolated through methods such as cold osmotic shock, 

whereby the permeability of the bacterial cell wall is modified using osmosis to retrieve the desired 

crude protein. This method of protein expression has been used to good effect to obtain untagged 

LPMOs.94, 97, 103 Once the overexpressed protein has been extracted from the periplasm, it can be 

separated from the cell debris via centrifugation. Here, the cell material is pelleted, and the soluble 

protein remains in the supernatant. LPMOs at this stage are very crude and require additional 

purification steps precluding their detailed study. With bacterial LPMOs serving as extracellular 

enzymes (with their mode of action taking place outside of the cell) they are usually expressed in the 

periplasm in their parent organism. As such, achieving correct protein folding is unlikely to be an issue 

when producing LPMOs in this way.  

 
Figure 31. Periplasmic LPMO expression using a signal peptide. Figure adapted from Courtade et 
al.103 
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1.6.2   Cytoplasmic Expression 
 

It is also possible, however, to express and obtain LPMO enzymes from the cytoplasm of the 

cultivated cells, negating the requirement of a signal gene/peptide. Proteins produced in the 

cytoplasm of E.coli can give good yields but can provide added complications.63, 104 Here, E.coli cultures 

are grown up and protein is expressed in much the same way as previously described (Section 16), but 

now missing the signal peptide. As a result, the protein is not translocated to the periplasmic space 

and remains in the cytoplasm. To obtain the overexpressed protein from the cytoplasm, the cells must 

be lysed. There are several ways to lyse cells, by far the most common of these are sonication or the 

addition of lysozyme enzyme (or sometimes both). The major drawback of cytoplasmic expression is 

that the protein must be extractable from the entire of the soluble contents of the host cell as lysis 

expels all cell contents into the medium. To combat this, experimentalists often employ the use of a 

peptide tag in order to provide a means of separating the desired protein from all other cell contents.  

These can take various forms, with the most common being a ‘His-tag’ or a ‘Strep-tag’. 

 

1.6.3   Protein Purification 
 

To purify untagged LPMOs (e.g., the LPMOs often expressed in the periplasm), practitioners 

often employ the use of anion exchange chromatography. Proteins contain a net surface charge that 

is dictated by the pH of the buffer solution. At a particular pH known as the isoelectric point (IP), 

LPMOs contain no net surface charge. Careful buffer selection with a pH either above or below this IP 

value gives rise to a protein with either a negative or positive surface charge, respectively. This surface 

charge can be exploited to aid in protein purification using anion exchange chromatography. An anion 

exchange column contains a charged resin that binds to the charged surface of the proteins. Since 

different proteins vary in primary amino acid sequence their total net surface charge usually differs at 

a given pH. As a result, different proteins have a variable affinity for the columns stationary phase. 

This allows the practitioner to apply a salt gradient to elute and separate the proteins as the ionic 

strength of the mobile phase increases. 

For LPMOs expressed in the cytoplasm, His-tags are usually added to the protein sequence to provide 

a more rigorous means of isolating the desired protein from the cell lysate contents. These amino acid 

tags are short peptides that can either be added to the N-terminus or the C-terminus side of the 

protein sequence. In the case of LPMOs, the N-terminus serves as a crucial active site ligand making it 
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essential for the tags removal if positioned there. A ‘His-tag’ typically consists of six consecutive 

histidine residues that are added onto the protein sequence. The histidine’s imidazole side chains act 

as electron donating groups that have a strong attraction toward electrophiles. As such, proteins with 

a His-tag can be trivially isolated from crude reaction mixtures by affinity chromatography employing 

a positively charged column, most commonly a Nickel column, or ‘His-trap’.  

 

Figure 32. Schematic of protein isolation using a nickel-affinity column of a His-tagged protein. 
Figure shows crude mixture entering the His-trap with impurities flowing through (left), His-tagged 
protein retained on the column (middle) and purified His-tagged protein eluting from the column 
with imidazole gradient. 
Affinity chromatography is performed by loading the filtered supernatant (containing crude protein) 

onto a His-trap column. The impurities are washed off the column using a buffer containing a low 

concentration of imidazole (typically ≤ 30 mM). The imidazole helps to mobilise compounds through 

the column so only strongly bound species are still retained (middle, Figure 32). The purified His-LPMO 

protein is then retrieved from the column by applying a buffer gradient to increase the imidazole 

concentration (right, Figure 32). Eluted fractions are analysed by gel electrophoresis and His-LPMO-

containing fractions are pooled and up-concentrated. It is often desirable to remove His-tags from 

LPMO enzymes as they are known to interfere with copper binding and EPR studies.104 To achieve this 

some research groups have utilised a cleavable SUMO-tag or TEV-tag to anchor the His-tag to.63, 110 
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This allows the practitioner to easily isolate the LPMO enzyme from crude mixtures using affinity 

chromatography, but then fully remove the tags using a SUMO or TEV protease enzyme, yielding the 

desired protein sequence. 

Following either anion exchange or affinity chromatography methods, it is common to perform a 

further purification step to ensure good purity of the final enzyme solution. -This is particularly 

important if a SUMO tag must be cleaved to enable separation of the LPMO from the SUMO tag and 

the SUMO protease. Size exclusion chromatography (SEC) is often the method used for this additional 

purification step. In SEC compounds are separated on a large column packed with a gel matrix. 

Compounds are separated based on size (molecular weight) with large compounds eluting fastest and 

small compounds eluting slowest. Again, fractions are identified by gel electrophoresis and purified 

LPMO-containing fractions are pooled and up-concentrated. Sodium dodecyl-sulfate polyacrylamide 

gel electrophoresis (SDS-PAGE) is a common strategy to assess the purity (and identity) of protein 

throughout the purification process. It again separates species by size and can be semi-quantitative 

by introducing standard protein ladders of known molecular weight. Purified protein samples can then 

be used for crystallographic, kinetic or electron paramagnetic resonance studies. 

1.7 Electron Paramagnetic Resonance (EPR) Spectroscopy  
 

1.7.1  EPR Theory 
 

 While crystallographic studies have helped to provide considerable understanding of the 

variation in secondary and tertiary structures among the LPMO families, certain techniques such as 

electron paramagnetic resonance (EPR) spectroscopy can be more informative regarding the precise 

electronic structure of the LPMO active site. Since the resting state of the enzymes contains a  single 

copper ion in the +2 oxidation state, they possesses a d9 electron configuration with a single unpaired 

electron (S = ½ Kramer’s doublet) in its d subshell.111  Only species containing unpaired electrons are 

suitable for investigation using this method; eliminating enzymes either without metal cofactors or 

which contain metal cofactors with singlet (S = 0) electronic ground states such as Zn(II) and Mg(II). 

The unpaired electron in the copper d orbital manifold has two spin states (α and β) denoted by the 

magnetic spin quantum number, ms (ms = ± ½). In the absence of an external magnetic field these two 

spin states are degenerate in energy. However, when an external magnetic field is applied, the 

degeneracy of the two spin states is lifted: known as the Zeeman effect. Under this regime, the 

paramagnetic species will uptake a Boltzmann distribution favouring the population of the lower 

energy spin state. 112 The EPR method relies on exploiting this electronic Zeeman effect by irradiating 
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the sample with microwave energy and sweeping the magnetic field strength until the energy 

separation of the two spin states is in resonance with the microwave energy (left, Figure 33). 

 

 

Figure 33. Electronic Zeeman and hyperfine interaction effect on the degeneracy of spin energy 
levels of a CuII (I = 3/2) unpaired electron in an external magnetic field (top) and resonant energy 
absorption when microwave energy matches the energy separation between states (E1-E4) (dashed, 
bottom) depicted commonly as a first derivative (solid, bottom). In a CuII ion, the nuclear Zeeman 
interaction is much smaller than the hyperfine and excluded from the figure for clarity. 

1.7.1.1  The Electronic g-factor 
 

EPR spectroscopy can be exceptionally useful in obtaining a wealth of knowledge including 

metal identity, oxidation state, coordination geometry/symmetry, degree of covalency, and the 

electronic ground states of paramagnetic complexes.113 As well as applied magnetic field, an unpaired 

electron possesses its own local magnetic field caused by its own intrinsic angular momentum. The 

magnetic field caused by the electron (Be) adds to the applied field (B0) to give a total magnetic field 

(Btot) strength experienced by the unpaired electron.  

𝐵଴ + 𝐵௘ = 𝐵௧௢௧ 
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EPR practitioners treat the disparity in the applied magnetic field versus the total magnetic field with 

a correction factor, g, or g-factor. An electron free in space, unperturbed by a nucleus, creates its own 

magnetic field that gives rise to an experimental g-factor of 2.0023. This value is known as the free-

electron g-factor, or ge. The perturbation to the total magnetic field varies depending on both the 

nucleus on which it resides and the immediate environment. For free-radicals localised on relatively 

light atoms (such as C, N & O) the perturbation to the magnetic field is very similar to that of the free 

electron resulting in g-factors very similar to the free-electron g-factor, ge. However, for unpaired 

electrons situated on heavier elements (such as transition metals) there can be considerable 

deviations to the magnetic field experienced by the electron due to the significant introduction of 

spin-orbit coupling (SOC). This deviation can either add or take away from the applied magnetic field 

giving rise to the possibility of g-factors both greater and smaller than ge. The values of these g-factors 

are an invaluable diagnostic as to the identity the radical (eg. a typical value for Cu(II) complex would 

be 2.2 and a typical value for V(IV) complex being 1.95). The g-factor determines at which field position 

the spin states come into resonance and in turn where we observe peaks in our EPR spectra.  The 

energy separation between the ms=+½ and ms=-½ spin states is given by the following equation: 

𝐸 = ℎ = 
஻

× 𝑔 × 𝐵 

Where ℎ is Planck’s constant (6.626 x 10-34 J Hz-1),  is the frequency of light, 
஻

 is the Bohr 

magneton (9.3x10-24 J T-1), 𝑔 is the g-factor, and 𝐵 is the magnetic field strength (T).  

For a gaseous transition metal ion unperturbed by ligating atoms, the g-factor is intrinsically 

related to the angular momentum quantum numbers, described by the Landé formula.114 

𝑔 = 1 +  
𝐽(𝐽 + 1) + 𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)

2𝐽(𝐽 + 1)
  

Where g is the g-factor, J is the total angular momentum, L is the orbital angular momentum, 

and S is the spin angular momentum.  

In the presence of a ligand field, the coordinating atoms have the effect of quenching the 

orbital angular momentum, L, so that the total angular momentum, J, become equal to the spin 

angular momentum, S. 

𝐿 = 0 

∴ 𝐽 = 𝑆 

The quenching effect that the ligands have on the orbital angular momentum means that 

transition metal ions should have a g-factor close to that of the free electron, ge (2.0023). However, 
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spin-orbit coupling reintroduces some angular momentum which perturbs this value away from ge.  

Spin-orbit coupling becomes significant for larger atoms (≥3 row elements) due to a fourth power 

dependency on effective nuclear charge (λ ∝ Zeff
4).115 Therefore, deviations from ge become more 

significant for the heavier elements appearing later in the periodic table. For example, the spin orbit 

coupling constant, λ, of a free carbon atom is 29 cm-1 compared to  -830 cm-1 for a free Cu(II) ion.68, 116 

This disparity in spin orbit coupling constants explains the differing g-factors for C and Cu(II) based 

radicals.  

For radical species that interact with neighbouring atoms or ligands, the g-factor becomes 

anisotropic. The anisotropy of these systems means that the electronic Zeeman interaction is 

dependent on the orientation of the paramagnetic species with respect to the external magnetic field. 

This is a particularly important factor when the unpaired electrons are localised in non-symmetric 

atomic orbitals, such as p and d, or in molecular orbitals which contain a significant percentage of 

these atomic orbitals. In these circumstances, the g-factor is better described a matrix, or tensor, 

which can be diagonalised to provide three principal values accounting for the 3 principal directions 

(gx, gy, and gz, or g1, g2, and g3).116 The geometry of the ligands around a metal complex affects the 

electronic structure of the metal ion by perturbing the energies of the d-orbitals. As such, the number, 

orientation, and type of ligands determine the ordering of the d-orbital energies and hence, the overall 

electronic ground state of the metal complex. 

 For d9 transition metal ions like Cu(II), the common electronic ground states are d(x2-y2) or 

d(z2). Copper (II) complexes are commonly tetra-, penta-, or hexa-coordinate and adopt a number of 

coordination geometries including elongated octahedron, square pyramidal, square planar, 

tetrahedral, or trigonal bipyramidal.114 In the square planar/pyramidal or elongated octahedral cases, 

the ground states are usually d(x2-y2) due to the electrostatic repulsion of the equatorial ligands 

elevating the energy of the orbital making it energetically unfavourable to be doubly occupied. 

However, in the trigonal bipyramidal case, the electronic ground state is typically d(z2) due to a 

combined depression in d(x2-y2) energy and a corresponding elevation in d(z2) energy. The values of 

the g matrix are informative of the energy separations of the d-orbital manifold. As such, the 

evaluation of the g-values from EPR spectroscopy can be used to decipher the electronic ground states 

and hence the geometry of transition metal complexes. The values of the g-matrix report on the 

energy separation of the d orbitals and are reflective of the overall strength of the ligand field. 

The perturbation to the g-factors depends on covalency, the degree of SOC, and the energy 

separation between the electronic ground state and suitable, magnetically coupled excited states 

shown by the general equation:  
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𝑔 = 𝑔௘ −  
𝑎ଶ𝑛𝜆

∆𝐸
 

Where g is the observed g-factor, ge is the free-electron g-factor, α2
 is a covalency parameter (≤ 1), λ 

is the SOC constant, ∆E is the energy separation between the electronic ground state and the suitable 

excited state, and n is a quantum mechanical coefficient determining the degree of mixing with the 

excited state. 116 For transition metal ions showing a high degree of covalency with its ligands, the 

value of α2
 decreases leading to smaller deviations from ge.  

 The magnitude of 𝑛 in this equation denotes the degree of mixing between the ground state 

with suitable excited states and is determined by group theory. This coefficient is defined by the 

overlap of the orbital angular momentum operators (𝐿௫
෢, 𝐿௬

෢, 𝐿௭
෢) in the three principal cartesian 

directions, x, y, z, described by the following equation: 

𝑛௜௝

∆𝐸
= ෍

ൻ0ห𝐿ప
෡ ห𝑛ൿൻ𝑛ห𝐿௟

෡ ห0ൿ

𝐸௡ − 𝐸଴
௡ஷ଴

 

Where |0⟩ corresponds to the ground state wave function and |𝑛⟩ is the wave function of the n-excited 

states. In the case of a Cu(II) ion with a |𝑥ଶ − 𝑦ଶ⟩ ground state (|0⟩), the gz parameter therefore solves 

as: 

𝑔௭ = 𝑔௘ − 𝜆 ෍
ൻ0ห𝐿௭

෢ห𝑛ൿൻ𝑛ห𝐿௭
෢ห0ൿ

𝐸|௫௬⟩ − 𝐸 |௫మି௬మ⟩
௡ஷ଴

= 2.0023 −
8𝜆

𝐸|௫௬⟩ − 𝐸 |௫మି௬మ⟩
 

and assuming tetragonal symmetry, gx and gy are equivalent and solve for:  

𝑔௫,௬ = 𝑔௘ − 𝜆 ෍
ൻ0ห𝐿௫,௬

෢ ห𝑛ൿൻ𝑛ห𝐿௫,௬
෢ ห0ൿ

𝐸|௫௭⟩/|௬௭⟩ − 𝐸 |௫మି௬మ⟩
௡ஷ଴

= 2.0023 −
2𝜆

𝐸|௫௭⟩/|௬௭⟩ − 𝐸 |௫మି௬మ⟩
 

 

In the case of a d9 Cu(II) complex in an axial coordination geometry, the ground state of the 

metal ion is essentially described by a function which resembles |𝑥ଶ − 𝑦ଶ⟩. The |𝑥ଶ − 𝑦ଶ⟩ ground-

state can interact with excited states of suitable symmetry (|𝑥𝑧⟩, |𝑦𝑧⟩, and |𝑥𝑦⟩) when placed in an 

external magnetic field.116, 117 In this example, 𝐸଴ is the energy of the |𝑥ଶ − 𝑦ଶ⟩ ground state and 𝐸௡ 

in the 𝑔௭ equation is the energy of the |𝑥𝑦⟩ excited state and 𝐸௡ in the 𝑔௫,௬ equations is the energy of 

the |𝑥𝑧⟩ and |𝑦𝑧⟩  excited states. Therefore, the corresponding values of 𝑔௫, 𝑔௬ and 𝑔௭ values can be 

used to ascertain the energy separation between the electronic ground state and suitable excited 

states, providing valuable information regarding the electronic structure of the paramagnet. A 
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simplified depiction of how the electronic ground state of a d9 transition metal ion can interact with d 

orbitals of suitable excited  states is shown by the ‘magic pentagon’ where the values of ‘𝑛’ are shown 

on the connecting vectors (Figure 34).116, 117  

 

Figure 34. The ‘magic pentagon’ showing how spin orbit coupling connects suitable excited states 

to the different possible electronic ground states of a d9 transition metal complex. Red, green, and 

black vectors show excited states connected by gx, gy, and gz, respectively. Values of ‘𝒏’ are shown 

on connecting vectors. 

By accounting for the values of ‘𝑛’ shown in Figure 34, the general formula for g can rewritten 

for each of the anisotropic g-values.  gx, gy, and gz.118 

𝑔௫ = 𝑔௘ −
2𝜆

∆𝑦𝑧
;           𝑔௬ = 𝑔௘ −

2𝜆

∆𝑥𝑧
;          𝑔௭ = 𝑔௘ −

8𝜆

∆𝑥𝑦
; 

The directionality of the g-factor can be understood by visualising the orientation of the d 

orbitals involved in transition. For example, the gz parameter for a radical with a|𝑥ଶ − 𝑦ଶ⟩ ground 

state depends on the energy separation between the |𝑥𝑦⟩ excited state. By considering the orientation 

of both d(xy) and d(x2-y2) orbitals, they can be superimposed by applying a rotational symmetry 

operation about the z axis (Rz). The formulae, in effect, describe around which axis the electronic 

ground state can be transformed into the coupled excited state by applying a simple symmetry 

operation. The circulation of the electron around the axis generates a magnetic field (in this case the 

z-direction) which contributes to the observed total magnetic field in the experiment, thus perturbing 

the value of g. 

For a Cu(II) complex with a perfect square-planar/pyramidal coordination geometry, the 

energies of the |𝑥𝑧⟩ and |𝑦𝑧⟩ are degenerate. This results in two of the principal values of g matrix 
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being equivalent  𝑔௫ = 𝑔௬ ≠ 𝑔௭, known as an axial system. Complexes with lower symmetry have 

totally non-degenerate d orbital manifolds and hence 3-nondegenerate g-values, known as a rhombic 

system. 

1.7.1.2  Hyperfine Coupling – the Effect of Nuclear Spin 
 

As well as probing the electronic spin states and the related g-factor, the EPR experiment is 

also sensitive to magnetically coupled nuclei with a non-zero nuclear spins (I≠0). The coupling of the 

nuclear spin to the electron spin resonance gives rise to fine structure, known as hyperfine coupling 

(HFC). Nuclei with a non-zero spin quantum number (𝐼 ≠ 0) possess intrinsic orbital angular 

momentum which produce a magnetic moment, 𝜇ூሬሬሬ⃗ , which interacts with the magnetic moment arising 

from the spin angular momentum  𝜇ௌሬሬሬሬ⃗ . Using copper as an example, the two common isotopes for 

copper (63Cu and 65Cu) both possess a non-zero nuclear spins (𝐼 =  3/2) and as such, the Cu(II) EPR 

spectra display hyperfine coupling. The number of peaks arising from the copper hyperfine coupling 

obeys the 2n𝐼 + 1 rule (where n Is the number of coupled nuclei and I is the nuclear spin) resulting in 

4 separate peaks separated by a hyperfine coupling constant, A (usually given in units of MHz).   The 

magnitude of this coupling constant varies on the gyromagnetic ratio of the nucleus on which the 

unpaired electron is located and the degree of covalency to which the nucleus is bonded to 

neighbouring atoms. A radical that resides on an atom which participates in negligible covalent 

bonding resides primarily on a single nucleus, giving rise to larger hyperfine coupling constants. 

Conversely, unpaired electrons that experience significant covalency are more spread across 

neighbouring nuclei resulting in reduced hyperfine coupling constants arising from the parent nucleus. 

There are two principal mechanisms which contribute to the overall hyperfine interaction, the 

dipole-dipole (or ‘spin dipolar’) interaction, denoted by T, and the Fermi contact interaction, denoted 

by aiso. The overall hyperfine interaction, therefore, is the total of these two principal interactions: 

𝐴 = 𝐴௜௦௢ + 𝑇. The spin dipolar term (T) arises from the direct interaction between the dipoles 

produced by the non-zero electron and nuclear spins. The electron-spin dipole moment is averaged 

over the shape of the singly occupied orbital, e.g. d(x2-y2), and interacts with the nuclear-spin dipole. 

The dipolar contribution to the hyperfine coupling depends on the distance, r, and the angle, θ, 

between the magnetic moments.119 The magnitude of the dipolar contribution to the hyperfine 

coupling has an inverse, cubic relationship with the distance between the interacting dipoles (Adip∝

ଵ

௥ଷ
).120 Since the dipole-dipole hyperfine parameter is orientation dependent, it is anisotropic and is 

best described by a tensor with individual values for x, y, and z (Ax, Ay, and Az). In an axial system, the 

diagonalised components of the anisotropic hyperfine matrix are as follows: 𝑇 =  [−𝑇, −𝑇, 2𝑇] 
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yielding the hyperfine terms: 𝐴௫ = 𝐴௬ =  𝑎௜௦௢ − 𝑇, 𝑎𝑛𝑑 𝐴௭ = 𝑎௜௦௢ + 2𝑇.117 As a result, a 

paramagnetic Cu(II) complex with an axial d(x2-y2) ground state is expected to have a large Az 

parameter due to the large 2T spin dipolar interaction. This results in a dominant hyperfine interaction 

in the z-direction of the spectrum. As an anisotropic contribution, the sum of the dipolar hyperfine 

coupling constants always equals zero.68  The dipole-dipole interaction dominates for paramagnetic 

species where the unpaired electron resides in an orbital with a node at the nucleus (p, d, or f). For 

paramagnetic species where the unpaired electron resides in an s-orbital, or molecular orbitals 

containing some s-character, the electron now possesses non-zero electron density at the nucleus. 

Non-zero electron density at the nucleus allows for the direct contact between the electronic and 

nuclear spins, known as the Fermi contact interaction. 

The Fermi contact interaction provides a purely isotropic part of the overall hyperfine 

interaction (aiso), contributing equally to the individual terms of the hyperfine tensor, Ax, Ay, and Az.68, 

121 It arises from finite the electron density at the nucleus that is present when there is some s-orbital 

character in the SOMO.116 The overall magnitude of the Fermi contact term to the overall hyperfine 

interaction thus depends on the degree of s-orbital character in the SOMO. For example, a SOMO with 

sp3 hybridisation contains reduced s-orbital character than a SOMO with sp2 hybridisation (25% vs 

33%). Therefore, a carbon-based radical with a sp2 SOMO will display larger hyperfine constants 

compared to that of the sp3
 analogue due to the larger s-orbital character and hence, larger Fermi 

contact contribution. A final (and often minor) mechanism exists which can contribute to the overall 

hyperfine coupling arising from spin polarisation of orbitals.122  

Additional fine structure can sometimes arise from coupling to adjacent nuclei which are 

magnetically coupled to the unpaired electron. Such fine structure is known as superhyperfine 

coupling (SHFC). For example, in biological systems a histidine sidechain can ligate a copper ion leading 

to superhyperfine coupling, whereby fine structure can be resolved due to the unpaired electron on 

the copper nucleus being magnetically coupled to the 𝐼 = 1 nitrogen ligand.  Radicals that experience 

significant covalent bonding (such as Type I copper sites) will be better shared across multiple nuclei, 

reducing the hyperfine coupling constant arising from the parent nucleus.  

The relationship between the covalency of the ligands and the resulting hyperfine/g-values of 

copper complexes has led to the development of “Peisach Blumberg plots” or “PB plots” whereby the 

quick evaluation of the gz and Az parameters can be informative of the coordinating ligands.123 A highly 

covalent ligand field such as in Type I copper proteins (2N2S) results in reduced Az hyperfine couplings 

and gz values when compared to the Type II. The dependency of these values on the ligands allows an 

EPR practitioner to gauge the identity of the ligating atoms by placing them on a PB plot (Figure 35). 
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In more covalent systems, the better sharing the electron across multiple nuclei oftentimes leads to 

the resolution of greater superhyperfine couplings (providing the coupled nuclear is 𝐼 ≠ 0). The 

consequence of all these features leads to highly complex and multi-featured spectra containing vast 

amounts of information about a paramagnetic chemical species.  

 

Figure 35. Peisach Blumberg plot of Type 1, 2N2S, copper complexes (top) and Type 2, 3N1O, 
copper complexes (bottom). Figure adapted from Peisach and Blumberg, 1974.123 

 

1.7.1.3  The Effective and Spin Hamiltonian 
 

The electronic behaviour of radical systems can be well described using an effective 

Hamiltonian. An effective Hamiltonian describes only part of the eigenvalue spectrum of a full 
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Hamiltonian and can have varying degrees of appropriateness. A spin Hamiltonian, regularly used to 

describe the characteristics of radical species, is usually a very appropriate effective Hamiltonian; able 

to fully describe the electronic behaviour with a few parameters and operators. A spin Hamiltonian 

comprises of spin electron and nuclear operator terms that are dependent on the magnetic field (B) 

and two magnetic field independent terms: the zero-field splitting and hyperfine operators. These 

operators describe how the unpaired electron spin angular momenta interact with one another and 

how they interact with nuclear spin angular momenta, respectively, shown by the following equations: 

 

The values incorporated in the spin Hamiltonian include the anisotropic g-factors, hyperfine coupling 

constants (A) and zero field splitting parameters. As discussed previously, these values are informative 

as to the identity of the radical, the coordinating atoms, as well as the overall geometric structure. In 

order to obtain all such values describing the spin Hamiltonian, an EPR spectrum must be simulated. 

Once obtained, vast amounts of information can be learned regarding the precise electronic structure 

of a given species. 

1.7.2   The EPR Experiment 
 

EPR is an exceptionally sensitive technique due to the large gyromagnetic ratio of an electron. 

A proton in comparison has a gyromagnetic ratio three orders of magnitude lower making an EPR 

experiment ca. 1000 times more sensitive than the analogous NMR study (Table 1). This allows for the 

detailed investigation of paramagnetic systems even in relatively dilute systems. This makes EPR a 

fantastic spectroscopic method for studying paramagnetic metalloenzymes as protein solutions are 

rarely stable much beyond 1 mM in concentration. Typically, a protein solution of concentrations  ≥ 

0.1 mM with a total volume of 0.1 mL is suitable for study using EPR spectroscopy. These enzyme 

solutions are typically placed into high-quality, quartz EPR tubes which lack any paramagnetic metals 

or radicals that may perturb the signal.  

 

 

63



 
 
 

 

Table 1. Gyromagnetic ratios of sub-atomic particles 

Particle Gyromagnetic ratio / rad⋅s−1⋅T−1 

Proton 2.68 × 108 

Electron 1.76 × 1011 

 

1.7.2.1  Continuous Wave (cw) EPR 
 

The EPR technique can be informative of both the solution or frozen solution phase of LPMO 

enzymes. Since enzymes almost always operate within an aqueous medium, the direct study of the 

active site electronic structure in (frozen) solution is important for our understanding of their 

reactivity. Studies of LPMO in crystallo often require specific conditions in order to develop protein 

crystals that may lead to a copper site containing a ligand field inconsistent with that in the solution 

phase. The typical EPR experiment utilises a continuous-wave (cw) of microwave radiation where the 

sample is continuously irradiated with a low intensity, fixed frequency microwave radiation whilst the 

magnetic field strength is swept.113 As the g-values are specific to the identity of the radical, the 

resonant field position can vary significantly between different systems (particularly with different 

transition metals). As such, the EPR practitioner will have to scan a wide field range for an unknown 

sample to ensure they are obtaining all the available information.  

EPR spectra of copper complexes are often collected at low temperatures (ca. 150 K) mediated 

by a variable temperature (VT) control unit which controls the flow rate of liquid nitrogen to the 

sample cavity. These temperatures create frozen solutions of the enzyme samples in which each 

enzyme in the frozen solution possesses a random orientation with respect to the applied magnetic 

field. The EPR spectra of frozen solution samples are as such, anisotropic, giving the practitioner 

additional information on the paramagnetic species. Unlike organic radicals, the anisotropic g-values 

of copper complexes require large magnetic field ranges to fully separate due to the introduction of 

spin-orbit coupling (SOC) from the transition metal into the spin Hamiltonian. Typical microwave 

frequencies most often used for EPR experiments are S-band (2-4 GHz), X-band (ca. 9.3 GHz), and Q 

band (ca. 35 GHz) with X-band being by far the most common. Usually, a combination of X and Q-band 

is suitable to appropriately ascertain the desired g-factors and HFC constants of most copper 

complexes. An example cw-EPR experimental setup can be seen in Figure 36. 
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Figure 36. Schematic diagram of the essential hardware of an EPR spectrometer highlighting the 
microwave source (bridge), electromagnet, variable temperature (VT) unit, sample cavity, and 
recording device.  

The anisotropic spectra from frozen solution EPR experiments consists of three individual g 

and A values (corresponding to orthogonal xyz directions), commonly denoted as either: g1, g2, g3 and 

A1, A2, A3, or gx, gy, gz and Ax, Ay, Az. A typical d9 copper complex possesses tetragonal symmetry after 

undergoing Jahn-Teller distortion away from octahedral (Figure 37). This elongation of a ligand axis 

results in a coordination geometry that has two similar or identical axes (usually x/y or 1/2) and one 

unique axis (usually z, or 3). These complexes are referred to as axial, whereby they contain two similar 

parameters for x/y and on unique for z (𝑔௫ ≈ 𝑔௬ ≠ 𝑔௭ and A୶ ≈ A୷ ≠ A୸).114 Unlike free complexes 

in solution, enzymes can adopt a multitude of different ligand field arrangements in their metal active 

sites dictated by the positioning specific amino acid sidechains. As a result, metal cofactors in the 

active sites of proteins can contain ligand field arrangements with surprising symmetries for their d-

electron counts, or which adopt highly asymmetric conformations altogether.  
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Figure 37. Example coordination geometry of a d9 copper complex displaying a Jahn-teller 
distorted axial geometry. Copper ion shown as copper sphere and ligands shown as grey spheres. 

1.7.2.2  Advanced EPR Techniques (Pulsed and HYSCORE) 
 

Despite the wealth of information possible to obtain using the cw-EPR experiment (g-values, 

hyperfine and superhyperfine couplings), smaller SHFCs can prove challenging to resolve due to the 

magnitude of the coupling often being smaller than the experimental line width. In such cases, the 

development of pulsed techniques have shown to be highly valuable in the field of EPR 

spectroscopy.117 Pulsed microwave sequences offer greater spectral resolution of these small SHFCs 

and are often employed as complementary techniques to cw-EPR spectroscopy. Used in tandem with 

cw-EPR, pulsed EPR techniques allow a practitioner to extract as much information about the 

paramagnetic species as possible. There are a multitude of pulsed techniques, with the most popular 

ones including: pulsed Electron Nuclear Double Resonance (ENDOR) spectroscopy and HYperfine 

Sublevel COrRElation (HYSCORE) spectroscopy. For a detailed introduction into these techniques, I 

direct the reader to a comprehensive text by Schweiger and Jeschke.124 Briefly, the ENDOR experiment 

utilises a combination of both microwave and radio irradiation frequencies to simultaneously probe 

the EPR and NMR transitions (hence, a double resonance technique). The pulsed ENDOR technique is 

particularly useful in determining SHFCs of strongly coupled nuclei (i.e. primary coordination sphere 

nuclei).113 In the case of the LPMO Cu(II) paramagnet, the ENDOR technique could be useful in the 

extraction of the SHFC values of the coordinating nitrogen atoms. 

For the detection of more weakly coupled nuclei (e.g., the remote imidazole nitrogen atoms 

of the histidine brace), a technique known as Electron Spin Echo Envelope Modulation (ESEEM) is 
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typically used. This method requires a pulse sequence where pulses of fixed microwave frequency to 

irradiate the sample separated by fixed and variable time intervals (i.e., where τ is varied (top, Figure 

38)). The pulse sequence results in a measurable spin echo (dashed red peak in Figure 38). The 

amplitude of this spin echo is modulated as a result of weakly coupled nuclei and returns a modulated 

time domain signal.113, 124 Fourier transformation of this signal indirectly provides access to the both 

the NMR transitions and the SHFCs of weakly coupled nuclei.125 In practise, the ESEEM experiment is 

rarely performed and is instead replaced with the more useful 2-dimension ESEEM technique, 

HYSCORE.124 The HYSCORE technique is particularly sensitive to low frequency signals (<5 MHz) which 

is exceptionally useful given these couplings usually evade detection in the cw-EPR experiment. 

 

Figure 38. Visual representation of a two-pulse ESEEM sequence (top) and a 4-pulse HYSCORE 
sequence (bottom). In the ESEEM experiment, τ is varied to return a modulated time domain signal. 
In the HYSCORE experiment, t1 and t2 are varied independently in order to obtain a two-dimensional 
data set. 

In the HYSCORE experiment, the inter-pulse delays, t1 and t2 (bottom, Figure 38), are varied 

independently to yield a 2-dimensional dataset. This technique has advantages over ESEEM when the 

studied paramagnet has more than one coupled nucleus. A Fourier transform of the modulated time 

decay data in both dimensions (t1 and t2) returns a 2-dimensional frequency domain spectrum with ν1 

on the y-axis and ν2 on the x-axis (Figure 39).117, 126 Coupled nuclei appear as cross-peaks, with weakly 

coupled nuclei (|𝑎௜௦௢| < 2|𝜈௅|) appearing in the (+,+) quadrant (right, Figure 39) and strongly coupled 

nuclei (|𝑎௜௦௢| > 2|𝜈௅|) appearing in the (-,+) quadrant (left, Figure 39) where 𝜈௅ is the Larmor 
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frequency of the nucleus. The clear separation of these couplings allows for the accurate 

characterisation of complex spin systems with multiple coupled nuclei. The HYSCORE experiment also 

allows for the determination of the anisotropy of the dipolar hyperfine interaction (T) in addition to 

the isotropic hyperfine interaction (aiso). Anisotropy in the dipolar hyperfine interaction leads to the 

correlation peaks to broaden, forming ridges (as seen by the contour lines in Figure 39). The maximum 

curvature of these ridges (with respect to the antidiagonal) relates to the magnitude of T and the value 

of aiso can be ascertained from the ridge end points. Careful simulation of these data by a skilled EPR 

practitioner allows for the retrieval of accurate SHFC data, including the specific isotropic (Fermi) and 

anisotropic (dipolar) contributions to the spin Hamiltonian. For a more exhaustive description of 

HYSCORE spectroscopy, I direct the reader to Jeschke et al. and for a more general introduction, I 

suggest helpful texts by Roessler et al. and Murphy et al.113, 117, 124 

 

Figure 39. HYSCORE spectrum of an LPMO enzyme (BlAA10) collected at 3385 Gauss and τ=136 ns. 
Weakly coupled nuclei appear present in the (+,+) quadrant (right) and no strongly coupled nuclei 
appear in the (-,+) quadrant (left). Dataset included in a paper by Courtade et al.126 

 

1.7.2.3  Simulation of EPR Spectra 
 

In order to accurately retrieve the spin-Hamiltonian (SH) parameters from an EPR experiment, 

its spectra must be simulated. Simulations are performed by inputting a set of SH parameters and 

generating a simulated spectrum using a toolbox such as EasySpin, implemented by MATLAB.127 This 

is an iterative process whereby the practitioner sequentially alters the parameters until the agreement 
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between the experimental and simulated spectrum is sufficiently good. For simple systems (such as a 

TEMPO, Figure 40), this iterative simulation process can be performed computationally. This is 

advantageous as it can be fast and removes human error/bias. However, for more complex systems 

involving heavier elements and multiple coupled nuclei (such as copper complexes), the 

computational expense is typically too large to obtain a suitable simulation using this automated 

method. As such, simulations of Cu(II)-LPMO EPR spectra are best by a skilled practitioner to manually 

adjust the SH parameters to best fit the experimental spectrum.104 For example, if the simulated set 

of peaks appear too far downfield, the g-values should be increased to better match with the 

experiment. The g-factors have an inversely proportional relationship to the field position (i.e., if the 

resonant peak position is at a lower magnetic field than that of the simulation, the g-factor must be 

increased and vice versa).  

 

Figure 40. EPR spectrum of TEMPO (left) and skeletal structure (right). Figure adapted from 
Mendoza et al.128 

 

The TEMPO radical is a relatively straightforward case for an EPR practitioner to simulate. The 

unpaired electron resides on a light atom (O), resulting in a g-value that is close to that of the free 

electron, ge (2.0023). The TEMPO EPR spectrum displays hyperfine coupling arising from coupling of 

the unpaired electron with the 𝐼 = 1 14N nucleus; giving rise to three peaks separated by a hyperfine 

coupling constant, A. When simulating this HFC, the practitioner will need to input the identity of the 

coupled nucleus into script (so that the correct number of peaks are calculated) as well as the 

magnitude of the hyperfine coupling tensor. If the separation between the peaks does not match the 

experimental spectrum, these values should be increased and decreased accordingly.   

In LPMO EPR spectroscopy, the number of spin-Hamiltonian parameters required to 

adequately describe the spectra can be large owing to the 𝐼 = 3/2 63/65Cu nuclei and the three 
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magnetically coupled 𝐼 = 1 14N nuclei. This is further complicated in anisotropic experiments, whereby 

three individual parameters are required to describe both the g and A values to account for the 

individual x, y, and z components. In the case of anisotropic EPR experiments of Cu(II)-LPMOs,  the 

multiline EPR  spectra demand the careful curation of many spin Hamiltonian parameters in order to 

properly describe the system (Figure 41).  

 

Figure 41. X-band EPR spectrum (black) and simulation (red) of BaAA10 (0.3 mM) with β-chitin 
substrate in MES buffer (20 mM pH 6.0). Data collected at 150 K.  

The vast majority of EPR experiments on Cu(II)-LPMO complexes have been performed using 

X-band spectrometers (ca. 9.3 MHz). However, meaningful additional detail can be ascertained using 

lower (S-band, ca. 3-4 MHz) and greater (Q-band, ca. 34-35 MHz) microwave frequencies. The former 

can allow for better quantitation of the number of coordinating ligand atoms and better 

determination of the SHFCs and the latter allows for greater separation of the anisotropic g and A 

tensors. 49, 111 Most families LPMOs show approximately axial EPR spectra shown by the individual x, 

y, and z values of the g-matrix and hyperfine tensor ( 𝑔௭ > 𝑔௬ ≈ 𝑔௫ and 𝐴௭ ≫ 𝐴௬ ≈ 𝐴௫) (Table 2). 

The spectra are indicative of a well separated |𝑥ଶ − 𝑦ଶ⟩ ground state with typical gz and Az values of 

2.26 and 500 MHz, respectively 49, 66  

However, chitin active members of the AA10 family have shown to have a different electronic 

structure compared to the resting states of the other families of LPMOs. The chitin active AA10s still 

show an overall |𝑥ଶ − 𝑦ଶ⟩ electronic ground state but with some notable differences.  Their EPR 

spectra display a reduced Az copper hyperfine coupling and an overall rhombic g-matrix and hyperfine 

tensor (𝑔௭ > 𝑔௬ > 𝑔௫ and 𝐴௭ ≈ 𝐴௫ > 𝐴௬).63, 126, 129 With the aid of crystallographic and computational 
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studies, this alteration in electronic structure has been shown to arise from two coordinating water 

ligands which sit outside of the basal plane of the histidine brace.63, 126, 129 The geometry resembles a 

distorted square pyramid and leads to a suppression in d(x2-y2) character in the SOMO and a 

corresponding increase in dz2 mixing. The electronic ground state of the Cu(II) ion in chitin active 

AA10s therefore contains a reduced fraction of d(x2-y2) and contains a greater mixture of the other d-

orbitals, notably d(z2). The resulting SH parameters from the chitin active AA10s are very different 

from the other families (highlighted in Table 2).  

Table 2. EPR spin Hamiltonian parameters of LPMO enzymes characterised in the literature from the 
different auxiliary activity (AA) families.49, 50, 52, 97, 99, 126, 130, 131 

 g-matrix Cu Hyperfine tensor / MHz 

Enzyme† gz gy gx Az Ay Ax 

LsAA9130 2.23 2.06 2.04 460 75 75 

TtAA10A131 2.27 2.09 2.05 420 125 100 

BlAA10A126 2.26 2.10 2.03 336 110 255 

AoAA1197 2.28 2.10 2.03 440 48 34 

AnAA1399 2.26 2.08 2.05 513 98 78 

PcAA14A49 2.27 2.07 2.06 508 55 28 

TdAA15A50 2.25 2.07 2.04 525 60 47 

PiAA1752 2.27 2.07 2.04 488 68 40 
†The AA16 family have not yet been satisfactorily characterised with EPR spectroscopy 

The combination of spectroscopic, crystallographic and computational studies have led to the 

current understanding that LPMOs coordinate exogenous ligands (either H2O/OH-/Cl-) adopting a 4/5-

coordinate geometry in the Cu(II) resting state (of which the precise ligand field is specific to the 

individual protein families) and a 3-coordinate Cu(I) geometry in the activated state; lacking the 

recruitment of additional ligands. The Cu(I) state of the enzyme is primed to react with either O2 or 

H2O2 leading to the reactive oxygen species (ROS) necessary to oxygenate the aliphatic C-H bonds in a 

variety of recalcitrant polysaccharides. Multiple studies have shown certain LPMO Cu(II) ligand fields 

to be influenced by the presence or absence of polysaccharide substrate.66, 126, 129, 132, 133  These studies 

have gathered significant interest in recent years as they show that the binding of substrate to enzyme 

can lead to marked alterations in the electronic structure which may be important in oxygen activation 

and subsequent catalysis.104 Typically, these EPR studies have shown the substrate-bound case to have 

an elevated Az copper hyperfine coupling and a reduced gz value.129, 133 These changes to the SH 

parameters are indicative of a greater energetic gap between the  |𝑥ଶ − 𝑦ଶ⟩ ground state and |𝑥𝑦⟩ 

excited state, suggesting a stronger ligand field primarily in the x/y plane. In some cases, it has been 
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shown that this can occur by the displacement of (pseudo-)axial water molecules after binding of the 

polysaccharide substrate.126, 129 

 Whilst the understanding of both structural and electronic features of the LPMO active site 

have grown following the various EPR and crystallographic studies, additional methods are sometimes 

needed to better relate spectroscopic properties with geometrical structure. As such, many research 

groups apply computational approaches to augment these studies. 

1.8  Computational and Theoretical Studies 

Many research groups perform computational/theoretical studies to augment their 

spectroscopic and crystallographic experiments to provide additional information and insight.126, 129,

134 There are several major quantum mechanical software packages which are routinely used for this 

purpose, such as Gaussian, ORCA, and Turbomole.135-138 Using these packages, a range of 

computational methods can be employed to obtain the optimized coordinates of a 

molecule/molecular cluster, total energies, a wealth of spectroscopic properties, and the energetic 

barriers of chemical reactions. For small molecules, calculations of this type can be routinely 

performed on desktop computer without too much computational expense (in both equipment and 

time). However, for larger molecules (particularly with those with heavier elements or open shell 

electronic configurations) the use of a dedicated computational cluster is often required.  

There are a variety of theoretical methods that computational chemists use to examine 

chemical systems such as Hartree-Fock (HF) or Density Functional Theory (DFT), the latter usually 

providing the best balance of accuracy and computational cost.139 Occasionally, more advanced, 

multiconfigurational approaches such as Complete Active Space Self-Consistent Field theory (CASSCF) 

are necessary to properly describe open shell molecules for which the previous two methods can 

sometimes fall short.140 The appropriateness of both the method and the level of theory will vary on 

the studied chemical system and needs to be decided and explored by an experienced computational 

chemist. If little is known about the suitability of computational methods for the studied system, a 

wide range of approaches should be performed to see how they compare, and which methods can 

best reproduce the observable characteristics. 
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1.8.1  Level of Theory - Functionals and basis sets 

Once decided on a computational approach, a suitable functional (i.e., a function of another 

function) must be chosen to execute the desired calculation. In the case of density functional theory, 

a particular functional is selected which is used to calculate the energy of the system by evaluating 

the spatial distribution of electron density.141 The first widely recognised type of DFT functional were 

the “local density approximation (LDA)” functionals which were proposed by Hohenburg and Kohn in 

their ground-breaking DFT paper published in 1964.142 These functionals approximate the energy of 

the true electron density using a local constant density based on that of uniform electron gas.143 These 

are the oldest and most simplistic DFT functionals and were developed to describe the ground states 

of homogenous gases. Their applicability to molecules and more complex systems is limited, though 

they have shown some success in describing the physical properties of  some solid-state materials.144 

These functionals tend to overestimate binding energies and are generally poor at evaluating 

properties such as hydrogen bonding.144 As such, the local density approximations were improved 

upon by including density gradients leading to an improved set of functionals, known as the 

generalised gradient approximation (GGA)  functionals.143, 145 These approximations were first 

developed by Perdew, Burke, and Ernzerhof in 1998 and showed considerably improved calculation 

results of molecules.143 Functionals of this type (PBE) are still widely used today in applications 

including describing the spectroscopic properties of LPMOs.134 GGA functionals such as ‘BP86’ tend to 

be among the fastest options to perform optimisations of coordinates with reliable final geometries.135 

The final major type of DFT functional are the hybrid functionals, the major development of which 

came about in 1988 by Lee, Yang, and Parr, and later in 1993 by Becke.146, 147 The exchange and 

correlation energy approximations developed by these groups has led to the most commonly used 

DFT functional which is named after their initials, B3LYP. These DFT functionals incorporate a 

percentage of exact exchange derived from Hartree-Fock (HF) theory into the density functional, 

forming a hybrid functional. The degree of HF exchange included in the approximation depends on the 

functional, with common ones being B3LYP (20%) and PBE0 (25%).145-147 These hybrid functionals have 

often shown to give even more accurate calculations, especially when predicting properties such as 

exact total energies, spectroscopic properties and vibrational frequencies. 

 Along with the functional, the level of theory in calculation is also dictated by the basis sets. 

Basis sets are an additional collection of functions that are applied to describe to the orbitals of the 

individual atoms in a studied system. These basis sets are assigned by the practitioner and can be 

specifically tailored to add a greater depth of theory to specific atoms which benefit from an increased 
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level of accuracy. A basis set which contains twice as many basis functions as the minimal basis set is 

referred to as a “double zeta basis set” and basis sets which contains triple or quadruple the number 

of basis functions are known as “triple” or “quadruple”-zeta basis sets, respectively. Heavier basis sets 

(those which apply a greater number of functions to describe the molecular orbitals) provide better 

accuracy in a given calculation but come with additional computational cost. For the majority of atoms 

in a given LPMO active site model, a double zeta or split valence basis set (e.g. def2-SVP) is usually 

sufficient to obtain the desired accuracy with reasonable computational expense. However, it is 

necessary to use a larger basis set (such as a triple-zeta, def2-TZVP) to in order to correctly describe 

the central copper ion and its coordinating atoms. Using a too small basis set on the copper ion and 

coordinating atoms could result in inaccurate bond lengths and lead to unreliable downstream 

property calculations. In such instances, these calculations are referred to as ‘basis set limited’, 

whereby increased basis set sizes lead to greatly improved accuracy of the calculated properties. In 

addition to functional and basis sets, leading computational chemistry experts have developed 

approaches to approximate the effects of both dispersion and solvation; sometimes playing a pivotal 

role in final geometries, energies, and spectroscopic properties.148, 149 

1.8.2  Geometry Optimizations 

In computational chemistry, a practitioner requires a set of internal coordinates denoting the 

3D atomic positions of their studied system to calculate desired energies and properties. One of the 

best methods of acquiring atomic coordinates for the basis of computational calculations is to use 

those from crystal structures. This is a desirable means of acquiring initial coordinates as they are 

based off experimental evidence. Protein crystals are obtained by screening purified protein solutions 

with an array of conditions to encourage crystal growth. For suitably large and ordered crystals, X-Ray 

Diffraction (XRD) can be performed to obtain a scatter pattern which can later be solved for 

crystallographic atomic coordinates.150  Whilst the resolution for protein x-ray crystallography can be 

reasonably good (ca. 1-2 Å) and getting ever better, the experimental coordinates are often not 

suitably accurate for the meaningful calculations of energies and spectroscopic properties. As such, 

the initial atomic coordinates are usually “geometry optimized”. Geometry optimizations are a means 

of adjusting the given geometry of a molecule or molecular cluster to find atomic coordinates that 

minimize the total energy. The resulting optimized coordinates can be valuable for the practitioner, 

providing the theoretically favourable bond lengths and angles of their desired system which 

otherwise may have been unreliably represented by crystallography. The reliability of DFT optimized 
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geometries vs crystallographic coordinates will depend on the quality of the computations performed 

vs the resolution of the x-ray crystal structures.  

 Several different theoretical approaches can be employed to achieve these optimized 

coordinates such as Hartree-Fock (HF), Molecular Dynamics (MD) and Density Functional Theory 

(DFT); with the latter being by far the most popular. To perform a geometry optimization, an input file 

script must be written which specifies the level of theory, the desired calculation, and the initial 

geometric coordinates to be optimized. The level of theory is principally specified by selecting the 

desired functional. For LPMOs, the full size of the protein is too large to calculate using a purely 

quantum mechanical approach. As such, cluster models are often used to describe the key parts of 

the studied structure.129, 151, 152 In the case of LPMOs, this would usually include the central copper ion 

surrounded by just the immediate ligands and key supporting residues. In order to account for the 

structural constraints that are usually enforced by the rest of the protein, it is possible to keep certain 

atoms frozen throughout the optimization of cluster models. If all atomic coordinates of the protein 

are desired in the calculation, a combined quantum mechanics-molecular mechanics (QM-MM) 

approach is necessary. QM-MM treats the majority of atoms using molecular mechanics (MM) and 

only a small selection are treated with the quantum mechanical (QM) approach.90, 151 An example of a 

DFT geometry optimisation script for a superoxide molecule can be seen below in Figure 42. 

Figure 42. Example script for a DFT geometry optimization of a superoxide ion (O2
-) using ORCA. 
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When a geometry is successfully optimized, it should lie at a minimum on the potential energy 

surface (PES); whereby any geometric adjustments lead to an increase in the total energy of the 

system. To check that a minimum has been reached on the PES; a computational chemistry 

practitioner will often perform a frequency calculation on the final coordinates. A frequency 

calculation calculates the thermodynamic parameters of the system (S, H, and G) as well as the IR 

vibrational spectra. A geometry that is not optimized to an energy minimum will have IR stretching 

frequencies with significant negative values. A negative value means moving the geometry of the 

‘optimized’ coordinates leads to an exothermic release of energy. In the case that large, negative 

stretching frequencies are obtained the geometry should be re-optimized to find the true minimum. 

For cluster models, performing such frequency calculations are more challenging to interpret (and 

often trivial) due to the stretching between atoms that were fixed throughout the calculation 

returning large negative values. Stretching modes between such atoms would be impossible when 

accounting for the full size of the protein rendering this step unnecessary. A potential energy surface 

can be generated by potting the displacement of atoms against the total energy of the system. For 

instance, a simple case of plotting the O-H bond length and ∠ H-O-H bond angle in water against the 

energy of the system leads to the PES shown in Figure 43. In this case, the global minimum of the PES 

is found at an O-H bond length of 0.958 Å and a ∠ H-O-H bond angle of 104.5°. From here, any 

adjustment to the geometric coordinates leads to an increase in the total energy.  
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Figure 43. Potential energy surface of water showing the total energy of the system as a function 
of O-H distance and the ∠ H-O-H bond angle. Image free for public use from www.wikipedia.org



Figure 44. Example script for a DFT EPR calculation for a neutral, doublet radical using ORCA. 
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1.8.3  EPR Property Calculations 

Once found, the optimized coordinates of computational models can be used for property 

calculations, whereby many spectroscopic properties can be calculated. One of the most useful of 

these in the LPMO field are EPR calculations. An EPR property calculation can be performed for a 

given set of coordinates to return valuable information including the g and A values. 

Moreover, DFT calculations can return the specific contributions to g-values and hyperfine 

couplings including the dipolar and Fermi interactions, providing additional insight. Again, a suitable 

functional and basis set regime must be specified (hybrid DFT functionals such as B3LYP are 

popular for the prediction of copper EPR spectra) to return meaningful results. A single point 

calculation is usually performed whereby the total energy as well as all of the atomic orbitals 

are calculated using the desired functional/basis set regime. From here, a command at the end of 

the script such as ‘eprnmr’ in ORCA, will trigger the calculation of the EPR properties of the system. It 

is important to evaluate the effect of increasing the basis set depth as well as different functionals to 

make sure the data obtained from such calculations are reliable.  



 
 
 

 There have been some comprehensive studies assessing the reliability of various functionals 

and basis set regimes for assessing the EPR properties of metal complexes using DFT. I direct the 

reader to a paper by Frank Neese, the developer a one of the major quantum chemistry software 

packages, ORCA, in which he details some of the successes and shortcomings of calculating EPR 

properties of metalloproteins and complexes using DFT.153 In this paper, he highlights the challenges 

in calculating the EPR properties of transition metals, with the results often tending to be qualitative 

guides than quantitative. They did, however, note that the hybrid functionals such as B3LYP tend to 

perform better at reproducing experiment EPR parameters than those from the GGA functionals (e.g. 

BP86).  

A detailed paper by the Solomon group identified the tendency for DFT functionals to 

overestimate metal-ligand covalency, leading to unreliable g-factors and hyperfine couplings.154 In 

their paper, they used a systematic approach to assess the viability of a range of functional/basis set 

regimes to describe the well-studied CuCl42- complex as a model system to benchmark the 

calculations.154 They demonstrated that two of the most common DFT functionals, BP86 and B3LYP, 

grossly overestimated the covalency of the metal ion with the chloride ligands, leading to a reduced 

spin density on copper of around 40% (compared to the experimental value of 62%).154 To combat this 

over-covalency issue, they trialled increasing the degree Hartree-Fock exchange (HFX) ratio in the 

functional to increase the ionicity of the bonding behaviour. In this study, they found 38% HFX to be 

the optimised value to introduce into the density functional in order to reproduce the metal-ligand 

behaviour of a model copper (II) complex. The corrected balance of covalency/ionicity of the bonding 

led to a more accurate depiction of Cu-L bond lengths and spin densities and thus more accurate 

downstream calculations of g-values and hyperfine couplings. Such adjustments to the HFX in DFT 

functionals have been used to good effect in describing the spin Hamiltonian parameters of LPMOs.126, 

130 

 In relation to LPMOs, there have been some dedicated studies trialling functionals and basis 

set regimes in order to best reproduce the experimental spin Hamiltonian parameters of the copper 

active site.134, 155 Theibich et al. performed a thorough investigation into the effect of the 

computational set up on the final copper and ligand hyperfine couplings.134 They found the DFT 

functionals to overestimate the SHFCs and that the hyperfine couplings in general were a parameter 

that is highly sensitive to the functional and basis set choice. They concluded that meaningful 

hyperfine couplings for LPMOs could be obtained using DFT, though they noted the importance of 

using an expanded ‘core-properties’ basis set to describe the copper ion or the dipolar and Fermi 

contact interactions will carry significant error.134  
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There are some good examples in the literature of DFT calculations making meaningful 

contributions to the study of LPMO EPR parameters. A study by Bissaro et al. in 2018 saw electronic 

perturbations to the active site of a chitin-active AA10, SmAA10A, following the addition of chitin. 

Both the substrate bound state and ‘resting state’ of the enzyme were qualitatively described using 

DFT calculations with suitable agreement.129 Another study by Ciano et al. in 2020 saw the use of DFT 

EPR calculations to describe the g-matrix and copper hyperfine tensor of a fungal active AA9 enzyme, 

LsAA9. This is a fascinating study investigating the orientation dependence of the EPR spectra of an 

LPMO upon binding a highly ordered, crystalline substrate (cellulose fibres from celery).130 These 

computations showed reasonable agreement between the calculated spin Hamiltonian parameters 

the experimentally derived values, though not without a significant degree of error, a known issue for 

Cu(II) property calculations.156 In this study, however, the major contribution of the DFT calculations 

was to aid in the determination of the orientation of the g-matrix with respect to the copper active 

site coordination geometry, which found the x-direction of the g matrix to be aligned to N(His)-Cu-

N(His) direction, the y-direction to be aligned with the N(NH2)-Cu-X direction, with the z-direction 

being orthogonal to the other two. 130 This is an example of the additional insight that can be gained 

by performing DFT EPR calculations that would be challenging to determine experimentally. 

 

1.9 On the LPMO Catalytic Mechanism 
 

 Since their initial discovery in 2010, much has been learned about the spectroscopic 

properties, structural characteristics, and product profiles of LPMO reactions which have helped 

towards understanding their overall catalytic mechanism.45, 52, 54, 65, 66  It is generally accepted that in 

order to perform oxygen activation, the Cu(II) resting state of the active site must accept an electron 

from an external electron donor to form a reduced, Cu(I) species.  This reduced form of the enzyme 

has been shown by both crystallography and DFT calculations to lose its exogenous ligands (OH-

/H2O/Cl-). The 3-coordinate Cu(I) complex ligated by just the histidine brace possesses a vacant 

equatorial binding site that is electronically primed for the binding and activation of an oxidative co-

substrate. The original 2010 study by Vaaje-Kolstad et al. provided the foundation of understanding 

for the LPMO mechanism as they showed that molecular oxygen can be the source of the oxygen in 

the hydroxylated substrate.45 They were able to confirm this by performing activity assays with a chitin 

active AA10, using either isotopically labelled 18O2 or H2
18O in the experiments.45 Similar studies were 

performed a few years later confirming monooxygenase activity for the AA9 family of LPMOs.54, 56 

Isotopic labelling studies of this type have shown the identification of heavy oxidised oligomers using 
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Matrix Assisted Laser Desorption Ionisation Time Of Flight (MALDI-TOF) mass spectrometry. We have 

performed experiments of this type on an LPMO from Aspergillus Oryzae (AoAA11), demonstrating 

monooxygenase activity also for the AA11 family. An AoAA11 protein sample (1 M, generously 

supplied by Dr. Alessandro Paradisi) was used for reactions with cellulose (1 mg), ascorbic acid (1 mM) 

and 18O2 (1 atm). These reactions led to a series of heavy (+2 Da), oxidised, breakdown products 

characterised using MALDI-TOF mass spectrometry (Figure 45). 

 

Figure 45. MALDI-TOF spectrum of β-chitin breakdown products performed by AoAA11 (1 µM), Na 
ascorbate (1 mM) and 18O2 (1 atm). The highlighted masses correspond to sodiated aldonic acid (al) 
chitooligomers with varying degrees of polymerisation (DPn). The ‘+ 2 Da’ is due to the presence of 
a single 18O atom in the products. 

 

The findings of these studies allowed for the proposal of a general equation of the LPMO oxygenation 

reaction as follows: 
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Following binding and activation of O2 at the LPMO active site, the logical product is a Cu(II)-

superoxide species. However, it has been hypothesised by some that this intermediate may not be a 

potent enough oxidiser to break the polysaccharide C-H bond in cellulose or chitin, with the energetic 

barrier for hydrogen atom abstraction (HAA) predicted to be endothermic by DFT.93, 157 The nature of 

the LPMO catalytically active species remains speculative due to the lack of experimental 

characterisation. As such, their investigation has relied largely on computational modelling to 

determine the theoretical barrier heights for the corresponding reactions. It has been suggested by 

some groups that copper complexes are capable of forming reactive [Cu(III)-OH]2+ intermediates 

which can perform the difficult HAA step.158 Much more commonly considered to the relevant 

catalytic species is the Cu(II)-oxyl (Cu-O+).90, 93, 159 Both the [Cu(III)-OH]2+ and [Cu(II)-O]+ intermediates 

are predicted to lead to exothermic HAA from polysaccharide substrates, indicating they are more 

potent oxidisers than the Cu(II)-superoxide intermediate.157 

1.9.1 Oxygenase vs Peroxygenase Mechanism 
 

As well as the identifying the relevant reactive oxygen species (ROS), another key question 

that remains is the identity of the ‘correct’ oxidising co-substrate, with there being substantial 

evidence for both O2 and H2O2.160-162Activity studies have shown that both oxidising co-substrates can 

turnover oxidised oligomers from a polysaccharide substrate.63, 163 Molecular oxygen, O2, is the 

obvious consideration as the natural co-substrate for LPMO activity due to its omnipresence in the 

earth’s atmosphere. O2 has been relied upon for the vast majority of LPMO activity assays as the 

oxidising equivalent and was first performed in 2010 by Vaaje-Kolstad et al.45 As discussed above, it 

have been shown through isotopic labelling studies that the oxygen atom from O2 can be the source 

of oxygen in the oxidised products. In the same study, they also showed that in the absence of 

polysaccharide substrate, uncoupled turnover from the reaction of Cu(I)-LPMO with O2 led to the in-

situ generation of H2O2. DFT studies have also shown that O2 can be readily converted into H2O2 at the 

active site of LPMOs via two proton-coupled electron transfer (PCET) steps, rendering this debate 

slightly mute.45, 164 

Despite swathes of evidence showing oxygen’s efficacy as an oxidative partner, numerous 

studies have suggested that H2O2 is preferred as an oxidative co-substrate in LPMO catalysis.161, 163 In 

many of these reports, they claim that the production rate of oxidised oligosaccharides is much 

improved (100 times) compared to the corresponding reactions with O2.163 Whilst these studies have 
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shown boosted reaction rates by supplying the reaction mixture with H2O2, it is still unclear whether 

it is correct or indeed preferred as a co-substrate for the LPMO reaction. As extracellular enzymes, a 

reliance on a supply of H2O2 seems impractical, whereas in almost all circumstances, O2 will be 

available to the enzyme. There are many examples in enzymology of monooxygenase enzymes also 

possessing peroxygenase activity, however, it is scarcely seen for peroxygenases to also show 

monooxygenase activity.165, 166  

Despite being suitably oxidising, O2 reduction typically experiences considerable kinetic 

challenges due to the of breaking the spin selection rule: ∆𝑆 = 0 (by changing from the triplet state in 

O2 to a singlet state in the products).167 Transition metal complexes are usually recruited to reduce the 

kinetic barriers of O2 reduction (via SOC) in order for these reactions to become feasible. In the case 

of hydrogen peroxide, these major kinetic barriers have already been overcome as the molecule 

possesses both the protons and electrons necessary for facile substrate oxidation. The elimination of 

the slow O2 activation steps is likely the principal cause for the boosted rates of reaction observed 

when using hydrogen peroxide in activity assays. Along with this boosted activity, H2O2 been shown 

to increase the rate of enzyme inactivation due to self-oxidation.168 When H2O2 concentrations are not 

scrupulously controlled, mass spectrometry analyses have reveal significant oxidative damage to the 

enzyme and in some cases the irreversible formation of inactive species such as the ‘purple species’ 

seen in LsAA9.152 The outcome of these findings are that peroxide can be used to accelerate the rate 

of reaction within LPMOs, but the system loses an element of control leading to more deleterious off-

pathway chemistry.  

What emerges though, is the possibility of using H2O2 as a shunt in the catalytic cycle; by 

removing the kinetically challenging O2 activation steps leading to more rapid generation of reactive 

oxygen species. Such a shunt in the catalytic cycle has been reported for the generation of compound 

1 (CMP1) in cytochrome P450 chemistry.169 In the absence of characterised intermediates, 

computational modelling is necessary to better gauge the thermodynamics and feasibility of the 

proposed LPMO mechanistic pathways. 

 

1.9.2 Computational Insights 
 

As well as generating optimised coordinates and calculating EPR properties, computational 

studies have made significant contributions to understanding the LPMO catalytic mechanism.54, 90, 151 

Computational studies have primarily considered a reactive copper oxygen species (ROS) such as 
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Cu(II)-superoxo, [Cu(II)-O2]+, or Cu(II)-oxyl, [Cu(II)-O]+, to be the likely candidates to perform the 

difficult hydrogen atom abstraction (HAA) the BDE of which is estimated to be around 100 kcal mol-1. 

It is thought that the reduced copper ion can bind to and activate O2 leading to the formation of a 

[LPMO-Cu(II)-O2]+ species. This copper(II)-superoxo species was originally considered to be the key 

reactive intermediate as the logical product of the reaction of Cu(I)-LPMOs with oxygen.54 

In 2014, Kim et al., suggested that this oxidation will likely require a more potent ROS to 

perform overcome the HAA reaction barrier. They suggested a more potent Cu(II)-oxyl species is a 

more likely candidate involved in a proposed radical rebound mechanism.93 In their study, they used 

DFT to calculate the geometries and energies for a number of proposed transition states and 

intermediates so that an overall reaction free-energy landscape could be drawn. They investigated the 

efficacy of a reactive copper-oxyl species positioned in the nominal axial position (opposite the 

tyrosine) oxidising a polysaccharide substrate. The computed intermediate showed sufficiently low 

energetic barriers to oxidise the strong C-H bond in cellulose. However, the formation of such an 

intermediate in the axial position is severely thermodynamically disfavoured with respect to the 

vacant equatorial position and is a severe oversight in these early studies. Subsequent studies have 

also since suggested the likely ROS to be a copper-oxyl species, though all of which positioned instead 

in the more thermodynamically accessible, equatorial position.90, 132, 159  

  

Figure 46. Proposed catalytic pathways of substrate hydroxylation for the O2-dependent reaction 
of LPMOs. Figure based on mechanism proposed by Wang et al.164   

In the O2-dependent catalytic cycle, it has been proposed the [Cu(II)-OO]+ intermediate first 

converts to the Cu(II)-hydroperoxo [Cu(II)-OOH]+ via a proton-coupled electron transfer (PCET) from a 

reducing co-substrate such as ascorbic acid.164 The Cu(II)-hydroperoxo intermediate can then undergo 
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a second PCET step to form the copper(II)-oxyl and a molecule of water. Protonation of the distal atom 

(red in Figure 46) is expected to facilitate homolysis of the O-O bond and generate the copper(II)-oxyl 

along with a molecule of water.170 More recently, it has been proposed that the PCET to the proximal 

oxygen atom (blue in Figure 46) has also been shown by DFT calculations to lead to formation of the 

copper(II)-oxyl via a Cu(I)-H2O2 intermediate. It is thought this proceeds to form a [Cu(II)-OH]+ species 

and a ‘caged hydroxyl’ radical which reclaims the hydrogen atom to yield the same proposed reactive 

[Cu(II)-O]+ intermediate.90 The O2-dependent pathway presented in Figure 46 can be incorporated into 

a full reaction mechanism as shown in Figure 47. The key steps involve: O2 binding and activation from 

the Cu(I)-LPMO (top), two PCET steps leading to formation of the Cu(II)-oxyl intermediate (right), 

radical rebound mechanism between the ROS and substrate (bottom), and hydroxylation of the 

substate and regenerating the Cu(I)-LPMO (left).   

 

Figure 47. Proposed LPMO catalytic mechanism of the oxygen-dependent pathway for the 

hydroxylation of cellulose. 
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There have been two major computational Quantum Mechanics/Molecular Mechanics 

(QM/MM) studies investigating the reaction of Cu(I)-LPMO active site with H2O2 whereby a ‘caged’ or 

‘precision guided’ hydroxyl radical is a key intermediate leading to the copper(II)-oxyl.90, 132 The 

experiments of Wang et al. constructed their study based on crystal structure coordinates of a fungal 

LPMO, LsAA9, already bound to a cellotriose oligosaccharide (PDB:5ACF)160; whereas, the experiments 

of Bissaro et al. constructed their models based on crystal structural coordinates from a bacterial 

LPMO, SmAA10 (PDB:2BEM) and introduced the chitin substrate using a molecular mechanics (MM) 

approach.132 Despite differing substrates and slightly different coordination geometries, both sets of 

calculations resulted in very similar energetic landscapes (Figure 48). This indicates that this particular 

catalytic pathway could be available across the various families of LPMO. What is notable in both 

reaction pathways shown below is that the steps are predominantly exothermic with only small 

energetic barriers to overcome (Figure 48). The largely exothermic free energy landscape of the 

reaction of a Cu(I)-LPMO with H2O2 indicates that this reaction will occur readily producing oxidised 

products and regenerating the Cu(I)-LPMO. The lack of any significant activation barriers in this 

mechanism means that generation of ROS species such as the copper(II)-oxyl are very fast and could 

be the reason for the indiscriminate enzyme oxidation and inactivation seen in many experiments of 

LPMOs with H2O2.   
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Figure 48. Calculated relative energies for the reaction of a Cu(I)-LsAA9-cellotriose complex with 
H2O2 (adapted from Wang et al. (A))90 and a Cu(I)-SmAA10-chitin complex H2O2 (adapted from 
Bisarro et al. (B)).132 

These landmark computational papers have become pivotal in helping to build understanding as to 

how these cuproenzymes are able to oxidise such strong C-H bonds. Over time, the quality of the 

computational methods is rapidly improving with larger model sizes and higher accuracy methods 

becoming possible. This allows for an experimentalist to glean more information from their 

experiments by augmenting their experimental data with computational predictions. The predicted 

spectroscopic properties and energies from such calculations are becoming increasingly reliable and 

helping to unravel the remaining mysteries in the LPMO catalytic cycle.  
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1.9.3 Stopped-flow Spectrophotometry 
 

While useful in building understanding of a chemical system, computational studies alone are 

not sufficient in unequivocally solving the mechanism of chemical reactions. As such, it is important 

to validate or debunk these studies with experimental evidence of intermediates and observables. 

Due to the oxidative potency of the predicted intermediates (copper(II)-oxyl and copper(II)-

superoxide), experimental evidence has shown to be challenging to obtain. The lifetimes of these 

intermediates are likely to be incredibly short and capture of such species will necessitate particular 

conditions – most likely outside those routinely used for biological samples. One of the major 

approaches utilised to monitor reactions is the use of stopped-flow spectrophotometry. This 

technique is performed by storing two (or more) reactants in separate syringes (Figure 49). The 

contents of the syringes are then pushed into a mixing chamber upon command, facilitated by a 

driving piston. The driving of the contents into the mixing chamber and subsequently in the 

observation cell begins the reaction of the syringe contents. Furthermore, the increase in pressure 

causes a stop syringe to immediate trigger the switch which begins data collection. The data obtained 

from these experiments are incremental UV-Visible spectra of the newly reacting species across a 

user-specified time frame. By recording the UV-Visible spectrum over time, it is possible monitor the 

progress of a reaction providing either the reactants, intermediates, or products (ideally all) contain a 

chromophore. For the studying LPMO mechanism, it is possible to use gas-tight syringes and to purge 

the system with nitrogen gas prior to data collection. This helps ensure that the reduced Cu(I)-LPMO 

does not oxidise prior to data collection.  
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Figure 49. Schematic of a Stopped-Flow spectrophotometer apparatus based on the work of 
Bagshaw.171 

 Several stopped flow studies of LPMOs have been performed to date in the means of reacting 

the reduced enzyme (Cu(I)-LPMO) with an oxidant, usually O2, H2O2 or a peroxycarboxylic acid such as 

meta-chloroperoxybenzoic acid (mCPBA).54, 152, 172 So far, only oxidised amino acid residues have been 

detected, with Cu(II)-Ox intermediates evading detection.  

The oxidised amino acid residues detected so far have been characterised as tyrosyl or tryptophanyl 

radicals.172 Experiments from Jones et al. showed two optical species arising from the reaction of the 

fungal enzyme Hypocrea jecorina LPMO9A (CuI-HjLPMO9A) with H2O2.172 The first species formed was 

assigned to be a tryptophanyl radical determined by a characteristic absorption band centred at λmax 

= 330 & 520 nm as well as the EPR signature. The location of the oxidised tryptophan residue was 

found to be approximately 6 Å from the copper centre. This radical subsequently decayed leading to 

the formation of a second species which was determined to be a tyrosyl radical. The tyrosyl radical 

was assigned to be the active site tyrosine that is present in the coordination environment of most 

LPMOs; the resulting radical of which is antiferromagnetically coupled to the Cu(II) centre. This 

assignment was in keeping with their experimental data showing optical spectra consistent with a 

tyrosyl radical but with a silent EPR signature.  
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These oxidised amino acid residues are believed to make up a ‘hole-hopping pathway’ somewhat 

protecting the enzyme from autoinactivation caused by uncoupled turnover.152, 172 Despite these 

protective mechanisms, however, a study by Paradisi et al. identified the formation of a deactivated 

state of an enzyme LsAA9 during a stopped-flow kinetics experiment with a unique, stable 

chromophore.152 This chromophore possesses a unique absorption profile with intense feature at both 

490 and 850 nm and was assigned to a Cu(II)-tyrosyl radical complex  arising from the oxidation of the 

active site tyrosine residue at the active site of AA9 LPMOs. This oxidised species was found to be an 

irreversible and catalytically inactive form of the enzyme. Such a finding is significant in the argument 

of O2 vs H2O2 as the correct oxidising co-substrate. 

 Despite numerous attempts at characterising intermediates from the reaction of Cu(I)-LPMOs 

with an oxidant, little direct evidence exists that aid in the determination of the exact reaction 

pathway. As such, the chemical mechanism by which LPMO enzymes oxidise strong polysaccharide C-

H bonds with pin-point accuracy remains a debated topic. Moreover, it is unclear whether the 

different LPMO families proceed through a universal chemical mechanism, or whether nuances exist 

between them depending on both the substrate and differences in primary and secondary 

coordination sphere arrangements. To properly unravel the LPMO catalytic mechanism it is necessary 

to shed more light on the intricacies and differences between the LPMO families by performing 

thoughtful crystallographic, spectroscopic, and theoretical studies. 
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2 Research Papers  
 

 Herein, we have collected a series of original research articles which seek to identify the 

various factors affecting the copper electronic structure in chitin-active AA10 LPMOs. By exploring the 

factors that influence the copper coordination, we attempt to build on the current understanding of 

how chitin-active AA10s perform a difficult C-H bond activation under relatively benign conditions. In 

these articles, the principal techniques used to explore the electronic and geometric structure of these 

enzymes were a combination of electron paramagnetic resonance (EPR) spectroscopy, x-ray 

crystallography and supporting density function theory (DFT) calculations. We have found this 

combination of experimental methods to be both complementary and insightful. The articles 

presented in chapters 3, 4, and 5, are studies which focus on two members of the chitin-active AA10 

family from the bacteria: Bacillus amyloliquefaciens (BaAA10) and Bacillus licheniformis (BlAA10). The 

findings from both enzymes show great parallels, indicating the conclusions drawn from these 

analyses are likely representative of the chitin-active AA10 family as a whole.  

The article detailed in chapter 3 “Mapping the protonation states of the histidine brace in an AA10 

lytic polysaccharide monooxygenase using CW-EPR spectroscopy and DFT calculations” is an original 

first-author publication in which we identified the variable behaviour of the copper coordination 

geometry of BlAA10 with response to changing pH. The findings from this article are important in 

understanding the nature of the exogenous and endogenous ligands in the AA10 active site. 

The article presented in chapter 4 “Mechanistic basis of substrate–O2 coupling within a chitin-active 

lytic polysaccharide monooxygenase: An integrated NMR/EPR study” is an original research article to 

which I made a significant contribution to. It is a large body of work combining lots of expertise from 

multiple authors (joint-first authored by Dr. Luisa Ciano and Dr. Gaston Courtade). This article explored 

the affect of substrate binding on the ligand field of the chitin-active AA10 enzyme, BlAA10. The 

findings of this article were significant in unveiling a potential coupling mechanism existing between 

substrate binding and activation of dioxygen. 

Finally, the research article detailed in chapter 5 “On the Mechanism of Substrate-O2 Coupling in Lytic 

Polysaccharide Monooxygenases: EPR, X-Ray Crystallography, and DFT Studies of Azide Binding to a 

Chitin-Active LPMO” is a near-final draft, first author manuscript soon to be submitted for peer-review. 

The findings outlined in this manuscript build upon the aforementioned PNAS publication and make 

new advances in uncovering the substrate-coupled O2 activation mechanism displayed by AA10 

LPMOs. The findings from this manuscript are important in advancing the current understanding of 
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how AA10 LPMOs can oxidise strong C-H bonds with perfect selectivity by generating the most potent 

intermediates only when the substrate is correctly positioned. 
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The active site of the polysaccharide-degrading lytic polysaccharide monooxygenase (LPMO) enzyme features a single 
pper contains several ligating atoms 
n. Using a combination of CW-EPR 

he active site of a chitin-active AA10
ng the ionisation of the coordinating 
is)2(OH)2 (N2O2 coordination) with a 

 of the SOMO equatorial plane from 
ated some 45� along the His–Cu(II)–

 pH species (>12) is proposed to exist 
he high pH means that this species is 

enzymes which catalyse the 
 active site of LPMOs has been 
shaped conguration by a ‘histi-
r via its NH2 and p–N imidazole 
2

copper ion coordinated by a histidine brace. The primary coordination sphere of the co
which are bonded to ionisable protons (e.g. OH2, NH ), the pKas of which are unknow
X-band spectroscopy over a range of pH values and DFT calculations, we show that t
LPMO can exist in three different protonation states (pKa1 ¼ 8.7, pKa2 � 11.5), representi
groups. The middle pH species (fully formed at pH � 10.5) is proposed to be Cu(II)(H

decoordinated R–NH3
+ group at the amino terminus. This species also sees a rotation

the canonical histidine brace plane, whereby the nominal Cu d(x2 � y2)-orbital has rot

His axis, driven by the elongation and decoordination of the amino group. The highest
as a Cu(II)–azanide, in which the NH2 of the amino terminus has been deprotonated. T
unlikely to be biologically relevant in the catalytic cycle of AA10 LPMOs.

Introduction

Lytic polysaccharide monooxygenases (LPMOs) are copper-containing 
oxidative cleavage of glycosidic bonds within poly-saccharides.1–3 The
shown by crystallography to contain a single copper ion coordinated in a T-
dine brace’, which consists of an N-terminal histidine chelating to the coppe
atoms, along with the s–N atom of a further histidine.4
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In the copper(II) resting state, the structures further show that one or two exog-enous ligands, usually water 
or hydroxide, occupy the remaining copper coordi-nation sites.

LPMOs are divided into auxiliary activity (AA) families in the Carbohydrate Active enZyme (CAZy) 
database (www.cazy.org) based on sequence similarity, where so far eight distinct classes have been 
characterised (AA9–11, AA13–17).1,2,5–10 The number of exogenous ligands is partly dependent on the 
genomic class of the LPMO. For instance, structures of AA9-classied enzymes exhibit a single water/
hydroxide to give a planar N3O coordination geometry around the copper, whereas chitin-active AA10-classi
ed enzymes appear to show the cop-per(II) in a distorted square-pyramidal N3O2 geometry, where two 

icted in Fig. 1. In both the AA9 
ated by the d(x2 � y2) orbital, 
nent in the equatorial plane of 

 Cu is best described as axially 
n ca. 3% of d(z2) mixing into 

al geometry.11,12

ligands, which coordinate to the 
t the copper(II) centre exhibits a 
nzyme’s catalytic cycle. Indeed, 
an deprotonate itself to form a 
 high and possibly capable of 
diate in the catalytic cycle which 
te.2,14 As such, determining the 
 about the catalytic mechanisms 

nation states of the active site of 
MO from the bacterium Bacillus
exogenous water/hydroxide ligands complete the coordination sphere, as dep
and AA10 cases, EPR spectroscopy has established that the SOMO is domin
requiring the ligand eld of the copper to have a large sigma-bonding compo
the metal ion. In the case of AA9 LPMOs, the coordination geometry of the
elongated, whereas in the case of AA10 LPMOs, EPR spectroscopy has show
the largely d(x2 � y2) SOMO, commensurate with a distorted square-pyramid

In chitin-active AA10 LPMOs, the large number of ionisable protons of the 
copper ion in the histidine brace (NH2, 2  � H2O), opens up the possibility tha
range of different protonation states, some of which may be relevant to the e
this reasoning has extended as far as suggesting that the amino terminus c
copper(II)–azanide bond, the s-donating power of which is expected to be
stabilising a high valent copper species.13 Such a species may be a key interme
is capable of abstracting a hydrogen atom from the polysaccharide substra
different degrees of protonation of the active site is germane to any discussion
of LPMOs.

It is in this context that we aimed to establish the nature of the different proto
an AA10 LP
Fig. 1 Active site of a chitin-active AA10 LPMO, depicting the histidine brace exogenous ligands (L) ligating to the Cu(II) 
ion, and conserved residues.
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licheniformis, Bl(AA10).15 To this end, we employed CW-EPR spectroscopy in conjunction with DFT 
calculations to show that the active site exists in three distinct protonation states across the pH range 6.5 
to 12.5. We further show that the highest pH species is most likely to be the copper(II)–azanide species 
proposed earlier,2,13 but that it only exists at pH outside the usual biological range, and is not a biologically 
relevant species for the resting state of the enzyme.

ells) via periplasmic expression, 
e periplasm by osmotic shock 
g with a NaCl gradient from 0–

Faraday Discussions Paper
Results and discussion
Preparation and purity of Bacillus licheniformis AA10 LPMO

Samples of this enzyme were prepared in Escherichia coli (BL21 competent c
previously reported by Courtade et al.16 Crude protein was obtained from th
and further puried using a 5 mL HiTrap® DEAE FF anion exchanger, elutin

500 mM over 90 column volumes. LPMO-containing fractions were collected and further puried on a 

layed a clear and single band at 
 determine that all copper in 
n this basis, a single equivalent 
SO4 prior to size exclusion 
ted from the puried enzyme.

, CHES, HEPES and CAPS, each 
perties toward metal ions and, 
n was adjusted up and down by 
f the resulting solution at room 
E150 Benchtop pH Meter, from 
 verify that the pH extremes did 
 pH 6.5 and then raising to pH 
 the previous species.
Superdex S75 gel ltration column (GE Life Sciences).
The purity of Bl(AA10) was established by gel electrophoresis, which disp

ca. 20 kDa (ESI†). For the subsequent EPR experiments, it was important to
the sample was bound stoi-chiometrically to the active site of the enzyme. O
of Cu was added to the enzyme from a solution of 10 mM Cu
chromatography, from which any uncoordinated metal ions were separa

CW-EPR X-band spectroscopy

A sample of Bl(AA10) (0.4 mM) was prepared in a mixed buffer system of MES
at 5 mM. These buffers were chosen for their known poor-coordination pro
when used synchronously, buffer a wide range of pHs. The pH of the solutio
the addition of dilute solutions of NaOH and H2SO4, respectively. The pH o
temperature was determined using a calibrated Fisherbrand™ Accumet™ A
which 12 samples from pH 6.5 to 12.5 were prepared in 0.5 pH unit steps. To
not denature the protein, EPR spectra were collected on samples starting at
12.5, and then recollected on the same sample at a lower pH, indeed restoring
At each pH, the sample was rapidly (<2 s) cooled17 to 150 K and its CW-EPR X band spectrum collected.‡ 
ange, in which it is evident that 
 d(x2 � y2) SOMO, showing that 

 in its equatorial plane (Fig. 2). 

A10 at a concentration of 0.4 mM. Data 
. 9.3 GHz, modulation amplitude of 4G, 
eraged over three scans and simulated 
are on a desktop PC. Raw EPR data are 

022
The trend of the EPR spectra shows a qualitative change across the pH r
all species have a spectral envelope which is consistent with a predominantly
the Cu(II) ion at all pHs has a ligand eld dominated by sigma donation
Spin quantication by double integration of the spectra

‡ Continuous wave (CW) X-band EPR spectra were obtained using a 100 mL frozen solution of BlA
collection was carried out on a Bruker micro EMX spectrometer using a microwave frequency of ca
modulation frequency of 100 kHz and microwave power of 10.02 mW. Spectra were intensity av
using the EasySpin 5.2.28 (ref. 27) open-source toolbox implemented by MATLAB R2020a sow
available at DOI: 10.15124/7a485d50-ea4e-4cd1-8fc2-650057c076af.
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Fig. 2 Frozen solution X-band EPR spectra (150 K) of Bl(AA10) (0.4 mM) in a mixed buffer of MES, 
CHES, HEPES and CAPS (5 mM each) between pH 6.5 and 12.5.

Paper Faraday Discussions

also shows that there are no redox processes that occur at the active site across the pH range 
(ESI†).

Analysis of EPR spectra and distribution of pH dependent species

Between pHs 6.5 and 8.0, a single species is seen to dominate the spectrum, as 
g3 ¼ 2.260, A3 ¼ 445 

eaks in the low eld 
evidenced by a single set of Cu hyperne split peaks at low eld (

MHz). Increasing the pH leads to the formation of a new set of p

region (g3 ¼ 2.233, A3 ¼ 554 MHz) along with distinctive superhyperne
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coupling around g ¼ 2.07, commensurate with the formation of a second distinct species, the 
concentration of which is maximised at pH 10.5. A further increase in pH to 12.5 sees the formation 
of a further set of peaks in the low eld region (g3 ¼ 2.180, A3 ¼ 614 MHz), consistent with the 
formation of a third distinct species. This nal species is not fully formed at pH 12.5 but is 
dominant at that pH. The total number of species across the pH range was assessed using 
singular value decomposition analysis of the collected spectra (ESI†). From this analysis, three 
principal components emerged, corroborating the qualitative assessment of the pH dependence 
of the EPR spectra.

On the basis of the three components (species 1, 2 and 3), we sought to deconvolute the series of 
spectra. Given the clear separation between the different species across the pH range, it was 
assumed that the spectrum at pH 6.5 repre-sented 100% of a single complex. Indeed, it was possible 

le set of spin-Hamiltonian 
llected at pH 10.5 and 12.5 
f species 3, we noted the 
d in the species at pH 12.5. 
alue.18

ined, it was possible to 
to determine the species 
d species 2 (middle pH), 
 using standard methods 
d is a single proton step. 
lso a single proton step.

Faraday Discussions Paper
to simulate (with EasySpin) the lowest pH species (pH 6.5) with a sing
parameters (Fig. 3a and Table 1). The same was also true of the spectra co
(Fig. 3b and c, respectively, Table 1). In performing the simulation o
appearance of a signicant ‘overshoot’ feature which appears at high el
Such a feature has in the past been confused with an anomalously low g1 v

Once spin Hamiltonian parameters of each species were obta
simulate the mixed species spectra (pHs 7 to 9.5 and >10.5) 
distributions at each pH, from which the pKas of species 1 (low pH) an
and the stoichiometry of protons for each ionisation, were determined
(ESI†). The deprotonation of species 1 to 2 occurs with a pKa of 8.7 an
The depro-tonation of species 2 to 3 occurs with a pKa of �11.5 and is a
Fig. 3 X-band EPR (a) low pH species 1, with simulation (red), (b) intermediate pH species 2, with simulation 
(red), (c) high pH species 3, with simulation (red).
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Ligand eld analyses of spin Hamiltonian parameters

The collected spin Hamiltonian parameters of the three species are shown in Table 1. In all 
cases, the g values follow the pattern of g1 < g2 � g3, conrming a SOMO with a high d(x2 � 
y2) character. Some d(z2) mixing is evident for all species from the differences in the values of 
g1 and g2. The degree of mixing, b2, can be calculated from the standard perturbative EPR 
formulae as described by Hitchman et al.,19 which give the molecular orbital coefficients, a 
and b, for the SOMO dened in eqn (1) (Table 1).

(1)

Table 1 Spin Hamiltonian parameters of the pH dependent species. It is assumed that the A3 value is 
negative in sign, although this is not determined experimentally

Species

g values
Hyperne coupling 
constants/MHz

b2/%g1 g2 g3 jA1j A2jj A3

1 2.030 2.125 2.260 60 90 �445 3.6
2 2.044 2.069 2.233 60 76 �554 0.8
3 2.038 2.062 2.180 70 90 �614 0.9
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eld around the Cu in 
 does not necessarily 
or-dinating atoms, as 
s). For species 1, more 
ies on AA10 LPMOs11 

rted square pyramidal 
gands are two water/
and the other a more 

gths in the equatorial 
s signicantly moving 
ng—that the ligand 
 ligating atoms of the 
arrangement of the 
d, the increase in A3 

change in the Fermi 
ve to four.15 Without 
 to be more precise 
ng ligand eld around 
rameters.
e obtained from the 
s coupling could be 
, I ¼ 1) in the spin 

36–348 | 341
j(SOMO) ¼ aj(x2 � y2) +  bj(z2)

This mixing is low for species 2 and 3, revealing that the ligand 
each of these is close to axial four-fold symmetry (note that this
translate into a four-fold axial symmetry of the identity of the co
different coordinating atoms may have similar ligand eld parameter
mixing is evident (b2 ¼ 3.6%), which is in-line with previous EPR stud
and the subsequent structures of these enzymes, which exhibit a disto
geometry around the copper ion (Fig. 1), where the exogenous li
hydroxide mole-cules, one of which forms a Cu–O bond of ca. 1.9 A, 
distant bond of 2.2 A.20

Taking the value of g3 as a measure of the relative ligand eld stren
plane of the copper, it is evident that this ligand eld increase
from species 1 to 2 to 3, and—moreover, from the values of d(z2) mixi
eld in species 2 and 3 is relatively evenly distrib-uted amongst the
equatorial plane, suggestive of a near four-fold symmetric planar 
equatorial ligand eld. Indeed, corroborating such a ligand el
value from species 1 to 2 is also known to be associated with a 
coupling as the coordi-nation number of the copper drops from 
access to the d–d electronic transition energies, it is not possible
about the nature of the ligand eld; nevertheless the trend in increasi
the equatorial plane is evident from the relative spin-Hamiltonian pa

Further information about the ligand eld in species 2 can b
clearly delineated Cu–N superhyperne coupling (Fig. 3b). Thi
accurately simulated with the inclusion of two nitrogen atoms (14N
Hamiltonian, in which each N atom couples to the copper with
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a principal coupling value of 40 MHz. This value is similar to those already known for the Cu–His 
coupling constants seen in other LPMOs.17,21 The simulation of species 2 could be adequately 
performed with the inclusion of two N nuclei, incommensurate with the expected N3 

coordination of the histidine brace. Additionally, the g3 and A3 values of species 2 place it 
squarely within those ex-pected for a CuN2O2 coordination geometry on a canonical Peisach–
Blumberg plot.22

In assigning a putative structure to species 2, it is informative to consider previous EPR studies on 
the substrate-bound state of chitin-active AA10 enzymes. These species have been well characterised as 
having a planar CuN3O coordina-tion geometry with a gz value of 2.205 and an Az value of �620 
MHz.15,23 On this basis, a similar axial CuN3O (sq. pl) ligand eld is unlikely for species 2, given the 

nian parameters necessitates 
er the Cu spin Hamiltonian 
which the NH2 group of the 
below) and the coordination 
oxide ligands (see below for 

ose of other known LPMOs, 
wer than all known values, 
tion sphere of the copper (g3 

the ligand eld around the 
aration in the d(x2 � y2) and 
f a Cu–azanide interaction, 

ted to give a –NH� ligating
yperne coupling in species
e nitrogen atoms in the spin
e DFT calculations below).
 nature of species 1, 2 and 3 
esis is depicted in Fig. 4, in 
ordinating water molecule, 
–NH2 group, driven by an 

, 2 and 3.
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discrepancies in the gz and Az values. This difference in the spin Hamilto
an alternative ligand eld assignment for species 2. Thus, taking togeth
values and superhyperne couplings, a more likely scenario is one in 
histidine brace is decoordinated from the copper (see DFT calculations 
sphere around the Cu is made up of two histidines and two water/hydr
further discussion).

The spin Hamiltonian parameters for species 3 are distinct from th
which is particularly evident in the value of g3 (2.18), which is lo
including the situation in which a chloride ion has entered the coordina
¼ 2.23). Given the low value, we are directed towards the proposal that 
copper in species 3 is one that is highly s-donating, causing a large sep
d(xy) orbital energies. Such a strong s donation might be expected o
which would arise from the recoordination of the
–NH3

+ amino terminus in species 2 which had been doubly deprotona
group. Commensurate with this proposal is the simulation of the superh
3, which could only be satisfactorily achieved with the inclusion of thre
Hamiltonian with principal coupling constants of 35, 35 and 33 MHz (se

From the overall ligand eld analysis, a hypothesis emerges for the
and the pH-dependent ionisation processes between them. The hypoth
which it is shown that species 2 forms via the deprotonation of a co
followed by the decoordination and subsequent protonation of the 
internal proton

Fig. 4 Hypothetical protonation states and coordination geometries of species 1
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transfer process from one of two coordinating water molecules in species 1. The formation of species 3 from 
species 2, on the other hand, sees the reverse proton transfer from the decoordinated –NH3

+ to a coordinated 
hydroxide with the loss of the resulting water molecule, and the subsequent deprotonation of an N–H proton 
from the –NH2 and recoordination to the metal as an azanide. In support of such an assignment, the 
formation of species 3 was accompanied by an unusual colour change from colourless to pale pink (ESI†) due 
to the formation of a semi-intense absorption band (3 z 2500 M�1 cm�1) centred at 520 nm. The intensity of 
this band is in keeping with that of a charge transfer transition – likely arising from a ligand to metal charge 
transfer (LMCT) from the proposed azanide (–NH�) group  to the copper (see TD-DFT calculations, ESI†). 

Thus, the proposed ligand eld changes depicted in Fig. 4 are revealed by the differences in the spin 
Hamiltonian parameters across the species, in which gz decreases and Az increases (going from species 1 to 3), 

try optimisations (uBP86) and 
oposed species 1, 2 and 3.
acillus lichen-iformis AA10, 
acillus amyloliquefaciens AA10 
e experiments of Courtade et 
PMO structures in which the 
experiment.24 Accordingly, key 
he calculations for species 1, 
ormation and coordinates are 
es of certain atoms at the 
commensurate with an increasing equatorial ligand eld.

DFT calculations

Building on the hypothesis depicted in Fig. 4, density functional theory geome
EPR calculations (uB3LYP with 38% HF exchange) were performed on the pr

In the absence of a high-resolution crystal structure for the B
crystallographic coordinates of the spectroscopically similar enzyme, B
(PDB 5IJU),20 were used as the basis for these calculations, in keeping with th
al.15 Impor-tantly in this regard, the structure of BaAA10 is one of the few L
copper ion has not been photoreduced from Cu(II) to Cu(I) during the X-ray 
residues from the crystallographic coordinates were used for the basis of t
retaining the primary coordination sphere and supporting residues (full inf
given in the ESI†). Following standard practice, the spatial coordinat

periphery of the model were kept xed throughout the calculation to prevent the unfettered movement 

he basis of earlier DFT studies 

 ligating water molecules with 
ucture. Notably in this regard, 
e in strong hydrogen bonding 
an affect the protonation state 
pite the fact that Glu and Asp 
ing to the low pKas of their 
er molecule migrated to the 
ation at the Cu. Condence in 
ed structure, which is a close 
tion sphere of the Cu is best 
enous ligands.

 343
of residues. These atoms are depicted in Fig. S7 (ESI†) and were selected on t
on a closely related LPMO.15

For species 1, the geometry was initially modelled with the inclusion of two
bond distances based on the positioning of the oxygen atoms in the crystal str
the water situated beneath the histidine brace plane is expected to participat
with a nearby aspartate residue (glutamate in BaAA10), the potential of which c
and ligating properties of the water molecule. Indeed, upon optimisation, des
residues are expected to be deprotonated across the studied pH range ow
carboxylate groups (pKa ¼ 2–4.5),25 one of the protons bound to the wat
neighbouring carboxylate group (Fig. 5) to give a mixed hydroxide/water coordin
this structural assignment comes from the resulting geometry of the optimis
match to the crystal structure coordinates. Thus, for species 1, the coordina
described as a distorted square-pyramid, where water and hydroxide act as exog
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While a good match was found between the optimised and experimental structures, the 
match between the calculated and experimental EPR parameters (Table 2) was only moderate 
(e.g. calculated g3 ¼ 2.216, experimental g3 ¼ 2.26). Moreover, the calculated Cu hyperne 
values, A1 and A2, have relative magnitudes which are opposite to those observed 
experimentally. Notwithstanding the known difficulties in DFT-calculated EPR parameters 
matching with those from experi-ments, the relatively large differences seen between the 
experimental and calcu-lated EPR parameters for species 1 are a recurring theme in DFT 

ven with careful selection 
ture of 1 matches well that 
tructure, caution must be 
here the reasons for the 
nclear. This situation is in 
 3, which give a somewhat 

modelled by removing the 
he proton attached to the 
moval of a single proton 

Fig. 5 DFT model of species 1 (truncated for clarity) showing the distorted square-pyramidal 
geometry and hydroxide/water coordination of the exogenous ligands.

s. The x axis of the 

ne coupling constants/MHz

Ayjj Az
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calculations on AA10 LPMO active sites in their Cu(II) resting states, e
of the basis sets and functionals.26 As such, while the optimised struc
of the experiment and is likely a good representation of the actual s
applied in interpreting the calculated EPR data for species 1, w
discrepancies between theoretical and experimental results remain u
contrast to the calcula-tions of the EPR parameters for species 2 and
closer match to the experimental data (see below).

Following the ligand eld analysis above, species 2 was initially 
proton shared between the water and glutamate, and by transferring t
second water ligand to the –NH2 group (representing an overall re
from species 1, as per the experimental

Table 2 Calculated spin Hamiltonian parameters of the pH dependent specie
calculated g tensor lies along the His–Cu–His direction

Species

g values
Hyper

gx gy gz jAxj
1 2.049 2.081 2.216 110 29 �598
2 2.070 2.079 2.244 94 3 �582
3 2.037 2.070 2.188 15 140 �496
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ndings). Upon optimisation, the angle between the hydroxide ligands, :O–Cu–O, increased 
from ca. 90� to 157�. The divergence of the hydroxide ligands was also accompanied by the 
expected decoordination of the now protonated –NH3

+ group from the metal and a rotation of 
the d(x2 � y2) SOMO by ca. 45� (Fig. 6), such that the equatorial plane was now dened by the 
two hydroxides and the nitrogen atoms of two histidine ligands, thus completing the CuN2O2 

coordina-tion geometry expected from the ligand eld analysis. The calculated EPR 
parameters (Table 2) for species 2 reect the experimental data in that gx and gy are closer in 
values, and that the value of gz is ca. 2.24.

Species 3 was modelled as a Cu(II)–azanide species formed by the expulsion of water from 
species 2, followed by the further removal of an –NH2 proton, resulting in a short Cu–NH bond of 

ptimised geometry is best 
his distortion away from 
tructures when modelled 
h those from experiments,

Paper Faraday Discussions
1.94 A (full computational details can be found in the ESI†). The o
described as CuN3O planar, albeit distorted (:HN–Cu–O �160�). T
planar has been previously re-ported for four-coordinate LPMO s
by DFT.15 The calculated EPR parameters for species 3 match well wit
Fig. 6 Hypothetical d(x2 � y2) dominated SOMO of species 2 showing that the orbital plane has rotated 
(the colours denote the orbital phases).

Fig. 7 DFT optimised geometries of species 1, 2 and 3. The models are truncated, and certain atoms 
are hidden for clarity.
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most notably in the g3,z value of 2.18. Also, from a spectroscopic perspective, Species 
3 exhibits a semi-intense UV/visible absorption band centred at 520 nm (3 z 2500 M�1

cm�1). This band is proposed to arise from a LMCT transition from the proposed 
azanide group to the Cu, which is corroborated with the TD-DFT calculations (ESI†). 
Both the d–d and LMCT transition energies appear to be signicantly blue-shied 
with respect to the experimental transitions. Exact transition energies are known to 
carry signicant error when calculated in this way for open shell systems. Nevertheless, 
these calculations reveal that an intense absorption band is expected for the Cu(II)–
azanide complex proposed as species 3 and its energy is predicted to be positioned 
between the p–p* and the d–d tran-sitions. The three optimised structures for species 1, 

LPMO within the pH 
ay be important in 

cidic–neutral pH and 
ng with the current 
A second species is 
ing a near-axial EPR 
ypothesise that this 
ide ligands and an 

 the coordinating 
 SOMO which is no 
formed at a high pH 
, whereby species 2 
) and the –NH2 group 
e high pH at which 
ogically relevant and, 

hD studentship. We 
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yme. GJD thanks the 

 Zhai, M. Sørlie and
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2 and 3 are shown in Fig. 7.

Conclusions

Herein, we establish three discrete protonation states for an AA10 
range of 6.5 to 12.5, two of which are biologically relevant and m
the context of the LPMO mechanism. The rst species exists at a
is believed to be consistent with a 5-coordinate (N3O2), in keepi
understanding of the chitin-active AA10 coordination sphere. 
formed by deprotonating the ligating water molecule (pKa 8.7); yield
spectral envelope (g1 ¼ 2.044, g2 ¼ 2.069 and g3 ¼ 2.233). We h
species exists as a N2O2, 4-coordinate ligandeld with two hydrox
elongated/decoordinated –R-NH3

+ following proton transfer from
hydroxide to the amino terminus. This gives rise to a rotated
longer dened by the chelating histidine brace. The third species 
(pKa � 11.5) is proposed to exist as a 4-coordinate, N3O complex
has lost a water molecule (from the interaction of an OH� and NH3

+

has been deprotonated to form a Cu(II)–NH azanide complex. Th
this species becomes accessible is outside of that which is biol
as such, is unlikely to be pertinent in catalysis.
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Biotechnol. J., 2021, 19, 555–567.

27 S. Stoll and A. Schweiger, J. Magn. Reson., 2006, 178, 42–55.

348 | Faraday Discuss., 2022, 234, 336–348 This journal is © The Royal Society
112

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d1fd00068c


Supplementary Information
Contents
Figure S1. SDS PAGE Electrophoresis of BlAA10 enzyme......................................................................2

Figure S2 Spin quantification by double-integration of EPR spectra of BlAA10 collected at varying 
pH. ..........................................................................................................................................................3

Table S1. Singular Values obtained from SVD analysis of the pH titration EPR spectra ......................4

Figure S3. Singular Value Decomposition (SVD) abstract EPR spectra .................................................5

Figure S4. pH titration speciation plot ..................................................................................................6

Figure S5 pH titration regression analysis to determine pKa1 and proton stoichiometry ..................7

Figure S6. UV-Visible spectrum of BlAA10 (ca. 10 µM) at pH 12.5. ......................................................8

DFT Geometry optimisations.................................................................................................................9

Figure S7. DFT model used to describe species 1................................................................................10

Figure S8. Comparison on the DFT optimised coordinates of model 1 against the crystallographic 
coordinates ..........................................................................................................................................11

DFT EPR property calculations.............................................................................................................11

Time Dependent-DFT (TD-DFT)............................................................................................................13

DFT cartesian coordinates ...................................................................................................................14

References............................................................................................................................................21

Electronic Supplementary Material (ESI) for Faraday Discussions.
This journal is © The Royal Society of Chemistry 2021

113



Figure S1. SDS PAGE Electrophoresis of BlAA10 enzyme.

Gel electrophoresis was carried out using a 12% SDS-PAGE gel to confirm purity of BlAA10 enzyme 

(lane 7) showing single band slightly under 20 kDa.
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Figure S2 Spin quantification by double-integration of EPR spectra of BlAA10 collected at 
varying pH. 

The first derivative spectra were integrated twice with the maximum value of the resulting curve 

reporting on the total area under each absorption spectrum. Experimental conditions (such as 

microwave power) can affect signal intensity and as such were fixed between experiments. 

However, other factors such as slightly differing sample alignment in the EPR cavity along with 

variations in concentration due to altering pH were not able to be controlled for introducing some 

uncertainty in these values. Notwithstanding these caveats, however, the data shows a relatively 

consistent double-integration spin quantification (albeit with a slight downward trend likely due to 

diluting samples slightly with NaOH with increasing pH) indicating no redox processes occurred 

throughout the experiment.
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Table S1. Singular Values obtained from SVD analysis of the pH titration EPR spectra

Principal Component Singular Value

1 59

2 20

3 10

Singular Value Decomposition (SVD) was carried out in MATLAB R2020a by importing the EPR pH 

titration data set as a matrix (A) using the function:

𝐴 = [(𝑎 ⋯ 𝑏
⋮ ⋱ ⋮
𝑦 ⋯ 𝑧)]

Whereby the dataset is copied inside the square brackets.

A series of singular values were obtained using the functions:

𝑠 = 𝑠𝑣𝑑(𝐴)

 [𝑈,𝑆,𝑉] =  𝑠𝑣𝑑(𝐴) 

The latter performs a singular value decomposition of matrix A, such that  It was 𝐴 =  𝑈 × 𝑆 × 𝑉'.

possible to obtain abstract spectra from the U ( ) matrix by the function:𝑚 × 𝑚

𝐺 = 𝑈(1:𝑚, 𝑛)

Where G contains the generated abstract spectrum, m is the rank of the U matrix (in this case 1024 

due to the selected scan width of the EPR spectrum) and n is the selected principal component (in 

this case 1-3).

From the SVD analysis, three large non-zero singular values were obtained (Table S1) with their 

corresponding abstract spectra containing relatively little noise. In the absence of noiseless data, 

other non-zero singular values were generated. However, subsequent values were disregarded due 

to their comparatively small singular values and noisy abstract spectra. It was determined that there 

were 3 major principal components within the dataset.

116



Figure S3. Singular Value Decomposition (SVD) abstract EPR spectra of the three large 
principal components.

PC3 (red) appears to somewhat resemble species 3 formed at high pH notable by the low field 

hyperfine peaks and overshoot feature. However, the abstract spectra of both PC1 and PC2 do not 

seem to match the spectra obtained for species 1 & 2 suggesting the SVD analysis struggled to 

separate these two species. This would likely improve with increasing number of data sets by 

performing the pH titration with smaller incremental steps. 
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Figure S4. pH titration speciation plot. Speciation determined by comparative weighting of 
each species within the EPR spectra ranging from pH 6.5-12.5 with 0% representing all 
species 1, 100% being all species 2, and 200% being all species 3.

The speciation of the sample at each pH value was determined by assuming the spectrum collected 

at pH 6.5 describes 100% species 1. Each spectrum was intensity-normalised to a maximum value of 

1, to remove error from sample-cavity alignment between experiment and the slightly varying 

sample concentration from adjusting the pH. A percentage of the intensity of species 1 was then 

subtracted from each ‘mixed’ EPR spectrum and to determine the relative ratio of species 1: species 

2. Speciation was determined when no shoulders corresponding to the ‘subtracted spectrum’ were

present, yielding a flat baseline between peaks within the parallel region of the spectrum. By pH

10.5, there was no/negligible signal intensity corresponding to species 1 and the spectrum was

assumed to be  100% species 2. Subsequent speciation between pH 10.5-12.5 were derived using≈

the same method, but now by subtracting species 3 intensity from the mixed spectra assuming the 

spectrum at pH 12.5  100% species 3. ≈

Assumptions were made on basis that each of the species at pH 6.5, 10.5 and 12.5 could be well 

described using a single set of spin Hamiltonian parameters in their respective simulations. 
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Figure S5 pH titration regression analysis to determine pKa1 and proton stoichiometry.

𝑝𝐻 = 𝑝𝐾𝑎 ‒ 𝑙𝑜𝑔
[𝐴 ‒ ]
[𝐻𝐴]

At 50% of each species, 
‒ 𝑙𝑜𝑔

[𝐴]
[𝐻𝐴]

= 0,  ∴  𝑝𝐻 = 𝑝𝐾𝑎 

𝑙𝑜𝑔 
[𝐴 ‒ ][𝐻 + ]

[𝐻𝐴]
= 1.037 × 𝑝𝐻 ‒ 9.033

At 50% of each species:

0 = 1.037 × 𝑝𝐻 ‒ 9.033

𝑝𝐻 = 𝑝𝐾𝑎 =
9.033
1.037

= 8.71

The proton stoichiometry is reported by the gradient. Here, this is 1.037. Since the value needs to be 

an integer number, it was assumed a single proton was involved in the first deprotonation process.

The same process was performed on the second deprotonation step to find an approximate pKa2 of 

11.5 and proton stoichiometry of 1.3. Again, this was adjudged to be a single deprotonation event. 

Due to the comparatively few data points in this part of the titration, the value of pKa2 is expected 

to carry more error than pKa1. 
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Figure S6. UV-Visible spectrum of BlAA10 (ca. 10 µM) in MES, CHES, HEPES and CAPS, each at 
5 mM (pH 12.5). Insert showing 10 kDa mass cut—off centrifugal filter containing BlAA10 (ca. 
10 µM) MES, CHES, HEPES and CAPS, each at 5 mM (pH 12.5) with a pale pink colour.

The addition of NaOH to the BlAA10 enzyme afforded a colour change of the solution to 

from colourless to pale pink when approaching pH 12. A UV/Visible spectrum was >

collected of BlAA10 at a concentration of 10 µM and pH 12.5. The absorption band centred 

at 520 nm has a molar absorptivity  2500 M-1 cm-1. The absorption band is centred in the 𝜀 ≈

cyan/green region of the electromagnetic spectrum, giving rise to a complementary colour 

of red/pink; in accordance with the appearance of the sample in the centrifugal 

concentrator.
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DFT Geometry optimisations
Initial atomic coordinates to model species 1, 2 and 3 were generated from the crystallographic 

structure of the similar enzyme BaAA10 (PDB 5IJU, resolution 1.7 Å) from the Carbohydrate-Active 

enZymes (CAZy) database.1 In all models the crystallographic coordinates were truncated to include 

the Cu(II) ion and 9 residues deemed to be key in the active site geometry: His28, Glu68, Gln92, 

Ala123, Pro124, His125, Thr127, Trp187 and Phe196 (numbering starting at the first histidine is 

position 28; His 28 and His 125 are analogous to His32 and His121 in BlLPMO10A). Hydrogen atoms 

were added to appropriate positions as were not attainable from the crystallographic coordinate 

file. The following modifications were made to reduce the size of the computational models, thus 

decreasing computational cost/time:

His28 and His125 were truncated at the carbonyl carbon, which was replaced by a methyl group, 

Glu68 and Gln92 were truncated with methyl substitution of the Cγ, the nitrogen of the amide bond 

between Ala123 and Thr122 was replaced by methyl groups, Trp187 and Phe196 were truncated 

with methyl substitution of the Cβ, Thr127 was truncated with methyl substitution of the Cα and the 

methyl group of Cβ was removed. For the species 1 model, two water molecules were retained with 

Cu-O distances fixed to 1.9 and 2.2 Å in keeping with the crystallographic coordinates. These Cu-O 

constraints were lifted for models 2 and 3. Upon optimisation, the proton attached to the water 

nearest the Glu side chain was deprotonated by the carboxylate group. For the species 2 model, the 

proton shared by the ligating hydroxide and glutamate was removed and a proton from the 

additional water molecule was transferred to the -NH2 group. For the species 3 model, the -NH3
+ 

proton was transferred back to the hydroxide and an additional proton was removed from the -NH2 

group, giving an -NH_ (azanide) group. By significantly truncating these models, certain structural 

constraints needed to be applied in order prevent atomic movement that would otherwise be 

impossible if the remainder of the proteins structure was imposed. In order to account for this, 

numerous atoms were kept frozen throughout the optimisations denoted by asterisks in figure S7.
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Figure S7. DFT model used to describe species 1. Residue numbers correspond to the labels 
from the crystal structure (PDB 5IJU) with His28 being the first amino acid in the polypeptide 
chain. Atoms kept frozen throughout the calculation are denoted by a red asterisk. 
Hydrogens connected to carbon atoms are omitted from the figure for clarity. Analogous 
positions were also frozen for models 2 and 3.

Geometry optimisations were performed using ORCA 4.2.0 program at the DFT level of theory. 

Optimisations of all models were performed using the spin-unrestricted, generalised gradient 

approximation (GGA) functional uBP86. Ahlrichs’s Def-2-TZVP basis set was used to treat the copper 

and the first coordination sphere nitrogen atoms and oxygen atoms. On all remaining atoms a Def2-

SVP basis set was used. Solvation effects were accounted for using the polarizable continuum model 

with water as the desired solvent (CPCM(water)), as implemented by ORCA 4.2.0. To assess the 

validity of the optimised geometries, the atomic positions were compared against the 

crystallographic coordinates, with the copper ion the origin of both models as in figure S8. 
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Figure S8. Comparison on the DFT optimised coordinates of model 1 (sticks coloured 
according to atom type) against the crystallographic coordinates of BaAA10 (PDB 5IJU) (grey 
wires). Both models were aligned using the copper ion as the origin. 

DFT EPR property calculations
EPR property calculations were performed on the optimized geometries of 1, 2 and 3 using the ORCA 

4.2.0 program at the DFT level of theory. The cartesian reference system was oriented as such that 

the NH2-Cu(II)-O axis was aligned with the y-axis and the N-Cu(II)-N  axis was oriented along x. The 

integration grid size was kept large (AngularGrid = 7 for all atoms and IntAcc = 7 for the Cu(II) ion) to 

ensure that the core density was correctly described. Solvation effects were accounted for in the 

property calculations by implementing the conductor-like polarized continuum model (CPCM) with a 

dielectric constant of 80.0 and a refractive index of 1.33 (water). The hyperfine coupling calculations 

included the Fermi-contact, spin dipolar and spin orbit contributions. The hybrid functional, uB3LYP, 

was used for these calculations with and adjusted fraction (38%) of Hartree-Fock exchange following 

studies showing improvements in the EPR property calculations.2 The copper ions were described 

using the core-property “CP-PPP” basis set having shown good accuracy with EPR calculations on d-

block metals.3 The IGLO-III basis set was applied to all ligating atoms and the ring atoms of the 

imidazole groups due to increased flexibility in the core region, making it more suited for EPR 

properties calculations with respect to the Def2-TZVP basis set. All remaining atoms were treated 

with Ahlrich’s def2-SVP basis set. 
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Table S2. EPR spin Hamiltonian parameters derived via simulation and DFT for species 1, 2 and 3.

Species 1 Species 2 Species 3
Simulation DFT Simulation DFT Simulation DFT

g1 2.030 2.049 2.044 2.070 2.038 2.037
g2 2.125 2.081 2.069 2.079 2.062 2.070

g-factors

g3 2.260 2.216 2.233 2.244 2.180 2.188
|𝐴1| 60 110 50 94 70 15
|𝐴2| 90 29 66 4 90 140

Cu HFC / MHz

𝐴3 -445 -598 -554 -582 -614 -496
N1 40 36 N/A 1 33 43
N2 40 47 40 40 35 44

Principal N 
SHFC / MHz

N3 32 44 40 40 35 39
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Time Dependent-DFT (TD-DFT)

Figure S9. TD-DFT UV/vis spectrum of truncated model of species 3 and transition density of the 
proposed LMCT transition from the azanide (blue) to the metal (yellow). Spectrum generated by 
Gaussian broadening of the TD-DFT vectors. 

A TD-DFT calculation was performed on truncated coordinates of species 3 (model size reduced to 
lower computational cost) using the hybrid exchange-correlation functional, CAM-B3LYP, to provide 
more accurate energies of charge transfer excitations in which standard B3LYP significantly 
underestimates.4 All atoms were treated with the def2-TZVP basis set with the inclusion of 
dispersion correction using the D3(BJ) scheme. Solvation effects were modelled using the conductor-
like polarisable continuum model (CPCM) using water as the desired solvent. To improve the speed 
of these calculations, the RIJCOSX approximation was employed with the auxiliary basis set, def2/J. A 
total of 30 roots were calculated for the spectrum and a Gaussian broadening scheme was applied to 
produce the calculated spectrum. The vectors calculated at wavelengths < 300 nm showed to be π- 
π* transitions from the imidazole groups and would be expected to make up part of the large 280 
nm absorption band synonymous with a proteins UV-Visible absorption profile. The vectors 
calculated at wavelengths > 500 nm belonged to d-d transitions (albeit considerably blue shifted). 
Finally, the vector calculated at 385 nm was considerably more intense than those in the d-d region 
and the transition density showed that this transition occurs via density from the azanide nitrogen to 
the copper as a formal LMCT transition (albeit significantly blue-shifted as with the d-d values). 
These bands appear to be considerably blue shifted compared to the experimental data. However, 
calculating exact energies with TD-DFT is known to be problematic in open-shell transition metal 
complexes due to heavy spin contaminations of excited states.5 Notwithstanding this caveat, 
however, the calculation does reveal that for the proposed Cu(II)-azanide species that an intense 
LMCT band is expect to appear between the d-d region and the protein’s characteristic band at 280 
nm 
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DFT cartesian coordinates
Species 1

Single point energy uB3LYP (38%HFX): -4415.903404286993 Hartree’s

N        0.000000000     -2.106299000      0.000000000

C        1.285261000     -2.847226000     -0.152034000

C        1.122078000     -4.350704000      0.041703000

C        2.336038000     -2.287052000      0.820419000

C        2.845544000     -0.947966000      0.407208000

C        4.138269000     -0.453258000      0.327257000

N        1.982180000      0.060670000      0.000000000

C        2.724471000      1.133715000     -0.290291000

N        4.031509000      0.855908000     -0.104730000

C        1.631917000      1.915757000     -5.298686000

C        1.606374000      1.912440000     -3.778504000

O        2.622213000      1.682122000     -3.103618000

O        0.413896000      2.127533000     -3.263347000

C        7.366924000      3.807846000     -2.235129000

C        6.123790000      2.996081000     -1.944977000

N        5.285393000      2.768311000     -2.972645000

O        5.929856000      2.577606000     -0.777208000

C       -1.237577000     -3.314669000      4.017779000

C       -2.326742000     -3.718388000      3.015369000

O       -2.245557000     -3.386867000      1.806101000

C       -0.784796000     -1.872228000      3.752311000

N       -3.370718000     -4.462920000      3.473447000

C       -4.372727000     -5.030393000      2.541718000

C       -5.498029000     -4.004295000      2.244676000

O       -6.558380000     -3.991514000      2.885384000

C       -4.908392000     -6.251818000      3.304949000

C       -4.868706000     -5.803219000      4.777582000

C       -3.566685000     -4.974428000      4.854900000

N       -5.231319000     -3.148614000      1.218215000

C       -6.157546000     -2.073320000      0.828242000

C       -7.522375000     -2.600893000      0.368845000

C       -5.513642000     -1.231457000     -0.291537000

C       -4.177704000     -0.674004000      0.065444000

C       -2.930088000     -0.819181000     -0.520022000

N       -3.964911000      0.129792000      1.174747000

C       -2.648652000      0.446659000      1.245175000

N       -1.997756000     -0.113122000      0.222818000

C       -8.957055000     -5.259243000     -3.500860000

C       -8.595048000     -5.747141000     -4.902956000

O       -7.977147000     -4.360466000     -2.938994000

C       -3.066742000     -5.816685000     -6.614897000

C       -3.756518000     -5.390754000     -5.358724000

C       -5.122775000     -5.268517000     -5.136719000

C       -3.121457000     -5.032139000     -4.114885000

C       -4.166982000     -4.718600000     -3.175313000

C       -1.775105000     -4.921238000     -3.712727000

N       -5.369813000     -4.874719000     -3.830946000

C       -3.880113000     -4.342045000     -1.848153000

C       -1.493909000     -4.497629000     -2.412103000

C       -2.530154000     -4.232100000     -1.478554000

C        0.654185000     -3.672477000     -6.185474000

C        0.174375000     -2.654386000     -5.179963000

C       -1.165963000     -2.215792000     -5.164509000

C        1.061682000     -2.130257000     -4.213566000

C       -1.613004000     -1.286190000     -4.211669000

C        0.623948000     -1.190203000     -3.268833000

C       -0.717473000     -0.766831000     -3.264858000

Cu       0.000000000      0.000000000      0.000000000

O       -0.062899000      1.700025000     -0.846144000

O        0.133766000      0.900513000      2.002794000

H        0.937252000      2.670457000     -5.713171000

H        1.286244000      0.917746000     -5.642701000

H        7.355898000      4.711777000     -1.594650000

H        7.457620000      4.112504000     -3.294201000
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H        5.501788000      3.155806000     -3.892369000

H        4.381152000      2.268454000     -2.883026000

H       -0.029686000     -1.562411000      4.501599000

H       -1.634247000     -1.162349000      3.795137000

H       -0.325872000     -1.774204000      2.749604000

H       -1.667611000     -3.358953000      5.038394000

H       -4.224551000     -7.108200000      3.136930000

H       -5.920548000     -6.537875000      2.964384000

H       -5.743952000     -5.160508000      4.990465000

H       -4.859422000     -6.646591000      5.494132000

H       -3.635754000     -4.138403000      5.578310000

H       -2.702258000     -5.608840000      5.142787000

H       -3.864934000     -5.294688000      1.592874000

H       -9.018824000     -6.115604000     -2.798768000

H       -8.447209000     -4.895176000     -5.597785000

H       -7.674248000     -6.362188000     -4.888057000

H       -9.415336000     -6.376732000     -5.306071000

H       -8.111062000     -3.479499000     -3.342798000

H       -2.382209000     -5.028729000     -6.999499000

H       -2.439634000     -6.720426000     -6.453806000

H       -5.951177000     -5.437580000     -5.833694000

H       -0.959938000     -5.146987000     -4.413863000

H       -0.443246000     -4.367808000     -2.125658000

H       -4.683663000     -4.154429000     -1.120978000

H       -2.285359000     -3.952182000     -0.442045000

H        1.118293000     -4.546685000     -5.682197000

H       -0.176229000     -4.041652000     -6.818446000

H       -1.875583000     -2.626351000     -5.899595000

H        2.112617000     -2.461984000     -4.206464000

H       -2.666568000     -0.966990000     -4.210047000

H        1.335196000     -0.765472000     -2.544520000

H       -1.045018000     -0.007958000     -2.540812000

H       -0.554931000     -2.458342000      0.801229000

H        1.624751000     -2.647667000     -1.188349000

H        2.056037000     -4.878231000     -0.237294000

H        3.186700000     -2.991328000      0.887664000

H        1.887069000     -2.248630000      1.839636000

H        5.102806000     -0.921532000      0.546896000

H        2.335610000      2.081927000     -0.660864000

H       -4.236695000     -3.072281000      0.949144000

H       -6.325517000     -1.421568000      1.717072000

H       -8.188473000     -1.744850000      0.140760000

H       -6.219383000     -0.411500000     -0.542515000

H       -5.400639000     -1.847848000     -1.205962000

H       -2.660073000     -1.388507000     -1.414484000

H       -4.679722000      0.440279000      1.838002000

H       -2.197250000      1.053982000      2.033197000

H       -0.992232000      2.000355000     -0.826284000

H        0.426401000      1.787814000      1.706695000

H        0.902548000      0.568413000      2.507640000

H        0.310483000      1.920003000     -2.186687000

H        4.820253000      1.533606000     -0.351460000

H       -6.320622000     -4.719417000     -3.431948000

H       -3.792661000     -6.050094000     -7.418589000

H        1.428961000     -3.245579000     -6.857440000

H        8.255801000      3.213779000     -1.943812000

H        2.659130000      2.080103000     -5.669793000

H       -9.952172000     -4.762834000     -3.503324000

H        0.908759000     -4.587282000      1.103907000

H        0.298392000     -4.772965000     -0.559476000

C       -0.049322000     -4.304750000      3.955766000

H        0.733518000     -4.005084000      4.679757000

H       -0.365215000     -5.340431000      4.192215000

H        0.398585000     -4.309316000      2.942947000

H       -0.584157000     -2.303455000     -0.822216000

H       -7.428870000     -3.218953000     -0.548658000

H       -7.988307000     -3.209102000      1.164688000
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Species 2

Single point energy uB3LYP (38%HFX): -4415.403254849613 Hartree’s

N       28.395404000      2.179706000     75.635634000

C       27.811571000      3.496969000     76.083355000

C       28.544004000      4.658001000     75.421022000

C       27.877057000      3.610779000     77.619221000

C       26.841106000      2.891959000     78.435160000

C       25.971636000      3.512244000     79.320212000

N       26.586223000      1.515216000     78.492020000

C       25.603850000      1.335639000     79.387336000

N       25.208756000      2.524186000     79.900007000

C       21.657999000      0.989999000     78.099997000

C       22.781287000      0.111559000     78.666636000

O       22.955070000      0.087729000     79.929129000

O       23.481864000     -0.524468000     77.823315000

C       23.453002000      2.661002000     84.412001000

C       23.396775000      2.354310000     82.921147000

N       22.892789000      1.168528000     82.534492000

O       23.834279000      3.197247000     82.097541000

C       32.489747000      1.804847000     75.165148000

C       31.675255000      1.557910000     73.896161000

O       30.414506000      1.557445000     73.879677000

C       32.067780000      0.869360000     76.301614000

N       32.378155000      1.385363000     72.756372000

C       31.724643000      1.364034000     71.427906000

C       31.283034000     -0.071723000     71.054050000

O       31.999896000     -0.830925000     70.387896000

C       32.832591000      1.875332000     70.498405000

C       34.104999000      1.306000000     71.147000000

C       33.853637000      1.457586000     72.643923000

N       30.046874000     -0.424785000     71.503088000

C       29.526651000     -1.790111000     71.319179000

C       29.291002000     -2.135003000     69.835995000

C       28.245528000     -1.969751000     72.154566000

C       28.378199000     -1.605172000     73.603843000

C       27.478423000     -1.036725000     74.497215000

N       29.522981000     -1.834849000     74.353654000

C       29.313074000     -1.406179000     75.625907000

N       28.076110000     -0.925080000     75.744045000

C       26.540957000      0.049601000     66.553510000

C       25.237999000      0.404003000     65.839996000

O       26.347946000     -0.677501000     67.780772000

C       23.034995000      4.172974000     69.639914000

C       24.137895000      3.163669000     69.751562000

C       24.189391000      1.905975000     69.158240000

C       25.359927000      3.287999000     70.515736000

C       26.094261000      2.060769000     70.343405000

C       25.900683000      4.301478000     71.340944000

N       25.351987000      1.243493000     69.514896000

C       27.330557000      1.839174000     70.982309000

C       27.126764000      4.076978000     71.976527000

C       27.832514000      2.855943000     71.808236000

C       22.458000000      4.792022000     73.872074000

C       23.282112000      3.643830000     74.411169000

C       23.923959000      2.736101000     73.541217000

C       23.448963000      3.459422000     75.802236000

C       24.713253000      1.684059000     74.039670000

C       24.214147000      2.396294000     76.304581000

C       24.850022000      1.501623000     75.426774000

Cu      27.373532000     -0.073807000     77.488236000

O       26.039517000     -1.364684000     77.732942000

O       29.157404000      0.728152000     77.652753000

H       21.566210000      0.876066000     77.004209000

H       21.874603000      2.053791000     78.333413000

H       24.516303000      2.680652000     84.726421000

H       22.904017000      1.927588000     85.031403000

H       22.560320000      0.499823000     83.230873000

H       22.845357000      0.891254000     81.523605000
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H       32.682306000      1.073007000     77.201581000

H       32.230087000     -0.191075000     76.017772000

H       31.003217000      0.989444000     76.581409000

H       33.550844000      1.593536000     74.940841000

H       32.839175000      2.984381000     70.517349000

H       32.687382000      1.539103000     69.455253000

H       34.200037000      0.236383000     70.879374000

H       35.027473000      1.829041000     70.829644000

H       34.337181000      0.660917000     73.241403000

H       34.210710000      2.440765000     73.014921000

H       30.833891000      2.022218000     71.461282000

H       27.088553000      0.970112000     66.842448000

H       24.672278000     -0.510856000     65.565065000

H       24.590562000      1.039443000     66.476992000

H       25.455411000      0.960353000     64.905187000

H       25.884607000     -1.514262000     67.575312000

H       22.522375000      4.336690000     70.613517000

H       23.416410000      5.165036000     69.316621000

H       23.458572000      1.422085000     68.498050000

H       25.357292000      5.247262000     71.491094000

H       27.550754000      4.863850000     72.617706000

H       27.891257000      0.905744000     70.831282000

H       28.788041000      2.701363000     72.333118000

H       23.101758000      5.670104000     73.646515000

H       21.947272000      4.516931000     72.927033000

H       23.808229000      2.848429000     72.453431000

H       22.951190000      4.149748000     76.502727000

H       25.207764000      1.002954000     73.328386000

H       24.302122000      2.242548000     77.386927000

H       25.408985000      0.650036000     75.848803000

H       29.207308000      2.225705000     74.970940000

H       26.751032000      3.492615000     75.764815000

H       28.017445000      5.608303000     75.633908000

H       27.762385000      4.684833000     77.864649000

H       28.906205000      3.344725000     77.944287000

H       25.849456000      4.570279000     79.574681000

H       25.129121000      0.385284000     79.652887000

H       29.638916000      0.179986000     72.231160000

H       30.303267000     -2.495578000     71.696741000

H       28.988305000     -3.197899000     69.750386000

H       27.935603000     -3.032530000     72.057203000

H       27.419484000     -1.367878000     71.721937000

H       26.444151000     -0.728851000     74.321006000

H       30.388044000     -2.262549000     74.013894000

H       30.062319000     -1.440198000     76.420353000

H       29.152607000      1.272858000     78.463150000

H       25.127761000     -0.980657000     77.872525000

H       24.513957000      2.690804000     80.687925000

H       25.690415000      0.382006000     69.035129000

H       22.266543000      3.850630000     68.910179000

H       21.691283000      5.123910000     74.599774000

H       23.042389000      3.675027000     84.583167000

H       20.690844000      0.749236000     78.589118000

H       27.208815000     -0.531015000     65.877193000

H       29.580073000      4.748419000     75.806468000

H       28.594094000      4.527621000     74.324168000

C       32.394498000      3.296120000     75.535720000

H       33.028117000      3.510175000     76.418980000

H       32.728442000      3.946734000     74.702290000

H       31.352248000      3.576718000     75.789870000

H       27.683340000      1.613456000     75.160184000

H       28.487218000     -1.510256000     69.393795000

H       30.224161000     -1.988242000     69.263890000

H       28.775015000      1.575655000     76.515717000
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Species 3

Single point energy uB3LYP (38%HFX): -4414.815119531047 Hartree’s

N        0.000000000     -1.938135000      0.000000000

C        1.240492000     -2.690738000     -0.046188000

C        0.991023000     -4.176505000      0.233300000

C        2.342901000     -2.132572000      0.910903000

C        2.851549000     -0.818822000      0.415186000

C        4.143345000     -0.380175000      0.153431000

N        1.974356000      0.176907000      0.000000000

C        2.708427000      1.176426000     -0.500934000

N        4.024367000      0.873710000     -0.421514000

C        1.483186000      1.913459000     -5.309096000

C        1.471590000      2.332830000     -3.824413000

O        2.591557000      2.440757000     -3.221391000

O        0.342767000      2.510674000     -3.283615000

C        7.518436000      3.538220000     -2.703036000

C        6.140784000      2.966173000     -2.429703000

N        5.296969000      2.849261000     -3.469503000

O        5.853123000      2.631152000     -1.253449000

C       -1.038899000     -2.919202000      4.271800000

C       -2.208289000     -3.341004000      3.370546000

O       -2.192215000     -3.122714000      2.140317000

C       -0.553702000     -1.521896000      3.856943000

N       -3.269396000     -3.969821000      3.951323000

C       -4.365981000     -4.520263000      3.121763000

C       -5.463392000     -3.452215000      2.870872000

O       -6.500253000     -3.408448000      3.551128000

C       -4.894465000     -5.679638000      3.975652000

C       -4.725433000     -5.152697000      5.409803000

C       -3.384013000     -4.400057000      5.362755000

N       -5.207199000     -2.587642000      1.851623000

C       -6.100529000     -1.457627000      1.551199000

C       -7.494176000     -1.909759000      1.102709000

C       -5.465412000     -0.574275000      0.457075000

C       -4.064333000     -0.154887000      0.738706000

C       -2.857416000     -0.647698000      0.265013000

N       -3.721635000      0.836122000      1.649364000

C       -2.361263000      0.935660000      1.686066000

N       -1.823280000      0.046347000      0.859639000

C       -8.817712000     -4.710922000     -2.547817000

C       -9.113530000     -5.117550000     -3.989370000

O       -8.271811000     -3.385129000     -2.426137000

C       -3.732152000     -5.557309000     -6.074339000

C       -4.325528000     -4.899112000     -4.867840000

C       -5.539046000     -4.225614000     -4.769100000

C       -3.729951000     -4.836900000     -3.553122000

C       -4.639379000     -4.111371000     -2.708250000

C       -2.512845000     -5.309997000     -3.012327000

N       -5.724456000     -3.745451000     -3.481271000

C       -4.350104000     -3.861248000     -1.351963000

C       -2.228093000     -5.052378000     -1.668275000

C       -3.129215000     -4.327946000     -0.846127000

C        0.126307000     -3.627455000     -5.964013000

C       -0.217743000     -2.598341000     -4.912058000

C       -1.560813000     -2.378786000     -4.536352000

C        0.787244000     -1.839246000     -4.271768000

C       -1.890265000     -1.422362000     -3.562100000

C        0.459570000     -0.875940000     -3.303054000

C       -0.882150000     -0.658452000     -2.952457000

Cu       0.000000000      0.000000000      0.000000000

O       -0.389619000      1.874310000     -0.650852000

H        0.550030000      2.226426000     -5.817112000

H        1.536464000      0.805043000     -5.355475000

H        7.654747000      4.444451000     -2.079134000

H        7.688901000      3.797726000     -3.765099000

H        5.604658000      3.174431000     -4.387864000
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H        4.280394000      2.581487000     -3.372037000

H        0.311963000     -1.215284000      4.479204000

H       -1.355761000     -0.765935000      3.976918000

H       -0.252491000     -1.509390000      2.789921000

H       -1.401696000     -2.869991000      5.318372000

H       -4.261068000     -6.574421000      3.805384000

H       -5.941606000     -5.933412000      3.727808000

H       -5.549723000     -4.450332000      5.638364000

H       -4.721273000     -5.952270000      6.175375000

H       -3.358555000     -3.530633000      6.049707000

H       -2.537215000     -5.069246000      5.624819000

H       -3.946991000     -4.842120000      2.147539000

H       -8.055818000     -5.383307000     -2.102617000

H       -9.857761000     -4.434848000     -4.450964000

H       -8.193854000     -5.104735000     -4.607739000

H       -9.534060000     -6.143800000     -4.017907000

H       -8.922749000     -2.750850000     -2.788232000

H       -2.745623000     -5.117742000     -6.338835000

H       -3.553378000     -6.641411000     -5.905637000

H       -6.295730000     -4.042171000     -5.542418000

H       -1.798987000     -5.861680000     -3.644161000

H       -1.282736000     -5.410861000     -1.236253000

H       -5.051950000     -3.317249000     -0.704895000

H       -2.849589000     -4.106025000      0.194539000

H        1.210489000     -3.633960000     -6.192105000

H       -0.155268000     -4.651081000     -5.632752000

H       -2.361878000     -2.970372000     -5.005889000

H        1.843162000     -2.004657000     -4.544836000

H       -2.943961000     -1.285028000     -3.271573000

H        1.248905000     -0.289840000     -2.809556000

H       -1.122220000      0.112064000     -2.203728000

H       -0.564587000     -2.291138000      0.786724000

H        1.657773000     -2.596930000     -1.079636000

H        1.924176000     -4.777454000      0.190213000

H        3.195674000     -2.839555000      0.988467000

H        1.898845000     -2.039668000      1.927289000

H        5.116617000     -0.852523000      0.324638000

H        2.324659000      2.061717000     -1.017100000

H       -4.230768000     -2.556788000      1.512686000

H       -6.210929000     -0.853866000      2.481542000

H       -8.143503000     -1.021101000      0.967821000

H       -6.121424000      0.309448000      0.316197000

H       -5.472005000     -1.129619000     -0.502938000

H       -2.654324000     -1.447706000     -0.455915000

H       -4.375997000      1.410045000      2.186303000

H       -1.812156000      1.669356000      2.283689000

H        0.054777000      2.071978000     -1.516242000

H        4.786897000      1.523657000     -0.769602000

H       -6.632934000     -3.392624000     -3.114417000

H       -4.390876000     -5.458577000     -6.959625000

H       -0.420005000     -3.438614000     -6.912280000

H        8.281071000      2.803349000     -2.376889000

H        2.365556000      2.320166000     -5.842874000

H       -9.736073000     -4.796326000     -1.923205000

H        0.537940000     -4.306988000      1.237282000

H        0.274692000     -4.579903000     -0.505884000

C        0.102311000     -3.963466000      4.215665000

H        0.922595000     -3.662257000      4.897552000

H       -0.246039000     -4.971966000      4.517911000

H        0.512567000     -4.035397000      3.189035000

H       -7.452517000     -2.451052000      0.134214000

H       -7.952216000     -2.566013000      1.864306000

O        0.644523000      3.026240000      1.350747000

H        1.280061000      2.340145000      1.630071000

H        0.217768000      2.566455000      0.475477000
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Truncated Species 3 for TD-DFT

Single point energy uB3LYP (38%HFX): -2341.605057235535 Hartree’s

N        0.000000000     -1.938134958      0.000000000

C        1.240492015     -2.690738250     -0.046188178

C        2.342901048     -2.132572142      0.910902962

C        2.851549395     -0.818821887      0.415186119

C        4.143345145     -0.380175223      0.153431239

N        1.974356083      0.176907129      0.000000000

C        2.708427058      1.176426113     -0.500934001

N        4.024367049      0.873710268     -0.421514021

C       -5.465412479     -0.574274793      0.457075261

C       -4.064333161     -0.154887006      0.738706039

C       -2.857416383     -0.647698136      0.265013025

N       -3.721635328      0.836122279      1.649363992

C       -2.361262970      0.935659990      1.686066138

N       -1.823280211      0.046346931      0.859638916

Cu       0.000000000      0.000000000      0.000000000

O       -0.389618921      1.874310361     -0.650852032

H       -0.564587145     -2.291137988      0.786724112

H        1.657773148     -2.596929941     -1.079635890

H        3.195674419     -2.839555064      0.988467117

H        1.898845135     -2.039668197      1.927288941

H        5.116617466     -0.852523069      0.324638071

H        2.324659250      2.061716896     -1.017099840

H       -6.121424519      0.309448038      0.316197165

H       -5.472005498     -1.129619327     -0.502937995

H       -2.654323976     -1.447706184     -0.455914776

H       -4.375997393      1.410045169      2.186303213

H       -1.812156376      1.669356308      2.283689289

H        0.054777254      2.071978172     -1.516242046

H        4.786897177      1.523656878     -0.769602053

H        1.004395352     -3.702462707      0.248891111

H       -5.819682889     -1.169608194      1.285610726
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4 Mechanistic basis of substrate–O2 coupling 
within a chitin-active lytic polysaccharide 
monooxygenase: An integrated NMR/EPR study 
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Abstract 

Lytic polysaccharide monooxygenases (LPMOs) have a unique ability to activate molecular 

oxygen for subsequent oxidative cleavage of glycosidic bonds. To provide insight into the mode 

of action of these industrially important enzymes, we have performed an integrated NMR/EPR 

study into the detailed aspects of an AA10 LPMO-substrate interaction. Using NMR spectroscopy, 

we have elucidated the solution-phase structure of apo-BlLPMO10A from Bacillus licheniformis, 

along with the first solution-phase structural characterization of the Cu(I)-LPMO, showing that the 

presence of the metal has minimal effects on the overall protein structure. We have, moreover, 

used paramagnetic relaxation enhancement (PRE) to characterize the Cu(II)-LPMO by NMR 

spectroscopy. In addition, a multi-frequency continuous wave (CW) EPR and 15N-HYSCORE 

spectroscopy study on the uniformly isotope-labeled 63Cu(II)-bound 15N-BlLPMO10A along with 

its natural abundance isotopologue determined copper spin-Hamiltonian parameters for LPMOs 

to markedly improved accuracy. The data demonstrate that large changes in the Cu(II) spin-

Hamiltonian parameters are induced upon binding of the substrate. These changes arise from a 

rearrangement of the copper coordination sphere from a five-coordinate distorted square pyramid 

to one which is four-coordinate near-square planar. There is also a small reduction in metal-ligand 

covalency and an attendant increase in the d(x2y2) character/energy of the singly-occupied 

molecular orbital (SOMO), which we propose from DFT calculations predisposes the copper 

active site for the formation of a stable Cu-O2 intermediate. This switch in orbital character upon 

addition of chitin provides a basis for understanding the coupling of substrate-binding with O2 

activation in chitin-active AA10 LPMOs. 
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Significance statement 

Lytic polysaccharide monooxygenases (LPMOs) have unique catalytic centers, at which a single 

copper catalyzes the oxidative cleavage of a glycosidic bond. The mechanism by which LPMOs 

activate molecular oxygen is key to understanding copper (bio)catalysis, but remains poorly 

understood, largely because the insoluble and heterogeneous nature of LPMO substrates precludes 

the use of usual laboratory techniques.  Using an integrated NMR/EPR approach, we have 

unraveled structural and electronic details of the interactions of an LPMO from Bacillus 

licheniformis and β-chitin. EPR spectroscopy on uniformly isotope 15N-labeled 63Cu(II)- LPMO 

provided new insight into substrate-driven rearrangement of the copper coordination sphere that 

predisposes the enzyme for O2-activation.  
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Background 

The sustainable use of polysaccharides from lignocellulosic biomass as a feedstock in the 

production of biofuels and biomaterials is key to reducing dependency on fossil fuels. In this 

regard, chitin, an abundant insoluble polysaccharide found in the exoskeletons of arthropods and 

the cell walls of fungi, has often been proposed as a potential feedstock for conversion into high-

value biomaterials (1-3). Given this impetus, the efficient processing of chitin through enzymatic 

breakdown into its constituent sugars is an attractive means of realizing its full chemical and 

calorific potential, and indeed that of other polysaccharides such as cellulose. It is unsurprising 

therefore that the commercial use of enzyme cocktails for this purpose is widespread, where the 

content of these cocktails includes a range of glycoside hydrolases (GHs) and, more recently, 

copper-dependent redox enzymes known as lytic polysaccharide monooxygenases (LPMOs).  

 

LPMOs are currently classified as auxiliary activity (AA) families 9–11 and 13–16 in the CAZy 

database (4, 5). They have been shown to augment dramatically the activity of GHs, probably by 

reducing the crystallinity of their substrates (6-12), and now, alongside GH enzymes, are seen as 

key components in the efficient processing of abundant biomass. Accordingly, there is much 

interest in increasing the efficiency of LPMOs through a deeper understanding of their molecular 

and electronic features.  From previous studies it is known that LPMOs have an oxidative mode 

of action on their substrates. This oxidation proceeds through hydrogen-atom abstraction from 

either the C1 or C4 carbon in 1-4 linked polysaccharides such as cellulose or chitin (8, 9, 13, 14) 

to generate the respective hydroxylated product, from which elimination leads to cleavage of the 

glycosidic bond. The mechanism likely involves the formation of a copper-bound reactive oxygen 

species that arises from the reaction of the copper active site of the LPMO with O2 and a reducing 

agent, or with hydrogen peroxide (9, 14-18). 

 

In the context of the O2 mechanism there is consensus regarding the initial step of the catalytic 

cycle in which Cu(I)-LPMO reacts with O2 to give a Cu(II) and superoxide (14, 19).  Any Cu(II)-

superoxide complex formed in this manner may then oxidise the substrate or, with the addition of 

further electrons and protons, go on to form ‘high valent’ copper-oxygen intermediates, which 

have not yet been observed exeprimentally in LPMOs. Proposals for these intermediates, however, 

have come from computational studies and include Cu(II)-oxyl and Cu(III)-hydroxide (19-25). An 
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equivalent outcome is achieved by the direct reaction of Cu(I)-LPMO with H2O2. Indeed, DFT 

calculations on AA9 LPMOs have shown that the O2 and H2O2 reaction pathways converge on a 

common intermediate (26, 27). Recent work on the mechanism of H2O2-driven LPMO reactions 

has led to suggestions that hydroxyl radicals could also play a role (15, 26, 28). If such species are 

the oxidants or, indeed part of an overall catalytic cycle, then the role of the substrate is essential 

(15).  For instance, in the presence of substrate, it has been shown by DFT calculations for both 

AA9 LPMOs (26) and, more recently AA10 LPMOs (28), that any hydroxyl generated in this 

manner is re-directed by active site residues back towards the copper ion.  This redirection forms 

a protein-bound Cu(II)-oxyl species, which then acts as the key oxidizing intermediate in the 

catalytic cycle, thus avoiding the deleterious oxidative effects of the hydroxyl intermediate.  

 

In this context, a major question facing the LPMO world is what mechanisms are employed by the 

enzymes to couple the presence of substrate to the generation of oxidising intermediates, thus 

avoiding the deleterious oxidation of the protein? Following initial proposals on the mechanism of 

LPMOs (8, 19) and the importance of considering the substrate’s role, a growing number of studies 

are indeed now showing that substrate binding and LPMO catalysis are coupled (18, 22, 29-32). 

For instance, both Borisova et al. (29) and Frandsen et al. (22) demonstrated that the spin-

Hamiltonian parameters of the Cu(II) in some AA9 LPMOs shift significantly upon the LPMO 

binding to the substrate, potentially indicating a “trigger” mechanism in which the substrate 

regulates the catalytic mechanism and protects from inactivation pathways (33). For family AA10 

LPMOs, the dissociation constants (Kd) of copper binding have been determined to be 6–55 nM 

for Cu(II) and approximately 1 nM for Cu(I) (34, 35). In this respect, Kracher et al. (30) linked the 

oxidation state of  the copper to binding affinity for the substrate. More recently, based on 

modeling studies, Bissaro et al. (32) showed that chitin-binding to SmLPMO10A results in a 

constrained copper site geometry that includes a tunnel through which small co-substrates could 

diffuse in the presence of substrate. It has also been shown that the presence of substrate enhances 

the stability of LPMOs (15, 33, 36, 37). Evidently, whether an LPMO is bound to its 

polysaccharide substrate not only affects the stability of the LPMO, but it also likely determines 

the mechanism(s) by which the oxidative intermediates are generated (19).  
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In order to understand better the mode of action of LPMOs, with particular focus on the role of 

copper, we describe herein an integrated NMR/EPR spectroscopy approach designed to investigate 

the effect of copper- and substrate-binding to a chitin-active LPMO from Bacillus licheniformis 

(hereinafter called BlLPMO10A) and in particular the enzyme’s ability to activate O2 at the copper 

center. It is the first study of its kind on LPMOs, in which we have taken advantage of the 15N-

labelling that is required for the NMR study to simplify and constrain the analysis of the spin-

Hamiltonian parameters obtainable from EPR spectroscopy. Using this approach, we have solved 

the NMR structure of both apo-BlLPMO10A and Cu(I)- BlLPMO10A, assessed dynamic features 

derived from relaxation data (T1, T2 and {1H}-15N NOE) and evaluated the structural effects of 

Cu(I) and Cu(II) binding. In tandem, EPR spectroscopy performed on both natural isotopic 

abundance samples of 63Cu(II)-BlLPMO10A and on uniformly isotope-labeled 63Cu(II)-15N-

BlLPMO10A has allowed the determination of hyperfine couplings. These couplings provide 

insights into the rearrangement of the copper coordination sphere upon substrate binding at a high 

level of detail, leading to the proposal of a potential substrate-O2 coupling mechanism in chitin-

active AA10 LPMOs. The work further sets the scene for future integrated NMR/EPR studies and 

in-depth EPR investigation of solid state samples, i.e. investigations performed with the protein 

bound to its natural solid state substrate—an important aspect of all LPMO-substrate studies. 

 

Results and discussion 

Functional characterization of BlLPMO10A 

BlLPMO10A was recombinantly produced in E. coli and copper saturated using previously 

established methods (38, 39). Activity assays in reactions with 2 mM ascorbic acid as reductant 

showed that the enzyme is active on β-chitin and also has low activity on α-chitin (Figure S1A). 

In reactions without added reductants product formation was not observed. The profile of oxidized 

oligomers (Figure S1A) showed a dominance of products with an even number of sugar units, 

which is a feature that is typical for LPMOs acting on crystalline chitin (9, 40, 41). As expected, 

binding to β-chitin was observed (Figure S1B).  

 

apo- and Cu(I) structures of BlLPMO10A 

The solution structure of apo-BlLPMO10A (PDB ID: 5LW4) (Figure 1A) was elucidated using 

NMR spectroscopy. The structure was calculated in CYANA using 1623 NOE-derived distance 
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constraints, 264 TALOS-N determined torsion angle constraints, and one disulfide bridge (Cys45–

Cys56) constraint (see Table S1). Like all other known LPMOs, BlLPMO10A has the typical 

fibronectin type III-like β-sandwich fold, in this case composed of eight β-strands that form a three-

stranded and a five-stranded β-sheet, connected through loops of various lengths. The three-

stranded sheet is composed solely of antiparallel strands, whereas the five-stranded sheet contains 

four antiparallel strands and one short parallel strand. The stretch of 66 amino acids that connects 

the first (Phe35–Lys38) and the second (His105–Met107) β-strands is composed of irregular loop 

regions, two α-helices and one 310-helix. A third short α-helix occurs in the loop between the fifth 

(Phe146–Pro154) and the sixth (Gly176–Val185) β-strands. 

 

NMR investigations of LPMOs are usually carried out using the apo-proteins, in order to avoid 

the detrimental signal reduction caused by the paramagnetic relaxation enhancement (PRE) effect 

brought about by the nature of the type II copper site (42). Here, we exploited the PRE effect to 

gain insights into the effects of Cu(II) on the structure of apo-BlLPMO10A (Figure S2). Cu(II) 

was added to a sample of apo-BlLPMO10A and the PRE effect was evaluated by comparing signal 

intensity reduction in 15N-HSQC spectra with PREs calculated using Cu(I)-BlLPMO10A 

structures, the giso values from Table 1 and relaxation parameters (Figure S3). Residues nearest the 

copper coordination site showed more than 80% reduction in signal intensity (Figure 1E). As 

expected, residues with the highest signal intensity reduction are located within a 12 Å radius from 

the Cu(II) coordination site (Figure S2). An exception is a short helix (Ala160-Arg162; Figure S3) 

that is further away than the expected 12 Å. This deviation could indicate structural differences 

beyond the copper-active site between copper-bound and apo-forms. 
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Figure 1. Structures of apo- and Cu(I)-BlLPMO10A. (A) Ensemble of the 10 lowest energy conformers 

of apo-BlLPMO10A (PDB:5LW4) in stereo representation. Helices are colored red, loops are colored green 

and strands are colored yellow; the lowest CYANA target energy conformer is colored blue. The overall 

backbone rmsd of the ensemble is 2.41 Å, while the rmsd of the regions containing α-helices (residues 41-

47, 57-61, 82-84, 89-94, 159-162) and β-sheets (residues 33-36, 37-40,103-107, 110-117, 125-132, 150-

154, 164-168, 175-184, 185-190 and 191-201) is 1.48 Å.  (B) Overlay of apo-BlLPMO10A (green) and 

Cu(I)-BlLPMO10A (PDB:6TWE blue). The copper atom is shown as an orange sphere and the sidechains 
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of His32 and His121 are shown as sticks. The backbone (C, N, C’) rmsd between the apo ensemble and 

the Cu(I) ensemble is 0.9 Å. (C) Zoomed-in view of the overlay in (B) showing details of the copper site. 

(D) Ensemble of five lowest energy conformers of Cu(I)-BlLPMO10A, showing the copper site. Average 

distances from each N-atom to the Cu atom are indicated. (E) PRE effects upon adding Cu(II) to apo-

BlLPMO10A. The black line shows the normalized HN, N signal intensity upon addition of Cu(II) to 13C- 

and 15N-labeled apo-BlLPMO10A in a 1:2 ratio, relative to the intensity for the apo-enzyme, with errors 

shown in grey. The red line shows PREs calculated using the Cu(I)-BlLPMO10A ensemble. Gaps in the 

data represent missing assignments for amino acid residues (e.g. Pro). 

 

Preparation of a Cu(I)-bound sample of 13C and 15N labeled BlLPMO10A enabled structure 

determination of the reduced Cu(I)-LPMO in solution (PDB ID: 6TWE and Figure 1). The 

structure was elucidated by using 1209 distance restraints derived from NOESY spectra of a Cu(I)-

bound BlLPMO10A sample together with force-field parameters for the copper site of another 

AA10, SmLPMO10A (32). Overall, the Cu(I)-structure is similar to the apo-structure (Figure 1B), 

but there are clear differences in the internuclear 1H–1H distances at the copper site (Figure 1C). 

The overall backbone (C, N, C’)  rmsd between the apo- and Cu(I)-structures is 0.9 Å. Analysis 

of NOESY spectra revealed that the presence of Cu(I) slightly affects internuclear distances 

between the β-strands, suggesting minor sliding movements in the β-strands upon copper binding. 

While Figure 1C shows that copper binding has a strong effect on the conformation of the copper-

coordinating His side-chains, limitations inherent to NMR data preclude determination of exact 

atomic coordinates for the copper structure. These limitations are evident in Figure 1D, which 

shows that the histidine side chains do not coordinate to the Cu with the expected T-shape 

geometry, which is chemically unreasonable. Figures 1B and 1C show that copper binding has a 

major effect on the conformation of the copper site. This conformational change is a result of the 

combined effects of introducing force-field parameters for the copper site and of structural changes 

encoded in NOE-derived distance restraints. Prior to this study, Cu(I)-structures of LPMOs had 

only been obtained by photoreduction of Cu(II) in the X ray beam during data acquisition for 

crystallography or X-ray absorption studies (42). 

 

Heteronuclear relaxation 

To gain insight into the motion of BlLPMO10A in solution, {1H}-15N NOE, 15N-T1, and 15N-T2 

were measured (Figure S3), and the rotational correlation time, τc, which relates to molecular 
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tumbling, was determined from the average T1/T2. The overall horizontal trends in Figure S3 

suggest that the core of BlLPMO10A is rigid, while loops, particularly in the first half of the 

protein, have reduced {1H}-15N NOE and increased T2 values that indicate some conformational 

flexibility. The rotational correlation time (τc = 10.2 ± 0.9 ns) was found to be similar to what 

would be expected for a globular protein of similar molecular weight (τc = 9.75 ± 0.46 ns for a 20 

kDa globular protein (43)). This finding indicates that BlLPMO10A is a well-packed protein, as 

observed previously for other LPMOs.  

 

EPR spectroscopy 

The availability of 15N-labeled enzyme offered the possibility of simultaneously determining the 

spin-Hamiltonian parameters of the Cu(II) unpaired electron for both 14N and 15N species, thereby 

providing a means of accurately determining their values. To this end, CW EPR spectra were 

collected at both X-band and Q-band frequencies with pure 63Cu isotopes of LPMOs, from which 

a simultaneous fit of the spectra at both frequencies provided a doubly-constrained and therefore 

reliable set of Cu(II) g values and hyperfine coupling constants (ACu), along with nitrogen 

superhyperfine coupling constants. The data from these fits are presented in Table 1 and shown in 

Figures 2 and S4. 

 

In the absence of chitin, simultaneous fits of X- and Q-band spectra afforded a consistent set of 

copper spin-Hamiltonian parameters, characterized by rhombic principal g matrix values, a 

reduced ׀A3׀ value and large ׀A1,2׀ values (with respect to typical |A| values for axial Cu(II) 

systems), where the overall spectral envelope indicates a SOMO with mostly d(x2y2) character 

(Table 1). These values are similar to those obtained for other chitin-active AA10 LPMOs, but 

differ in that the ׀A1׀ value, which is more accurately determined in the present study through the 

use of two frequencies, is larger than previously reported (32, 35, 38), as is the corresponding g1 

value.  
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Figure 2. CW-EPR spectra of BlLPMO10A. Spectra for 63Cu–BlLPMO10A (left) and 63Cu‒
15N‒BlLPMO10A (right) before and after addition of squid pen β-chitin (black and blue lines, 

respectively). The spectra were recorded with 0.29 mM of 63Cu–BlLPMO10A and 0.17 mM 63Cu‒
15N‒BlLPMO10A, both in 20 mM MES buffer pH 5.5 with 10% glycerol. 

 

Table 1. Spin-Hamiltonian parameters for 63Cu(II)-BlLPMO10A and 63Cu(II)-15N-BlLPMO10A 

at pH 5.5 with and without squid pen β-chitin. For coupled nitrogen nuclei, only the principal 

coupling value could be determined from the simulations of the superhyperfine (SHF) which we 

presume is the coupling along the Cu-N bond; the three values in each spectrum refer to three 

different N nuclei, with the smallest value in each set being assigned to the NH2. 

 63Cu-
BlLPMO10A 

63Cu-15N-
BlLPMO10A 

63Cu-
BlLPMO10A 

+ β-chitin 

63Cu-15N-
BlLPMO10A 

+ β-chitin 
X-band X-band Q-band X-band X-band Q-band 

 
g values 

g1 
g2 
g3 

2.027 
2.095 
2.261 

2.029 
2.081 
2.261 

2.032 
2.112 
2.260 

2.042 
2.053 
2.205 

2.038 
2.046 
2.209 

2.046 
2.057 
2.208 

 giso 2.128 2.124 2.135 2.101 2.098 2.104 
 
ACu (/MHz) 

|A1| 
|A2| 
|A3| 

255 
110 
336 

255 
115 
336 

255 
115 
340 

80 
85 
620 

88 
95 

610 

80 
90 

610 
calculated* Aiso 10 11 10 208 or 

262 
205 or 
264 

207 or 
260 

SHF AN 
principal 

 43, 43, 28 
±5 

60, 60, 40 
±5 

60, 60, 40 40, 40, 32 
±2 

56, 56, 45 
±2 

55, 55, 45 

145



 
 

values** 
(/MHz) 
gCu strains  0, 0.02, 

0.007 
0, 0.025, 

0.005 
0, 0.045, 

0.007 
0.004, 0, 

0.007 
0.005, 0, 

0.009 
0.005, 0, 

0.003 
ACu strains 
(/MHz) 

 130, 55, 
160 

160, 60, 
160 

20, 10, 120 20, 20, 20 10, 10, 10 90, 40, 240 

Linewidths  0.6, 0.6 0.6, 0.6 4.5, 4.5 0.4, 0.4 0.5, 0.6 1.3, 1.3 
        
Frequency 
(/GHz) 

 9.3046 9.2973 35.00 9.2988 9.2884 35.05 

* signs of A1 and A2 calculated from DFT (see main text). 

** error estimated from quality of simulated fits 

 

The rhombic spin-Hamiltonian parameters, particularly the reduced g3 along with increased g2 (as 

compared to g values for typical axial Cu(II) systems),  derive from d-orbital mixing which occurs 

in copper complexes that possess a distorted square-pyramidal coordination geometry (44). Indeed, 

such a coordination geometry in Cu(II)-BlLPMO10A would be in accord with those previously 

observed in the crystal structures of AA10 LPMOs in the Cu(II) oxidation state (41, 45-47). In 

these structures the base of the pyramid is defined by the three nitrogen atoms of the histidine 

brace and a water molecule. A further water molecule in the nominal axial position, albeit slightly 

off axis with respect to the ideal geometry, completes the coordination sphere (Figure 3 left).  

 

 

Figure 3. Schematic representation of the change in the coordination sphere of the copper ion upon binding 

of β-chitin (L = H2O or OH-). 

 

Addition of chitin flakes to the samples of Cu(II)-BlLPMO10A led to significant changes in both 

X-band and Q-band EPR spectra (Figure 2). Excellent simultaneous fits of the different frequency 
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spectra could be obtained, with a notably high correlation in the areas in which superhyperfine 

coupling is evident (Figure S4). In the presence of chitin, the spectra are well defined with axial 

copper spin-Hamiltonian parameters (g1~g2<g3) and a large  ׀A3׀ value. The latter value leads to 

the appearance of an ostensible “overshoot” feature (also known as “extra absorption peak” (48)) 

at high field in the X-band spectrum, which has been suggested in other studies on LPMOs  to arise 

from a low g1 value (2.018) (32). However, Q-band spectra of Cu(II)-BlLPMO10A demonstrate 

that the high field feature in the X-band spectrum actually arises from the large ׀A3׀ value and that, 

when simulated with two frequencies, the perpendicular hyperfine constants are those typical for 

an axial Cu(II) complex in which there is little mixing into the d(x2y2) SOMO from other metal-

based orbitals and the g values are typical for an axial Cu(II) complex. Thus, in the presence of 

chitin, the copper coordination sphere is one which has near axial coordination symmetry, similar 

to that seen in most AA9 LPMO structures (Figure 3 right) where the equatorial plane of the copper 

is defined by the three nitrogen atoms of the histidine brace and the coordinating atom of an 

exogenous molecule (e.g. water, hydroxide), all held within a near planar arrangement around the 

copper.  

 

Substrate-induced effects at the active site 

While the NMR solution structure of Cu(I)-BlLPMO10A offers qualitative insights into structural 

rearrangements induced by copper-binding, it does not provide a high-resolution structure of the 

active site (Figure 1D). It is thus not possible to corroborate the EPR parameters with DFT 

calculations based on the Cu(I)-BlLPMO10A model of the active site. Therefore, we used ligand 

field theory enhanced by DFT (acronym DELFT for DFT-enhanced ligand field theory) to analyze 

the nature of the SOMO and its magnetic interactions (see Supplementary Discussion). In the 

DELFT method, DFT calculations over a range of functionals (Table S3) are performed on the 

active site of a closely-related AA10 LPMO (BaAA10 from Bacillus amyloliquefaciens, 58% 

sequence identity to BlLPMO10A) where the structure of the active site in its Cu(II) form is known 

from X-ray crystallography (41), and where BaAA10 shows virtually identical CW-EPR spectra 

to those of BlLPMO10A (35, 49), demonstrating that the two enzymes have a comparable 

arrangement at the active site and a similar response to the addition of chitin. On this basis, the 

coordinates for BaAA10 were used as a basis for DFT calculations (Figures S7-S9).  The objective 
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of DELFT approach is not to obtain accurate spin-Hamiltonian parameters for the Cu and 

coordinating nitrogen atoms, not least because the calculation of such parameters with DFT is 

fraught with difficulty (50), but rather to determine the signs of the Cu hyperfine coupling 

constants which cannot be ascertained experimentally from CW EPR spectroscopy. Accordingly, 

it was found that, in the presence of substrate, A2 is negative and the sign of A1 is unclear, and that 

both A1 are A2 positive in the absence of substrate (Tables S4-S7). Accordingly, it is possible to 

calculate experimental Aiso values of ca. 205 or 265 MHz (depending on the sign of A1) in the 

presence of substrate and ca. 10 MHz in its absence (Table 1), representing a significant shift in 

Aiso induced by the addition of substrate (Supporting Information). 

 

In the context of ligand field theory Aiso is a useful measure since it is determined, to second order 

within a fixed g matrix, by three main factors: i) spin–orbit contributions, ii) the degree of Fermi 

contact of the unpaired electron with the copper nucleus, and iii) the spin density at the copper, 

which in turn can be related to the degree of metal-ligand covalency in the ground state. Which of 

these is the origin of the shift in Aiso value upon substrate binding in BlLPMO10A can then be 

evaluated from the experimentally well-defined A3 hyperfine coupling value of the copper, using 

the following equation, which applies to the hyperfine coupling constants of a Cu(II) ion with 

d(x2y2) SOMO in a distorted square pyramidal geometry. 

 

𝐴ଷ = −𝑃 ቈ𝐾 +
4𝛼ீௌ

ଶ (𝑎ଶ − 𝑏ଶ)

7
−

൫3𝑎 − √3𝑏൯∆𝑔ଶ

14൫𝑎 + √3𝑏൯
−

൫3𝑎 + √3𝑏൯∆𝑔ଵ

14൫𝑎 − √3𝑏൯
− ∆𝑔ଷ቉ 

 

In this equation, Pd = 1180 cm1, a = the orbital coefficient of the d(x2y2) orbital, b = the orbital 

coefficient of the d(z2) orbital, 𝛼ୋୗ
ଶ  = spin density on Cu, gn = gn  2.0023 and the Fermi contact 

PdK which can be calculated from:  

𝐴௜௦௢ = 𝑃ୢ ൤−𝐾 +
1

3
൫∆𝑔௫ + ∆𝑔௬ + ∆𝑔௭൯൨ 

Apart from the spin density, 𝛼ீௌ
ଶ , the only unknown in the first equation is the degree of d(z2) 

mixing into the ground state, denoted by the orbital coefficient b. (This value can be estimated 

from the difference in g1 and g2 values (51), giving a value of b2 to be ~2%). The values for the 
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individual contributions to the Aiso can then be calculated (Table 2). Also shown in Table 2 are the 

equivalent theoretical values calculated using DFT of the active site of BaAA10 in two forms, one 

with two exogenous water molecules coordinating to the copper (analogous to the active site 

structure in the absence of substrate) and the other with a single water as the exogenous ligand, 

mimicking the substrate-bound state (see Table S3, S4 and below for further discussion).  

 

Table 2. Contributions to hyperfine coupling /MHz. Para = parallel direction, perp = 
perpendicular direction. + = presence of substrate,  = absence of substrate * calculated with Aiso 
= 208 MHz, ** calculated with Aiso = 262 MHz 

Method  
+ chitin,    
 no chitin 

Fermi 
contact 

Dipolar 
para 

Dipolar 
perp 

Orbital 
para 

Orbital 
perp 

Spin 
density 

 /MHz /MHz /MHz /MHz /MHz  
DELFT  139 533 281 332 70 0.82 

DFT  178 528 264 295 94  
       

DELFT +* 
DELFT+** 

324 
380 

558 
504 

279 
252 

262 
264 

53 
50 

0.83 
0.75 

DFT + 348 545 272 291 80  
 

 

This analysis shows that the DELFT and DFT approaches yield broadly consistent values and the 

same trends in how the contributors to hyperfine coupling constants change upon substrate 

addition, with the largest change appearing in the value of the Fermi contact. The DELFT approach 

also reveals that the spin density, 𝛼ୋୗ
ଶ , in the presence of substrate takes one of two values (0.83 or 

0.75) depending on the sign of A1 used in the calculation of Aiso.  It is likely that the value of 0.83 

is the more reliable one, given that there are no significant changes in the identity of coordinating 

atoms to the copper upon the addition of substrate (i.e. we do not expect a large increase in the 

covalency of the copper-ligand bonds as would be required by a spin density value of 0.75).  Thus, 

it appears as if the addition of substrate affords either no change or a slight decrease in the overall 

metal-ligand covalency. 

 
Most contributors to the value of the hyperfine coupling are not altered much by the addition of 

substrate, However, the change in the value of Fermi contact parameter, PCu (see Supplementary 

Discussion), is significant, going from 139 MHz to 324 MHz. For comparison, the latter value 
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is similar to that calculated for the square-planar complex [Cu(NH3)4]2+ (362 MHz) using 

referenced configuration interaction calculations (52).  

 

Any change in value of the Fermi contact upon a chemical perturbation to the copper coordination 

sphere arises from two principal sources: differences in the 4s mixing with the SOMO (a positive 

contributor to the value of the Fermi contact) and/or changes to spin polarization of the copper 

core (a negative contributor) or valence (a positive contributor) orbitals. In this case, it is unlikely 

the change in the value of the Fermi contact upon substrate binding is due only to a reduction in 

4s orbital contribution to the SOMO, since the observed shift of +185 MHz in Fermi contact upon 

substrate binding would require a 4s orbital content of ~4% in the absence of substrate.(53, 54) 

This value is higher than expected when compared to the d(z2) content of ~2%. Thus, the changes 

in the value of the Fermi contact upon substrate binding are also caused by a significant increase 

in core orbital polarization and/or reduction in polarization of valence orbitals. Previous studies on 

copper(II) complex hyperfine values have emphasized the importance of valence shell 

polarization, especially when there is a change in coordination number at the copper (with 

polarization of the core orbitals being relatively insensitive to coordination changes and 

proportional to the overall spin density at the Cu) (55). As such, the large change in Fermi contact 

upon substrate binding likely arises from the change in coordination number of five to four at the 

copper with an attendant reduction in the polarization of the valence electrons, together with a 

small contribution due to the reduction of 4s orbital mixing with the SOMO. 

 

Substrate-induced changes in metal-ligand covalency 

Further indications about any changes in metal-ligand bonding upon substrate binding can be 

gleaned from the values of the largest nitrogen superhyperfine coupling values. Table 1 shows that 

upon substrate addition, the coupling values assigned to the two Cu–15N(His) interactions reduce 

from ~60(±5) MHz to ~55(±2) MHz, and that there is an increase in the coupling assigned to the 

Cu–15NH2 interaction from ~40(±5) to ~45(±2) MHz. Analogous shifts, corrected for the 

difference in gyromagnetic ratio, are seen for the 14N isotopologue. Despite the excellence of the 

simulated fits however, the estimated errors in the values preclude a definitive conclusion about 

differences in their values before and after substrate addition. The major source of error lies in the 

CW-EPR spectrum of BlLPMO10A in the absence of substrate. Thus, Davies 14N ENDOR data 
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were collected on the enzyme before substrate addition, which were orientation-selected to the Cu 

perpendicular direction (Figure S5). (Unfortunately, we were unable to collect satisfactory spectra 

on the sample after substrate addition, see below.) The spin-Hamiltonian parameters obtained from 

the 14N ENDOR experiments (Table S2) match well the values derived from CW-EPR 

experiments, giving A∥,N(Cu,⊥) = 23 (±1) MHz (cf 28(5) MHz from CW-EPR), assigned to the N-

terminus nitrogen, and A∥,N(Cu,⊥) = 40 (±2) MHz (cf 43(5) MHz from CW-EPR) for the two His 

nitrogen atoms, lending confidence in the values obtained from CW EPR. (It is notable that the 

experimental Cu–14NH2 coupling value is much less than that obtained from previous DFT 

calculations on LPMOs, ca 50 MHz, likely reflecting the well-known issues with DFT in 

calculating accurately such coupling values.) Given the lack of a satisfactory 14N ENDOR 

spectrum of the enzyme in the presence of substrate, orientation-selective 15N-HYSCORE spectra 

before and after chitin addition were also collected. The use of 15N in this regard significantly 

simplifies the spectra, allowing extraction of the key coupling values with high accuracy (see next 

section for further discussion of these data). These data show that, upon substrate addition, the 

dipolar coupling of the two remote nitrogen atoms of each of the two imidazole rings of the 

histidine brace increases from T = 0.30 and 0.34 MHz to 0.35 and 0.40 MHz, respectively (Table 

3 and Figure 4), while the aiso couplings decrease from 2.00 to 1.90 and 2.40 to 2.20 MHz. The 

calculated A+2T values, which represent the axial coupling of the N atoms to the Cu, can thus be 

estimated to be 2.6 and 3.1 MHz in the absence of substrate and 2.6 and 3.0 MHz in the presence 

of substrate. The small decrease in aiso upon substrate binding (~ 10%; Table 3) is in accord with 

the decrease in the coupling constants of the coordinating nitrogen atoms of the histidine rings 

observed from simulations of the CW EPR data (Table 1). The small increase in dipolar coupling 

is in accord with an increase in spin density at the Cu upon substrate binding. 

 

The overall picture which emerges is that substrate binding drives a structural rearrangement at 

the copper ion characterized by a greater Cu-NH2 covalency and reduced Cu-His covalency, 

accompanied by a small but significant increase in spin density at the Cu. Such changes would be 

consistent with a structural rearrangement where the N3 T-shaped coordination geometry provided 

by the histidine brace is shortened in the Cu-NH2 direction and elongated in the Cu-NHis directions 

upon substrate binding.  
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Substrate-induced changes to hydrogen-bonding to the histidine brace 

It is known from crystal structure and modeling studies of LPMOs with oligosaccharides that the 

substrate does not form a direct coordination bond to the copper (22, 31, 32). Thus, the substrate-

induced changes in the copper coordination sphere described above are due to changes in the 

primary coordination sphere brought about by the substrate or through interactions of the substrate 

with the copper’s outer coordination sphere(s). In terms of these outer coordination sphere 

interactions, N-HYSCORE spectroscopy is a powerful tool in that it can provide hydrogen bonding 

information on the remote nitrogen atoms on the imidazole rings of the histidines. In particular, 

the values of the quadrupole tensor which are determined from 14N-HYSCORE spectra include an 

estimate of the electric field gradient that exists at the nitrogen atom, which—in turn—is directly 

related to the strength of any hydrogen bond formed at the N-H group.  

 

Table 3. 15N HYSCORE simulation parameters for 63Cu(II)-15N-BlLPMO10A with and without 

squid pen β-chitin. The perpendicular and parallel symbols are used to define the set of simulation 

parameters used for the spectra collected at that field position (∥ for 3060 or 3090 G and ⊥ for 

3995 G). The numbers in brackets represent the error on the measurement estimated from the 

quality of simulated fits. The Euler angles define the zy’z’’ rotations with respect to the g matrix 

directions. 

 

 63Cu-15N-BlLPMO10A 63Cu-15N-BlLPMO10A + β-chitin 

aiso T 
A Frame  

Euler angles 
aiso T 

A Frame  
Euler angles 

N(A) 
⊥ 

2.40 (0.02) 0.34 (0.03) 
[10 100 60] 

2.20 (0.05) 0.40 (0.02) 
[10 110 60] 

N(B) 
⊥ 

2.00 (0.05) 0.30 (0.05) 
[0 94 20] 

1.90 (0.05) 0.35 (0.05) 
[120 70 0] 

N(A) ∥ 2.40 (0.02) 0.34 (0.05) [10 100 60] 2.25 (0.05) 0.40 (0.05) [10 110 60] 
N(B) ∥ 2.00 (0.05)  0.30 (0.05) [0 94 20] 1.85 (0.05) 0.35 (0.05) [120 60 0] 

 

 

Determining accurate values for the electric field gradient at the ring 14N-nitrogen atoms requires 

the accurate evaluation of both the quadrupole and hyperfine tensor values.  This is normally 

difficult, however as described above, simulation of the 15N HYSCORE spectra in the absence of 

substrate gave aiso values of 2.400.02 and 2.000.05 MHz and dipolar coupling values (T) of 
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0.340.03 and 0.300.05 MHz. Upon substrate addition, the aiso values reduce by 5-10% and the 

T values increase by ~15% (Table 3, Figure 4). These accurate values for coupling could then be 

used in the 14N HYSCORE simulations (Figure S6), from which it was then possible to determine 

the quadrupole tensor elements (e2qQ/h = Κ and η), where the asymmetry parameter η is related 

to the strength of the hydrogen bond interaction (56). In particular, a value of η close to 1 is 

associated with the N-H participating in a strong H-bond with an outside H-bond acceptor, while 

values between 0.45 and 0.75 are associated with weak H-bonds. The nuclear quadrupole 

parameters for 63Cu-BlLPMO10A before and after addition of β-chitin (Table 4) show that the H-

bonding environment of one of the nitrogen atoms is not perturbed by the binding of chitin. 

Conversely, the η value of the other nitrogen atom increases from 0.7 to 0.9, showing that the 

substrate drives a significant change in the H-bond network around this N-H group, possibly 

through a direct H-bonding interaction with the substrate. On the basis of the DFT calculations 

(Table S8), it is possible to tentatively assign the former (N(B) in Tables 3 and 4) as the remote 

nitrogen on His32 and the latter (N(A) in Tables 3 and 4) as the remote nitrogen on His121, in 

accordance with modelling studies carried out on another chitin-active LPMO (32).  This change 

in hydrogen-bonding pattern around the histidine is likely an important contributor to the observed 

changes in Cu-N(His) covalency brought about by substrate addition. 
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Figure 4. 15N HYSCORE spectra and simulations of 63Cu-15N-BlLPMO10A (A, B) and 63Cu-15N-

BlLPMO10A with squid pen β-chitin (C, D). Numerical simulations (in pink) were obtained with 

the values reported in Table 3. A, 63Cu-15N-BlLPMO10A near g⊥ with τ = 136 ns at 3395 G; B, 

63Cu-15N-BlLPMO10A near g∥ with τ = 136 ns at 3060 G; C, 63Cu-15N-BlLPMO10A with squid 

pen β-chitin near g⊥ with τ = 200 ns at 3390 G; D, 63Cu-15N-BlLPMO10A near g∥ with τ = 200 ns 

at 3090 G. 

 

Table 4. 14N HYSCORE simulation parameters for 63Cu(II)-BlLPMO10A with and without squid 

pen β-chitin. The spectra were collected near g⊥ (3385 G and 3390 G for the sample without and 

with β-chitin, respectively, with τ = 200 ns or 136 ns). The numbers in brackets represent the error 

on the measurement estimated from the quality of simulated fits. The Euler angles define the zy’z’’ 

rotations with respect to the g matrix. Spectra are shown in Figure S6. 

 63Cu-BlLPMO10A 
aiso T A Frame  Κ η Q Frame  
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Euler angles Euler angles 
N(A) 1.6  0.3  [10 100 60] 1.75 (0.05) 0.7 (0.05) [60 10 95] 
N(B) 1.3  0.25 [0 94 20] 1.40 (0.05) 0.85 (0.05) [20 0 -95] 
 63Cu-BlLPMO10A + β-chitin 
N(A) 1.55  0.35  [10 100 60] 1.35 (0.05) 0.9 (0.05) [60 30 95] 
N(B) 1.25 0.30  [120 70 0] 1.40 (0.05) 0.8 (0.05) [10 -10 -80] 

 

 

Substrate-induced changes in d-orbital energies  

To probe further the changes at the copper brought about by substrate binding, a calculation was 

made to determine changes in the value of giso. Unlike Aiso, this value reports on the nature of both 

the ground state SOMO and its associated excited state SOMOs (generated by Cu based d-d 

excitations), including the energy separations of the d orbitals and the notional metal-ligand -

covalency of the excited states. Accordingly, an analysis of giso is complicated and care must be 

exercised in its interpretation. Notwithstanding this caveat however, the giso value is seen to reduce 

(~ 0.03) upon substrate addition (Table 1). This reduction is counter to that expected from a 

decrease in either the covalency and/or d(z2) mixing of the ground state SOMO, but it is 

commensurate with an increase in the energy separation of the SOMO from excited d orbital states 

(which is also reflected in a decrease in the value of g3 by ~0.05 upon substrate addition). Without 

access to electronic absorption data, which is precluded by the solid nature of the chitin substrate, 

it is not possible to be more definitive about the d-d transition energies. However, in an indication 

of the adoption of a more axial-like symmetry upon substrate binding, the difference in values of 

g1 and g2, g, reduces from ~0.06 to ~0.01. A large g is associated with d(z2) mixing, which 

would arise from the distorted coordination geometry before substrate addition. The greater degree 

of d(z2) character in the SOMO before substrate addition is reproduced by the DFT calculations 

(2.7% compared to 0.5% following substrate addition, see below and Table S9). Therefore, the 

changes in g values are ones that would be expected when the copper coordination sphere 

rearranges from a distorted square pyramid (5 coordinate) to one which is near axial square planar 

(4 coordinate), a geometry change which would be accompanied by an increase in the relative 

energy (with respect to the other d orbitals) and orbital character of the d(x2y2) SOMO.  

 

Overall, the electronic changes to the copper SOMO in chitin-active AA10 LPMOs which occur 

upon addition of substrate are: a reduction in the asymmetry of the equatorial plane of the copper 
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coordination sphere (likely associated with a smaller difference in the Cu–N(His) to Cu–N(amino) 

distances upon chitin addition), an increase in the relative energy of the SOMO, a reduction in 

ground state metal-ligand covalency to the histidine ligands, and an increase in the d(x2y2) 

character of the SOMO through a process of reduced interactions with metal and ligand-based 

orbitals. A simpler view of these changes would be that, before substrate addition, the redox-active 

orbital on the copper is somewhat delocalized through mixing with other orbitals on both the metal 

and ligands. However, the addition of substrate allows for a spatially contracted and energetically 

well-defined d(x2y2) orbital to ‘surface’ at the copper, one that is capable of forming a strong 

covalent interaction with an exogenous ligand in the equatorial plane of the copper coordination 

sphere. The mechanistic consequences are discussed further below, but such a switch in the 

character and energy of the frontier redox-active orbital clearly provides a basis for a potential 

coupling mechanism between the substrate and any exogenous ligands on the copper (e.g. O2
). 

 

DFT calculations 

To corroborate this analysis, DFT calculations were performed on the closely-related BaAA10 

LPMO, as described above for two different models of the active site (see Supplementary 

Information for details).  The first, which emulates the enzyme in the absence of substrate, 

contained a superoxide and a water molecule in the copper’s coordination sphere in addition to the 

coordinating atoms of the histidine brace, and the second, emulating the enzyme in the presence 

of substrate, contained only superoxide as the exogenous ligand.  From each calculation, spin 

population analysis (Figure 5, Table S9) reveal that the switch from five coordinate to four 

coordinate Cu(II) is accompanied by a large decrease in spin population on Cu(II) from 54% to 

41%, which transfers almost completely to the distal oxygen atom of the superoxide (without a 

significant change in the O-O bond length, r(O-O) = 0.02 Å).  These changes in spin population 

therefore reflect the high degree of covalency between the copper and the superoxide ligand in the 

four coordinate state, i.e. when substrate is bound (Figure 5), corroborating the foregoing DELFT 

analysis of the changes that occur at the active site on the addition of substrate to BlLPMO10A.   

 

It was further possible from these calculations to estimate the relative change in the strength of the 

Cu(II)-superoxide bonds upon substrate addition.  This estimation is made by performing single 

point optimisations of the active sites in the presence and absence of superoxide (Figure S11), and 

156



 
 

then calculating the difference in electronic energies between the two for both five-coordinate Cu 

(E1) and four coordinate Cu (E2) cases.   E (=E1  E2) can then be calculated in which all 

intrinsic errors in the calculated point electronic energies, save for a small basis set superposition 

error, are expected to cancel leaving only the difference in copper-superoxide bond strength as the 

principal contributor to the value of E.  This value shows that the Cu(II)-superoxide bond is 34 

kJ mol1 greater in the four coordinate substrate-bound case.  Translated into equilibrium constant 

terms at 298 K, where it is assumed that G ~ E, this difference means that—in the presence 

of substrate—the copper-superoxide complex is ~106 more stable to dissociative elimination than 

in the absence of substrate. 

 

Figure 5.  a) spin-density contour and b) -HOMO electron density (with wavefunction phase 

depicted in color) contour plots of the five coordinate (left) and four coordinate (right) copper-

superoxide complexes within the active site of AA10 LPMOs. 
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In addition to the thermodynamic stabilization of the Cu(II)-superoxide intermediate, it is expected 

that these stabilizing effects are enhanced by the lack of a water molecule in the copper 

coordination sphere, which is only the case when the substrate is bound.  Such a complex can be 

expected to have a longer lifetime that the equivalent one in the absence of substrate where both a 

water molecule and superoxide coordinate to the copper ion.    In this case, as shown previously 

by Kjaergaard et al. for AA9 LPMOs from stopped flow experiments and DFT calculations, the 

superoxide can be expelled from the copper coordination sphere with an activation barrier of ~10 

kcal mol1 (14), although this value is quite a lot lower than that recently calculated by Caldararu 

et al. in QM/MM calculations for superoxide release from an AA10 LPMO at 19 kcal mol1(57).   

Our own relaxed-surface-scan DFT calculations for BlLPMO10A indicate, in the absence of 

substrate, that a water-assisted superoxide dissociation from Cu(II) is indeed feasible with an 

activation barrier of only ~4 kcal mol1 (Figure S10), similar to the experimental findings of 

Kjaergaard et al.   Thus, the Cu(II)-superoxide complex in the absence of substrate appears to be 

unstable.  A coupling mechanism between substrate binding and selective O2 activation in AA10 

LPMOs therefore emerges from this analysis, in which the Cu(II)-superoxide intermediate is 

kinetically unstable to dissociative elimination in the absence of substrate (possibly followed by 

reduction of the Cu(II) and formation of O2), but is thermodynamically stabilized in the presence 

of substrate. 

 

Mechanism of substrate and O2 coupling in chitin-active AA10 LPMOs 

The combined EPR data show that addition of chitin results in significant changes in the copper 

d-orbital electronics. This change in electronics can be explained by the formation of a more axial 

coordination geometry, and—in what is the most significant perturbation to the electronics of the 

copper brought about by chitin binding—a large increase in the relative energy/ d(x2y2) character 

of the SOMO, accompanied by a small reduction in metal-histidine covalency, the latter driven by 

formation of a hydrogen bond between substrate and a histidine and a reduction in the coordination 

number of the copper from five to four (Figure 6). Importantly, within the context of O2 activation 

at the copper, any reduction in the covalency of the RAMO (redox-active MO, which is the doubly-

occupied d(x2y2) in the Cu(I) oxidation state) coupled to an increase in its relative increases the 

relative stability of a Cu(II)-superoxide by: i) reducing the energy gap between the SOMO of 
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Cu(II) and the * antibonding orbital of O2
 (such a strong bond is needed to offset the negative 

reduction potential of O2 to O2
), and ii) maximizing the stabilizing effects of the nephelauxetic 

expansion which occurs upon the formation of a covalent bond between O2
 and Cu(II).  This latter 

effect reveals the contributing role of electron-electron repulsions at the copper within a histidine 

brace coordination, which—upon formation of a Cu(II)-superoxide—results in a net transfer of 

spin density from the Cu(II) to the distal atom of the superoxide (table S9), while maintaining the 

superoxide character of the ligand, r(O-O) = 0.02 Å.  Such an increase in the spin density at this 

oxygen atom would be in accord with it acting as the site of hydrogen atom transfer from the 

substrate, and would further contribute to any coupling mechanism induced by the substrate. 

 

 

Figure 6.  DFT-optimized structures of absence and presence of substrate in the active site of 

BaAA10, highlighting the change in Cu coordination geometry in going from five to four ligands. 

All hydrogen atoms apart from those on the N and O atoms of the metal ligands were hidden for 

clarity. 

 

Conclusions 

The NMR structures of the apo- and Cu(I)-forms of BlLPMO10A were determined in order to 

provide structural information on LPMOs in solution. There are minimal differences between the 

Cu(I)- and apo-structures of BlLPMO10A. These differences are centered around the LPMO 

copper site and are likely related to the structural effects of copper binding. In addition, the PRE 

effect in NMR spectra of Cu(II)-BlLPMO10A was evaluated using parameters calculated from 

EPR data (giso) and derived from heteronuclear relaxation data, and shown to be consistent with 
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PREs calculated from BlLPMO10A structures. Multi-frequency CW-EPR spectroscopy enabled 

the determination of accurate spin-Hamiltonian values, showing that the addition of chitin drives 

a rearrangement of the copper coordination sphere from five- to four-coordinate, accompanied by 

a reduction in metal-histidine covalency and the associated generation of a high energy SOMO 

with significant d(x2y2) character. This orbital essentially emerges as a well-defined frontier 

orbital at the copper which can then form strong interactions with exogenous ligands such as O2
. 

These changes at the copper upon substrate binding provide a means by which the formation of a 

Cu(II)-superoxide can be stabilized. Overall, these results show that the mechanism of substrate-

O2 coupling can be effected through rearrangement of the copper coordination geometry and 

subsequent changes in the d-orbital electronics, with minimal change in the rest of the protein 

backbone structure. These results underline recent observations in other copper proteins (58) that 

minimal structural changes can be coupled to large electronic changes at the copper active site.  

 

In a wider observation on the mechanisms of LPMOs, this work shows that substrate binding is 

coupled to the activation of the O2 co-substrate. For LPMOs, with their exposed copper sites, 

substrate-induced activation of the catalyic center is an attractive scenario since this will reduce 

off-pathway reactions that may lead to enzyme inactivation. As such, any studies on LPMOs must 

take into account the fact that specific LPMOs may be associated with specific substrates, an 

association through which the “on-pathway” coupled mechanism operates. As a caution, therefore, 

investigators need to be aware that any studies performed on LPMOs not correctly bound to their 

natural substrate may not have an on-pathway mechanism available to them, potentially leading to 

rapid enzyme inactivation via inidscriminate redox chemistry. Finally, the results presented in this 

current study demonstrate the power of an integrated NMR/EPR spectroscopic approach to 

studying LPMOs.  

Materials and Methods 

Detailed information for all experimental procedures is provided in the Materials and Methods 

section of the SI. 

Sample Preparation. Isotope-labeled and non-labeled BlLPMO10A were recombinantly 

produced in E. coli using isotope-enriched (13C, 15N) minimal medium or LB, respectively, and 

purified by multiple chromatographic steps as described previously (38, 39, 59).  
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Enzyme Activity. Substrate degradation was performed using standard reaction conditions and 

product formation was analyzed using hydrophilic interaction chromatography (HILIC) as 

described by Loose et al. (60). Reactions were set up with 10 mg/mL α- or β-chitin, 1 μM of Cu(II)-

loaded BlLPMO10A and 2 mM ascorbic acid in 20 mM Tris/HCl buffer (pH 8.0) in a shaking 

incubator at 40 °C. 

NMR spectroscopy. NMR spectra of BlLPMO10A were recorded on Bruker Avance III 600 MHz 

and 800 MHz spectrometers. 3D NOESY-edited spectra were recorded, assigned and integrated. 

NOE cross-peak intensities were converted to distance restraints and were used together with 

dihedral torsion angles predicted by TALOS-N (61) as input for structure calculations in CYANA 

(62). The 20 conformers with lowest CYANA target function values were energy-minimized using 

YASARA (63). The apo-BlLPMO10A ensemble was deposited in the Protein DataBank under the 

accession ID 5LW4. The Cu(I)-BlLPMO10A ensemble was deposited in the Protein DataBank 

under the accession ID 6TWE. Cu(II) PREs were measured by analyzing 15N-HSQC signal 

intensities before and after addition of Cu(II) to apo-BlLPMO10A. PREs were calculated from the 

structural ensemble.  

EPR spectroscopy. EPR experiments were recorded on BlLPMO10A and 15N-BlLPMO10A 

loaded with 63Cu(II), with and without squid pen β-chitin. CW X-band spectra were acquired at 

165 K on a Bruker EMX spectrometer operating at ~9.30 GHz, with modulation amplitude of 4 G, 

modulation frequency of 100 kHz and microwave power of 10.02 mW. CW Q-band spectra were 

acquired at 113 K on a Jeol JES-X320 spectrometer operating at ~34.7 GHz, with modulation 

width 0.8 mT and microwave power of 1.0 mW. Hyperfine sublevel correlation (HYSCORE) 

spectra were collected on a Bruker ElexSys E580 spectrometer equipped with an Oxford CF 935 

helium flow cryostat. The rf pulse in Davies ENDOR spectra was generated by the Bruker DICE 

system and amplified by a 60 dB gain ENI A-500 W amplifier. Spectral simulations were carried 

out using EasySpin 5.2.6 (64) integrated into MATLAB R2017a software. 
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References         

Materials and Methods 

Protein production and functional characterization 

Production and purification of BlLPMO10A were performed as previously described (1). Copper 

saturation of purified protein was achieved by incubation with a 3-fold molar surplus of Cu(II)SO4 

at room temperature for 30 min followed by removal of excess copper using a PD MidiTrap G-25 

desalting column (GE Healthcare; Uppsala, Sweden) equilibrated with 20 mM Tris/HCl buffer pH 

8.0 (2). Analysis of oxidized chito-oligosaccharides released in reactions with ball-milled shrimp 

shell (Pandalus borealis) α-chitin with a particle size of ~µm (Chitinor AS; Senjahopen, Norway) 

or ball milled squid β-chitin with a particle size of < 0.85 mm (France chitin; Orange, France) was 

performed using hydrophilic interaction chromatography (HILIC) as described by Loose et al. (2). 

The enzymatic reaction mixtures contained 1 μM of Cu(II)-loaded BlLPMO10A, 10 mg/mL 

suspension of α- or β-chitin, 20 mM Tris/HCl buffer, pH 8.0, and 2 mM ascorbic acid. Reactions 

were incubated at 40 °C in an Eppendorf Thermomixer set to 800 rpm for 24 hours.  

 

Binding experiments were performed using 2 µM of Cu(II)-loaded BlLPMO10A and 10 g/L β-

chitin. The binding reactions was carried out in 50 mM sodium phosphate buffer pH 7.0 and 

incubated at 40 °C in an Eppendorf Thermomixer set to 800 rpm. At various time points (0, 5, 15, 

30, 60, 120 and 240 min) a sample was taken and filtrated, using a 96-well filter plate (Millipore) 

operated by a Millipore vacuum manifold, to remove insoluble substrate and substrate-bound 

protein. The concentration of protein in the supernatant (e.g. non-substrate bound protein) was 

determined using the Bradford assay and measuring A595 in an Eppendorf Biophotometer 

(Eppendorf, Hamburg). 

 

Sample preparation for NMR 

Cloning, protein production using an LPMO expression cassette, and purification of the natural 

abundance and isotope-labeled (15N and 13C or 15N) BlLPMO10A from Bacillus licheniformis 

(UniProt entry Q62YN7, residues 32-203), as well as conditions for NMR spectroscopy 

measurements, have been described previously (3, 4). In order to obtain the apo form of 
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BlLPMO10A, protein samples were incubated in 25 mM sodium phosphate, pH 5.5, containing 10 

mM NaCl and 8 mM EDTA at 4 °C overnight, prior to exchanging the buffer to either 25 mM 

sodium phosphate, pH 5.5, 10 mM NaCl, or 20 mM MES, pH 5.5, using Vivaspin 6 spin-columns 

(5 kDa cut-off, Sartorius). 

 

NMR samples with Cu(II) were prepared and recorded in the following way. First, the buffer of a 

solution of 13C- and 15N-labeled apo-BlLPMO10A was changed to a 25 mM sodium acetate buffer, 

pH 5.5, 10 mM NaCl. The protein solution was then concentrated to 0.1 mM and ~450 µL, and 

reference spectra (1D-proton, 15N-HSQC and aromatic 13C-HSQC) were recorded. Then, CuSO4 

was added to concentrations of 0.15 mM, and spectra were recorded with CuSO4 present.  

 

NMR samples with Cu(I) were prepared and recorded in the following way. First, the buffer of a 

solution of 13C- and 15N-labeled apo-BlLPMO10A was changed to 20 mM MES, pH 5.5, followed 

by concentrating the protein solution to 0.1 mM and ~450 µL, after which reference spectra (1D-

proton and 15N-HSQC) were recorded. Then, the sample was incubated for 48 h in BBL GasPak 

Jar (Becton Dickinson, NJ, USA) chamber with a BBL CO2 Generator bag (Becton Dickinson, NJ, 

USA) to remove oxygen gas. The chamber was transferred to a Whitley A45 Anaerobic 

Workstation (Don Whitley Scientific Limited, UK), where the protein sample was transferred to a 

5 mm NMR tube and Cu(I) was added in the form of a pellet (appr. 1 mg) of Cu(I)Cl. Finally, the 

tube was sealed with a rubber septum and parafilm. NMR spectra (1D-proton, 15N-HSQC, aliphatic 
13C-HSQC, aromatic 13C-HSQC, 15N-edited-NOESY-HSQC and 13C-edited-NOESY-HSQC) 

were recorded immediately after. 

 

NMR spectroscopy  

NMR spectra of BlLPMO10A were recorded at 25 °C on a Bruker Avance III 600 MHz or Avance 

III 800 MHz spectrometer, both equipped with a 5 mm Z-gradient CP-TCI (H/C/N) cryoprobe, at 

the NT-NMR-Center/ Norwegian NMR Platform in Trondheim, Norway, and on a Bruker Avance 

III 600 MHz equipped with a 5 mm Z-gradient Prodigy TCI (H/C/N) cryoprobe, at the Department 

of Chemistry and Biosciences, Aalborg University, Aalborg, Denmark. NMR data were processed 

using Bruker TopSpin version 3.5. NMR spectral analysis was performed using CARA version 

1.5.5 (5). The NMR assignment of BlLPMO10A has been published elsewhere (3). For structure 
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determination, three-dimensional 13C-edited and 15N-edited NOESY-HSQC spectra, as well as 1H-
1H NOESY spectra were recorded. NOE cross-peaks were manually identified, assigned, and 

integrated using the NEASY program within CARA version 1.5.5 (5). The {1H}-15N heteronuclear 

NOEs were derived with Protein Dynamic Center software version 2.3.3 from Bruker BioSpin 

using two independently measured and integrated 15N- heteronuclear correlated spectra with and 

without 1H saturation (6). Nuclear magnetic relaxation time measurements of 15N nuclei (T1 and 

T2) were analyzed with Protein Dynamic Center software version 2.3.3 from Bruker BioSpin, 

where the data from 15N-HSQC-type spectra acquired with different relaxation delays was 

exponentially fitted (6, 7). The rotational correlation time was estimated using the T1/T2 ratio, 

assuming overall isotropic tumbling of the protein. Secondary structure elements were analyzed 

using the web-based version of the TALOS-N software spin.niddk.nih.gov/bax/nmrserver/talosn/ 

(8) using selected chemical shifts (N, HN,C’,Cα, Cβ, Hα and Hβ). 

 

PRE calculation 

The PRE effect was calculated using the atomic coordinates for the 20-conformer ensemble of 

Cu(I)-BlLPMO10A (PDB ID: 6TWE) as input. Transverse (R2,para) PRE rates are described by the 

Solomon-Bloembergen equation (9, 10):  

Rଶ,୮ୟ୰ୟ =
1

15
ቀ

μ଴

4π
ቁ

ଶ

γ୍
ଶgଶμ୆

ଶ sୣ(sୣ + 1)[4Jୗ୆୑୊(0) + 3Jୗ୆୑୊(ω୍)] 

where μ଴ is the permeability of vacuum, γூ is the proton gyromagnetic ratio, g is the electron g-

factor, μ୆ is the free electron magnetic moment, sୣ is the paramagnetic electron spin number (sୣ =

1/2 for Cu(II)), 
ன౅

ଶ஠
 is the Larmor frequency of the proton, and 𝐽ௌ஻ெி(ω) is the model-free (11) 

extension generalized spectral density function, defined by the following equation: 

 

Jୗ୆୑୊(ω) = ⟨rି଺ ⟩ ቈ
𝑆ଶτ௖

1 + ωଶτୡ
ଶ 

+
(1 − 𝑆ଶ)𝜏௧

1 + 𝜔ଶ𝜏௧
ଶ 

቉ 

where 𝑟 is the distance between the proton and the paramagnetic electron, 𝑆ଶ is the square of the 

generalized order parameter (see (12) for details regarding its calculation), 𝜏௖ is the overall protein 

rotational correlation time, and 𝜏௧ is the total correlation time defined as (τୡ
ିଵ + τ௜

ିଵ)ିଵ, where 𝜏௜  is 

the correlation time for the internal motion. 
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The calculated reduction in signal intensity 
୍೛ೌೝೌ

ூ೏೔ೌ
 can then be calculated using the following 

equation: 

𝐼௣௔௥௔

𝐼ௗ௜௔
=

𝑅ଶ,ௗ௜௔𝑒ିோమ,೛ೌೝೌ௧

𝑅ଶ,ௗ௜௔ + 𝑅ଶ,௣௔௥௔
 

where R2,dia is the transverse relaxation rate in the absence of Cu(II) and t is the length of the 1H 

transverse relaxation evolution during INEPT coherence transfers in 15N-HSQC. 

 

For BlLPMO10A, g was set to 2.13, which is the average of the calculated giso (Table 1); R2,dia was 

set to 12.5 s-1, which is the average of 1/T2 (Figure S3); τୡ was set to 10.2 ns, calculated from the 

average T1/T2 (Figure S3); τ୧ was set to 500 ps. The PRE calculation was performed using a script 

available at https://github.com/gcourtade/BlLPMO10A. Part of the script uses code available from  

https://github.com/KULL-Centre/DEERpredict. 

 

NMR structure calculation 

NOE cross-peak intensities were converted into distance restraints using the CALIBA (13) 

subroutine in CYANA 3.97 (13, 14). Dihedral torsion angles (φ, ψ) predicted by TALOS-N (8) 

were included as conformational restraints, as was one disulfide bridge (Cys45–Cys56). Based on 

this input, the structure was calculated using the torsion angle dynamics program CYANA 3.97 

(14). The structure calculation started by generating 200 conformers with random torsion angles, 

and the dihedral angles in each conformer were optimized using simulated annealing in 10,000 

steps, to fit the restraints. The 20 conformers with the lowest CYANA target function values were 

energy-minimized using YASARA (15), first in vacuo, followed by using water as the explicit 

solvent and calculating electrostatics by applying the particle mesh Ewald method (16). In both 

these steps the YASARA force field (17) was applied. The coordinates of the minimized apo-

BlLPMO10A conformers have been deposited in the Protein Data Bank under the ID 5LW4. 

 

The Cu(I) structure of BlLPMO10A was generated in YASARA in the following way: (i) 15N-

edited and 13C-edited NOESY-HSQC spectra that had been recorded in the presence of Cu(I) were 

analyzed, integrated and converted to distance constraints. (ii) A constraint for copper was 

introduced by modelling a copper atom that was placed arbitrarily equidistant from the active site 

histidine atoms (N-His32, Nδ1-His32, Nε1-His121), ). Its geometry was constrained using partial 
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charges for the copper-site histidines and force constraints for the bonds and angles describing the 

copper-histidine brace interaction, obtained by Bissaro et al. (18) from a minimal model of the 

truncated histidine brace of SmLPMO10A.   (iii) These new contraints were incorporated to each 

of the 20 conformers from the apo-BlLPMO10A ensemble by running 100 ps of restrained 

molecular dynamics in YASARA to produce the Cu(I)-ensemble. The YASARA macro used for 

the calculation is available at https://github.com/gcourtade/BlLPMO10A, The coordinates of the 

Cu(I)-BlLPMO10A conformers have been deposited in the Protein Data Bank under the ID 6TWE. 
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EPR spectroscopy  

Preparation of 63Cu(II) stock 

A 30% solution of H2O2 (1 mL) was very slowly added to 300 μL of conc. H2SO4 cooled in ice. 

Pure 63Cu sheets (60 mg, purchased from Sigma Aldrich) were added to this solution, which turned 

progressively blue. After 36 h, the solution was decanted and the undissolved copper metal was 

added to a freshly prepared H2O2/H2SO4 mixture. All the copper was dissolved after a further 18 

h period. The two solutions were combined and bright blue crystals appeared within 48 h, which 

were then filtered, washed with EtOH and dried. 

 

CW and HYSCORE EPR experiments 

The apo forms of BlLPMO10A and 15N-BlLPMO10A were copper loaded by addition of 0.9 

equivalents of 63CuSO4 • 5H2O (prepared as described above) in water. Continuous wave (CW) 

X-band frozen solution EPR spectra of 0.29 mM and 0.17 mM solutions of 63Cu(II)- BlLPMO10A 

and 63Cu(II)-15N-BlLPMO10A, respectively, in 10% v/v glycerol at pH 5.5 (20 mM MES buffer) 

and 165 K with and without squid pen β-chitin were acquired on a Bruker EMX spectrometer 

operating at ~9.30 GHz, with modulation amplitude of 4 G, modulation frequency of 100 kHz and 

microwave power of 10.02 mW (4 scans). (Note: absence of glycerol did not affect the EPR 

spectra). CW Q-band frozen solution spectra of a 1.3 mM solution of 63Cu(II)-15N-BlLPMO10A 

with and without squid pen β-chitin at pH 5.5 (20 mM MES buffer) and 113 K were acquired on 

a Jeol JES-X320 spectrometer operating at ~34.7 GHz, with modulation width 0.8 mT and 

microwave power of 1.0 mW (8 scans). 

 

Spectral simulations were carried out using EasySpin 5.2.6 (19) integrated into MATLAB R2017a 

software. Simulation parameters are given in Table 1. g3 and |A3| values were determined 

accurately from the absorptions at low field. It was assumed that g and A tensors were axially 

coincident. Accurate determination of the g1, g2, |A1| and |A2| was obtained by simultaneous fitting 

of both X and Q band spectra. The spectra obtained upon addition of β-chitin presented a mixture 

of free enzyme and enzyme bound to the substrate. Spectra were collected up to 3 days after 

addition of chitin, but the free:bound ratio did not improve over time. The simulations of the chitin-

bound form of the enzyme were performed after subtraction of the normalized BlLPMO10A or 
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15N-BlLPMO10A (40% and 30% of free enzyme present in the samples, respectively) from the 

corresponding spectra. 

 

Hyperfine sublevel correlation (HYSCORE) spectra were collected on a 1.7 mM sample of 63Cu-
15N-BlLPMO10A or a 1.8 mM sample of 63Cu-BlLPMO10A before and after addition of squid pen 

β-chitin in 20 mM sodium phosphate buffer pH 5.5 on a Bruker ElexSys E580 spectrometer 

equipped with an Oxford CF 935 helium flow cryostat. The 15N HYSCORE spectra were recorded 

near parallel (3060 or 3090 G) and near perpendicular (3395 G) directions employing the sequence 

π/2 - τ - π/2 - t1 - π - t2 - π/2 - τ – echo with τ = 136 ns for the resting state and τ = 200 ns for the 

substrate-bound spectra at 20 K, collecting 256 data points in both dimensions. The 14N 

HYSCORE spectra were recorded near parallel (3090 G) and near perpendicular (3390 G) 

directions employing the same sequence reported above with τ = 136 ns and τ = 200 ns at 5 K or 

20 K, collecting 256 data points in both dimensions. The relaxation decay was subtracted by 

baseline corrections (fitting by polynomials of 3-4 degrees) in both time domains, subsequently 

applying apodization (Hamming window) and zero-filling to 1,024 data points in both dimensions. 

After 2D Fourier transformation, the spectra were simulated using EasySpin (19).  

  

The Davies ENDOR spectra were obtained using the sequence π − T − π/2 − τ − π − τ − echo with 

mw pulses of length tπ/2 = 32/128 ns and tπ = 64/256 ns. During time T a radio frequency (rf) pulse 

of length trf = 12 µs was generated by the Bruker DICE system and amplified by a 60 dB gain ENI 

A-500 W amplifier. 

 

Raw EPR data are available on request through the Research Data York (DOI: 

10.15124/969dd5ce-c1fa-47f4-ba56-e0b026050ed0). 

 

Computational Details 

Geometry optimization 

Atomic coordinates of BaAA10 were obtained from the crystal structure (PDB:5IJU, resolution 

1.7 Å) from the Carbohydrate-Active enZYmes (CAZy) database) (20). Included in the truncated 

models were the central Cu(II) ion and 9 residues (His28, Glu68, Gln92, Ala123, Pro124, His125, 
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Thr127, Trp187 and Phe196 (numbering starting at the first histidine is position 28; His 28 and 

His 125 are analogous to His32 and His121 in BlLPMO10A). Hydrogens were added to 

appropriate positions and the following modifications were made to decrease the computational 

cost of the calculations: His28 and His125 were truncated at the carbonyl carbon, which was 

replaced by a methyl group, Glu68 and Gln92 were truncated with methyl substitution of the Cγ, 

the nitrogen of the amide bond between Ala123 and Thr122 was replaced by methyl groups, 

Trp187 and Phe196 were truncated with methyl substitution of the Cβ, Thr127 was truncated with 

methyl substitution of the Cα and the methyl group of Cβ was removed. For the ‘resting state’ 

model, three water molecules were retained from the crystallographic coordinates, including the 

two coordinating water molecules, and the nearby ‘distal’ water molecule (O498, O454 and O526 

respectively). To mimic substrate binding, a second model was made, where the water molecules 

from the crystal structure were replaced by one single equatorially coordinating water molecule. 

In order to account for the structural constraints imposed by the protein, multiple atoms were kept 

frozen throughout the optimization; these atoms are denoted by asterisks in Fig. S7. 

Geometry optimizations were performed using the Gaussian 09 software package. Optimizations 

of both models were carried out using the generalized gradient approximation (GGA) functional 

uBP86. Ahlrichs’s Def-2-TZVP basis set was used to treat the copper, the first coordination sphere 

nitrogen atoms and the oxygen atoms of the copper-ligating water molecules. On all remaining 

atoms a Def2-SVP basis set was used. Solvation effects were accounted for using the polarizable 

continuum model with a dielectric constant of 80.0, as implemented by Gaussian 09. Empirical 

dispersion corrections were accounted for using Grimme’s empirical dispersion (GD3). The 

resulting coordinates from the geometry optimizations of the ‘resting state’ (A) and the ‘4-

coordinate’ (B) models are shown by the pink wires in Fig S8 and compared to the crystallographic 

coordinates (blue sticks). 

An additional model was constructed (based on model B) to include a short chitin oligosaccharide 

(NAG2) bound to the enzyme. The substrate molecule was positioned in accord with the findings 

from Bisarro et al. (21), with particular focus on the distance of the remote nitrogen on His125 to 

the carbonyl of an N-acetyl group. Only two sugar units were included in this calculation to 

minimize computational expense. The substrate molecule was held in place by keeping the methyl 
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carbon atoms of the N-acetyl groups and the terminal oxygen atoms (in the 1 and 4 positions) 

frozen. The resulting structure is shown in Fig. S9. 

 

EPR Property Calculations 

EPR property calculations were performed on the optimized geometries using the ORCA 4.1.0 

program at the DFT level of theory. The cartesian reference system was oriented as such that the 

NH2-Cu(II)-O axis was aligned with the y-axis and the N-Cu(II)-N  axis was oriented along x. The 

integration grid size was kept large (AngularGrid = 7 for all atoms and IntAcc = 7 for the Cu(II) 

ion) to ensure that the core density was correctly described. Solvation effects were accounted for 

in the property calculations by implementing the conductor-like polarized continuum model 

(CPCM) with a dielectric constant of 80.0 and a refractive index of 1.33 (water). The hyperfine 

coupling calculations included the Fermi-contact, spin dipolar and spin orbit contributions. 

A variety of basis set combinations and functionals were employed to ensure extracted trends were 

not functional specific or basis set limited (Table S3). The fraction of Hartree-Fock exchange was 

also altered in the hybrid functional, following several studies showing improvements in the EPR 

property calculations (22). Calculations were performed using non-relativistic and scalar 

relativistic (zeroth order regular approximation, ZORA) approximations.  

The overall accuracy of the spin-Hamiltonian parameters determined by DFT showed to be limited 

(Tables S4-S6). However, the trends predicted between Models A and B showed to be consistent. 

All the calculations show a change in both g and Cu(II) hyperfine tensors from rhombic to axial, 

going from the ‘resting state’ to the ‘4-coordinate’ model. The best agreement of the 

experimentally derived spin-Hamiltonian parameters was achieved using scheme 2 (Table S3). 

This scheme employed the hybrid functional, B3LYP, with an adjusted fraction of Hartree-Fock 

exchange (38%). This scheme also utilises the IGLO-III basis set which has additional flexibility 

in the core region, making it more suited for EPR properties calculations with respect to the Def2-

TZVP basis set. 

Superoxide model geometry optimizations 
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DFT calculations were performed to compare the 5-coordinate and the 4-coordinate Cu-superoxide 

binding energy. Cu-superoxide cluster models were constructed based off models (A) and (B) to 

compare the Cu-superoxide bond strength in the presence and absence of substrate. A five-

coordinate superoxide model (D) was constructed, based off the resting state 5-coordinate model 

(A), replacing a water molecule with an end-on superoxide (retaining the water molecule H-

bonded to the glutamate). The 4-coordinate superoxide model (E) was based off the 4-coordinate 

‘substrate-bound’ model (B), replacing the water molecule with an end-on superoxide. Cluster 

models were also constructed for the resulting geometries following superoxide release. For the 5-

coordinate superoxide model (D), this is simply the 4-coordinate water model (B) and superoxide. 

For the 4-coordinate superoxide model (E), an additional 3-coordinate CuII model (F) was 

generated to represent the geometry following superoxide release. A single superoxide molecule, 

model (G), was also produced as the remaining product following superoxide dissociation. All 

other amino acid residues were retained in keeping with the previous models. Geometry 

optimizations for models (D) and (E) were performed on the triplet potential energy surface. The 

individual models following superoxide dissociation (B), (F) and (G) were all optimized on the 

doublet potential energy surface. Both oxygen atoms on the superoxide molecules were treated 

using Ahlrich’s Def2-TZVP basis set. All geometry optimizations were performed using the same 

basis set and functional schemes as outlined in the Geometry optimization section.  

The atomic coordinates of all models used in the calculations are provided in the Appendix. 

Superoxide bond strength calculations 

To evaluate the superoxide binding energy, single point calculations were performed (as 

implemented by ORCA 4.2.0) on the optimized geometries: models (B), (D), (E), (F) and (G). 

These were completed using the hybrid B3LYP functional and the Def2-TZVP basis set across all 

atoms for improved accuracy. The RIJCOSX approximation and def2/J auxiliary basis set were 

implemented to help reduce the computation expense of these calculations. Grimme’s dispersion 

correction with Becke-Johnson damping (D3BJ) was included, together with. the conductor-like 

polarizable continuum model (CPCM) was implemented with a dielectric constant of 80.4 and 

refractive index of 1.33 to account for solvation effects in water. The relative binding energy of 

the superoxide in models (D) and (E) was examined by subtracting the electronic energies of 
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superoxide (G) and the resulting geometry (models (B) and (F), respectively). The results are 

collected in table S10. The strength of the Cu(II)-superoxide bond is shown to be 8.2 kcal mol-1 

stronger in the 4-coordinate superoxide model (E) when compared to the 5-coordinate superoxide 

model (D). This is a 32% increase in binding energy when the superoxide is oriented in plane with 

the d(x2-y2) SOMO. 

In addition, differences in the Cu(II)-superoxide bonding are evident when assessing the Löwdin 

spin population analyses of the two superoxide models (Table S9). These values were obtained 

from the same single point frequency calculation described above. The spin population on the 

copper ion is shown to decrease by 12.5% upon changing from 5 to 4 coordinate (mimicking 

substrate binding). This decrease in spin population on the metal is in accord with an analogous 

increase of the spin population located on the two oxygen atoms. Therefore, this analysis shows 

that the decrease in coordination number from 5 to 4 leads to a large increase in covalency of the 

Cu(II)-superoxide bond. A reduction in spin population of d(z2) character (ca. 1.3%) is also seen 

following a reduction in coordination number. 
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Supplementary Discussion – Calculations used in EPR analysis  

The Cu d based molecular orbitals are written as: 

𝜓௫మି௬మ = 𝛼ୋୗ൫𝑎 𝑑௫మି௬మ − 𝑏 𝑑௭మ൯ − ට1 − 𝛼ୋୗ
ଶ   𝜓௅ 

𝜓௭మ = 𝛼ୋୗ൫𝑏 𝑑௫మି௬మ + 𝑎 𝑑௭మ൯ − ට1 − 𝛼ୋୗ
ଶ   𝜓௅ 

𝜓௫௬ = 𝛼୶୷𝑑୶୷ − ට1 − 𝛼୶୷
ଶ   𝜓௅ 

𝜓௫௭ = 𝛼୶୸𝑑୶୸ − ඥ1 − 𝛼୶୸
ଶ   𝜓௅ 

𝜓௬௭ = 𝛼୷୸𝑑୷୸ − ට1 − 𝛼୷୸
ଶ   𝜓௅ 

The 𝜓௫మି௬మorbital is the SOMO; the 𝛼௜ represents the metal d-orbital contribution to the molecular 

orbital, while 𝑎 and 𝑏 are the coefficient for the 𝑑௫మି௬మ and 𝑑௭మ orbitals in the ground state orbital 

(GS), with 𝑎ଶ + 𝑏ଶ = 1. 

The g values can be expressed as: 

∆𝑔௭ ≈
8𝜁େ୳ 𝛼ீୗ 

ଶ 𝛾௫௬
ଶ  𝑎ଶ

Δ𝐸௫௬⟶௫మି௬మ
 

∆𝑔௬ ≈
2𝜁େ୳ 𝛼ீୗ 

ଶ 𝛼௫௭
ଶ  (𝑎 + √3𝑏)ଶ

Δ𝐸௫௭⟶௫మି௬మ
 

∆𝑔௫ ≈
2𝜁େ୳ 𝛼ீୗ 

ଶ 𝛼௬௭
ଶ  (𝑎 − √3𝑏)ଶ

Δ𝐸௬௭⟶௫మି௬మ
 

𝜁େ୳ represent the one-electron quasi-atomic copper spin–orbit coupling constant (usually taken as 

–830 cm–1), and the ΔE values are excitation energies of the ligand field transitions. 

Similarly, the Cu hyperfine coupling can be written as: 

𝐴௭ = 𝑃 ቈ−𝐾 −
4

7
𝛼ୋୗ

ଶ (𝑎ଶ − 𝑏ଶ) + ∆𝑔௭ +
Δ𝑔௬൫3𝑎 − √3𝑏൯

14(𝑎 − √3𝑏)
+

Δ𝑔௫൫3𝑎 + √3𝑏൯

14(𝑎 − √3𝑏)
቉ 
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𝐴௬ = 𝑃d ቈ−𝐾 +
2

7
𝛼ୋୗ

ଶ (𝑎ଶ − 𝑏ଶ) −
4√3

7
𝛼ୋୗ

ଶ (𝑎𝑏) + ∆𝑔௬ −
Δ𝑔௫൫3𝑎 + √3𝑏൯

14(𝑎 − √3𝑏)
቉ 

𝐴௫ = 𝑃d ቈ−𝐾 +
2

7
𝛼ୋୗ

ଶ (𝑎ଶ − 𝑏ଶ) +
4√3

7
𝛼ୋୗ

ଶ (𝑎𝑏) + ∆𝑔௫ −
Δ𝑔௬൫3𝑎 − √3𝑏൯

14(𝑎 − √3𝑏)
቉ 

 

𝑃 =gegCuμeμCu is the quasi atomic parameter usually taken as 1180 MHz, the term –PdK (in blue) 

represents the isotropic Fermi contact (𝐴୊ୣ୰୫୧), indicated in blue; the Spin-Dipolar (𝐴ୗୈ) 

contribution is in green and the Spin-Orbit contribution is indicated in red (𝐴ୗ୓). 

The different Cu hyperfine contributions, the % 𝑑௭మ in the SOMO and the 𝛼ୋୗ
ଶ  were determined as 

follows:   

1) The ratio between 𝑎/𝑏 (and therefore the % 𝑑௭మ in the ground state) was estimated from 

the rhombicity parameter (𝑅௚) and the g values equations following Gewirth et al.:(23) 

𝑅௚ =
2(∆𝑔ଶ − ∆𝑔ଵ)

∆𝑔ଶ + ∆𝑔ଵ
≈ 2

൫𝑎 + √3𝑏൯
ଶ

− ൫𝑎 − √3𝑏൯
ଶ

൫𝑎 + √3𝑏൯
ଶ

+ ൫𝑎 − √3𝑏൯
ଶ 

Assuming 𝛼௬௭
ଶ ≈ 𝛼௫௭

ଶ  and Δ𝐸௬௭⟶௫మି௬మ ≈ Δ𝐸௫௭⟶௫మି௬మ. 

2) 𝐴ୗ୓ was obtained from the experimental ∆𝑔 and the 𝑎 and 𝑏 values obtained in 1) 

3) 𝐴ୗ୓ was subtracted from 𝐴୘୭୲ୟ୪ to get 𝐴୊ୣ୰୫୧ + 𝐴ୗୈ  

4) The x, y and z components of 𝐴୊ୣ୰୫୧ + 𝐴ୗୈ were averaged to obtain 𝐴୊ୣ୰୫୧ 

5) 𝐴୊ୣ୰୫୧ + 𝐴ୗ୓ was subtracted from 𝐴୘୭୲ୟ୪ to get 𝐴ୗୈ 

6) 𝛼ୋୗ
ଶ  was calculated from 𝐴ୗୈ 

 

 

Supplementary Discussion - DFT calculations in presence of substrate 

In searching for the origin of the change in EPR parameters and hydrogen-bonding patterns around 

the histidine brace upon substrate addition, we undertook a series of DFT calculations in which 

181



 
 

the effects of adding a chitin substrate to the Cu(II) active site were evaluated. To this end, three 

different cluster models of the enzyme Cu site were built, starting from the crystallographic 

coordinates of a spectroscopically similar AA10, BaAA10, PDB:5IJU (20). In these models the 

protein backbone was truncated to only include important residue side chains near the metal, in 

order to reduce computational cost while still representing the major interactions imposed by the 

protein on the Cu(II) ion. All geometries were optimized with the uBP86 functional (see Methods 

for details). Model A represents the Cu(II) resting state of the enzyme, where the metal first 

coordination sphere consisted of the His-brace and two water molecules in a distorted square-

pyramidal geometric structure (Figure S7-A). The optimized geometry showed minimal distortion 

from the crystallographic coordinates (Figure S8), showing that the model faithfully represented 

the Cu(II) active site.  

The spin-Hamiltonian parameters obtained from the EPR of BlLPMO10A after addition of 

substrate suggested that the copper coordination sphere is near axial and, in accordance with 

previous studies, it is reasonable to think that water molecule in the nominal axial position is 

displaced by binding of substrate. Hence, a second model (Model B) was produced with a square 

planar-like symmetry about the copper center, achieved by the removal of the pseudo-axial water 

molecule from the optimized geometry structure of Model A (Figure S7-B and S8-B). 

Additionally, a third model was constructed based on Model B, but also including a short chitin 

oligosaccharide (NAG2) bound to the active site (Figure S9). The positioning of this substrate 

molecule was informed from a recent combined molecular mechanics/quantum mechanics 

(QM/MM) study by Bissaro et al. (21) . Again, the calculated optimized geometry for these models 

showed good agreement with the crystallographic coordinates of the BaAA10 resting state.  

The optimized geometries were then used to calculate the EPR spin-Hamiltonian parameters for 

the models at the DFT level of theory, testing various functionals and basis sets to monitor the 

reproducibility of the trends (Tables S3-S6). Notwithstanding some deviation from experimental 

values, the results reproduced the experimental trends (Table S7) upon substrate addition. Most 

notably, the ‘resting state’ Model A predicts the rhombic g and A values seen experimentally, 

including the large A1 value, that is a characteristic feature of chitin active AA10s. As expected, 

Model B afforded an almost axial set of spin-Hamiltonian parameters, commensurate with the 

values of BlLPMO10A upon addition of substrate. These data confirm the conclusions from the 
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LFT analysis above that most changes to the spectral envelope of BlLPMO10A upon substrate 

binding are associated with a change in coordination number from 5 to 4, generating an almost 

square-planar coordination geometry for the Cu(II) ion.   

The change of coordination number from 5 to 4 (between models A and B) emulates the changes 

seen in copper hyperfine values upon substrate binding. However, the decrease of aiso observed in 

the HYSCORE spectra, assigned to the remote nitrogen of His121, is not reproduced in the 

differences between Models A and B. In Model C, the short substrate molecule introduces a 

hydrogen bond between the substrate and the Nδ-H group of His121. The calculated spin-

Hamiltonian parameters for this model show (Table S8) a decrease in the aiso value from 1.92 to 

1.48 MHz for the remote N of His121, with a simultaneous increase of the value of the electric 

field gradient asymmetry parameter, η, from 0.2 to 0.9, wholly in accord with the experimental 

data. In other words, the formation of a hydrogen bond between the N-H group of His121 and the 

substrate is required to fully reproduce the experimental trend. 
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Table S1. Input data for calculation of the structure of apo-BlLPMO10A and structural assessment 

statistics for apo-BlLPMO10A and Cu(I)-bound BlLPMO10A. 

 

 apo-BlLPMO10A Cu(I)-BlLPMO10A 

Total number of NOE distance constraints 1,623 1,209 
Intraresidue 724 440 
Sequential 496 421 
Medium-range 101 98 
Long-range 302 250 

Torsion angle restraintsa  264  264  
Structure statistics (20 conformers)b   

CYANA target function value (Å2) 3.69 ± 0.47 - 
Maximum residual distance constraint 
violation (Å) 

0.43 ± 0.15 - 

Maximum torsion angle constraint 
violation (°) 

4.20 ± 2.10 - 

Ramachandran plot analysisc   
Residues in favored regions (%) 89.5  83.9 
Residues in additionally allowed regions 
(%) 

8.7 14.5 

Residues in generously allowed regions 
(%) 

0.6 0.7 

Residues in forbidden regions (%) 1.2 0.9 
rmsd to the lowest target energy conformer (Å)   

N, Cα, C’  2.41 ± 0.36 3.96 ± 1.15 
Heavy atoms  2.71 ± 0.33 4.34 ± 1.15 
N, Cα, C’ (Secondary structure)d 1.48 ± 0.23 2.52 ± 0.71 
Heavy atoms (Secondary structure)d 1.82 ± 0.25 2.97 ± 0.79 

a Calculated from secondary chemical shifts using the TALOS-N software (8).  
b The values are the average and standard deviation over the 20 lowest CYANA target function values 
before energy minimization. 
c Calculated using PROCHECK-NMR (24) and the PSVS server (25). 
d Residues 33-36, 37-40, 41-47, 57-61, 82-84, 89-94, 103-107, 110-117, 125-132, 150-154, 159-161, 164-
168, 175-184, 185-190 and 191-201. 
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Table S2. Davies 14N ENDOR simulation parameters for BlLPMO10A. The spectra and simulations are 

shown in Figure S5. The numbers in brackets represent the error on the measurement estimated from the 

quality of simulated fits. The Euler angles define the zy’z’’ rotations with respect to the g matrix. 

 63Cu-BlLPMO10A 

A (MHz) 
A Frame  

Euler angles 
N(Im) 33 33 40; 33 33 40 (±2) [0 90 0] 
NH2 18 18 23 (±1) [0 90 90] 

 

 

Table S3. The functional and basis set schemes used to calculate the EPR properties of BlLPMO10A.  

Scheme Functional Cu(II) Ligandsa Remaining atoms 

1 B3LYP CP(PPP) IGLO III Def2-SVP 

2 B3LYP 38%HFXb CP(PPP) IGLO III Def2-SVP 

3 B3LYP 38%HFXb ZORA CP(PPP) ZORA-Def2-TZVP ZORA-Def2-SVP 

4 PBE0 ZORA CP(PPP) ZORA-Def2-TZVP ZORA-Def2-SVP 

a – ‘Ligands’ refers to the amino terminus nitrogen, all histidine ring atoms and the coordinating oxygen atoms. 
b – ‘38%HFX’ refers to an adjusted degree of Hartree-Fock exchange to 38%, from the default 20% in the B3LYP functional. 

 

 

Table S4. Calculated spin Hamiltonian parameters for the ‘resting state’ Model A of BlLPMO10A under 

different functional and basis set schemes.  

 
g-values Cu(II) Hyperfine 

(MHz) 
Principal N Super-
Hyperfine (MHz)b 

Schemea g1 g2 g3 A1 A2 A3 N1c N2c N3c 

1 2.028 2.076 2.161 284 65.9 -374 56.9 44.0 44.0 

2 2.036 2.104 2.220 309 50.7 -411 48.0 38.4 38.4 

3 2.036 2.104 2.221 291 33.9 -432 46.6 35.0 35.7 

4 2.032 2.086 2.183 251 21.8 -429 51.8 38.6 39.2 

a – The scheme refers to the basis set and functional used in the calculation, as outlined in Table S3. 
b – ‘Principal N Superhyperfine’ values refer to the largest individual value calculated in the tensor. The principal SHF value is 
ayy N1 and axx for N2 and N3. 
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c – N1 refers to the amino terminus nitrogen, N2 refers to the coordinating ring nitrogen of His1 and N3 refers to the 
coordinating ring nitrogen of His121. 

 

Table S5. Calculated spin Hamiltonian parameters for the ‘4-coordinate’ Model B model of BlLPMO10A 

under different functional and basis set schemes.  

 
g-values Cu(II) Hyperfine 

(MHz) 
Principal N Super-
Hyperfine (MHz)b 

Schemea g1 g2 g3 A1 A2 A3 N1c N2c N3c 

1 2.041 2.043 2.154 3.8 -4.7 -564 48.5 45.2 47.1 

2 2.055 2.060 2.213 22.7 -11.2 -603 42.4 39.8 41.9 

3 2.057 2.060 2.214 -24.1 -55.1 -650 41.1 37.7 39.9 

4 2.048 2.049 2.176 -53 -74.1 -638 44.4 41.3 43.2 

a – The scheme refers to the basis set and functional used in the calculation, as outlined in Table S3. 
b – ‘Principal N Superhyperfine’ values refer to the largest individual value calculated in the tensor. The principal SHF value is 
ayy N1 and axx for N2 and N3. 
c – N1 refers to the amino terminus nitrogen, N2 refers to the coordinating ring nitrogen of His1 and N3 refers to the 
coordinating ring nitrogen of His121. 

 

 

Table S6. Calculated spin Hamiltonian parameters for ‘substrate bound’ Model C of BlLPMO10A.  

 
g-values Cu(II) Hyperfine 

(MHz) 
Principal N Super-
Hyperfine (MHz)b 

Schemea g1 g2 g3 A1 A2 A3 N1c N2c N3c 

2d 2.054 2.057 2.203 -8.97 -28.9 -638 43.1 42.7 45.4 

a – The scheme refers to the basis set and functional used in the calculation, as outlined in Table S3. 
b – ‘Principal N Superhyperfine’ values refer to the largest individual value calculated in the tensor. The principal SHF value is 
ayy N1 and axx for N2 and N3. 
c – N1 refers to the amino terminus nitrogen, N2 refers to the coordinating ring nitrogen of His1 and N3 refers to the 
coordinating ring nitrogen of His121. 
d – Only scheme 2 was tested, due to size limitations of the model.  
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Table S7. EPR properties of BlLPMO10A with and without β-chitin, determined experimentally and by 

DFT calculations (using B3LYP with 38% Hartree-Fock exchange). The signs –/+ refer to absence or 

presence of substrate, respectively. 

 g1
 g2 g3 A1 (MHz) A2 (MHz) A3 (MHz) 

EPR –a 2.027 2.095 2.261 255 110 336a 

DFT –b 2.036 2.104 2.220 309 50.7 –411 
EPR +a 2.042 2.053 2.205 80 85 620a 

DFT +c 2.055 2.060 2.213 22.7 –11.2 –603 
DFT +d 2.054 2.057 2.203 –8.97 –28.9 –638 

a – Signs of Cu hyperfine could not be determined from simulation of the CW EPR spectra. 
b – Refers to the DFT ‘resting state’ Model A. 
c –  Refers to the DFT ‘4-coordinate’ Model B. 
d  – Refers to the DFT ‘substrate bound’ Model C. 
 

 

 

Table S8.  EPR properties of the remote nitrogen atoms of the histidine rings of BlLPMO10A with and 

without β-chitin, determined experimentally and by DFT calculations. The signs –/+ refer to absence or 

presence of substrate, respectively. 

System aiso His32 
(MHz) 

T His32 
(MHz) 

η 
 His32 

aiso His121 
(MHz) 

T His121 
(MHz) 

η  
His121 

EPR – 1.3 0.25 0.85 1.6 0.3 0.7 

DFT –a 1.21 0.24 0.5 1.75 0.21 0.2 

EPR+ 1.25 0.30 0.8 1.55 0.35 0.9 

DFT +b 1.13 0.21 0.5 1.92 0.21 0.2 

DFT +c 1.38 0.31 0.7 1.48 0.23 0.9 
a – Refers to the DFT ‘resting state’ Model A. 
b –  Refers to the DFT ‘4-coordinate’ Model B. 
c  – Refers to the DFT ‘substrate bound’ Model C. 
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Table S9.  Löwdin spin population analysis of 4-coordinate and 5-coordinate superoxide models (adding 
up to 200% for a total of 2 spins). 

Model N (NH2) N (His1) N (His2) Cua O (O2 
proximal) 

O (O2 
distal) 

O 
(Water) 

O-O distance 
/ Å  

4 - 
coordinate 

(E) 

5.5 3.8 3.3 Total: 41.0 
s = -0.9 
p = -1.3 
d = 43.2 

(z2 = 0.2) 
(xz = 0.2) 
(yz = 0.8) 
(xy = 0.7) 

(x2-y2 = 41.2) 

71.6 72.5 - 1.28 

5 - 
coordinate 

(D) 

6.8 
 

5.4 4.8 Total: 53.5 
s = -0.5 
p = -1.4 
d = 55.4 

(z2 = 1.5) 
(xz = 0.6) 
(yz = 1.3) 
(xy = 0.3) 

(x2-y2 = 51.7) 

64.9 60.9 0.5 1.30 

 

 

Table S10. Calculated energies of superoxide cluster models (D) and (E) and the resulting 
geometries following superoxide dissociation (B), (F) and (G). Cu(II)-superoxide binding energy 
calculated by the difference in electronic energy.  

Model 5-coordinate 
superoxide (D) 

4-coordinate 
superoxide (E) 

4-coordinate 
water (B) 

3-coordinate 
Hisbrace (F) 

Superoxide 
(G) 

Single point energy  
/ Hartree 

-4489.6 -4413.2 -4339.1 -4262.7 -150.5 

Cu(II)-O2 binding energy 
/ Hartree 

-0.0417 -0.0549 - - - 

Cu(II)-O2 binding energy 
/ kcal mol-1 

-26.2 -34.4 - - - 
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Figure S1. BlLPMO10A activity and binding towards chitin. A) Chromatographic analysis of C1-

oxidized chito-oligosaccharides obtained from degradation reactions containing 10 mg/mL α-chitin (grey) 

or β-chitin (black), 1 µM Cu(II)-loaded BlLPMO10A, 50 mM Tris/HCl pH 8.0 and 2 mM ascorbic acid. 

Reactions were incubated for 24 h in an Eppendorf Thermomixer set to 40 °C and 800 rpm. B) Binding of 

BlLPMO10A to 10 g/L β-chitin. The percentage of free protein was determined by measuring the reduction 

in concentration of soluble protein over time. The binding experiment was carried out at 40 °C using in 50 

mM sodium phosphate buffer pH 7.0. The error bars show ± S.D. (n = 3). 
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Figure S2. Effect of Cu(II)-binding on apo-BlLPMO10A. Residues with less than 30% remaining 

intensity (see Figure 1E) and within a 12 Å radius from the expected Cu(II) coordination site are colored 

pink, whereas residues with less than 30% remaining intensity and further than 12 Å from the Cu(II) site 

(Ala160-Arg162) are colored blue. The side-chains of His32 and His121 are shown as sticks.  
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Figure S3. Backbone dynamics of apo-BlLPMO10A. Decreased {1H}-15N NOE and increased 15N-T2 

values are an indication of conformational flexibility. The data show that apo-BlLPMO10A has an overall 

rigid backbone, with some flexibility in loops (e.g. between α2 and β2), a flexible N-terminus and a flexible 

C-terminus. The rotational correlation time, calculated from the average T1/T2 ratio, is τc = 10.2 ± 0.9 ns.  
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Figure S4. X and Q band CW-EPR spectra. The panels show X-band (a-d, g-h) and Q-band (e-f) CW-

EPR spectra (in black, bottom lines) and corresponding simulations (in red, top lines) for 63Cu–

BlLPMO10A (a), 63Cu‒15N‒BlLPMO10A (c, e) 63Cu–BlLPMO10A with squid pen β-chitin (b) and 63Cu‒
15N‒BlLPMO10A with squid pen β-chitin (d, f). g and h: detail of the superhyperfine (SHF) coupling with 
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simulations for 63Cu‒BlLPMO10A and 63Cu‒15N-BlLPMO10A, respectively, after addition of β-chitin. The 

spectra shown in panels b and d were obtained by subtraction of the spectrum of 63Cu–BlLPMO10A and 
63Cu‒15N‒BlLPMO10A, respectively, to correct for the free enzyme not bound to the substrate. 
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Figure S5.  Davies 14N ENDOR spectra of 63Cu-BlLPMO10A recorded at 3400 G near g⊥. Top: 
spectrum recorded with soft pulses, π/2 = 128 ns. Bottom: spectrum recorded with hard pulses, π/2 = 32 
ns, with simulations for the coordinated nitrogen atoms in red (His N) and blue (N-terminus). The dashed 
line indicates the position of the 1H Larmor frequency at this field. 
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Figure S6. 14N HYSCORE spectra and simulations (in pink) of 63Cu-BlLPMO10A (top) and 63Cu-

BlLPMO10A with squid pen β-chitin (bottom). Top, 63Cu-BlLPMO10A near g⊥ with τ = 200 ns at 3385 G 

and 32 ns increments. Bottom,63Cu-BlLPMO10A with squid pen β-chitin near g⊥ with τ = 200 ns at 3390 

G and 32 ns increments. 
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Figure S7. Starting structure for geometry optimization of Cu(II)-BlLPMO10A. The panels show the 

structure in the ‘resting state’ (Model A) and in the ‘4-coordinate’ state (Model B). Hydrogen atoms are 

omitted for clarity. Residue labels are given as found in the crystallographic coordinates of BaAA10 

(PDB:5IJU). Atoms that were kept frozen throughout the geometry optimizations are denoted with a green 

asterisk. 
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Figure S8. Geometry optimized structure (pink wires) of Cu(II)-BlLPMO10A. The panels show the 

structure in the ‘resting state’ (Model A) and the ‘4-coordinate’ state (Model B), plotted against the 

crystallographic coordinates (PDB:5IJU) (blue sticks). The water molecules present in the crystal structures 

are shown as red spheres. 
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Figure S9. Geometry optimized structure of Cu(II)-BlLPMO10A in the ‘substrate-bound’ case 

(Model C). The figure shows the structure with a chitin oligosaccharide bound to the active site, with 

hydrogen atoms omitted for clarity. Residue labels are given as found in the crystallographic coordinates 

of BaAA10 (PDB:5IJU). 
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Figure S10. Superoxide release from Cu(II)-AA10.  DFT-optimized structures with Cu-O distances 

fixed at 2.20, 2.50 and 3.00 Å; at Cu-O = 2.20: O-O = 1.30, at Cu…O = 2.50: O-O = 1.29, at Cu…O = 

3.00: O-O = 1.28 Å.  The figure shows the DFT-optimized geometries of an AA10 active site containing a 

superoxide in the coordination sphere. A relaxed surface scan was performed along the Cu-O coordinate 

between 2.20 and 3.00 Å and a barrier of 3.83 kcal mol-1 was determined. DFT optimizations were 

performed using the uBP86 functional and Ahlrichs def2-SVP basis set. The basis set size was increased to 

Ahlrichs def2-TZVP on the copper ion and all ligating atoms for improved accuracy. 
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Figure S11. Top: DFT optimized geometries of 5-coordinate superoxide model (D) (left) and 
resulting structure following superoxide removal (model (B)) (right).  Bottom: DFT optimized 
geometries of 4-coordinate superoxide model (E) (left) and resulting structure following 
superoxide removal (model (F)) (right). Hydrogen atoms attached to carbon atoms were omitted 
for clarity.  
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ABSTRACT:  Lytic polysaccharide monooxygenases (LPMOs) are copper-containing enzymes that 

catalyze the oxidation of polysaccharide chains. The mechanism of action is proposed to proceed via a 

reactive copper-oxygen intermediate, such as [Cu-O2]+ and/or [Cu-O]+. Here, we employ the fact that the 

frontier orbitals involved in the Cu(II)-azide interaction mimic that of the Cu(II)-superoxide interaction. On 

this basis we prepared Cu(II)-azide complexes at the active site of a chitin-active Cu(II)-AA10 LPMO 

(BaAA10), the EPR spectroscopic and structural features of which, by analogy,  give insight into the nature 

of bonding within the equivalent Cu(II)-superoxide complexes. Using a combination of multi-frequency 

CW-EPR spectroscopy, UV/vis spectroscopy and DFT calculations, our results show in the absence of 

substrate (-chitin) a five coordinate Cu(II)-azide complex is formed, in which the azide weakly coordinates 

to the basal plane of a Cu(II) in an overall trigonal bipyramidal coordination geometry. Following the 

addition of -chitin to the Cu(II)-N3 LPMO, the copper coordination number reduces from five to four, 

accompanied by an increase in covalency of the metal-ligand bond and a redistribution of spin density from 

the Cu(II) to the distal nitrogen atom of the azide.   DFT calculations reveal that LUMO energies of the 

superoxide in Cu(II)-O2 LPMO are lowered by the addition of substrate by 15 kJ mol1.  This lowering 

increases the reactivity of [Cu-O2]+ to HAT from either the substrate or from a further reducing agent.  The 

switch in frontier orbital character and energy upon substrate binding in AA10 LPMOs thus forms the basis 

of a coupling mechanism between substrate binding and oxygen activation. 

INTRODUCTION:  
The at-scale generation of carbon-based fuels from sustainable feedstocks is a pressing global imperative.  

Of the technologies which offer promise in this regard, the production of cellulosic bioethanol is one that 

continues to attract interest and investment, not least because several second-generation biorefineries 
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around the world have already established operating viability.  In this context, the controlled breakdown of 

recalcitrant biomass to fermentable sugars is one of the main technological challenges therein, requiring 

the rather delicate balance of enough chemical/mechanical power to degrade the biomass while, at the same 

time, causing no significant degradation of the sugar product and/or any catalyst which is used to affect the 

degradation.  Such a combination of power and precision is one at which enzymes are paradigmatic, and it 

is of no surprise therefore that the enzymatic degradation of biomass, particularly polysaccharides, is the 

focus of both industrial and academic research programmes. 

At the forefront of both commercial and laboratory research into biomass-degrading proteins are the 

enzymes lytic polysaccharide monooxygenases (LPMOs, also called PMOs). These enzymes are 

widespread across the Kingdom of Life, as shown by the CAZy database which lists eight sequence-distinct 

LPMO families: AA9-11 and AA13-17 that exist in the genomes of organisms as wide-ranging as bacteria, 

fungi, insects, molluscs and arthropods. 1-7  While the varied biochemical roles of LPMOs have yet to be 

fully revealed, what is known is that they boost several-fold the action of other polysaccharide-active 

enzymes on a range of recalcitrant polysaccharides including cellulose, starch and chitin.8  In fact, due to 

the ability of LPMOs to operate synergistically with hydrolytic enzymes, enzyme cocktails containing 

mixtures of LPMOs are now routinely employed in biorefineries for biomass saccharification, and—it is 

argued—have contributed to the current renaissance in cellulosic bioethanol production.9   

 

Figure 1. Canonical LPMO active site with histidine brace motif. L denotes exogeneous ligand(s) 
(either H2O, OH-, or Cl-) and X can be either H, or OH. 

Unusually for polysaccharide-degrading enzymes, the mechanism of action of LPMOs is oxidative as 

opposed to hydrolytic modification of the polysaccharide.  This oxidation is performed by a mononuclear 
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copper active site, at which a single copper ion is coordinated by two conserved histidine residues in a 

“histidine brace” configuration (Figure 1).10   Utilising either O2 or H2O2 as an oxidant and O atom source 

for incorporation into the product, LPMOs catalyse the conversion of C-H to C-OH at a saturated C atom 

on the polysaccharide (Figure 2), where it is estimated that the C-H bond dissociation enthalpy is 90-100 

kcal mol1.  Breaking such a C-H bond necessitates that a species with high reduction potential and/or 

basicity is generated at the active site, for which several proposals exist ranging from hydroxyl radicals to 

reactive copper species (e.g. [Cu-O2]+ and [Cu-O]+), the latter of which have the merit of being able to 

perform site-specific attack on the polysaccharide, as is affirmed by DFT calculations.11, 12  

 

Figure 2. Oxygenation of cellulose catalyzed by LPMOs followed by spontaneous lysis of the 

glycosidic bond. 

Notwithstanding the reactivity of the intermediate however, if non-specific attack of the substrate, enzyme 

and/or product is to be minimised, its generation must be coupled with both binding and positioning of the 

substrate at the enzyme’s active site.  Some evidence to this effect is seen from laboratory experiments in 

which LPMOs are shunted with peroxides, which can display degradation of the enzyme to such an extent 

that the overall product release, whilst initially rapid, can be less than that observed when O2 is used as an 

oxidant in conjunction with reducing agents.  Additionally, attempts to use peroxide in larger scale 

saccharifications of biomass by LPMOs and other enzymes only seem to be viable when peroxide addition 

to the biomass-enzyme slurry is tightly restricted—a situation unlikely to be replicated in vivo.  Moreover, 

at a molecular level of detail, DFT calculations of the catalytic cycle of AA9 LPMOs show that once H2O2 

interacts with the active site of a LPMO-Cu(I), the energy pathway to the generation of any of the reactive 

intermediates (including the deleterious hydroxyl radical) is met with barriers no higher than 6.9 kcal mol1.  
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In other words, the forward reaction pathway in the mechanism of AA9 LPMOs beyond the formation of 

LPMO-(Cu…H2O2)+ proceeds rapidly with the potential to be indiscriminately deleterious in the absence 

of substrate, a fact seemingly borne out by mass spectrometric experiments of LPMOs which show the 

number of amino acid sites which become oxidised upon treatment with H2O2. 

Thus, for LPMOs to embody the principle described above of high chemical reactivity directed towards a 

specific C-H bond within the substrate, which is simultaneously benign to both enzyme and products, it is 

evident that there must exist a substrate-O2 coupling mechanism on the reaction pathway.  Additionally, for 

this reasoning to be correct there must also be at least one high energetic barrier on the reaction pathway 

before the generation of any (Cu…H2O2)+ intermediate in LPMOs, the height of which is modulated by 

substrate binding to the enzyme.   

In this regard, strong experimental evidence exists which shows that the reaction of 3O2 directly with any 

genomic class of LPMO-Cu(I) to give a LPMO-[Cu(O2)]+ species in the absence of substrate is uniformly 

slow, thus providing a natural energetic barrier to uncoupled turnover.13 Accordingly, any substrate-O2 

coupling step is likely associated with substrate-induced reduction of this barrier’s height and, potentially 

also to the energetic barrier of HAT from the substrate (or another reducing agent) by the LPMO-[Cu(O2)]+ 

intermediate which forms immediately after O2 addition to LPMO-Cu(I).  On this basis, the rate of 

formation, stability and reactivity of LPMO-[Cu(O2)]+ from the reaction of LPMO-Cu(I) and O2 are 

therefore pivotal to determining the details of any O2-substrate coupling mechanism in all genomic classes 

LPMOs.  

To this end, previous EPR studies demonstrated that substrate binding to AA10 LPMOs drives a change in 

the coordination number of the copper ion at the active site, and this was proposed at the time, using DFT 

calculations, to be the basis of a substrate-O2 coupling mechanism.7  This proposal remains to be tested 

experimentally however since the inherent reactivity of the LPMO-[Cu(O2)]+ intermediate precluded its 

direct study.  As such, we now extend this earlier study by taking advantage of the fact that LPMO-

[Cu(N3)]+ complexes exhibit similar frontier orbitals as their LPMO-[Cu(O2)]+ counterparts, yet unlike the 

latter the LPMO-[Cu(N3)]+ complexes are amenable to study due to their chemically stable nature and the 

fact that they exist as a spin doublets and are thus accessible to standard CW-EPR studies.14-18  Using this 

approach we prepared and characterised azide complexes of a chitin-active AA10 LPMOs, Bacillus 

amyloliquefaciens (BaAA10), using a combination of X-ray crystallography, multi-frequency EPR 

spectroscopy and DFT calculations.  From these studies we affirm the substrate-driven change in 

coordination number of the copper at the active site of LPMOs, and—further—demonstrate a change in the 

covalency of the metal-ligand bond in [Cu(N3)]+, ergo [Cu(O2)]+, which is accompanied by large shifts in 
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the energy of the ligand LUMO and the spin density of the ligand distal atom.  Both of these substrate-

induced changes to the frontier orbitals of azide provide a conceptual framework for understanding the O2-

substrate coupling mechanism in AA10 LPMOs. 

Results and Discussion: 
 

Binding of Azide to AA10 LPMO-Cu(II) 

We first determined the extent of azide (N3
-) binding to the Cu(II)-LPMO in solution at pH 6.  Using the 

well-known LMCT band at ca 385 nm as a marker of Cu(II)-azide bond formation, we titrated aqueous 

NaN3 into a 0.15 mM solution of BaAA10-Cu(II), until the absorbance of the LMCT band reached a 

maximum. Full binding was achieved at azide to LPMO ratios of ca. 500:1 for showing that coordination 

of azide to the resting state of the enzyme is weak, with an approximate value of 𝐾 = 110 dm3 mol1 (after 

appropriate fitting to the variation of azide/enzyme concentration to the intensity of the 385 nm band, Figure 

S1).   The rather weak association constants of the azide to the enzyme are qualitatively in accord with the 

observed slow rate of Cu(II)-superoxide formation in the reaction of Cu(I)-AA10 LPMOs with O2 and the 

reported crystal structure of a putative superoxide complex of an LPMO which exhibits a Cu…superoxide 

contact of 1.90 Å.13, 19, 20  

Reoxidation of LPMO-Cu(I) with O2 

We then determined the rate of BaAA10-Cu(II)-superoxide formation by performing stopped-flow 

spectrophotometry mixing a oxygen-free solution of BaAA10-Cu(I) (0.3 mM) with aerated MES buffer (20 

mM pH 6) monitoring the growth of the characteristic d-d absorption band. The reoxidation was found to 

have a pseudo-first order rate constant of 𝑘 = 2.3 × 10ିଷ s-1, taking a period of minutes to fully reoxidize 

the sample (Figure S2); akin to the findings of Bissaro et al. on an analogous AA10 LPMO, SmAA10.19 

These data elude to a slow outer-sphere electron transfer (OSET) process between LPMO-Cu(I) and O2 in 

AA10 LPMOs when the enzyme is unbound to polysaccharide substrate (see theoretical OSET discussion 

in the Supporting Information). This is markedly different to the inner-sphere electron transfer reoxidation 

mechanism observed for AA9 LPMOs which have pseudo-first order rate constants of  >0.15 s-1 (showing 

full reoxidation in ca. 5 s).13 AA10 LPMOs therefore show a different mechanism of O2 activation which 

has shown to be uniformly slow in the absence of polysaccharide substrate. 
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X and K-band cw-Electron Paramagnetic Resonance Spectroscopy  

EPR spectroscopy has been pivotal in building understanding about the active site electronic structure in 

LPMOs.21 In the context of work reported herein, the EPR spectra of the BaAA10 ‘resting state’  and 

spectroscopically similar AA10 LPMOs have been previously determined, in which a high degree of 

rhombicity (𝑔௭ ≠ 𝑔௬ ≠ 𝑔௫ and A୸ ≠ A୷ ≠ A୶) in seen in their spin Hamiltonian parameters.7, 22, 23 

Additionally, the Az value is also significantly reduced (ca. 350 MHz) compared to the other families, such 

as the AA9s (ca. 490 MHz). Since EPR has proven a robust technique for studying LPMOs electronic 

structure, we sought to characterise the LPMO-Cu(II)-N3 complex, which by analogy, is informative of a 

LPMO-Cu(II)-O2 complex. Given the overall weak binding constant of azide to the enzyme, all EPR studies 

were performed with a 1000 molar excess of azide, to ensure saturation of the Cu(II) active site.  Under 

such conditions, the overall spectral envelope of the CW-EPR spectra (X-band and K-band) of BaAA10 

retains the overall highly rhombic envelope seen in the resting state of the enzyme, albeit with some 

significant changes in spin Hamiltonian parameters (Figure 3, Table 1). The values show even greater 

rhombicity than that of the resting state spectrum.  

 

Figure 3. Top: X-band CW-EPR spectra of BaAA10 (0.55 mM in 20 mM MES buffer pH 6.0) with 

1000 eq. of NaN3 (black) and simulation shown in red (left) and dashed (right). Bottom: K-band CW-
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EPR spectra of BaAA10 (1.2 mM in 20 mM MES buffer pH 6.0) with 1000 eq. of NaN3 (black) and 

simulation shown in red (left) and dashed (right). 

Table 1. Spin-Hamiltonian parameters obtained from simulation of multi-frequency EPR spectra. 

 g - values Cu Hyperfine / MHz 

Spectrometer Frequency gx gy gz Ax Ay Az 

X - band 2.004 2.167 2.220 280 125 320 

K - band 2.009 2.167 2.220 270 125 320 

 

The 𝑔௫ value is notably low (ca. 2.007) when compared to typical values for Cu(II) EPR spectra with an 

d(x2-y2)-dominated ground state. (Note here that some previous determinations of g values of AA10 LPMOs 

have confused a high Az coupling with anomalously low gx values).24  Herein, however, this potential 

confusion is removed by the use of two different frequencies to determine a common set of spin 

Hamiltonian parameters. A combination of X-band (ca. 9 GHz), K-band (ca. 24 GHz) EPR spectroscopy 

experiments allowed for the more accurate determination of the g- and A-values of the spin Hamiltonian 

(Figure 3). Additionally, a Q-band (ca. 33 MHz) EPR spectrum was obtained for this species. Though the 

resolution of this spectrum was poor, it shows promising agreement with the same set of SH parameters 

(Figure S3). The gx value shows little deviation from the free-electron g-factor (2.0023), more in keeping 

with EPR spectra of Cu(II) with a d(z2) ground state,25 revealing that the excited d-electron states associated 

with the gx parameter in Cu(II)-N3-BaLPMO are well-separated energetically from the ground state, thus 

admitting only a small degree of orbital angular momentum in this direction. Conversely, the gy value = 

2.167, which is large for that commonly seen in Cu(II) species. The SH parameters altogether are 

informative of a 5-coordinate Cu(II) in which azide is bound, where the final electronic structure presents 

a large degree of d(z2) mixing into the ground state.  

Thus, at a qualitative level, the large difference in gx and gy values are commensurate with significant levels 

of rhombic distortion in the magnetic frame and thus the ligand field surrounding the copper in BaAA10-

Cu(II)-N3. Adding to this notion, the further reduction in the value of Az (ca. 40 MHz) is commensurate 

with increased delocalisation of the SOMO in the gx value direction when compared to the resting state, as 

might be expected from the coordination of azide to Cu with its high nephelauxetic parameter.26  While the 

EPR is indicative both a coordination geometry at the Cu in which the ligand field strength in unequal in 

all three principal directions of the g matrix and an increased covalency over the resting state, the exact 

geometrical details cannot be determined.   
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Single Crystal X-ray Diffraction (XRD) of BaAA10-Cu(II)-N3 

To this end, we successfully crystallised a solution of BaAA10 in the presence of excess azide anion and 

obtained the resulting structure of the protein by single crystal X-ray diffraction (Figure 4). The resulting 

structure shows fantastic agreement with the spectroscopic data – incorportaitng a single azide ion in the 

coordination sphere (confirmed by Hill plot analysis, Figure S1) and adopting a highly rhombic 

coordination geometry (confirmed by the EPR spin-Hamiltonian paramters). The copper coordination 

geometry is best described as trigonal bipyramidal, with the His1(-NH2) and the two exogenous ligands 

making up the trigonal plane separated by approximately 120 degrees. The remainder of the protein 

structure appears unchanged from the resting state coordinates previously characterised.27
 

 

Figure 4. X-ray crystal structure of BaAA10 incorporating an azide anion in the coordinate sphere 

(PDB:1TBD). Active site residues shown as sticks and colored by atom type, α-helices are shown in 

crimson, β-sheets are shown in brown, and chains are shown in purple. 

Density Functional Theory (DFT) – Geometry Optimization and EPR Calculations 

To corroborate the spectroscopy with theory, the crystallographic coordinates of the BaAA10 resting state 

(PDB:5IJU, with a resolution of 1.70 Å) provided the basis for DFT calculations. These coordinates were 

chosen due to the comparatively improved resolution compared to the crystal structure of the BaAA10-N3 

complex (ca. 2 Å). From these initial coordinates, a cluster model was constructed in which a single azide 
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anion was added to the metal coordination sphere in keeping with the crystallographic, EPR and UV-visible 

results (model A, full computational details found in the Supplementary Information).23  

The geometry was optimised using Becke’s and Perdew’s generalised gradient approximation (GGA) 

uBP86 DFT functional (left, Figure 5). The optimised geometry for this model showed high rhombicity, 

with the ∠(NH2)Cu(N3) retaining a distorted angle of 131.5° (wrt. ∠(NH2)Cu(H2O) = 131.9° from 

crystallographic coordinates).23 The DFT optimized coordinates show close agreement with those 

determined from the BaAA10-Cu(II)-N3 crystal structure and are in accord with the expected electronic 

properties observed by EPR spectroscopy. This chemical LPMO-Cu(II)-N3 species, resembling a LPMO-

Cu(II)-O2, shows fantastic agreement between spectroscopy, crystallography, and theory; a level of 

characterization that would be tremendously difficult with the real oxidizing intermediate. The calculated 

spin-Hamiltonian parameters used in the simulation of this species derived from both simulation and DFT 

calculations are shown in Table 2. 

 

Figure 5. Left: Optimized geometry of model A (hydrogen atoms attached to carbon atoms omitted 

for clarity). Right: EPR spectrum of BaAA10 (0.55 mM in 20 mM MES buffer pH 6.0) with 1000 eq. 

of NaN3 (black) and simulation using DFT derived spin-Hamiltonian parameters (dashed). 

 

Table 2. Spin-Hamiltonian parameters used to simulate BaAA10 with 1000 eq. NaN3 determined by 

simulation and DFT calculations. 

 g-values Cu Hyperfine / MHz 

S-H parameters origin gx gy gz Ax Ay Az 

Simulationa 2.004 2.167 2.220 280 125 320 

DFT 2.018 2.140 2.217 333 -88.0b -392b 
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a Spin-Hamiltonian parameters taken from the X-band simulation  
b Signs of HFC is obtainable via DFT methods but could not be ascertained by simulating the cw-EPR 

spectra 

 

Some variation exists between the SH parameters determined by simulation compared with those obtained 

via computational methods. However, the overall trends are reproduced remarkably well. The rhombic g-

values and A values are in keeping with those calculated for a low symmetry, 5-coordinate azide complex 

(model A), suggesting that this structure shows good resemblance with what we are observing in the 

spectroscopy. The overall fit from the simulation using the DFT-derived SH parameters appears to be 

mostly in accord with the experimental spectrum, with the biggest notable difference being the peak at ca. 

310 mT, arising from an underprediction of the gy parameter at 2.140 (wrt. 2.167 from simulation). The 

DFT calculations help provide an understanding of directionality in the electronic structure of the LPMO 

active site (Figure S8).  

 

Time-Dependent DFT (TD-DFT) – UV-Visible Calculations 

In addition to the EPR properties of the LPMO-Cu(II)-N3 species using DFT, we were able to reproduce 

the UV-visible spectra via TD-DFT calculations. The addition of sodium azide to solutions of BaAA10 

afforded a colour change from colorless/pale blue to an intense light green owing to the generation of a 

semi-intense (ε ≈ 2000 M-1 cm-1) UV-visible band centered at around 26’200 cm-1 (385 nm) (Figure 6). The 

positioning and intensities of the band are consistent with a ligand to metal charge transfer (LMCT), ie. 

where the transition is permitted by both spin and Laporte selection rules. The charge transfer from the non-

bonding (nb) orbital of azide to the hole in the copper-based SOMO  has a comparable transition energy to 

that of the Cu-O2
+ moiety, which is characterized in the literature at around 386-395 nm.28, 29 This indicates 

that the azide orbitals have a comparable energy and binding mode as end-on superoxide, confirming its 

suitability as surrogate for this study.  

Using the same DFT-geometry optimized coordinates of BaAA10-Cu(II)- N3 (model A, as used in the EPR 

calculations), TD-DFT calculations were performed to corroborate this experimental transition with theory 

(computational details outlined in the Supplementary Information). The generated spectrum shows good 

agreement with the experiment albeit with a slight redshift of ca. 400 cm-1 (Figure 6). Plotting the difference 

density from major band shows negative density localized on the nb azide orbital (blue) and positive density 

(yellow) situated on the d(x2-y2) orbital confirming this feature belongs to a LMCT transition. This level of 

characterization showing agreement between spectroscopy, crystallography and theory highlights the 

power of this approach. 
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Figure 6. UV-Visible spectra of 0.5 mM BaAA10 (blue) in MES (20 mM, pH 6.0), NaCl (200 mM) 

and NaN3 (1000 equivalents) and spectrum generated by TD-DFT calculations (red). TD-DFT 

transition density from the 26’000 cm-1 absorption band (negative density shown in blue, positive 

density shown in yellow). 

 

Substrate-induced changes to Cu(II)-N3 / Cu(II)-O2 electronic structure 

Following characterization of the 5-coordinate LPMO-Cu(II)-N3 complex, we sought evaluate the effect of 

substrate binding to the overall electronic structure. As such, we performed CW-EPR experiments on 

samples of BaAA10-Cu(II)-N3 after the addition of chitinous substrate. As previously reported with chitin-

active AA10s, only partial binding of the protein to the substrate was seen giving rise to a mixture of species 

in the EPR spectra.22 As such, we produced LPMO-Cu(II)-N3-substrate complexes where the substrate was 

added both before and after azide addition to properly characterize the substrate-bound species. The 

resulting EPR spectra revealed an inflation of the gz and Az parameters for the BaAA10-N3 complex in 

keeping with the experiments of Bissaro et al and Courtade et al  (green spectrum, Figure 7).7, 22 

214



 
 

 

Figure 7. Frozen solution, X-band EPR spectra of BaAA10 + N3 (red), BaAA10 + N3 + chitin* (green), 

BaAA10 + chitin + N3* (blue) and BaAA10 + chitin (blue). All samples were collected at 150 K and 

were in a solution of 20 mM MES buffer at pH 6.0. * Components added in the order shown.  

A notable difference after substrate addition is the disappearance of resolved features at high field, owing 

to the unusually low gx and high Ax parameters of the previous species. These low gx and large Ax parameters 

were indicative of an asymmetric, five-coordinate copper center that introduced considerable d(z2) mixing 

into the SOMO. Therefore, the absence of these features is suggestive of an active site geometry that 

possesses heightened symmetry (wrt. BaAA10-Cu(II)-N3 in the absence of chitin) that is now most likely 

4-coordinate. However, the SH parameters required to simulate this species still demonstrate considerable 

rhombicity (figure S4 and table S1), indicating that the that ligand field is not uniform in an axially 

symmetric manner. Such rhombic distortions to the EPR spectra have also been observed for four-

coordinate Cu-azide species in haemocyanins.30   
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What the data shows, is that the addition of β-chitin (substrate) to the BaAA10-N3 complex leads to a 

considerable rearrangement of the ligand field and reduction in coordination number from five to four 

resulting in a significantly altered electronic structure. Substrate binding was also found to give rise to the 

appearance of SHFC in the x/y region of the spectrum. Such resolution of SHFC is a common feature 

following substrate binding in LPMOs, whereby the active site becomes structurally well-defined and has 

reduced translational freedom (decreasing strain and line broadening effects). The extent of SHFC resolved 

when bound to the substrate is particularly striking (upwards of 20 peaks) with the chitin-active AA10’s 

when compared with the other LPMO families.7, 22 

Implications of Coordination Number on Cu(II)-O2 Reactivity 

In reference to the EPR data demonstrating a reduction in CN from 5-4, additional computational models 

were generated to compare the electronic structure of both the 5/4-coordinate LPMO-azide and 5/4-

coordinate LPMO-superoxide species (models A-D; computational details in the Supplementary 

Information). The redistribution of ligand field after substrate binding causes an apparent increase in 

covalency of the copper-oxygen bond highlighted by the variation in spin population of the 5 and 4-

coordinate states (Table 3). Löwdin spin population analyses reveal that for the LPMO-O2
+ species the spin 

population localized on the copper ion falls from 54% to 41% following the reduction in coordination 

number.  

Table 3. Copper and ligand Löwdin spin population analyses from DFT calculations on 4/5-

coordinate LPMO-O2 and LPMO-N3 complexes 

 Spin population* / % 

DFT Model Cu Xprox Xdist 

(A) 5-coordinate 

superoxide 
54 65 61 

(B) 4-coordinate 

superoxide 
41 72 73 

(C) 5-coordinate azide 65 2.7 4.6 

(D) 4-coordinate azide 60 5.4 9.4 

*spin population adding to a maximum of 200% on superoxide models (S=1) and 100% on the azide models 

(S=1/2)   
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Single point calculations were performed on the optimized coordinates of models A-D (computational 

details outlined in the Supplementary Information) to obtain energies, spin populations and orbital 

coefficients. This spin population is transferred near completely onto the oxygen atoms with a 

disproportionately high increase on the distal atom in the 4-coordinate models. This increase in covalency 

is a consequence of the exogenous ligand being oriented in the x/y plane allowing for better overlap of the 

ligand orbitals and the d(x2-y2)-dominated Cu SOMO. The mechanistically relevant orbital for carbohydrate 

oxidation was determined to be the low-lying π* orbital on the superoxide ion due to its energy and 

proximity to the substrate binding surface (Figure 8).  

 

Figure 8. Superoxide π* LUMO for 4-coordinate LPMO-O2
+ (left) and 5-coordinate LPMO-O2

+ 

species (right) calculated with DFT. The quoted values represent the percentage of atomic orbital 

parentage (per atom) for the respective molecular orbital. Further breakdown of atomic orbitals is 

provided for the copper ion. 

The calculations reveal crucial differences between the 5 and 4-coordinate models, not least of which is the 

lowering of redox active orbital energy by 15 kJ mol-1 for the 4-coordinate structure. The lowering of this 

unoccupied orbital increases the oxidative potency of the intermediate and reducing the energetic barrier 

for hydrogen atom abstraction (HAA). Moreover, such a lowering of the superoxide RAMO energy is 

expected to ease a secondary reduction step of the O2 co-substrate leading to the generation of the more 

potent Cu(II)-oxyl species outlined by Wang et al.12 This provides further evidence of a coupling 

mechanism existing between substrate binding and oxygen activation, as originally discussed by Courtade 

et al.7  
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As well as lowering of the RAMO energy, there is also an attendant increase in the atomic orbital 

composition of this MO stemming from the distal oxygen atom upon expulsion of the water ligand (from 

50.3 to 52.8%). This could be an important consequence of the forced 4-coordinate geometry by localizing 

the redox active orbital primarily on the atom that receives the hydrogen atom from the substrate. Upon 

forming the 4-coordinate species, the 240β MO contains an inflated atomic orbital contribution from 

copper, primarily from the d(yz) and p(z) orbitals. The former of which is well positioned to π back-bond 

into the π* O2 SOMO, further strengthening the Cu-O bond and simultaneously activating the O-O bond. 

The latter group transition metals in period 4 are not renowned for their efficacy in π-back-bonding, owing 

to their high electronegativity. However, there is considerable evidence of synergic bonding for copper-

oxygen complexes, in some cases  to the extent of causing full scission of the O-O bond.31 The latter 

component, p(z), has a potentially critical effect of introducing 4p character into the superoxide SOMO, 

lowering the overall energy of the orbital. Therefore, the forced, 4-coordinate LPMO-Cu(II)-O2 geometry 

expected after substrate binding gives rise to a low lying π* orbital with very high distal oxygen character. 

The energy and composition of such orbital makes it primed for hydrogen atom abstraction or further 

reduction, akin to that seen in PHM chemistry.32   

 

Conclusions: 
 

Herein, we have demonstrated that using the azide anion to mimic superoxide allows for the detailed 

exploration of electronic structures that are mechanistically relevant and ordinarily evade detection. The 

LPMO-Cu(II)-N3 moiety served as a powerful spectroscopic probe to mimic an elusive ROS, LPMO-

Cu(II)-O2, in a chitin-active chitin AA10 LPMO. The incorporation of azide into the LPMO coordination 

sphere gives rise to two novel electronic structures, showing unusually high degrees of covalency for a 

type-II copper site. The highly covalent bond formed between copper and azide is attributed to the high 

nephelauxetic parameter of N3
- (and by extension, O2

-). BaAA10 develops a highly rhombic electronic 

structure upon azide addition showing a considerable degree of d(z2) mixing into the SOMO (ca. 10%). 

The EPR spectrum still displays an overall d(x2-y2) ground state but shows parallels to a Cu(II) spectrum 

with a d(z2) ground state. The spin Hamiltonian parameters reveal the extent of the rhombicity with gx, gy 

and gz values of 2.009, 2.167 and 2.220, respectively, indicating a highly asymmetric, 5-coordinate copper 

center with a high degree of covalency. The active site was shown to adopt a 4-coordinate LPMO-Cu(II)-

N3 geometry following the binding of the substrate, chitin, via the expulsion of the H2O/OH ligand. The 

resulting 4-coordinate geometry shows reduced rhombicity and a corresponding increase in covalency of 
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the Cu-N3 bond. This increased covalency is reproduced in DFT calculations highlighting a drop in copper 

spin population of 5% in the azide models and 13% in superoxide models. Substrate addition was also 

shown to drive a 15 kJ mol-1 depression in superoxide LUMO energy, reducing the energetic barrier for 

HAA of the substrate or production of more potent LPMO-Cu(II)-O species. We have therefore uncovered 

an oxygen activation pathway that is coupled to the substrate binding; such a coupling mechanism allows 

AA10 LPMOs to perform challenging site-specific oxidations whilst minimizing the risk of unselective or 

deleterious self-oxidations. 

 

Experimental methods: 
 

LPMO Preparation 

BaAA10 enzyme was obtained produced and purified using following the procedure previously published 

in 2016 by Gregory et al.23 Briefly, the BaAA10 gene was cloned into a Champion pET-SUMO vector and 

transformed into competent BL21 E. coli cells. Cell cultures were grown in baffled flasks containing Luria 

Broth (LB) media supplemented with kanamycin (30 μg ml-1) at 37 °C and 180 rpm. Once the culture 

reached OD600 of 0.6-0.8, BaAA10 production was induced by the addition of IPTG (1 mM final 

concentration) and incubated overnight at 16 °C and 180 rpm. The cells were then harvested by 

centrifugation (10,000 xg, 30 mins) before resuspending in 5x v:w buffer A (50 mM Tris pH 8, 200 mM 

NaCl, 30 mM imidazole). The cell suspensions were then lysed by sonication and the debris was removed 

by centrifugation (38,000 xg, 20 mins). The clarified supernatants were loaded onto a 5 mL His-trap (GE 

Healthcare) pre-equilibrated with buffer A before eluting with a 0 to 100% gradient of buffer B (50 mM 

Tris pH 8, 200 mM NaCl, 300 mM imidazole) over 20 CVs. SUMO-BaAA10 containing fractions were 

pooled together treated overnight with SUMO protease (1:100 SUMO protease to SUMO-BaAA10 w:w). 

The cleaved BaAA10 enzyme mixture was loaded onto a second 5 ml His-trap (GE Healthcare) pre-

equilibrated with buffer A and the flow through was collected. The protein solution was concentrated to < 

2 ml and loaded onto a 16/60 Superdex 75 (GE Healthcare) column pre-equilibrated with MES buffer (20 

mM pH 6). The protein was eluted from the column and 1 ml fractions were collected. Pure BaAA10  

fractions were collected, pooled, and concentrated for the various experiments. Protein purity was assessed 

by SDS-PAGE (Figure S6). 

UV-Visible Spectroscopy 
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A 0.15 mM sample of Cu(II)-BaAA10 in MES buffer  (20 mM, pH 6) was titrated against an aqueous 

solution of NaN3 (1 M stock solution in MES buffer; 20 mM, pH 6). The azide concentration titrated 

stepwise so that 50 molar equivalents were introduced after each addition. After which the UV-visible 

spectrum was recorded on a benchtop spectrophotometer scanning between 200-1000 nm. The growth in 

LMCT maxima (ca. 385 nm) was used to determine the degree of azide coordination to the LPMO (further 

details in the Supplementary Information). The UV-vis spectrum of second sample of BaAA10-N3 was 

recorded at greater protein concentration (0.5 mM) with 1000x molar excess of azide to generate the less 

noisy spectrum shown in Figure 6. 

Electron Paramagnetic Resonance (EPR) Spectroscopy 

EPR samples were prepared in X-band, Quartz EPR tubes with a sample size of 100 μL. The BaAA10 

enzyme (0.5 mM) was in a MES buffer solution (20 mM, pH 6.0) and NaCl (200 mM). For the azide sample 

preparation, a 1000-fold excess of sodium azide was added to the protein solution. Washed, crystalline, 

squid-pen chitin was then packed into the EPR tubes until the solution level was saturated with solid 

substrate. The protein-substrate samples were then incubated for 24 hours at 4 °C to allow time to bind. 

EPR spectroscopy was performed using a X-band BRUKER EMXmicroTM instrument with a frequency of 

ca. 9.3 GHz. And a magnetic field sweep range of 2300-3700 Gauss. A liquid nitrogen connection and 

thermocouple was used to maintain the cavity temperature at 150 K. Spectra were recorded using a 5.02 

mW microwave power and a 4 G modulation amplitude. 1.2 mM and 0.5 mM samples of BaAA10-Cu(II)-

N3 were prepared in MES buffer (20 mM, pH 6) with 1000 molar equivalents of NaN3 and their K- and Q-

band EPR spectra were recorded by the EPSRC EPR National Service, respectively. Collected spectra were 

the intensity averaged over 3 scans. Simulations were carried out using the EasySpin 5.2.28 plugin for 

MATLAB.33  
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UV-visible Spectra and Analysis of BaAA10 + azide 
 

 

Figure 9. UV-Visible spectra of BaAA10 (0.15 mM in MES buffer; 20 mM pH 6) as a function of 
[N3-]. Insert shows Hill plot analysis of azide binding to BlAA10 active site 

 

Hill plot was generated using the UV-Visible absorption data based off the equation: 

log ൤
∆𝐴

∆𝐴௠௔௫ − ∆𝐴
൨ = 𝑛 log[Nଷ] + log 𝐾 

Where ∆𝐴 is the change in absorbance of the LMCT maximum (380 nm), ∆𝐴௠௔௫ is the absorbance change 

of the LMCT band when azide is added to excess and absorbance maximum is seen to remain constant, 𝑛 

(the gradient) informs the number of azide anions that bind the complex and the log 𝐾 is the y-intercept and 

informs about the equilibrium constant. Here, 𝑛, is seen to approximately equal 1 showing that azide 
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coordinates the LPMO-Cu(II) with 1:1 stoichiometry. Figures S1 and subsequent equations were generated 

in line with the work of Serratice et al.1  

The regression line for the insert resulted as: 

𝑦 = 1.061𝑥 + 2.028 

Where the gradient is equal to the number of azide ions binding the Cu(II)-LPMO, 𝑛, and the intercept is 

equal to 𝐿𝑜𝑔ଵ଴𝐾.  

This yields a value of 𝐾 = 107  

and associated Gibbs free energy change at 293 K of ∆𝐺ଶଽ଼ = −11.4  kJ molିଵ 

 

 

Figure 10. Reoxidation of BaAA10-Cu(I) in oxygenated buffer monitored by stopped-flow UV-Vis 
over 200 s 
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Stopped flow UV-Vis spectra were obtained for the reaction of 300 µM (Cu(I))-BaAA10 with aerated buffer 

(20 mM MES, pH 6.0). Maximum aeration of the buffer was achieved by cooling the solution down on ice 

and bubbling with compressed air for 30 minutes prior to data collection. The reoxidation of the BaAA10-

Cu(I) solution was found to occur over approximately three minutes. 

Calculation of Outer-Sphere Electron Transfer Rate and Rate of Reoxidation of (CuI)-BaAA10 

The theoretical rate of outer-sphere electron transfer in LPMOs was estimated using Marcus theory via 

the following equations (also explained by Kjaergaard et al).2 

(1) 𝑘௘௧ = 𝑍𝑒ି
∆ீಯ

ோ்   

(2) ∆𝐺ஷ = (
λ

4
)(

(𝜆 + ∆𝐺°)

𝜆
)ଶ 

Where: 

Z is the frequency factor, 1011 M-1 s-1. 

λ is the total reorganisation energy = (λCu donor+λO2 acceptor)/2 = 1.74 eV, where λO2 acceptor = 1.89 eV and λCu 

donor = 1.58 eV (due to lack of experimental data, the reorganisation energy for a Cu(I/II)-complex with a 

(tris(2-pyridyl-methyl)amine ligand was used).  

ΔG° = -nRTΔE°, where ΔE° = -0.16V (O2/O2
-) -0.275V (Cu(I/II)-AA10) = 0.435 eV.  

Using these values, the electron transfer rate is predicted to be 0.45 M-1s-1, assuming an oxygen 
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concentration in solution of 1 mM affords a first order rate constant of 4.5x10-4 s-1.

 

Figure 11. Q-band EPR spectra of BaAA10 + N3 (black) and simulation (red) 

A Q-band EPR spectrum was obtained for a sample of BaAA10 (ca. 0.5 mM) in MES buffer (20 mM, pH 

6) with 1000 molar equivalents of NaN3. The signal to noise ratio of this spectrum is comparatively poor 

due to practical challenges in concentrating the enzyme beyond 0.5 mM. Data was collected at the National 

EPR facility in Manchester by Murali Shanmugam. 
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X-band EPR spectrum and Analysis of BaAA10 + N3 + Substrate  

 

 

Figure 12. X-band EPR spectra of BaAA10 + N3 + substrate (black) and simulation (red) 

Frozen solution, X-band EPR spectroscopy was performed on a solution of BaAA10 + N3 + chitin (black) 

using a Bruker MicroEMX spectrometer. Sample contained a protein concentration of ca. 0.5 mM and were 

in a buffer solution of 20 mM MES pH 6.0.  A 1000-fold excess of sodium azide was added, and squid pen 

chitin was left to incubate with the sample for 24 hours prior to data collection. 20% of the intensity of the 

unbound species (BaAA10 + N3) was removed to account for the fraction of protein unbound to the 

substrate. Simulation of this species (red dashed) was performed using the EasySpin 5.2.3 toolbox as 

implemented by Matlab 2020b. 

Table S1. Spin Hamiltonian parameters used to simulate the BaAA10-N3-substrate EPR spectrum 

g-matrix Cu-hyperfine tensor (MHz) 

gz gy gx Az Ay Ax 

2.228 2.106 2.016 430 85 100 

 

In addition to the SH parameters listed above, 3 nitrogen nuclei were included with a principal HFC value 

of 40, 40, and 30 MHz.  However, without the employment of additional low frequency CW-EPR or pulsed 

EPR techniques, these values SHFC values carry a significant degree of error. Simulations performed with 

a line width of 0.5. 
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Figure 13. Overlay of EPR spectra of BaAA10 + substrate + N3 where the azide was added before 
and after substrate binding 

 

Frozen solution, X-band EPR spectroscopy was performed on a sample of BaAA10 + chitin + N3 (black) 

on a Bruker MicroEMX spectrometer. The sample contained a protein concentration of ca. 0.3 mM in a 

buffer solution of 20 mM MES, pH 6.0.  Squid-pen chitin was added to the protein sample and left to 

incubate for 48 hours prior to data collection. After this time, a 1000-fold excess of sodium azide was added 

to each sample and left for an additional 24 hours to allow for diffusion. 50% of the intensity of the 

substrate-bound species without azide (BaAA10 + chitin) was removed to account for the fraction of protein 

which the azide did not bind to. Considerable noise is evident in the spectrum due to the lowered 

concentration of protein following substrate addition. The SHFC pattern is also substantially different due 

to incoherence in the subtraction spectra. This spectrum was overlaid with the previous BaAA10+N3+chitin 

spectrum (where the substrate was added afterwards) highlighting the common single species between the 

two samples. 
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Purification of BaAA10 

  

Figure 14. SDS-PAGE analysis of BaAA10 

 

10% SDS-PAGE gel image showing various steps throughout the purification. 

Lane contents: 

a) BioRad Precision Plus Protein Dual Colour Standard 

b) Supernatant of cells after resuspension 

c) Cell lysate contents 

d) Flow through 

e) Crude SUMO-BaAA10 peaks from His-trap 1 

f) Crude SUMO-BaAA10 peaks from His-trap 1 (different peak) 

g) Impurity peak from His-trap 1 

h) Pooled fractions from His-trap 1 

i) Crude cleaved BaAA10 fractions from His-trap 2 

j) Impurity peak from His-Trap 2 

k) Uncleaved SUMO-BaAA10 from His-trap 2 

l) Purified pooled fractions of BaAA10 after SEC 
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Computational Details 

The initial atomic coordinates for the following computational models were taken from a BaAA10-Cu(II) 

crystal structure (PDB:5IJU, 1.7 Å) from the Carbohydrate-Active enZYmes (CAZy) database.3 The 

models were truncated to include atoms from 9 important amino acid residues (His28, Glu68, Gln92, 

Ala123, Pro124, His125, Thr127, Trp187 and Phe196 (numbering starting at the first histidine is position 

28) as well as the central copper ion and exogenous ligands (O487 and O412) and distal water molecule 

(O508). Valence hydrogen atoms were added to the atoms and the amino acids were truncated in the 

following way to minimize computational expense: 

His28 and His125 were truncated at the carbonyl carbon, which was replaced by a methyl group, 

Glu68 and Gln92 were truncated with methyl substitution of the Cγ, the nitrogen of the amide bond between 

Ala123 and Thr122 was replaced by methyl groups, Trp187 and Phe196 were truncated with methyl 

substitution of the Cβ, Thr127 was truncated with methyl substitution of the Cα and the methyl group of 

Cβ was removed. For Model A, the water molecule situated above the basal plane of the histidine brace 

(O487) was replaced with an azide anion (N3
-), ligating the copper with an end-on coordination mode and 

the two remaining water molecules (O412 and O508) were retained. Model A was produced based on the 

5-coordinate LPMO-Cu(II)-N3 complex seen in the EPR and crystallographic study. For model B, all water 

molecules (O487, O412 and O508) were removed and replaced by a single azide ion with an end-on 

coordination mode placed in the now vacant equatorial position to model the azide LPMO-Cu(II)-N3 

complex after the addition of substrate. 

 

Geometry Optimizations 
 

Geometry optimizations were performed using the Guassian-09 software package at the DFT level of 

theory. Geometry optimizations of all models were performed using the generalized gradient approximation 

(GGA) functional, uBP86. Ahlrichs’s Def-2-TZVP basis set was used to describe the copper, the first 

coordination sphere nitrogen atoms (including all three azide atoms) and oxygen atom of the copper-ligating 

water molecule. On all remaining atoms a Def2-SVP basis set was used. Solvation effects were accounted 

for using the polarizable continuum model with a dielectric constant of 80.0, as implemented by Gaussian 

09. Empirical dispersion corrections were accounted for using Grimme’s empirical dispersion (GD3).  

Certain atoms were kept frozen throughout the calculation to prevent movement that would be impossible 

if the constraints of the full size of the protein were accounted for (atoms frozen in calculations are 

highlighted with asterisks in Error! Reference source not found.. Analogous 5- and 4-coordinate LPMO-
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Cu(II)-superoxide models were assembled and geometry optimized on the triplet potential energy surface 

under the same functional and basis set regime (models C & D, respectively). 

 

 

Figure 15. Optimized geometries of model A (top) and model B (bottom) highlighting constrained 
atoms with asterisks. Carbon atoms coloured with grey, nitrogen with blue, oxygen with red, and 
copper with orange. Hydrogen atoms omitted from figure for clarity. 

 

EPR Property Calculations 
 

EPR property calculations were performed on the optimized geometries of Models A and B using the 

ORCA 4.2.0 program at the DFT level of theory. The cartesian reference system was oriented as such that 
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the His(NH2)-Cu(II) direction was aligned with the y-axis and the (His)N-Cu(II)-(His)N  axis was oriented 

along x. The integration grid size was kept large (AngularGrid = 7 for all atoms and IntAcc = 7 for the 

Cu(II) ion) to ensure that the core density was correctly described. Solvation effects were accounted for in 

the property calculations by implementing the conductor-like polarized continuum model (CPCM) with a 

dielectric constant of 80.0 and a refractive index of 1.33 (water). The hyperfine coupling calculations 

included the Fermi-contact, spin dipolar and spin orbit contributions. The EPR properties of these models 

was performed using the hybrid functional, B3LYP, with an adjusted fraction of Hartree-Fock exchange 

(38%). A large core-properties basis set (CP(PPP)) was used to describe the central copper ion. The IGLO-

III basis set was used for the ligating atoms (including all N3 atoms) due to its added flexibility in the core 

compared to Def2-TZVP. And a  reduced Def-SVP basis set was used to treat all remaining atoms.This 

functional and basis set regime was chosen as it has been previously shown to be successful in reproducing 

the experimental EPR parameters of AA10 LPMOs.4 

Cartesian Reference System used in EPR and TD-DFT Property Calculations 
 

The coordinates were translated so that the copper was the origin. The complex was the rotated, so the x-

axis aligned along the N(His)-Cu-N(His) bonds, the y-axis aligned with the N(NH2)-Cu bond and the z-

axis perpendicular. With this reference system, the computed hyperfine tensors and g-matrices showed 

negligible deviation/rotation. 

 

Figure 16. Cartesian reference system (green) used for DFT property calculations demonstrated on 
the optimized coordinates for model A. 
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Time-Dependent DFT (TD-DFT) Calculation 
 

Time dependent DFT calculations were performed using the optimized coordinates of model A using the 

ORCA 4.2.0 program. The hybrid B3LYP functional was used calculate the UV-Visible spectrum model 

A applying the RIJCOSX approximation (as it has been shown to minimize the computational expense of 

these types of calculations without incurring decreases in accuracy). The Def2-TZVP basis set and auxiliary 

def2/J basis set was used on all atoms. The grid size and final grid size were increased to their maxima of 

5 and 6, respectively. Solvation effects were accounted for using the conductor-like polarizable continuum 

model, modelling water. A total of 30 roots were calculated to assess the total UV-visible spectrum. The 

origin of each root was assessed by looking at the parent and target orbitals. The LMCT transition was 

identified, and the difference density was plotted. 

Single Point Calculations 
 

The optimized coordinates for models A-D provided the basis for DFT single-point calculations using the 

hybrid B3LYP functional as implemented by ORCA 4.2.0. The triple-zeta basis set, Def2-TZVP, was used 

to describe all atoms to provide greater accuracy over the previous split valence basis set. The RIJCOSX 

approximation was again used to improve the speed of the calculation as well as the auxiliary def2/J basis 

set. The conductor-like polarizable continuum model was used to account for solvation effects (water). The 

resulting orbital energies, compositions and overall spin populations of these calculations are discussed in 

the main text. 
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6 Concluding Remarks 
 

 This thesis presents a collection of publications which build on the current understanding of the 

active site electronic structure in AA10 LPMOs. Herein, we have examined the sensitivity of the LPMO 

electronic structure to several factors. We have shown how adjustments to the pH leads to deprotonation 

of both exogenous and endogenous ligands that coordinate the copper ion, leading to marked changes in 

the overall electronic structure. Deprotonation of the coordinating water molecules in BlAA10 saw a 

change in ligand field from a rhombic, distorted square pyramidal geometry to an axial, bis-hydroxide 

2N2O coordination geometry with a rotated SOMO. The pKa of the active site water molecule was found 

to be 8.7; an accessible alkalinity for biological conditions. Further increases in basicity were shown to 

lead to a second novel species with uncharacteristically high Az (>610 MHz) and low gz (2.18) spin 

Hamiltonian parameters compared to those already characterised in the LPMO literature. These derived 

SH parameters suggest that this species has the strongest ligand field oriented in the x/y plane that has 

been observed so far in the LPMO literature. Whilst this second species is formed outside of the common 

biological pH range, such findings are important in understanding the behaviour of the coordinating 

ligands in AA10 LPMOs. 

The latter two research papers explored the fact the addition of substrate leads to an altered ligand field 

in chitin active AA10 LPMOs, changing from a rhombic 3N2O copper coordination geometry to an axial 

(near-square planar), 3N1O geometry. The changes to the electronic structure upon substrate binding 

have shown to be the most significant among the chitin-active AA10s when compared to the other families 

of LPMO, showing stark differences in their spin-Hamiltonian parameters. We used continuous wave and 

pulsed EPR techniques to show both the copper and nitrogen couplings are affected following substrate 

binding. We also revealed the formation of a hydrogen bond between the remote nitrogen of His2 and 

the polysaccharide N-acetyl group by evaluation of the electronic field gradient and DFT calculations.  

We further explored the AA10 LPMO-substrate interaction by using the azide anion to mimic the 

electronic behaviour of the superoxide ion. On this basis, we prepared a range of LPMO-Cu(II)-N3 

complexes at the active site of a chitin-active AA10, the electronic features of which are representative of 

the LPMO-Cu(II)-O2 species. This study highlighted the formation of two unique chemical species with high 

levels of metal-ligand covalency, providing valuable information on the elusive intermediate. The addition 

of substrate to these complexes again led to significant alterations to the ligand field. Importantly, DFT 

calculations showed that the 4-coordinate geometry imposed by substrate binding leads to the generation 
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of more reactive intermediates, lowering the barrier for HAA or formation of the LPMO-Cu(II)-O species. 

Together these findings are of great importance in the field of LPMOs as they are indicative of a coupling 

mechanism existing between substrate binding and oxygen activation occurring at the AA10 active site. 

Such a mechanism explains how LPMOs are able to generate such potent reactive intermediates whilst 

showing exquisite chemical selectivity. The proposed coupling mechanism would also suggest that AA10 

LPMOs are indeed oxygenases, whereby O2 is preferred as the oxidative co-substrate as it allows for the 

generation of more potent intermediates when in the presence of the correct substrate. This proposed 

mechanism provides the enzyme with an element of control, so that it can reduce the production of ROS 

when there is no substrate to act on. Such a mechanism protects the enzyme from deleterious self-

oxidations that have been shown to occur during the rapid uncoupled turnover from reactions with 

peroxide.  
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7 Appendix of Research Papers 
 

7.1 Secreted pectin monooxygenases drive plant infection by 
pathogenic oomycetes 
 

The following research article was published in Science, 2021. This publication reveals the 

discovery of a new family of LPMO from the plant-pathogenic oomycete, Phytophthora infestans. This 

newly discovered AA17 family was found to catalyse the oxidative cleavage of polygalacturonic acid, the 

backbone of pectin. This new family showed my many structural parallels to the other characterised 

families but with a notable change to the substrate binding surface. A large, charged groove was found 

on the AA17 substrate binding surface, showing how the new family of LPMO can recognise the negatively 

charged, polysaccharide substrate. This publication has great impact as it shows that Phytophthora 

infestans relies on this pectin-degrading LPMO to achieve successful pathogenesis of potato or other 

solanaceous plants; highlighting new potential avenues for crop protection. 

This was a large body of work to which the following authors contributed to: Federico Sabbadin, Saioa 

Urresti, Bernard Henrissat, Anna O Avrova, Lydia R J Welsh, Peter J Lindley, Michael Csukai, Julie N Squires, 

Paul H Walton, Gideon J Davies, Neil C Bruce, Stephen C Whisson, Simon J McQueen-Mason. The specific 

contributions of each author were as follows: F.S. carried out analysis of RNA-seq data, gene cloning, 

heterologous protein expression and purification, enzyme activity assays, and mass spectrometry analysis 

of reaction products and prepared figures and tables. S.U. and G.J.D. conceived the x-ray crystallography 

studies. S.U. crystallized the proteins, collected and analyzed crystallographic data, solved the crystal 

structures, and made structural figures and tables. P.H.W. and P.J.L. conceived the EPR study. P.J.L. carried 

out EPR experiments and simulations. B.H. performed bioinformatics analyses and alignments. M.C., 

S.C.W., and J.N.S. conceived and performed the RNA-seq experiments and analyzed the data. S.C.W. and 

L.R.J.W. performed the stable gene silencing experiments. L.R.J.W. performed RT-qPCR. A.O.A. conceived 

and performed the transient gene silencing experiments. F.S., S.C.W., N.C.B., and S.J.M.-M. organized the 

data and wrote the manuscript. All authors contributed to production of the manuscript. 
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7.2 C-type cytochrome-initiated reduction of bacterial lytic 
polysaccharide monooxygenases 
 

The following research article was published in Biochemical Journal, 2021.This publication explores 

the ability of C-type cytochromes to act as the reducing co-partner for bacterial LPMO catalysis. The 

nature of the reductive partner which facilitates the CuII/I redox couple in LPMO catalysis is one of the 

important questions still under debate. Herein, we explore the possibility of a small c-type cytochrome 

(CjX183) as the potential redox partner for AA10 LPMOs in the deconstruction of lignocellulosic 
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