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Summary

A high speed, injected current, Electrical Impedance Tomography (EIT) system
for producing images ofelectrical conductivity distributions is described. The measurements
required to produce an image are acquired in a time of 2ms, allowing rapidly changing
distributions to be imaged. To achieve this speed, the drive currents ofdifferent frequencies
are applied simultaneously to the medium of interest. The system is applied to a linear
array, although other electrode configurations could be used.

An introduction to the topic ofElectrical Impedance Tomography (EIT) is presented
detailing present applications of EIT and giving some theoretical background to the
technique. Reasons for reducing the measurement time and applying the system to a linear
array are given. The general specification for the system is derived and the parallel drive
and measurement circuitry is described in detail. The filtering process used to determine the
components ofthe measured data at each ofthe drive frequencies is described. The algorithm
used to form images is explained and image filters are applied to images generated from
analytic data in order to improve the image quality. Measurements made on conductivity
distributions set up in a phantom and images generated from these measurements are
presented including images ofsingle and multiple objects of higher and lower conductivity
than the background medium. Images of moving objects, including a sequence of images
generated from measurements taken in consecutive 2ms intervals, are presented. Conclusions

from the work are drawn and suggestions for further work are given.
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Chapter 1 Introduction

1.1 Introduction

This thesis describes the design and construction ofa simultaneous drive Electrical
Impedance Tomography (EIT) system and its application to a linear array of electrodes.
EIT isanon-invasive technique by which an unknown conductivity distribution in a particular
plane ofa region ofinterest can be estimated. Electric current is introduced into the medium
of interest through electrodes placed on the surface of the medium [1], or by magnetic
induction [2], The resulting potential differences are measured on the surface ofthe medium
by other electrodes and used to determine the conductivity distribution.

Applications for EIT exist in medicine, industry, geology and archaeology. The
principle of using electrical currents and measured potentials to determine unknown
impedance distributions was used as early as 1920 in geophysical prospecting [3] and a
similar method is still used today [4], In 1978 Henderson and Webster produced an image
of the thorax using electrical methods [5], and in 1982 Barber and Brown produced the
first tomographic in-vivo image with the Applied Potential Tomography (APT) system [6],
This led to the development of an APT system which used 16 encircling electrodes and
could take measurements at a rate of 24 frames a second [7], Since then a number of
working EIT systems for medical applications have been reported which use 16, 32, or 64
electrodes [7][8][9], Typically these take 28ms or longer to gather the data and some
produce images in real-time [10][11], EIT has only been applied to industrial processes
since about 1990 [12] and its most common area of application is in measuring the cross
section of contents of pipes and mixing vessels [12].

It is difficult, using EIT, to produce an image of the absolute conductivity
distribution of the medium of interest (sometimes called a static image). This is because a
slight deviation in electrode positioning on the surface of the medium of interest, or a
deformation of the surface shape gives rise to large errors in the measured potential
differences. These errors are large compared to the potential differences caused by
inhomogeneities to be determined, and so the conductivity distribution cannot be imaged
accurately [13], Consequently, images of changes in the conductivity distribution with time
are usually imaged. This imaging process, called dynamic imaging [14], is performed by

taking two sets of measurements, the reference set and data set, which are separated in
1



time, and using the difference between the two sets of data to produce the image. Any
errors which are caused by electrode positioning or other 'static' errors will be present in
both the reference and the data set. By subtracting the measurement sets, any coherent
errors will be removed, leaving only the information about the change in conductivity.
Griffiths [ 15] was the first to propose and demonstrate the use oftwo frequencies to generate
a pseudo-static image (ie not a dynamic image due to changes of conductivity with time,
but an image of changes of conductivity with frequency). This was performed by taking
one set of measurements with the drive current at one frequency and then repeating the
measurements with the drive current at another frequency (41kHz and 82kHz were the
frequencies used by Griffiths). The data sets at the different frequencies were subtracted, so
eliminating the coherent errors, and the conductivity differences due to the change in
frequency were imaged [14],

Since temporal changes in conductivity are often of interest, the time required to
perform the measurements is often an important parameter. The work described in this
thesis uses an original technique to reduce the measurement time. There are a number of
advantages to be gained by decreasing the measurement time. If consecutive measurements
can be made at higher speeds, faster events can be monitored which may not be possible
using other methods. Also, ifa dynamic process isheing imaged, the shorter the measurement
time, the less the conductivity distribution will have changed during the measurement time.
If the electrodes were mobile and the position of the electrodes was detected or known, a
sequence of images could be taken which could be used as a basis for producing a 3D
image. Ifthe conductivity distribution is not changing rapidly, a number of measurements
could be taken and averaged in order to increase the signal-to-noise ratio of the reference
and data sets.

Most of the medical and industrial applications of EIT use an encircling array of
electrodes, but for geological and archaeological applications, such an array is not feasible.
It is also the case that encircling arrays cannot be used in some medical and industrial
situations. Although the system reported here can be applied to any configuration of
electrodes, the instrumentation in this thesis is applied to a linear array ofelectrodes, ie the
electrodes are placed in a line on the surface ofthe region to be investigated. This electrode
arrangement was chosen partly because it is the most demanding geometry from an
instrumentation point of view.

This chapter gives the background information to the project. The next section

reviews the present tomographic imaging methods used in medicine, industry and geology



and outlines the advantages of EIT over other imaging modalities and the particular
applications for which it is used. The theoretical background of EIT is explained and an
example ofan image forming technique is given. A briefreview ofthe measurement speeds
ofexisting EIT systems is followed by a description ofthe electrode arrangements used in
different applications. The proposed work is described and the chapter concludes with an

outline of the rest of this thesis.

1.2 EIT and Other Tomographic Imaging Techniques

EIT has been used in medicine to image a number ofconditions or bodily functions.
Present medical applications of EIT include lung perfusion and cardiac output [16], where
an encircling array ofelectrodes are used. Images have been produced in real-time allowing
problems in the cardio-pulmonary system to be identified [10], Lung ventilation has also
been imaged in real-time and lung defects have been detected [17], Gastric emptying has
been imaged using EIT [18] and the monitoring ofthe movement ofthoracic fluids in space
(zero gravity) has been proposed using a specially built portable APT system [19], The
tissue temperature of patients undergoing hyperthermia treatment for tumours has also
been imaged [20],

The main drawbacks of EIT as a medical imaging system are its poor spatial
resolution and the limitations imposed by 3D effects. The resolution can be increased to
some degree by an increase in the number of electrodes used to make the measurements
[21], but the physical aspect of attaching a large number of electrodes to a patient is
impractical in some applications. Considerable effort is being expended at present in
understanding 3D effects in EIT [22][23][24], both in terms ofcompensating measurements
and in the formation of 3D images.

EIT is a medical imaging technique with little or no hazard associated with repetitive
use [9], It can have good tissue contrast since the conductivity of one soft tissue can be
markedly different from the conductivity ofanother soft tissue [25], EIT systems are relatively
cheap in comparison with other medical imaging systems. A number ofother medical imaging
techniques use x-rays or radioisotope radiation where repetitive use is not advisable due to
the harmful nature of prolonged exposure of bodily tissue to the sources. These methods
include planar x-radiography [26] where a projection image is formed of x-ray absorption
through the body. This method is used to identify bone fractures and tumours but cannot
easily distinguish between soft tissues. A modification to planar x-radiography is x-ray

computerised tomography [26] where the x-ray source and detector are rotated around the
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body and a number ofprojections are made. This allows a tomographic image to be produced,
but the process involves a longer exposure to x-rays and so its use is restricted. Radiation
techniques are used to image parts of the body where radioactive isotopes are introduced
to the body intravenously or orally and the progress ofthe isotopes are tracked by gamma
ray detectors [27], These methods also have some risk associated with them and so are not
used repetitively. In medical imaging applications ofultrasound [26], waves emitted from a
source are detected after reflections from a tissue interface. This method is not known to be
harmful and can be used repeatedly, but because very little reflection occurs at an interface
between two relatively soft tissues, tissue contrast is generally poor in ultrasound images.
Magnetic Resonance Imaging (MRI) [27] is an imaging process which applies a large
magnetic field to the body. This aligns the protons in the atoms in the body and as the field
is removed, the energy emitted by the relaxation ofthe protons is detected and from this an
image ofthe body can be produced. Although the resolution and soft tissue contrast for an
MRI image are excellent, the systems are very expensive - typically two orders ofmagnitude

more expensive than an EIT system.

EIT and Electrical Capacitance Tomography (ECT) [28], a similar method to
EIT, are both used in imaging industrial processes despite their relatively poor resolution.
In ECT systems the discharge times of capacitances are measured (the capacitances consist
of the electrodes on the surface of the medium and the dielectric is the medium being
investigated) [29] rather than the transfer impedance (voltage difference measured divided
by current injected into the medium) as in EIT.

Both EIT and ECT are used to measure the concentration and velocity profiles of
mixtures oftwo components flowing in a pipe and imaging cross sections ofmixing vessels
[12][29], Other applications of ECT are flow rate measurement [12] and combustion process
imaging [30], EIT has been used to image structured soil samples [31], hydrocyclone
separator dynamics [32] and resistivity distribution of semiconductor wafers [33],

Other imaging techniques used to image industrial processes are similar to those
used in medical imaging. However, radiation imaging techniques such as x-rays [28], gamma
ray detection [28], microwave [34], PET (Positron Emission Tomography) [28] and PEPT
(Positron Emission Particle Tracking) [35] suffer from stringent safety requirements and
expensive components. MRI (Magnetic Resonance Imaging) is used in some processes
[28], but is very expensive and temporally poor so it is not used for real time imaging.

Ultrasound is used in some applications [36] but has poor resolution and optical tomography,



which uses light sources and sensors, can only be used where the medium being imaged is

not opaque [28],

Electrical methods have been used in geophysical applications since Schlumberger
first proposed their use in 1920 [3] and EIT has been used to map large scale structures of
particular areas of geological interest [37][38], EIT has been used to detect geophysical
strata in a process called resistivity sounding [39][40] where two or three horizontal layers
of material can be detected. EIT is also used for resistivity profiling [40] where the whole
electrode array is moved laterally along the area to be profiled thus detecting changes of
conductivity in the horizontal direction rather than the vertical. Preliminary investigations
have also been performed on the possible use of EIT in archaeological surveying [41], A
similar process to ECT is also used in geophysics, called induced polarisation [4], A pulse
of current is applied to two of the electrodes in the ground and the resulting potential
difference measured on the two other electrodes. When the current returns to zero, the
voltage does not instantaneously return to zero, but decays in a manner characteristic ofthe
rock (dependent upon the interaction between the electrolyte and the metallic minerals in
the rock). Ifthe decay shape is measured, the rock can be identified.

Other geophysical detection techniques used to detect rock formations include
gravity meters which are spring based instruments used to detect local increases in gravity
due to the presence ofhigh density rock, but this method suffers from errors due to latitude,
altitude, tides and terrain all ofwhich have to be compensated for [39], Proton magnetometers
can be used to detect the presence of rock types that are magnetic [4], but since these are
few, their use is limited. Scintillometers and other radiation detectors are used to measure
the radiation emitted from naturally radioactive rock and materials and hence the quantity
ofthe radioactive material present can be deduced [4]. A number ofelectromagnetic methods
exist which are used to locate geological inhomogeneities by detecting the eddy currents
generated within the inhomogeneity by the application ofan external time varying magnetic
field [4], but this can only be used for reasonably conductive inhomogeneities. Seismic
methods are perhaps the most common geophysical technique for determining strata and
work on the principle ofcreating a seismic wave and detecting the reflections and refractions
of the wave from the strata [39], However, unlike EIT, this technique cannot be used to

detect inhomogeneities or vertical discontinuities.



1.3 The Theoretical Background of EIT

This section will explain the theoretical background of EIT and demonstrate how
an image can be generated from the potential difference measurements made on the surface
ofthe medium of interest.

Figure 1.1 shows a linear array of 16 electrodes on the surface ofthe medium of
interest. The current is introduced into the medium via electrodes 1 and 2 and the potential
differences between the remaining adjacent electrodes are measured ie between 3-4,4-5,..,
15-16. The current drive is then moved to electrodes 2 and 3 and the measurements of
potential differences between remaining adjacent electrodes made again. This process is
repeated until all adjacent electrode pairs have been driven. In practice, some of these
measurements are reciprocal, for example measuring the potential between electrodes 8-9
when driving current between electrodes 3-4 gives the same result as measuring the potential
between electrodes 3-4 when driving current between electrodes 8-9. Therefore, only half
the measurements are independent.

If the position of a pair of current injecting electrodes placed on the surface of a
homogeneous region of interest is known accurately, the current distribution within the
medium can be calculated theoretically and since the equipotential loci are perpendicular to
the currents, these can also be determined. For a linear array, the potential at a point due to
one current drive can be derived for a semi-infinite homogeneous 2D and 3D region as
shown by Powell [42],

For a 3D region the potential, d>, at a point is given by

t\ 1
\nn 7

(1%

where | is the current amplitude, a is the conductivity of the homogeneous medium, rt is
the distance from the electrode used to source current to the point and r2is the distance
from the electrode used to sink current to the point.

For a 2D region the potential is given by

ALA2 ) = {1.2}

where the variables have the same meaning as in Eqn {1.1} except for oawhich is the
conductivity per unit length in the direction perpendicular to the plane ofinterest. Since <

is not really a meaningful parameter, the equation can be extended to a pseudo-2D situation
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Drive
Current

Medium of Interest
Electrodes

Figure 1.1 : A linear array of 16 electrodes applied to the surface ofa medium of

interest.



where the medium of interest has a finite depth but it is assumed that the currents flow in
the same pattern as for a 2D situation and are constant in the z direction (depth). The

pseudo-2D equation is

hr 2= {1.3}

where the variables have the same meaning as in Eqn {1.1} and d is the depth.

The equipotential loci for a homogeneous region can be seen in Figure 1.2 for the
drive pair 8-9. The potential differences which should be measured between the adjacent
receive electrodes can be calculated and are denoted as Vief . If the region were non-
homogeneous and a small object ofconductivity different from the background conductivity
were to be introduced into the medium of interest as shown in Figure 1.3, the potential
differences between the adjacent receive electrodes will be different from those for the
homogeneous case and these measurements are denoted as Vm One method which can be
used to form an approximate image of the conductivity distribution is called backprojection
[13] and this will be described to demonstrate how an image can be generated from the
measurements.

The method ofbackprojection assumes that the perturbation to the position of the
equipotential loci caused by the presence ofa conductivity discontinuity is small and can be
neglected. For a small object of lower conductivity than the background medium placed in
the region to be imaged as shown in Figure 1.3 the measurement between the electrodes 2
and 3 will be the measurement most affected by the presence of the object
will be the largest) for the drive pair shown. It can be inferred from the change in the
measured voltage difference that the inhomogeneity lies partly or wholly within the
equipotential band which terminates on the electrodes 2 and 3. In forming the image, the
band bounded by the equipotential loci which terminate on each electrode pair is weighted
by the value iVmVr )/K e/ for each receive pair for one drive. This process is repeated for
all the drive pairs and the images generated are superimposed. The images will add to
produce a region of low conductivity in the final image at the approximate position ofthe
inhomogeneity and in this way small inhomogeneities can be imaged. Although the
backprojection procedure is empirical, it has been widely used to produce useful images

[13],
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Figure 1.2 : Equipotential loci for a linear array caused by a central drive pair.

Drive
Current

Figure 1.3 : Equipotential loci for a linear array caused by a central drive pair with a

single inhomogeneity as shown.



1.4 Measurement Time

The advantages to be gained by a reduction in measurement time were given in
section 1.1 and include

1 The possibility of imaging fast events.

2. The taking ofsnapshot measurements (ie the conductivity distribution does not change
significantly over the measurement period).

3. The possibility of averaging successive frames to increase the signal-to-noise ratio
where with existing systems only one measurement can be made in the time available.

4. Quick response time for sub-surface searching when used in conjunction with a linear
array.

The fastest medical EIT systems at present have measurement times of42ms [16],
40ms [10] and 28ms [43], with proposed times of 16ms [11]. These measurement times are
adequate to image biological functions, but signal-to-noise ratio is often a problem [16] [44].
A faster measurement time would allow averaging of successive frames to increase the
signal-to-noise ratio.

In general, the systems used for geological applications are not optimised for speed
since the objects being imaged are usually static (rock) or changing slowly (seepage) and so
a decrease in measurement time would be of limited use.

Industrial EIT systems are often used to measure dynamic events eg flow rates,
mixing processes, chemical processes and combustion events. The speeds ofindustrial EIT
systems are currently similar to medical systems [23], although a faster EIT system would

allow faster processes to be imaged.

For injected current EIT systems it isusual to introduce the current into the medium
of interest via two electrodes on the surface of the medium and measure the potential
differences between other electrodes (usually adjacent pairs) mounted on the surface [44],
The source ofcurrent is then multiplexed to the next pair ofelectrodes and the measurements
repeated. If a current source was connected between each pair of electrodes and all the
current sources were driven simultaneously, no multiplexing would be required and the
time necessary to take a full set of measurements would be reduced by a factor of 1In,
where n is the number of pairs of injection electrodes. The potential differences detected at
the electrodes would be the sum ofthe potential differences due to each current source and
so it must be possible to identify the contribution made to each potential difference by each

ofthe sources. In order to measure the potential difference caused by each drive, the drive
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waveforms must have a low cross-correlation, and suitable signals would be sinewaves at
different frequencies.

The approach ofusing simultaneous currents to drive the medium of interest has
been suggested by Murphy [45] and subsequently by Rosell [46] and by Hasekioglu [47],
Although methods of simultaneous drive have been proposed, no images appear to have
been produced from measurements made in this way. One reason for this could be the
technical difficulties ofsuch a system, including system complexity and the requirements on
matching ofthe component parts which lead to a demanding specification. In this work an
EIT system using a simultaneous drive methodology and digital filtering to separate the
measurements has been designed and constructed, and has been shown to produce a
significant reduction in measurement time.

It should be noted that at present, many EIT groups are using wideband multiple
frequency currents applied serially to the medium of interest in order to characterise tissue
[48] (in biological applications) or material [49] (in industrial applications). This
characterisation can be performed because the conductivity of some chemicals and cellular
structures vary with frequency [48][50] in a manner characteristic of its tissue or material
type, and is essentially an extension ofthe work by Griffiths [15], By performing a series of
measurements on the medium of interest over a wide band of frequencies, the frequency
dependence of conductivity ofeach pixel in the image can be measured and hence the tissue
or material type determined.

The object of the work described in this thesis is not tissue characterisation and
does not use the frequency dependence of the conductivity of materials. Indeed, the
frequencies used are chosen such that any change in conductivity within the range of
frequencies is negligible. In this work multiple frequencies are being used purely so that the
medium ofinterest can be interrogated quickly. This system will be referred to in the rest of
this thesis as a narrowband multifrequency simultaneous drive EIT system. The possibility
of combining tissue characterisation and parallel drive are discussed in Chapter 8 in the

section on future work.

1.5 Electrode Arrangements

In principle, EIT can be used with any arrangement of electrodes. In medical
applications, the region ofinterest is often approximately circular in cross section (eg thorax,

head, leg, arm) and so the usual arrangement is to use a ring of electrodes to encircle the

part of the body to be imaged [7][8][9] (see Figure 1.4(a)). The image generated from

n
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Figure 1.4 : Electrode Arrangements.
(a) Encircling Array.
(b) Rosette.

(c) Linear array.
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these measurements represents a slice of the body through the plane of the electrodes.
Other shapes have been investigated to determine possible advantages that can be gained
from non-encircling electrode arrays. Smallwood [18] used a rosette, a ring of electrodes
placed on the surface as shown in Figure 1 4(b), to image the stomach and Powell [51] used
electrodes in a line (or linear array) to image regions close to the surface (see Figure 1.4(c)).

In geological applications four electrodes are usually used [39], although linear
multi-electrode systems exist [52], The four electrodes can be arranged in a number of
configurations [39], but are usually placed in a line with two of the electrodes being used
for the current source and sink, and the potential between the other two electrodes being
Measured. The electrodes are then moved, another measurement made and the process
repeated until enough data has been gathered.

Industrial applications use the encircling electrode array to image circular cross
sections [12], although other array shapes have been used to take measurements [53],

One ofthe possible advantages of decreasing the measurement time could be to
Make the array more mobile and take a sequence of measurements to produce either a 3D
Image, ifthe position ofthe electrodes were known, or allow real-time searching of a sub-
surface region. A linear electrode array is used with the simultaneous drive EIT system,
since it is difficult to achieve mobility using encircling electrodes unless the object is perfectly
circular. In the context of an encircling array for medical purposes, mobility is impractical.
In a linear array the electrodes would be in a fixed position on a rigid probe, and the probe
could thus be swept across the surface ofthe medium of interest. The same is also true of
a rosette although this would require the surface to be flat in two directions.

The linear array is very demanding in terms of the instrumentation required for
Making measurements (the dynamic range required ofthe receiver instrumentation is much
larger than for an encircling array) and so is ideal for assessing any problems which may

arise from the use of simultaneous parallel drives.

1.6 Outline of Thesis

The rest of this thesis describes the design ofa simultaneous drive system applied
to a linear electrode array.

In Chapter 2 the general specification for the narrowband multifrequency
simultaneous drive system is developed and an overview ofthe component parts which will
be required in the system is given. Chapter 3 is concerned with the drive circuitry, including

waveform generators, current sources and common mode feedback circuitry. Detailed
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specifications are generated and the important decisions leading to the final design are
highlighted. The final circuitry used in the system is described in detail and its measured
behaviour is compared with simulation and the specification and any shortfalls are stated.
Chapter 4 details the receive circuitry used to measure the adjacent potential differences on
the surface ofthe medium ofinterest and explains the filtering process used to separate the
potential differences at each drive frequency. Again the circuitry is described in detail and
predicted and measured performance compared against the specification. Chapter 5 describes
the phantom used to test the system and the overall control of the system. This includes a
description of the phantom and electrode array and their critical dimensions as well as a
detailed description of the circuitry used to control the system and interface to the host
computer. In Chapter 6 some common image forming algorithms and image filters are
described. Images produced from data generated analytically are presented to demonstrate
the limitations o fthe image forming algorithm and filters are applied to the image to improve
the image quality. Chapter 7 presents measurements made on the phantom by the narrowband
multifrequency simultaneous drive system and compares these with expected calculated
values. Images ofa number ofconductivity distributions are shown including multiple objects
and moving targets. In Chapter 8 conclusions are drawn from the work presented in this

thesis and some suggestions for development and future work are given.
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Chapter 2 System Configuration

2.1 Introduction

In this chapter the specification used as a basis for the design of the narrowband
multiple frequency simultaneous drive EIT system is generated. Although a linear array is
the specific subject ofthis work, the technical aspects considered here would apply equally
to an encircling array. The major difference in the specification for the two array types is the
increased receiver dynamic range required for a linear array of electrodes. It should be
noted that although the requirements are discussed separately, in some cases they are highly
inter-related and some degree of compromise is necessary.

Firstly, the physical arrangement of the electrode array is discussed and the drive
type, measurement speed and the frequency and amplitude of the drive waveforms are
considered. The expected dynamic range requirement, which is larger than for a single
multiplexed source system, is calculated and an outline specification of the measurement
system is developed. The chapter concludes with a summary of the specification of the

system.

2.2 Electrode Arrangement

In early EIT systems, and some present systems, current is injected into the medium
°finterest viathe same electrodes that are used to make the voltage difference measurements
on the periphery ofthe medium [7][8], This dual functionality ofthe electrodes means that
the voltage buffers need to be disconnected when the electrode is being used to source or
sink current and that the current source needs to be disconnected when the electrode is
being used for voltage measurements. The electrode function switching isusually performed
by analogue switches. The input capacitance ofan analogue switch is typically 10pF [54],
an impedance of approximately 800k£2 at 20kHz. This impedance is in parallel with the
output impedance ofthe current source and the input impedance ofthe voltage buffer at the
electrode, thus limiting the total impedance presented to the electrode to a maximum of
800kQ. The lower the impedance to ground at the electrode, the more current will flow to
ground through it, instead of flowing through the medium of interest. This distorts the

equipotential loci and thus affects the image forming process which assumes no loss of

15



current. Since the electrodes perform the dual function of current injection and voltage
measurement, the number ofindependent measurements is reduced since reciprocity can be
applied as stated in section 1.7. Also, due to the presence of contact impedances between
the medium ofinterest and the electrodes, the potential at the electrode being driven cannot
be measured reliably and thus further reduces the number of measurements available.

These limitations can be overcome by using separate electrodes for current injection
and peripheral voltage sensing [9] and this is the arrangement used in this system. The drive
and receive electrodes are chosen to be equispaced and interleaved, although other
configurations can be used (eg parallel arrays).

For an encircling array of electrodes, the electrode system is continuous and so
there are equal numbers ofdrive and receive electrodes, giving an even number ofelectrodes.
Most EIT systems which use an encircling array of electrodes have 16 or 32 electrodes
[71[8]1[15], To ensure symmetry for a linear array the electrodes at each end of the array
must perform the same function ie they must both be either drive electrodes or receive
electrodes, giving rise to an odd number ofelectrodes. The simultaneous drive system was
chosen to have 16 drive electrodes and 17 receive electrodes making atotal 033 electrodes.
The number of independent measurements that can be made for this arrangement is
15x16=240. A diagram showing the electrode arrangement can be seen in Figure 2.1.

A major concern in the design of injected current EIT systems is the common
mode voltages that are generated in the medium of interest by mismatches in the system
Parameters. For example, a mismatch in the source and sink current ofa drive will result in
a net flow of current into, or out of, the medium of interest. This current will flow to or
from ground through the output impedances ofthe current sources (and any other impedances
to ground) causing a common mode voltage to be set up between the medium of interest
and ground. This is particularly significant in this design because the parallel sources at
different frequencies will all contribute to the common mode voltage. A facility to apply
common mode feedback will be required to reduce the effects of these common mode
voltages in the medium, (see Section 3.5 for more details), and so a further two electrodes

placed at a distance from the array (in the 'far field") will be required for this purpose.

2.3 Speed of Measurement

The aim of this work was to evaluate a multiple frequency simultaneous drive
system and identify the critical factors associated with the use of such a system to maximise

measurement speed. A system described by Zhu quotes a measurement time of 16ms [11]
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Figure 2.1 : The linear array of 16 drive electrodes and 17 receive electrodes.
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and so a measurement time of less than 16ms was proposed.

Practically there is a limit to how fast measurements can be made and compromises
have to be made. For example, a reduction in measurement time increases the bandwidth of
the system and hence reduces the signal-to-noise ratio. A reduction in measurement time
also corresponds to an increase in drive frequency separation, which will mean that the
frequency dependence of the conductivity of particular materials can no longer be ignored.

After making appropriate compromises on the issues stated above, the system
was designed to take the measurements as quickly as possible and the data was stored for
off-line processing. For conductivity distribution changes which are imaged by existing
slower systems, it would be possible to take a number of frames and average them in order

to increase the signal-to-noise ratio of the measurements.

2.4 Drive Methodology
2.4.1 Drive Type

To perform EIT a method of creating current patterns within the medium under
investigation is required. Early systems used a voltage source to provide the current to
drive the medium and this gave rise to the term "Applied Potential Tomography" (APT)
[!]e Since then, most groups have used a constant current drive strategy with one source to
Inject and another to extract a constant current [10][55], The method of Adaptive Impedance
Imaging is used by some [9][11] to create a range of current patterns in the medium under
investigation which are different from the current patterns generated by a single source-
sink pair. In Adaptive Impedance Imaging all drive electrodes are used simultaneously to
InJect a current ofthe same frequency, and the current patterns are determined by control of
the amplitudes ofthese injected currents. In this way current patterns which are claimed to
give the optimum information about the medium under investigation can be employed [56],

Some groups using the Adaptive Impedance Imaging technique have reverted to
the voltage driven system and measure the current being injected into the medium [9],
Although it is easier to achieve the low output impedance required for a good voltage
source than to achieve the high output impedance required for a good current source, this
method has two major disadvantages. The first is a significant increase in the number of
measurements that need to be taken and processed before imaging can be performed (the
current at each electrode must be measured) and the second is that the amplitude of the
current injected is dependent upon the load resistance and hence the conductivity of the
medium being imaged.
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A constant current source injection system does not suffer from the above
disadvantages. Provided that the current source output impedance is large compared with
the load impedance, the current delivered by the current source is defined without the need
for measurement. For example, for a single multiplexed current drive system with a maximum
load impedance of 3kE2 between the drive electrodes, an output impedance of 1.5MQ will
guarantee a 0.1% accuracy ofthe current flowing between the electrodes through the medium
of interest (see section 3.4.2 for further details). The output impedances of the current
sources used invarious single multiplexed EIT systems are 830k£2 (at 10kHz) [55], 1,3M£2
(at 100kHz) [57] and 210kft (at 20kHz) [44],

A constant current source approach has been adopted in this system design since
this approach does not require extra measurements to be performed and hence will minimise

Measurement time.

2.4.2 Drive Set

A drive set is defined as the set ofindependent measurements that can be made for
a particular drive configuration. Figure 2.2 shows different drive sets for an encircling and
linear array. The adjacent drive setis the set of measurements which are made when adjacent
electrodes are used to source and sink current (shown in Figure 2.2(a) and (b) for the
encircling and linear array). The polar drive set refers to an encircling array and is the set of
measurements made when diametrically opposite electrodes are used to source and sink
current. In circular geometries where the electrode array encircles the medium of interest,
the most commonly used drive set uses adjacent drive pairs [7][10][58], The non-adjacent
drive sets have the advantage ofincreased signal size over the adjacent drive set, but in the
case of dual function electrodes (electrodes which are used to drive and receive) it has the
disadvantage of fewer independent measurements available (due to reciprocity) and four
voltage differences, rather than three for the adjacent drive, are eliminated because the
voltages cannot be measured at the drive electrodes. 1f measurements could be made at the
drive electrodes, in principle it would be possible to calculate the data for one drive set
from data measured for any other drive set using superposition. However, the signal-to-
noise ratio ofthis calculated data would be reduced and in practice the voltages measured
at the drive electrodes are unreliable.

In geophysical applications which use a linear geometry a four electrode approach
is often used and the four electrodes are physically moved to take different measurements

[59], The positioning of the electrodes is dependent upon the application. For example
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Figure 2.2 : Drive Sets.

(@) Adjacent drive set for an encircling array.
(b) Adjacent drive set for a linear array.

(c) Polar drive set for an encircling array.
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when the depth ofstrata parallel to the surface is being measured, the current electrodes are
placed between the two voltage measurement electrodes as shown inFigure 2.3(a). However,
>fthe position of a vertical discontinuity is being measured as shown in Figure 2.3(b), the
pair of current drive electrodes are distant from the pair ofvoltage measurement electrodes.

Powell [42] looked extensively at different drive sets for a linear geometry and the
advantages to be gained by each. They are briefly summarised here :

1eMaximum depth of detection is achieved by adjacent source and sink drive electrodes.

2. The best y (depth) resolution of the resultant backprojected image is obtained by
using adjacent source and sink drive electrodes.

3. The best x (array direction) resolution ofthe resultant backprojected image is obtained
by using well spaced source and sink drive electrodes.

4. The smallest dynamic range of measurements is achieved by using well spaced source
and sink drive electrodes.

The maximum depth at which a conductivity inhomogeneity can be imaged (using
the backprojection method for the image formation) using a linear array is half the total
length of the array if adjacent drives are used, the actual area of detection being almost
semicircular with a diameter equal to the array length (see section 5.2.3). For any other
drive set the depth at which objects can be imaged is reduced. Adjacent drives give rise to
a low differential to common mode voltage ratio at the receive pairs in comparison with
other drive sets, which will further exacerbate the common mode voltage problem, but in

order to maximise the imaged area, adjacent drives were chosen.

2.5 Frequency and Amplitude of Injected Currents

The choice of the frequencies of the currents used simultaneously to drive the
roedium is very important because it determines a number of factors which define the
specification of other parts of the system. For a single frequency EIT system the typical
drive frequency isinthe range 10to 100kHz[I][8][10]. Lower frequencies have the following
advantages :

1- The effect of stray capacitances is reduced since capacitive impedance is higher at
lower frequencies.

2. A highcommon mode rejection ratio (CMRR) is more readily achieved inthe subtractor
circuitry, which is necessary to extract the difference in voltage between adjacent
receive electrodes.

3. Sampling at a lower frequency allows a longer time for conversion and hence requires
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Figure 2.3 : Two drive sets used in geophysical applications.
(@) Drive set used for strata measurement.

(b) Drive set used for measurement of vertical discontinuity.



less expensive analogue-to-digital converters.
4. The errors introduced in sampling by aperture jitter are reduced since the maximum

rate of change of voltage with time, dVIdt, is reduced.

Higher frequencies have the following advantages :

1- A higher amplitude of injected current is permitted for a medical system. BS5724,
which specifies the upper limit of current that can be introduced into the body for a
medically based system, permits a higher current amplitude at higher frequencies.
Thus at higher frequencies the maximum signal size allowed is higher and hence the
signal-to-noise ratio is increased.

2. The contact impedance seen at the electrodes will be reduced since the models used
for contact impedance usually include a large series capacitor [60] and the effect of

this will be reduced.

Since the majority of the advantages of using higher frequencies apply only to
medical applications and the system is not being designed specifically for a medical situation,
Nwas decided that lower frequencies would to be used in preference to higher frequencies.

As outlined in Chapter 1, the basic measurement philosophy is to drive the medium
°f interest simultaneously with multiple frequency currents so that the measurements can
be made quickly. In order to separate the frequency components at each receive pair it is
necessary to digitally filter the received voltage differences (see section 2.7.3). Measurements
are Made for a period oftime, called the window length, before the digital filtering can be
Performed. The reciprocal ofthe window length corresponds to the resolution by which the
Slgnal frequencies can be separated and so a large frequency separation would correspond
t0 a small window length and hence reduce the length of time for which measurements
Must be made. However, another consideration is the frequency dependence ofconductivity;
the frequencies used must be close enough together such that the variation of conductivity

with frequency is small enough to be ignored.

Fifteen frequencies were required to drive the 16 drive electrodes. The available
Mformation on the frequency dependent characteristics of tissue and other materials over
the range of 10-50kHz [61] suggested that a range of 10kHz or less would give only small
resistivity changes. The drive signal frequencies were chosen to be (20 + 0.5n) kHz for 0 <

n~ 14, giving a range of 20 to 27kHz in steps of 500Hz.
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Existing injected current systems used for medical applications are limited by the
constraints of BS5724 to an injected current level of typically 2.5mA peak [10][23]. An
amplitude of the same order (3mA) was chosen for each of the frequencies, since the
experience of others has shown that currents of 2.5mA produce detectable voltage
differences [10][42], The sum of the total injected current will not satisfy BS5724 which
imposes a limit of approximately 2.0mArms total at the frequencies of interest. Therefore
the system could not be used in medical applications in its present form unless the current
magnitude is reduced. However, the purpose ofthis work is to determine the feasibility of
the method ofsimultaneous drive, and the value of3mApeak (giving 8.3mArms total injection

current) will ensure that adequate signal can be obtained.

2.6 Signal and Dynamic Range

Equations 1.1 and 1.3 are repeated here for convenience and can be used to calculate

the potential at any point in a homogeneous region caused by a particular drive pair.

|
®{r™r2) =
For 3D {r\r2) 2kg (11

|
<b{r,,r2) =
For pseudo 2D {r.r2) KGd {1.3}

where O is the potential generated at the point, a is the conductivity ofthe homogeneous
medium, rl is the distance from the current source, r2is the distance from the current sink
and d is the depth ofthe medium of interest in the pseudo-2D case (the electrode array is
Placed at halfthe depth to maintain symmetry).

The table in Figure 2.4 lists the potentials generated at all the electrodes for a
drive current between drive electrodes 1and 2. Note that the potentials at the drive electrodes
land 2 have not been calculated using the above equations but have been calculated using

Equation 5.1 in Chapter 5 which takes into account the finite area of the drive electrodes.

2.6.1 Single Frequency Signal Range

The signal range at each ofthe drive frequencies isgiven by the ratio ofthe maximum
voltage difference to the minimum voltage difference at one frequency. This can be calculated
W using the figures in the table in Figure 2.4 giving a single frequency signal range of 66dB
for the 3D case and 47dB for the 2D case.

If a 25% change in the smallest potential difference is to be detected (Powell
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Drive Voltage in Voltage in Receive  Voltage in Voltage in

Electrode mV (3D) mV (2D) Electrode mV (3D) mV (2D)
1 4610.04 3763.94 1 212.21 262.27
2 -4610.04 -3763.94 2 0.00 0.00
3 -79.57 -165.48 3 -212.21 -262.27
4 -26.52 -96.79 4 -42.44 -121.96
5 -13.26 -68.68 5 -18.19 -80.33
6 -7.96 -53.27 6 -10.10 -60.00
7 -5.30 -43.52 7 -6.43 -47.90
8 -3.79 -36.80 8 -4.45 -39.88
9 -2.84 -31.88 9 -3.26 -34.16
10 -2.21 -28.12 10 -2.50 -29.88
1 -1.76 -25.15 1 -1.97 -26.56
12 -1.45 -22.51 12 -1.60 -23.89
13 -1.20 -20.77 13 -1.32 -21.72
14 -1.02 -19.10 14 -1.10 -19.91
15 -0.88 -17.69 15 -0.95 -18.37
16 -0.76 -16.48 16 -0.82 -17.06

17 -0.71 -15.92

Figure 2.4 : Expected potentials at electrodes for a 3D and pseudo-2D homogeneous
medium caused by a 3mA peak drive current between drive electrodes 1
and 2 assuming a conductivity of 0.2Snr' and a receive-receive/drive-

drive electrode spacing of 15mm.
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qguotes a maximum of 30% change in measurements between the reference and data set for
an encircling array used in medical applications [42]) the signal range will be increased to
78dB for a 3D medium and 59dB for a pseudo-2D medium. The system resolution would
have to be 78dB ifthe full range 0f3D measurements were to be made. The smaller signals
are associated with information about regions further from the array. There is less current
passing through these regions and so not only are the measured voltage differences small,
the resolution of the image forming algorithms in these regions is poor [21][62] (this is
shown to be the case in section 6.3.1, when poor images are produced from analytically
generated data for objects greater than a quarter of the array length from the array).
Experience with single frequency injected current systems suggest that in practice, 60dB is
a reasonable value [10] for the signal range. By choosing 60dB as the signal range for this
system, a 25% change can only be detected for up to 7 receive electrode pairs from the
drive, instead ofthe full array length, for a 3D medium. This reduces the depth ofdetection

for the 3D case by approximately a factor of 2.

2.6.2 Dynamic Range

The dynamic range is defined as the ratio ofthe maximum instantaneous potential
difference at any receive electrode pair divided by the minimum potential difference to be
measured at any pair. The maximum instantaneous potential difference was calculated
computationally and the worst case value of 0.6Vpeak between adjacent electrodes was
obtained for the 2D case. Therefore the dynamic range is approximately 67dB

(600/(1.14x0.25)).

2.6.3 ADC Resolution

The ADC resolution is defined by the expected dynamic range ofthe signals which

is 67dB, corresponding to an ADC ofresolution of 12 bits.

2.6.4 Noise

To be able to measure the signal range of 60dB stated in section 2.6.1, the noise
should be at least 60dB down on the maximum signal amplitude at one frequency (or at
least 67dB down on the maximum instantaneous signal). There are a number of possible
sources ofnoise in an EIT system. There will be electronic noise (thermal, shot and flicker
noise) generated by the drive and receive electronics and noise generated by the medium of

interest itself (based on the thermal movement of ions). The noise at high frequencies
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generated by these sources will be reduced by the use of an anti-alias filter which will also
prevent the aliassed noise increasing the noise floor ofthe measurements. There will also be
guantisation noise will be introduced at the point of analogue-to-digital conversion of the
signals. Smith [44] concluded that the most significant source of noise in an EIT system is
that due to the receiver circuitry and so efforts should be made to keep this noise at least

67dB below the maximum signal amplitude level.

2.7 Receiver Circuitry
2.7.1 Receiver Organisation

Since the system was being designed with a view to maximising the speed at which
measurements could be taken, a parallel approach was taken to receiver design. To increase
the speed for a serial system in which a single receive channel is multiplexed to each receive
pair in turn, fast components must be used, often leading to the need for expensive hybrid
components, especially the ADC. The time available for each measurement is also reduced
which causes a degradation in signal-to-noise ratio. In a parallel system each receive pair,
°r channel, has its own associated receive circuitry. This increases the number ofcomponents
required for the system, and hence its cost, but it simplifies system organisation and is a

necessary strategy for achieving the fastest possible measuring system.

2.7.2 Gain Stage

For any drive configuration, the potentials generated at the receive electrodes,
and hence the potential difference between the receive electrodes for a homogeneous medium,
can be calculated. In conventional single frequency EIT systems the small potential differences
which occur furthest from the drive are amplified to approximately fill the full input range
ofthe ADC before being converted. This practice is called programmable gain amplification
(PGA) and ensures that each measurement is made with the same signal-to-noise ratio (this
isonly true ifthe noise in the system after amplification is less than the quantisation noise of
the converter, so the quantisation noise is the limiting noise of the system).

For a simultaneous multiple frequency drive system the potential difference at a
single receive pair will have components at each ofthe drive frequencies and these will be
ofdifferent amplitudes. In order to measure the voltage differences at each frequency to the
same accuracy, a frequency dependent gain would need to be applied to the voltage difference
before sampling. In practise it is very difficult to realise such frequency dependent circuitry

with sufficient selectivity without also introducing serious problems of channel matching.
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For the reasons given in section 2.7.3, the filtering of the received voltage differences is
performed digitally and so frequency dependent gain cannot be applied and the option of
programmable gain amplification is unavailable. The maximum gain that can be applied to
the voltage difference is frequency independent and is defined by the largest instantaneous
value ofthe difference voltage, which, when multiplied by the gain, must be within the input

range ofthe ADC.

2.7.3 Filtering

The potential difference waveform at each receive pair of electrodes will have
components at each ofthe drive frequencies. The waveform must therefore be filtered so
that the magnitude (and phase) at each of the frequency components can be measured.

In general, filtering can be performed in the analogue or digital domain but, in this
particular system, analogue filtering of the signals is not feasible. Firstly, the number of
analogue filters that would be required (15 bandpass filters per channel) is considerable.
Each filter output waveform would need to be sampled, hence increasing the number of
waveforms to be sampled from 16 to (16x15). Secondly, each filter would require a high
order to ensure the necessary attenuation at the other signal frequencies. This is a problem
because the centre frequencies ofthe filters are subject to component tolerances, and ifthe
centre frequency ofthe filter did not coincide exactly with the signal frequency, the gain at
the signal frequency may be much smaller than expected.

Digital filtering does not have any ofthese problems. Only 16 signals will need to
be sampled and no extra circuitry is required. Furthermore, by choosing the sampling
frequency appropriately, it is possible to eliminate the errors due to windowing effects, as

explained in the next section. The digital filtering used is discussed further in section 4.7.

2.8 Sampling and Windows

The amplitude ofthe potential differences between the receive electrodes must be
measured for each frequency component. This is performed by sampling and digitising the
voltage difference waveform prior to digital filtering.

The duration for which samples ofthe signal waveforms are taken is an important
parameter and is called the window length, r. When a Discrete Fourier Transform is
Performed on a sampled time waveform, the frequency spectrum from dc to halfthe sampling
frequency is calculated for particular values of frequency, these values being multiples of
the reciprocal of the window length (called the frequency resolution). It is important for
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this application that the frequencies to be filtered correspond with an exact multiple of U/ t.
This is equivalent to the window length containing a whole number ofcycles ofeach signal
frequency [63], In practice, by using a finite number of samples, a rectangular window is
being applied to the sampled data and the frequency spectrum ofthe waveform is convolved
with the Fourier Transform of the rectangular window function, which is a function of the
form sinx/x. These sinx/x functions, where x=coxl2, (which have nulls at 1/t, 2/t, 3/t, .. as
shown in Figure 2.5) are modulated at each signal frequency and will overlap with the sinx/
X functions modulated at the other signal frequencies. By ensuring that the signals are all
multiples of 1/+¢, it has been ensured that each signal frequency will coincide with the nulls
ofall the other signal frequency modulated sinx/x functions as shown in Figure 2.6.

The drive frequencies used are (20 + 0.5n) kHz where 0 < n < 14 and so the
smallest window length which will contain an integer number of cycles of each signal
frequency is 2ms (40 cycles at 20kHz and 54 cycles at 27kHz) giving a frequency resolution
0f500Hz (I/2ms). If measurements are made for one window only, the measurement time

will be 2ms and the measurement frame rate will be 500Hz which is 20 times faster than the

real-time system reported by Smith [10].

2.8.1 Sampling Frequency

The sampling frequency must not be less than twice the highest frequency
component in the signal to be detected (ie the sampling frequency must exceed 54kHz). By
using a sampling frequency close to this value, more time is allowed for conversion which
eases the time constraints and allows cheaper components to be used. However by using a
lower sampling frequency, the likelihood oferrors due to aliasing is increased, although this
can be controlled by appropriate anti-alias filtering. For a converter with infinite resolution
the amplitude of a sinewave can be accurately determined from just over two samples per
cycle. However, for real converters, effects due to quantisation and other noise are introduced
and these can be reduced by having as large a number of samples as possible in the fixed
window length, t. By choosing a sampling frequency which gives a number of samples in
the window which can be expressed as a power of two, the possibility of using a Fast
Fourier Transform to perform the digital filtering process is available (see section 4.7 for
more details). Thiswould correspond to sampling frequencies of 64kHz, 128kHz, 256kHz
me+A sampling frequency of 64kHz would only give 2.4 samples per cycle at the highest
frequency and was too close to the Nyquist frequency for convenient design of closely
matched anti-alias filters. The higher sampling frequency of 128kHz was chosen for the
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Figure 2.5 : The Fourier Transform of the rectangular window time function of
duration r.
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Figure 2.6 : Three signal frequencies and their sinx/x modulated functions.
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sampling frequency giving 4.7 samples per cycle at the highest signal frequency and 6.4
samples per cycle at the lowest signal frequency. At higher sampling frequencies the ADCs
become more expensive and fast memory would be required to store the data at the
throughput rate ofthe conversion. A sampling frequency of 128kHz gives 256 samples per

window.

2.9 Summary

The system requirements have been defined in the previous sections and are
summarised here.

The basic blocks required to produce a narrowband multiple frequency simultaneous
drive system are shown in Figure 2.7. The control and host interface circuitry is necessary
to allow computer control ofthe system. The waveform generators and current sources are
used to provide the fifteen 3mApeak drive currents over the frequency range 20 to 27kHz
separated by 500Hz. These are injected in parallel between adjacent drive electrodes into
the medium of interest. A phantom with an in-situ electrode array is used as a means of
testing the system. Common mode feedback is applied to the phantom to reduce the common
me°de voltage generated in the phantom. The potentials at the surface of the medium of
interest are sensed by receive electrodes which are placed in between and alternate with the
drive electrodes in the electrode array. The detected signals are buffered and subtracted to
form 16 potential differences between adjacent receive electrode pairs. Any anti-alias filtering
will occur before the potential differences are simultaneously converted into digital form by
16 A/D converters (with at least 12 bit resolution) at a sampling frequency of 128kHz and
the data stored in memory prior to transferral to the host for digital filtering and image
forming.

The table in Figure 2.8 details the general specification and features ofthe system.
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HOST
PC

HOST INTERFACE
&
CONTROL CIRCUITRY

MEMORY
WAVEFORM
GENERATORS SUBTRACTORS ANTI-ALIAS SAMPLING
FILTERS CIRCUITRY
CURRENT
SOURCES |  BUFFERS
ELECTRODE ARRAY
PHANTOM
COMMON

MODE FEEDBACK

Figure 2.7 : Block diagram of component parts in the Narrowband Multiple
Frequency Simultaneous Drive EIT System.
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Physical Specification
Array Type
Electrode Arrangement
No. of drive electrodes

No. of receive electrodes

Drive Specification
Drive Arrangement

Drive set
Drive type
Frequency Range
Frequency Spacing
Drive Amplitude

Miscellaneous Drives

Receive Specification

Measurement Arrangement
Measurement set
Measurement Speed
Demodulation Technique

Dynamic Range

Single Frequency Signal Range

ADC Resolution
Noise Level

Sampling Frequency

No. of samples per measurement

Linear
Equispaced Alternate Drive & Receive
16
17

Simultaneous Narrowband Multiple
Frequency

Adjacent
Deterministic Current Drive
20-27kHz
500Hz
Approx. 3mA peak per frequency

Common mode feedback

Simultaneous Detection
Adjacent
2ms
Digital Filtering
67dB
60dB
12 bits
-67dB
128kHz
256

Figure 2.8 : Table showing the features and general specification ofthe system.



Chapter 3 Current Drives & Common
Mode Feedback Circuitry

3.1 Introduction

This chapter describes in detail the requirements and specification ofthe circuitry
used to generate the injected currents and to apply common mode feedback to the medium
ofinterest. In each section the general principle is discussed, the specification for the circuitry
Is generated, the design is presented and the measured performance compared with the
expected performance. The important aspects of the design for the simultaneous drive
system are that the signal sources should be defined in terms of frequency and amplitude to

ensure accurate filtering and minimisation of common mode voltages.

3.2 Choice of Current Drive Topology

The drive methodology discussed in Section 2.4 requires each drive electrode,
except for the two end electrodes, to be a source of current at one frequency and a sink of
current at another frequency : a sink being defined as a current extractor (ie a source of
current 180° out of phase with the corresponding current injector). Thus at a typical drive
electrode there is a current containing two frequencies as shown in Fig. 3.1. Three possible
configurations of hardware which could be used to achieve an alternating current containing
the two frequency components are described below.

In deciding which method is best suited to a multiple frequency simultaneous
drive system, the characteristics which are most desirable are a high output impedance at
each drive electrode to minimise the loading on the medium, matched source and sink
currents to minimise the common mode voltage and the minimum number of components
Per channel to minimise cost and peb space. The most important ofthese considerations is
Maximising the output impedance of the current sources, since this will compromise the
Performance ofthe system such that compensation would be difficult. The common mode
voltages generated by mismatches, however, can in principle be reduced by the application
°f common mode feedback.

Figure 3.2 depicts a system in which each waveform generator produces single

frequency sinewaves. These are fed directly to the current sources which produce antiphase
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Figure 3.1 : Diagram showing the frequency components ofthe drive currents.

(Only drive electrodes are shown).
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Figure 3.2 : Drive circuitry configuration with single frequency waveform generators.

The current sources produce the antiphase currents.
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current sinewaves of the single frequency. The outputs of the current sources are then
connected together at the electrodes and the sum ofthe two currents injected into the body.
The disadvantage of this method is the reduced impedance at the drive electrode which
occurs as a result of the output impedances ofthe two current sources being connected in
parallel. This method has the advantage that since the two signals (source and sink) ofeach
frequency are generated by the current source, and not at an earlier stage, there are fewer
possibilities for gain and phase mismatches to be introduced between the in-phase and
antiphase signals before injection into the medium of interest.

In the system shown in Figure 3.3, the sinusoidal waveforms produced by the
waveform generators are inverted and summed to produce the composite voltage signal
which is then converted to a current by the following current sources. This method has the
disadvantage of requiring extra summing and inverting circuitry which could introduce
gain and phase errors between the in-phase and antiphase current drive. Also the current
sources would have to be well matched so that no further gain and phase errors would be
introduced between the in-phase and antiphase signal. This method has the advantage that
the impedance at the electrode is the output impedance of one current source only.

Figure 3.4 shows the third method ofconnection in which the waveform generators
Produce the composite frequency signal containing two frequency signals which is then
converted to a current by the current sources. This method requires the current sources and
the waveform generators to be well matched so as not to introduce gain and phase mismatches
between the in-phase and antiphase signals, but offers flexibility in the choice of the drive
configuration. No summing and inverting circuitry is required and the impedance at the

electrode is the output impedance of one current source.

The method shown in Figure 3.4 was chosen for the final design because of the
high output impedance and the reduced number of components. Any difficulty arising from
Mismatching the channels will give rise to common mode voltages, but these will be reduced
significantly by the use ofcommon mode feedback. The flexibility to employ different drive
configurations, which may be useful in the future development ofthe system, also made it
attractive.

In the next section the design of the waveform generators is discussed and in

section 3.4, the current sources.
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Figure 3.3: Drive circuitry configuration with single frequency waveform generators.

The dual frequency signals are produced prior to voltage to current

conversion.
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Figure 3.4 : Drive circuitry configuration where the waveform generators produce

the dual frequency signals.



3.3 Waveform Generators
3.3.1 Description & Specification

The waveform generators produce the drive waveforms in the form of voltages
which are then converted to current waveforms by the current sources before being injected
mto the medium under investigation. Each drive waveform is composed of two sinusoidal
Signals o fdifferent frequency, except for the drives connected to the two end drive electrodes.
It is important that:

a) The matching between the waveform generators is as good as possible. The source
and sink ofeach drive frequency are produced by different waveform generators and
so, for the signals to be exactly in antiphase, the waveform generators must be well
matched. The common mode feedback will reduce the effect of drive current
mismatches, but only by a limited amount and so the mismatches should be minimised.

b) Any unwanted signals at the output of the waveform generators (eg harmonics,
subharmonics, noise), particularly at the drive current frequencies, are made as small
as possible. For the signal range stated in section 2.6.1 the amplitude of such signals
should be at least -60dB in comparison with the signal frequency components.
(Frequency components at higher frequencies will be attenuated by the anti-alias
filter described in section 4.4 and should be such that the attenuated amplitude is less

than -60dB).

3.3.2 Possible Implementations

The detection process outlined in section 2.8 is essentially a synchronous receiver
Soit is important that there is a definite relationship between the signal frequencies and the
sampling frequency. The time for which measurements are made (the window length) contains
an integral number of cycles at each of the drive frequencies. For these reasons, digitally
synthesised frequency sources were used. A single clock frequency was used as the time
base for both the frequency sources and the sampling signal, thus ensuring that any frequency
drift ofthis clock signal would affect all sources and the sampling signal equally. Since it is
necessary to derive all the waveforms from one clock frequency source no two drive signal
frequencies will have the same number of samples per cycle. It is not possible to choose a
clock frequency which gives an integer number ofsamples per cycle for each drive frequency
and so more than one sinusoidal cycle must be stored. The shortest time within which there
Is an integer number ofcycles for all the frequencies used is 2ms and so 2ms ofdata must be

stored for each of the signal sources.
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The digitally synthesised frequency source is shown in block diagram form in
Figure 3.5. It consists of a clocked counter used to address memory which contains a look-
up table for each waveform required. This produces a sequence ofsamples which constitute
a complete window ofthe desired waveform. Data from the look-up tables are latched into
Fhgital-to-Analogue Converters (DACs). The current outputs of the DACs are then
converted to voltages and deglitched using a sample-and-hold amplifier, before being fed
to the current sources via RG174A/U 50Q coaxial cables.
The spectral purity of the waveforms generated will depend upon :
1-The waveform generator clock frequency - the more samples per window ofdata, the
smaller the components at frequencies other than the signal frequencies.
2. The resolution ofthe DAC - an increase in the number ofbits will reduce components
at frequencies other than the signal frequencies and increase the signal to noise ratio.
3. The parameters ofthe DAC and its associated circuitry. For example, the current to
voltage converter at the DAC output has a finite slew rate which, iftoo low, has a

non-linear effect and will generate harmonics.

The spectra resulting from varying the clock frequency and the DAC resolution
Were calculated numerically using the procedure outlined in Appendix A and the results are
shown in Figures 3.6 to 3.8. A line has been drawn at -60dB to indicate the maximum level
allowed for any frequency components other than the signal. In these Figures, the frequency
spectra have been calculated at multiples of 500Hz, which is the cycling frequency of the
look-up tables. It can be seen that as the resolution of the DAC is increased or the clock
frequency ofthe waveform generators is increased, the frequency components at frequencies
other than the signal frequency decrease. The frequency components at frequencies which
exceed the sampling frequency, including the harmonics of the signal frequencies, are not
shown in Figures 3.6 to 3.8. These components will be filtered out by the anti-alias filter
used in the receive circuitry and consequently will be prevented from causing aliasing
Problems.

An 8 bit DAC and a sampling frequency of 1.024MHz were chosen because this
c°mbination met the spectral specification that the unwanted frequency components are at
least -60dB with respect to the fundamental. This solution has the advantage over the 12 bit
°AC ofreducing the look-up table size and hence the space required on the pcb, and the
lower sampling frequency of 1.024MHz requires half the storage space of a sampling

frequency of2.048MHz. Eight-bit DACs are also readily available at low cost. The lower
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Figure 3.5 : Block diagram of Waveform Generators.
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Figure 3.6 : Frequency Spectrum for a 20kHz signal quantised to 8 bits and a
sampling frequency of 1,024MHz.

Figure 3.7 : Frequency Spectrum for a 20kHz signal quantised to 8 bits and a
sampling frequency of 2.048MHz.
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Figure 3.8 : Frequency Spectrum for a 20kHz signal quantised to 12 bits and a
sampling frequency of 1,024MHz.
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clock speed also allows more time for conversion, settling and switching of the deglitcher

making the timing constraints less restrictive and so easing the design.

3.3.3 Memory Organisation

For the combination ofan 8 bit DAC and a waveform generator clock frequency
°f 1.024MHz described in the previous section, each waveform requires 2048 bytes of
storage. The simplest solution, in terms of control signals and the speed of components
required, isto use 16 separate 2kbyte memory ICs, each storing the data for one waveform,
with all the channels clocked in parallel.

Ifpcb size is important, it would, in principle, be possible to use a single memory
IC to store the data for all the waveforms and multiplex the data lines to each DAC. However,
this method would require more complex control signals, address generation and much
faster memory (instead of one location, 16 locations would have to be accessed in 976ns,
allowing only 61ns for address generation and memory access). However pcb size was not
a priority for the prototype system and given the timing difficulties which would arise from
the single memory arrangement, 16 parallel memory ICs were used.

Either ROM or RAM memory ICs could be used to store the waveforms. RAM
has the advantage of flexibility. For example, if it was required to change the drive
configuration (eg to use non-adjacent drives to increase the sensitivity in a certain region or
to reduce dynamic range) or the drive frequency, itwould be possible to download a different
Set of drive waveforms into the RAM. However, the use of RAM would increase the
complexity ofthe host-system interface and the number of control signals, since the buffered
host data bus, address bus and control lines would need to be connected to the waveform
generator board for downloading the waveforms. Conversely, ifEPROM is used, the drive
waveforms could not be altered except by the cumbersome process ofreplacing the EPROMs
Or reprogramming the existing ICs. The advantages ofusing EPROMS are that they require
n° extra host interface circuitry and need fewer control signals.

Sixteen separate EPROM ICs were used in the production of the waveform
generators since it was the easier option to implement, it fulfilled the specification, and
there was no immediate requirement to change either the drive configuration or the drive
frequencies. If other drive waveforms were required, the EPROMs would have to be

reprogrammed or replaced.
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3.3.4 Digital-to-Analogue Converter Circuitry

The requirements of the DACs used in the waveform generators are : 8-bit
resolution, a linearity of at least 1LSB, a quick settling time (a time of 350ns would leave
600ns for sample-and-hold acquisition time) and a buffered input which would eliminate
the need for external latches between the EPROMSs and the DACs. In principle, it would
have been possible to multiplex a single DAC to each of the drive channels, which would
have the advantage that all the signals were produced by the same DAC and so would be
matched in amplitude. However, this option requires a much higher operating speed and
would significantly complicate the control requirements and so 16 parallel DACs with a
clock speed of 1,024MHz were used. The DAC chosen, which fulfilled these requirements,
was the PM 7524, whose output current had to be converted to a voltage before being fed
to the current sources. Voltage output DACs tend to have long settling times and so were
unsuitable for this application. The current output from the DAC could not be used directly
as the drive current for the system because ofits unipolar nature, its inappropriate amplitude
and the relatively low DAC output impedance levels. The circuit used to convert the DAC
output current into the voltage signal, which is used to drive the current sources is shown
m Figure 3.9. The amplifier 4, isused to provide a dc offset current into the output node of
the DAC so that the average current out is OmA, effectively making the DAC into a bipolar
source. The amplifier A2is an LM6361 and is used to convert the current signal into a
voltage signal which is fed to the input ofthe unity gain track-and-hold amplifier, A3, used
to deglitch the voltage output. The capacitor, C, connected around A2is recommended by
the manufacturer [54] to maintain stability and the variable resistor, Rv, allows adjustment

°f gain so that gain matching between the channels can be achieved.

3.3.5 Measurements

The waveform generators were constructed on a single pcb and measurements
made to quantify the behaviour ofthe generators.

The crosstalk between the channels was measured on a spectrum analyser at less
than -61dB in comparison with the fundamental which is within the specification of-60dB.

The harmonics ofthe waveform generators were measured with a spectrum analyser
and in all cases the second harmonic was less than -68dB with respect to the fundamental.
The third harmonics were measured at less than -57dB. This value is higher than the -60dB
suggested in section 3.3.1. However, these third harmonics will alias into the frequency
range 47-68kHz, which does not coincide with the frequency range of interest, and so
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~gure

3.9: The DAC and its associated circuitry.
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should not affect the measurements.

The gains ofeach waveform generator channel were set using the variable resistor
Rv, and the gains of channels carrying the same frequency were matched. This matching
was performed by placing two EPROMs programmed with exactly the same waveform
mto the EPROM sockets ofthe channels to be matched. The two voltage outputs were fed
to the input of a subtractor. The output ofthe subtractor was monitored using a spectrum
analyser while the resistor value was varied, until the minimum output voltage was achieved.
All the channels were matched to an amplitude difference ofless then -60dB except for the
channels 2-3 (20.5kHz source) and 15-16 (27kHz source) which could only be matched to
values 0f-58dB and -56dB respectively. These mismatches will give rise to common mode
voltages which will be discussed later in section 3.5.

The amplitude ofthe two frequency components for all the sources were measured

at 3.00V, and it is this which is fed to the current source for conversion to current.

3.4 Current Sources
3.4.1 Current Source Requirements

In order to meet the system specification, the requirements for the current sources
are as follows. The justification for the figures quoted for the output impedance and the
compliance are given in the following sections.

T Output impedance : >1.6MQ at 27kHz (corresponding to a shunt capacitance of
3.7pF).

2. Output current: >6mA peak (there are two frequency components each at nominally
3mA peak).

3. Output voltage compliance : >6. 1V peak.

4. Source type : Bipolar - able to source and sink current.

5. Matching intransconductance between current sources is to be as good as possible in

order to minimise the common mode voltage.

3-4.2 Output Impedance

The amplitudes ofthe currents injected into the medium ofinterest at each ofthe
frequencies used must be matched as closely as possible. Any mismatchwill generate common
niode voltages. Mismatches in the output impedances ofthe current source and sink used
to generate a single drive frequency current will lead to common mode voltages. Assuming

that the currents in the output stage of each current source are matched, the amplitude of
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the current passed between the two sources can be determined to a particular accuracy by
either measuring the output impedance of all the current sources so that the percentage of
the injected current lost through the output impedance to ground and the percentage ofthe
extracted current drawn from ground through the output impedance ofthe sources can be
calculated, or by making the output impedance so large that the current flowing to ground
through the output impedance in each channel is sufficiently small that the specified accuracy
can be maintained.

Figure 3.10 shows the equivalent circuit for a single frequency drive connected to
the medium of interest. | is the current generated by the current sources with output

“pedances Z . and Z R

" , and R, are contact resistances at electrodes e ang e.
out2 % cl c? 1

respectively and Rmis the resistance of the medium of interest. It can be shown that the

current, /, flowing through the medium of interest is given by

/ 3.1}

Zo\+ Zo2+ Rcl+ Rc2+rm

A typical value for the total inter-electrode resistance (Rc+Rc+rJ is 3kQ and so
ifthe current / isto be defined to an accuracy 0f0.1%, for example, ofthe current generated,
Athen the output impedance ofeach current source must be greater than 1 5M£X (A 0.1%
Mismatch in current amplitude would generate a common mode voltage of 4.5V through
15MQ - see section 3.5.2 for more details). However, in practice, sixteen current sources
are connected to the medium of interest and an estimate of the magnitude of the current
which is lost through the output impedances ofthese other current source output impedances
to ground is required. The input impedances ofthe buffers are much larger than the output
ImPedances ofthe current sources (see section 4.2) and so can be ignored.

The table in Figure 2.4 shows the potentials expected at all the electrodes caused
by a current between drive electrodes 1and 2 with a homogeneous medium of conductivity
0-2Sm" and drive-drive/receive-receive electrode spacing of 15mm. It can be seen that, for
the 3D case, the potentials at the electrodes are less than IOmV from drive electrode 6 to
drive electrode 16. By considering the currents flowing to ground at the drive electrodes,
calculated by dividing the potential at the electrode by the output impedance of the current
s°urce at that electrode, an approximate value of the current lost can be obtained. This
Value is only approximate because the calculation of the potentials at the electrodes has
assumed no loading at the electrodes. By loading the electrodes at these points with the
Output impedances ofthe current sources, this assumption is violated and the calculation of

Potential at the electrodes is only approximate. However, since the current flowing through
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figure 3.10 : The equivalent circuit used to estimate the effect of a mismatch
between current source output impedances on the current flowing
in the medium.
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the output impedances is very small compared with the currents in the medium of interest
the error in the calculated potential will be small and it is reasonable to assume that current
lost through each output impedance is approximately given by the ideal potential at each
electrode divided by the output impedance of the current source driving that electrode.
Assuming the current sources have an output impedance of 1.6MQ, a current 0f2.88pA is
lost through the output impedance o fthe drive source and a current ofapproximately 0.09(iA
Is I°st through the output impedances of the other current sources giving a total loss of
2-97p,A (for the 2D case the current lost is 2.75pA). This corresponds to a total error of
justunder 0.1%. The effect ofsuch mismatches in each channel would be to cause a maximum
common mode voltage 0f4.8V (see section 3.5.2). The effects of common mode voltage of
this order on the behaviour of the system is discussed in section 3.5 and the process of
common mode feedback is used to reduce common mode voltages generated by these

mismatches.

3.4.3 Compliance

The compliance ofa current source isthe maximum output voltage that the source
can support while still behaving as a current source. The worst case potential at a drive
electrode will occur at the centre ofthe array (drive electrode 8 or 9), since all the potentials
WHadd. Equation {1.1} can be used to estimate the compliance required ofthe current
sources in a 3D medium. The magnitude ofthe potential at drive electrode 8, W4 generated
by the current injected at other drive electrodes is given by
. +.+ épil +Vdi

- {3.2}

Vs =- R 1+...+L 1+ 1—

2noa 7 6 6 5 2 2

Es=4.9V

where/ is the amplitude ofthe injected current, 0 is the conductivity ofthe medium, a is the

drive-drive/receive-receive electrode spacing and is the potential at drive electrode 8

generated by its own injection current (this is calculated as shown in section 5.2.2 using
Equation 5.1).

Performing a similar calculation for a pseudo-2D medium gives V=4.7W, so

the compliance ofeach source must be greater than 4.9V peak for a homogeneous medium,

amaximum of25% change in measurements is expected when a target is introduced into

homogeneous medium (section 2.6.1), this value is increased to 6.1 Vpeak.
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3.4.4 Possible Current Source Implementations

Various types of current sources have been used by EIT groups in the past and
some of these are outlined below.

Smith et al [10] used a transformer as a current source in their real-time EIT
system. There are a number of advantages of using a transformer for this purpose. For
example, it is easy to make the source floating, the output is inherently bipolar and few
components are required. However the use of transformers does have some drawbacks.
Unless the flux in the core is kept to a very low level, the non-linearities of the magnetic
material will give rise to significant odd harmonics. In order to keep the magnetic flux
density low, arelatively large core isrequired making the size ofthe transformer significant.
There is also a load dependent phase shift across the transformer which would need to be
measured for each source every time a set of measurements was made. This would increase
the time required to take each measurement set and increase the amount of data to be
Processed. Another problem associated with using a transformer as a current source is that
°f achieving a high output impedance.

A simplified mid frequency equivalent circuit ofa transformer is shown in Figure
3-U(a) where the components Rt, R2are the primary and secondary winding resistances,
, LPare the primary and secondary leakage inductances, Rt is the load resistance, R J
medels the core losses, L J is the magnetising inductance and the transformer Tis ideal with
turns ratio n (primary turns to secondary turns). This equivalent circuit can be modified so
that all the components are referred to the primary as shown in Figure 3.11(b), where '
represents referred values (R2 = nR2,Lu'=nd12 R = nRl and 12 = 12/n). It can be seen
that the magnetising arm of the transformer, RmHLM', is in parallel with the part of the
drcuit containing the load resistance, R/ . In order to ensure that most of the current 7;
flows into the load, the parallel combination of/?ffand  must have a much larger impedance
thanthe L "R /R / series combination. To achieve this \In (ie N2/N,) must be high. Also, to
reduce distortion the magnetic flux density in the core must be kept low and this can be
achieved by having a large number of primary, and hence secondary, turns. However, a
transformer has interwinding and static capacitances as shown, in a simplified form, in
Figure 3.11(c) and these tend to increase as the number ofturns increases. These capacitances
Al reduce the output impedance of the source.

A number of experimental transformers using different ferrite cores were

constructed and were found to have capacitances of greater than 20pF at their output

n°des. This would limit the output impedance ofthe current source to 295kQ at 27kHz.
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figure 3.H ; The equivalent circuit of a transformer.
(@ Equivalent circuit.

(b) Equivalent circuit referred to primary.
(© Equivalent circuit referred to primary with parasitic capacitance
included.
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Operational Transconductance Amplifiers (OTASs) are op-amps which behave as
voltage-to-current converters. They have the advantage of being fabricated on one IC and
so component matching is good and pcb space required is small. However, OTAs which
have an appropriate combination ofbandwidth and peak current capability required for this
application do not exist at present and so OTAs could only be used in combination with

other discrete components.

Current sources using discrete component designs are used in some EIT systems
[55][64], Most ofthese designs are based on current mirroring techniques and work on the
principle of driving a known load resistance (either directly or indirectly) by the voltage
InPut waveform and mirroring the current driven into this load to the output node and
hence into the medium of interest. A briefexplanation ofa simple current mirror is given in
Appendix B.

Designs in existence when the work on the current sources was performed did not
meet the system requirements. They suffered from high output capacitances [66][67][68]
which limited the output impedance. Since real and imaginary data was to be collected it
was advantageous to reduce these output capacitances. Other designs did not meet the
Squired accuracy [55], The op-amp supply current mirror sensing technique used extensively
hy some groups [9][64] suffered from requiring exceedingly good current mirror matching
and requiring closely matched pnp transistors.

In the absence of an existing current source which would meet the system
requirements, a new design of current source was developed for the simultaneous drive
EIT system.

(Since the completion of this work, however, much effort has been expended on
Asigning wideband current sources for EIT applications and these have subsequently been
Published [65][69], The circuit by Bragos [69] has a similar topology to the discrete design

used in this work).

3-4.5 Current Source Circuit and Description

Figure 3.12 shows a very simple current source. The voltage source yn creates
currents Ixand 12in the circuit as shown which are related to the input voltage. The transistor
Pairs TxI3and TZT4are connected as current mirrors which mirror the currents /, and 12to
the right hand section of the circuit. The output current, 7o flows out of the output node

and is defined by the difference between the currents/, and |2 The problem with this circuit
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Figure

+15V

3.12 : A simple bipolar current source.
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is that there is no feedback and so the dc voltage at the output node will be undefined if the
dc current gains ofthe transistors are not perfectly matched. To overcome this problem, dc
feedback is applied as shown in Figure 3.13, where the output voltage is buffered by a FET
mput op-amp A2and low pass filtered by ~ C2and the filtered signal applied to the non-
inverting input of Aj . In order for the transconductance of this circuit to be defined by
feedback, another pair of current mirrors, T5TG and a reference resistor is added as shown
m Figure 3.13. This defines the transconductance of the circuit as 7/v. = MR The ac
voltage, vrep across Rrefis fed back via C, to the non-inverting input of/l,.Rp is added so
the ac feedback voltage is not attenuated by the combination of C, and C2and is chosen so
that ft/-, » the period ofthe signal and hencev =v .

The output impedance ofthe circuit ofFigure 3.13 was measured at 150k£I It had
been calculated analytically as 140kQ and the details of the small signal analysis are given
In Appendix C. This analysis showed that the small signal output resistance ofthe circuit of
Figure 3.13 is dominated by the collector emitter resistances of the output transistors T3
and Tv and by the resistance R. In order to increase the output impedance of the circuit,
common-base connected pnp and npn transistors were placed at the collectors ofthe current
mirror output transistors and the transistors in the ac feedback section as shown in Figure
3 14. The analysis for the output impedance of this section can also be seen in Appendix C
and the predicted value was 2.5M11 The measured output impedance of the circuit of
Figure 3.14 without  was 480kQ, avalue dominated by 18pF ofstray capacitance between
Ihe output node and ground. This value of parasitic capacitance comprised of 2xC5pF
each) + CilFH(5pF) + Cpdx(2.5pF). The effects of the parasitic capacitance were reduced
by adding a capacitor Cfi, which injected a current into the output node equal to the current
lost through the parasitic capacitance. A value of 16.6pF was used for Qo which increased
the measured output impedance ofthe circuitto 1.47MQ. Any further increase in Qo caused
Astability. The effects of increasing on the value of output impedance predicted by
SPICE can be seen on the graphs in Figures 3.15 and 3.16.

The circuit of Figure 3.14 had the disadvantage that the upper half of the circuit
needed well matched pnp transistors (T4and T&which are not readily available. The circuit
Was therefore modified so that the transistors T2, T4and Téwere connected to mirror only
a bias current and so did not need to be well matched. The bottom half of the circuit
remained the same except that the output 0fA]was connected only to the bottom half of
ihe circuit. The transistors J\ and 73were replaced with a super-matched BJT pair [70] to

ensure good matching between the output arm and the reference arm ofthe mirror and the
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o

F‘gure 3.13 An extension of the circuit of Figure 3.12 to include both dc
and ac negative feedback.
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F‘gure 3.14: The basic current source design including cascode transistors to
increase output impedance.
Transistors Th T3, Ts, T1, and T9are BC184L.
Transistors T2 T4, T6,  and T10are BC559.
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2.25

figure 3.15 : Output Impedance ofthe circuit in Figure 3.14 with no neutralising
capacitor connected (predicted by SPICE).

102 i03 104 105 106 107

Frequency in Hz

Figure 3.16 : Output Impedance of the circuit in Figure 3.14 with a neutralising
capacitor of 5pF connected (predicted by SPICE).
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common base connected transistors, Tland T9were replaced by n-channel DMOSFETSs to
ensure that the signal current lost in the gate was negligible. The modified circuit diagram
can be seen in Figure 3.17.

The circuit shown in Figure 3.17 was simulated on a SPICE package and the
frequency and phase response can be seen in Figures 3.18 and 3.19. A plot ofthe predicted

output impedance ofthe circuit of Figure 3.17 can be seen in Figure 3.20.

3.4.6 Measurements and Discussion

Sixteen identical current sources were constructed on two pcbs; eight on each
board. These circuits were tested to determine the performance and matching of the sources.

The transadmittance was measured using a network analyser, amplifier and load
resistance. The load resistor was of value IkQ and 0.1% tolerance (temperature stability
I5ppm/°C) and was connected between the output ofthe current source and ground. The
same resistor was used to test all the current sources to allow comparison between the
channels. The swept frequency output ofthe network analyser was amplified to a suitable
level (approximately the same amplitude as the output ofthe waveform generators) and fed
to the voltage input of the current source. The ratio of the output voltage to the input
voltage was then plotted and a typical plot can be seen in Figure 3.21. Since the output
voltage is proportional to the output current the transadmittance of the source can be
deduced. The figures obtained for the transadmittance ofall the sources and the phase shift
through the sources can be seen in the table in Figure 3.22. The mismatches in transadmittance
and phase will give rise to common mode voltages as previously stated. This will be
considered in more detail in section 3.5.2. The output from the waveform generators is
AVpeak and so the output current per channel will be 3mA peak as specified.

Measurement ofthe high output impedance associated with current sources is not
trivial. A technique commonly used to measure output impedance of circuits is to measure
the voltage at the output ofthe circuit with different load resistors, but this method suffers
from a number of problems. In order to be able to detect the effects caused by a finite
OutPut impedance, the load resistance used must be ofa similar order of magnitude to the
°utPut impedance. However, for a load resistance of 1MQ say, the input voltage must be
aPproximately 10mV in order to avoid saturation at the output. With such small signals, the
n°ise in the system becomes significant and measurement is more difficult. If the load
distance is reduced so that a large input voltage can be used, the resulting change in
°utPut amplitude by connecting loads is smaller and so more difficult to measure. Also the
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+15V

Figure 3.17 : The final current source design.
Transistor Txis BC184L.
Transistors T2, T4, T6, Ts, and Txoare BC559.
Transistors T2and T$are an LM394 supermatched pair.
Transistors T§and T9are SD215 MOSFETS.
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Figure 3.18 : Transadmittance ofthe circuit in Figure 3.17 plotted on a logarithmic
scale. The transadmittance is calculated with reference to ImS (predicted
by SPICE).

to2 to3 iod tob to6 io7 108

Frequency in Hz

Figure 3.19 : Phase shift through the circuit in Figure 3.17 (predicted by SPICE).
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figure 3.20 : Output Impedance of the circuit in Figure 3.17 plotted on a logarithmic
scale. The impedance is calculated with reference to 1£2 (predicted by
SPICE).
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Figure 3.21 : Measured transadmittance of the current source against frequency.
(Plotted in dB with OdB = ImS).



Current
Source
Number

10

1

12

13

14

15

16

Figure 3.22 : Measured current source parameters.

Output
Impedance in

MQ
1.87

2.82
2.26
3.07
2.49
2.36
3.07
2.17
2.20
2.80
2.14
3.15
2.60
2.36
2.44

2.48

Transadmittance
over 20-30kHz
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1.002

1.001

1.000

1.001

1.001

1.000

1.002

1.000

1.000

1.002

1.000

1.000

1.000

1.001

1.001

1.000

Phase(deg)
20kHz 27kHz
-0.46 -0.62
-0.49 -0.64
-0.47 -0.66
-0.79 -1.06
-0.74 -1.00
-0.75  -1.00
-0.75  -1.03
-0.52 -0.68
-0.49 -0.63
-0.46 -0.61
-0.82 -1.08
-0.63 -0.82
-0.50 -0.68
-0.54 -0.74
-0.60 -0.80
-0.52 -0.69



probe used to measure the voltage change is in parallel with the output impedance of the
current source and so will affect the measurements. This would have to be compensated.

Given these problems with this approach of measuring the output impedance an
alternative method ofdriving the current source output with a voltage source and measuring
the current drawn was used. The voltage input to the current source, vn, was grounded and
the output was driven by the swept frequency voltage source ofan HP3577 network analyser.
Using a swept frequency source has the added advantage that the output impedance can be
readily observed over the frequency range of interest. The current driven into the output
Impedance was measured using a Tektronix CT2 current probe [71] with awideband amplifier
to increase the signal level at the output ofthe probe. The current probe and amplifier were
calibrated as shown in Figure 3.23(a). A 10ki2 0.1% resistor was driven by the HP3577
source, and the current through it was sensed by the current probe. The voltage at the
output ofthe amplifier was recorded by the analyser and used as the basis ofa normalisation
Measurement. Subsequent measurementswould then automatically be referenced to a I0kG
resistor. The voltage at the output of the swept frequency source was measured using a
10MQ probe and the ratio of the voltage measured to the current measured was plotted,
from which the frequency dependent output impedance could be deduced. (With reference
to Figure 3.23 the value (VJVnf)/(VJVJref)was plotted which is equivalent to ZgIR1) A
Epical plot ofthe output impedance produced by this method can be seen in Figure 3.24.
Comparison of Figure 3.24 and Figure 3.20 show the similarity of behaviour between
Measured and predicted output impedances as a function of frequency. The output
‘Mpedances ofall the current sources were measured by this method and the impedances at
fhe frequencies of interest are given in the table in Figure 3.22. All the output impedances
are greater than the 1.6MQ specified in section 3.4.1.

The compliance of the current sources were measured by increasing the load
distance with a 3V peak, 20kHz sinusoidal input voltage waveform connected to the
Mput. The point at which saturation occurred was at an output voltage of 12.4V peak.

The crosstalk between channels was measured at <-82dB, which is acceptable.

The linearity of the circuits was tested by measuring intermodulation products of
tWo Mput frequencies of 300Hz and 10kHz on a spectrum analyser. These were measured
at S-59dB with respect to the amplitude of one of the fundamental components, which
'‘Mplies that harmonics ofthis level may be generated by the current sources. These will not
Cause a problem so long as they are not aliassed into the frequency range of interest,

harmonics greater than the third harmonic will be attenuated by the anti-alias filter thus
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Tektronix

HP3577 Network Analyser

(a) Calibration circuit

Tektronix Current source
type CT-2 output node

HP3577 Network Analyser

(b) Measurement circuit

ure 3,23 Currentsource output impedance measurement configuration.
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reducing their amplitude to less than -60dB with respect to the fundamental. The second
harmonics will be aliassed into the 74-88kHz range of frequencies and the third harmonic

into the 47-68 kHz range and so will be rejected by the digital filters.

3.5 Common Mode Feedback
3.5.1 Introduction

This section explains the problems associated with a common mode voltage in an
EIT system, discusses the causes ofcommon mode voltage and concludes with a description
°fthe method used to counteract its effects.

Differential amplifiers are designed to amplify the difference between the voltages
at their inputs and be insensitive to common mode inputs ie the part of the signal which is
common to the two signals being subtracted. The ability of a differential amplifier to reject
common mode signals is determined by the Common Mode Rejection Ratio (CMRR),
which is defined as the ratio ofthe differential gain to the common mode gain and, since the
CMRR is usually large, the output voltage is almost wholly dependent upon the difference
between the two signals.

The output voltage ofa differential amplifier has two components : one caused by
the common mode voltage, and one caused by the differential voltage. Ifthe two inputs to
the differential amplifier are VJand V2and these have a common mode voltage, Vocom and a

differential voltage, AV, such that

K=V com— {3.3}

and

V2 =Vcoom~ {3.4}
Then the output of the differential amplifier is given by

Kut = AVGdff + KomGam {3-5}
where G . is the differential gain and G__ isthe common mode gain. Ifthe common mode
v°ltage and the differential mode voltage are ofa similar magnitude and the CMRR is large

then Equation {3.5} can be approximated to

AVG dff {3.6}

However, in EIT systems the common mode voltage is often much larger than the
differential voltage and so caution must be exercised in using Equation {3.6}.

For the effects of the common mode voltages to be negligible, the part of the
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output voltage of the subtractor which is due to the common mode voltage must be less
than halfof the least significant bit o f the following analogue-to-digital converter as stated

in Equation {3.8}

VCOmGCOm <"_LSB *3‘7*
or
Gt _ s (38}
CMRR 2

Therefore, it is advantageous to minimise the common mode voltage so that the
CMRR required ofthe subtractor can be reduced. The common mode voltage can be reduced
bYthe application of common mode feedback circuitry [72][73], The circuitry provides a
I°w impedance path to ground for any mismatches in current which are injected into the
medium of interest, detects the common mode voltage of the medium (generated by the
mismatch current flowing through the contact impedance of the common mode feedback
electrode), inverts this voltage and drives the medium with this inverted signal, thus reducing
fhe common mode voltage.

The possible sources of common mode voltage are described in the next section
and calculations are performed to estimate the magnitude of the resultant common mode

voltage before common mode feedback is applied.

3-5.2 Current Source Drives.

There are several possible sources of common mode voltage in an EIT system
and these include:
" (i) Geometry ofthe drive configuration.
" (i) Mismatches in the transadmittance of the current sources.
" (iii) Mismatches in phase between the current sources.
" (iv) Mismatches in output impedance ofthe current sources.
" (v) Mismatches in contact impedances.
The expected amplitude ofthe common mode voltage caused by each ofthe sources

will °ow be estimated.

~  There will be acommon mode voltage caused by the current sources, which is inherent
to the geometry ofthe drive configuration and hence does not reflect any deficiencies in the

Clrcuitry used to realise the system. In Figure 3.25, the desired measurement is the difference
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Medium of
interest

figure 3.25: A section of the electrode array showing a common mode voltage
caused by a current drive.



voltage, AV= V-V 2and the common mode voltage at that point due to the drive,/, will be
(VAVAI2. As the distance from the drive increases the component of the common mode
voltage at that drive frequency will decrease. This type of common mode voltage cannot be
compensated because it is different at each point along the array; only a common mode
voltage which is independent of position and applies to the whole medium of interest can be
compensated. The total common mode voltage at any one point is the sum ofthe common
me°de voltages due to each drive frequency. Thus, the worst case instantaneous common
roode voltage will occur at the central receive pairs ie at receive electrodes 8 and 9 and
receive electrodes 9 and 10 when all the potential difference waveforms are in phase. An
aPproximate value for this maximum common mode voltage can be calculated using
Equations {1.1} for 3D regions and {1.3} for 2D regions which are repeated here for

convenience.

For 3D
2no t1h

Fer pseudo-2D *(N )= 7 |nLri {1.3}

For a homogeneous 3D medium the potentials at receive electrodes 8 and 9, VA and

respectively, caused by all the drives are given by

| 1 1,1 1 ;1 1 1 _
rs T “T...T +0+ SR
2Kca 65 55 55 4.5 15 05 05 15 75 85
{3.9}
_ 1 11 11 1 11
o = T Vo +0+ #oot
2noa 7.5 65 65 55 15 05 05 15 65 7.5
{3.10}

where a is the distance between electrodes performing the same function (ie drive-drive/

receive-receive electrode spacing). The common mode voltage, Vam, is given by

v +V
Vem=v* Y A - {3.11}

Substituting parameter values 7=3mA, a=I5mm and 0=0.2Snr', the common mode voltage
Is0-59V peak. Performing a similar calculation for 2D gives the value 1,29V for the common
me°de voltage. Ifa maximum of25% change in measured amplitude is assumed to arise due
to a change in conductivity in the region ofinterest (section 2.6.1), the maximum common

m°de voltage will be given by the 2D case and will be 1.6Vpeak.
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Unlike the common mode voltage caused by the geometry ofthe drive configuration
which is inherent to EIT, all other common mode voltages are generated by mismatches in
the components of the system, and so ifthe components were perfectly matched no other
common mode voltage would be generated. In reality there will be mismatches between

channels and the effects of these mismatches are now considered.

(i) Mismatches in the transadmittances ofthe current sources lead to a net flow ofcurrent
mto or out ofthe medium of interest. A simplified diagram showing the impedances for a
single drive pair and a single receive pair can be seen in Figure 3.26 where | 1and |2are the
Mismatched source and sink currents respectively, Zatl and Zafare the output impedances
°fthe current sources, Rd to Rdlare the contact impedances, the combination ofRmPRn2
and*,3 is the load resistance and ZM and ZM are the input impedances of the voltage
sensing buffers. Ifthe source and sink currents /; and 12are not matched then the difference
In current, 81, will flow to ground through the parallel combination of all the output
Mipedances ofthe current sources (ZOM, Zout2,.., Zmtl6) and all the input impedances of the
buffers (ZM , Zin2,.., ZM7), thus generating a voltage which appears as a common mode
voltage.

The buffer input impedances are greater than 9MQ (Rm»>150MQ, C<0.6pF, section
4.2.2) which is large compared with the output impedances of the current sources (Zat
>18MQ, see section 3.4) and so are ignored in this calculation. The current sources and
buffers are mounted at the electrodes to reduce any stray capacitance at the electrode due
to cabling which would also appear as a path to ground for a mismatch in current. The
c°ntact impedances Rd 4 (typically 500-1500Q) and load impedances Rn] , Rn2 and Rn3
(typically 30Q) are both small in comparison with the output impedances of the current
s°urces and so will be neglected. Therefore, the total impedance to ground seen by any
Mismatch in drive currents will approximate to the parallel combination of all the output
'Mpedances ofthe current sources. This is calculated as 197kQ using the measured output
'‘Mpedances of the current sources given in section 3.4.

The mismatches in transadmittance of the current sources give rise to amplitude
and phase errors between the source-sink currents. As an example, consider a drive current
aMplitude mismatch of 0.1% in one of the source-sink pairs. The common mode voltage
Senerated would be 0.001 x 3x10'3x 197k = 0.59Vpk which would be the potential ofthe
whole medium of interest (neglecting the impedance of the medium itself) on which the

Potential gradients would be superimposed.
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figure 3.26 : The impedances associated with a single drive pair and a single
receive pair.
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The measured mismatches in transadmittance through the current sources tabulated
InFigure 3.22 can be used to calculate the common mode voltage caused by this effect. The
table in Figure 3.27 shows the percentage mismatch in transadmittance between the two
sources used for each frequency. Ifthis is combined with the information about the waveform
generator gain mismatches given in section 3.3.5, the sum of the current errors due to
amplitude current mismatches is 36|iA through a resistance of 197kC2 which corresponds

to a common mode voltage of 7. IV.

(t*0 Mismatches in phase between the sources is equivalent to having an amplitude
uusmatch in the drive currents and an extra quadrature current, both ofwhich will give rise
to common mode voltages. For example, ifthe injected current is/sine* and the extracted
current is /sin(o*+0), the extracted current can be expressed in terms of in phase and

quadrature components as in Equation {3.12}.

/ sin(c* + d) =/ sin cotcosO+ / sin Ocosoot {3.12}

The quadrature component of the extraction current will also be drawn from
ground through the impedances Zatl , Zout2,.., Zot6 and ZM , ZM ,.., ZM7 to cause a
common mode voltage. This common mode voltage caused by the quadrature current
component will be much larger than the in-phase component.

From Figure 3.22 the measured phase shift between each source and sink drive
can be calculated and so the maximum expected common mode voltage due to phase
uusmatch can be found. As the current sources are mounted on two boards and the outputs
are mterleaved along the array, the current source pairs which correspond to each drive
frequency are shown in the table in Figure 3.27. The in-phase and quadrature current
m'smatch which occurs because ofthe phase mismatches can be calculated by summing the
mismatches for each drive frequency as before. This will give the worst case current by
assuming that all the in-phase errors add and all the quadrature phase errors add. The sum
°f all the currents caused by the phase mismatch at 27kHz is 304nA in-phase and 134pA
guadrature, which flowing through 197kQ give a common mode voltage of 0.1Vpk in-

Phase and 26.3Vpk quadrature.

(*v) Mismatches in output impedances ofthe current source and current sink will generate
a common mode voltage. A simplified equivalent circuit of the current sources and the
medium of interest is shown in Figure 3.28 where | is the matched source-sink current, R is
fre combined contact and medium resistance and V}and V2are the voltages at the outputs
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Output Average

Current Percentage Average phase . hase . Impedance  Output
Freg. Source  errorin in degrees Mldsmatch " Mismatch Impedance
inkHz  Drive trans- egrees in in
Humber admitiance 20kHz 27kHz 20kHz 27kHz ™ “ mA
20 9,8 0 -0.51 -0.66 0.03 0.05 0.03 2.19
20.5 8,10 0.2 -0.49 -0.65 0.06 0.07 0.63 2.49
21 10,7 0 -0.61 -0.82 0.29 042 0.27 2.94
215 7,11 0.2 -0.79 -1.06 0.07 0.05 0.93 2.61
22 11,6 0 -0.79 -1.04 0.07 0.08 0.22 2.25
22.5 6,12 0 -0.69 -0.91 0.12 0.18 0.79 2.76
23 12,5 0.1 -0.69 -091 0.11 0.18 0.66 2.82
235 513 0.1 -0.62 -0.84 0.24 0.32 0.11 2.55
24 13,4 0.1 -0.65 -0.87 0.29 0.38 0.47 2.84
24.5 4,14 0 -0.67 -0.90 0.25 0.32 0.71 2.72
25 14,3 0.1 -0.561 -0.70 0.07 0.08 0.10 231
255 3,15 0.1 -0.54 -0.73 0.13 0.14 0.18 2.35
26 15,2 0 -0.55 -0.72 0.11 0.16 0.38 2.63
26.5 2,16 0.1 -0.51 -0.67 0.03 0.05 0.34 2.65
27 16,1 0.2 -0.49 -0.66 0.06 0.07 0.61 2.18

Figure 3.27: Table showing the mismatches inthe current sources leading to common

mode voltages.
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Figure 3.28 : An equivalent circuit to show the effects of mismatches in current
source output impedance on common mode voltage.
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ofthe current sources. Vtand V2are given by

2IRZ,

K = " {3.13}

Zoutl + Zout2 + 272

y _ 2IRZnit
y2= {3.14}

+ Z out2+ 2R

and the common mode voltage, Vcm, is given by
y N\
cm 2

{3.15}

Z-n Zou2 27?
It can be seen that ifthe output impedances ofthe two current sources are matched,
Ihe common mode voltage generated is zero. However, the output impedances are not
matched and the table in Figure 3.27 lists the mismatch in output impedance ofthe current
sources. By using Equation {3.15} the magnitudes ofthe equivalent common mode voltages
generated by the mismatches can be calculated. Using 7=3mA, 7?=1,5kQ and the values of

OutPut impedances given in the table, the sum of the errors is calculated to be 4.0V peak.

(v) Mismatches in contact impedance at the electrodes can cause significant common
me°de voltages. If, for any drive pair, the drive contact impedances are equal (and there are
n° other mismatches in the system), the voltages set up by the drive current at the junction
°fthe contact impedance and medium ofinterest impedance are ofthe same magnitude but
°f opposite sign and so the common mode voltage applied to the region is said to be zero.
" the contact impedances are dissimilar, then the potentials at the contact impedance -
medium interface will not be equal and opposite. Their average value will be the common
me°de voltage. Figure 3.29 shows an equivalent circuit incorporating contact impedances,
K andR 2, for matched sources of amplitude | and output impedances Zowith a medium
distance of7?m. Assuming everything except the contact impedances are matched, it can

shown that the common mode voltage is given by

FE =
2Z0+Rc\+Rc2+2RM {3.16}

A mismatch 0f500Q in contact impedance (atypical value in medical applications)
using the values of 5k£l and «.=500«. /=3.0mA and Z =2M£iyields

» common mode voltagl caused by one source of 0.75V, giving a total common mode
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Fgure 329 The equivalent circuit used to show the effect of mismatches in
contact impedances.
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voltage of 11.25V for a similar mismatch in each pair of drive electrodes.

It is not known how large the errors in contact impedance will be for the phantom
used to test this system. The load resistance consists mainly of the spreading resistance at
the electrode and this is heavily dependent upon area of contact and shape of contact. It is
expected that the errors in contact resistance are unlikely to be greater than the 33% suggested
above and so this value is used to estimate the common mode voltages caused by contact

unpedance mismatch.

Ne5.3 Summary of sources of Common Mode Voltage

There are common mode voltages generated in the medium of interest by the
geometry of the drive configuration, current mismatches and impedance mismatches. The
common mode voltage due to the drive configuration is inherent to the principle ofEIT and
as such cannot be compensated in a parallel receive system [10][21], The worst case
maximum value that could occur has been calculated at 1.6V peak and so the subtractor
stage must have a suitably large CMRR to be able to reject this common mode voltage.

The worst case common mode voltages which would be generated in the absence
°f common mode feedback by the drive current mismatches in amplitude and phase have
been calculated at 7.1Vpk and 0.1Vpk (quadrature voltage is 26.3Vpk). The common
me°de voltages generated by impedance mismatches are expected to be less than 15.25Vpk.
It would be difficult to design a system which could measure the small voltage differences
exPected inthe presence ofsuch a large common mode voltage. The common mode feedback
aPplied to the phantom to reduce the common mode voltages is described in the next

section.

3-5.4 Common Mode Feedback Circuitry.

The easiest method which can be used to combat common mode voltages caused
Ity mismatches is to earth the medium of interest at a point remote from the array. This
Provides a low impedance path to ground for the mismatched currents without distorting
Current paths near the electrode array. However, the contact resistance ofthe electrode
d°es not allow the elimination ofall the common mode voltage in this way, since the current
miSmatches flowing through the contact resistance to ground generate a voltage, which is
aPplied to the medium.
The phantom to be used in testing the system is a rectangular tank and is described

~  “h Chapter 5. The phantom was connected to the drive and receive circuitry and the
77



medium of interest (saline of conductivity 0.2Sm ') was grounded at a remote electrode.
The common mode voltage ofthe saline was measured in a remote comer ofthe phantom.
The voltage contained components at all frequencies and had a maximum instantaneous
voltage 0f 5.3V peak. This would mean that for the dynamic range stated in section 2.6.2 to
be achieved using a 13 bit ADC ofinput range 10V (see section 4.5), a minimum CMRR of
80dB (if the differential gain was unity) would be required of the subtractor. Since it is
likely that the subtracted signal will be amplified, the CMRR required will be even higher
and so common mode feedback was applied to reduce the common mode voltage.

The basic principle of common mode feedback is to detect the voltage of the
Medium ofinterest at a remote point, invert this signal and then drive the medium ofinterest
WIth this inverted signal and so, ideally, reducing the common mode voltage to zero. The
Averted signal is often also amplified to increase the effectiveness of the feedback. Figure
T30 shows the feedback circuit in control terms, where Vanis the common mode voltage,
K is the driven voltage and F”is the effective voltage ofthe medium of interest. It can be

shown that

1

4G {3.17}

where G is the forward loop gain ofthe circuit, hence as G—< »0.

The common mode voltage has frequency components at each of the drive
frequencies and so common mode feedback must be applied across the frequency range 20-
27kHz. The simplest circuit to use for a common mode feedback circuit is a wideband
Averting amplifier. This could be connected with a reasonable gain and small phase shifts at
Ihe drive frequencies. In practice, however, wideband amplifiers are not used since they
tend to be unstable when used in this application [44][58] and so a bandpass filter was used
to limit the application of gain to the frequencies of interest. Bandpass filtering has the
disadvantage of introducing significant phase shifts at the frequencies in the passband but
ensures system stability, provided the gain is limited to a modest value, in this case
aPProximately 10.

The circuit used to achieve the common mode feedback is shown in Figure 3.31.
fr is a unity gain buffer followed by a bandpass filter. The input is decoupled by the 330nF
CaPacitor so that bias current is not drawn from the medium and the buffer is connected
~th abootstrapped input resistance to ground so that the detected voltage is not significantly
reduced by the contact impedance ofthe electrode. The output ofthe buffer is used to drive

screen of the coaxial cable which carries the signal to reduce the effective input
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Figure 3.30 : The common mode feedback principle.

1
150pF

N'gure  3.31 ; The common mode feedback circuit.
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capacitance of the buffer. The signal is then fed to a 'Friend circuit' [74] second order
bandpass filter which has the transfer function

K~ qc,+cdrx

vt (c.+cjfl, "i+siq +cr]+skcx]r2 {318}

The choice of components was a compromise between wanting a high pass band
gain and a constant gain across the frequency range 20-27kHz. The components were
chosen as 72,=10kQ, R2220kQ., C=C=150pF which centred the response on 22.6kHz
With a Q 0f2.34 and a bandwidth,fJQ of9.6kHz. The predicted circuit response shown in
Figure 3.32 (gain) and Figure 3.33 (phase) is in good agreement with the measured circuit
response shown in Figure 3.34.

The maximum instantaneous common mode voltage at the input of the common
mode feedback circuit when connected to the phantom was measured at approximately
0-6Vpk. The circuit should have reduced the common mode voltage by approximately one
tenth at the drive frequencies.

The subtractors inthe receive channels should be designed to cope with a common
me°de voltage of 1.3Vpk (due to position) plus 0.6V pk due to mismatches giving a total of
*-9V. This value should be increased to 2.4V to allow for a maximum potential variation of
2X)omThis value of common mode voltage will be used in Chapter 4 when calculating the

required CMRR of the subtractors.
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Ngure 3.32 : Gain of Common Mode Feedback Circuitry (predicted by SPICE).
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Figure 3.34 : Measured frequency response of the common mode feedback circuitry.
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Chapter 4 Receiver Circuitry

4-1 Introduction

This chapter describes the measurement circuitry connected to the receive electrodes
and the digital filtering performed to obtain the data sets. As outlined in Chapter 2, the
measurement circuitry in each channel can be separated into sub-units of buffer (to buffer
the surface potentials without loading the medium of interest), subtractor (to produce the
Potential difference between adjacent electrodes), anti-alias filter (to prevent aliasing),
converter circuitry (to convert the measured potential differences into digital format) and
Memory (to store the data).

A block diagram for one receive channel is shown in Figure 4.1. The buffers are
Counted at the electrodes with the output of the buffers connected to the next stage via
c®axial cable. This arrangement has several advantages. Firstly, no screen driver is necessary
since the cable is connected to the output ofthe buffer and hence driven by a low impedance
and secondly, the high input impedance ofthe buffer is presented to the electrode and is not
c°mPromised by the cabling capacitance which would be present ifthe cable was connected
directly between the electrodes and buffer input, as is often the case [10][46], The buffer
°utPuts are connected via coaxial cable to the subtractor inputs and the subtractor is followed
by an anti-alias filter. The anti-alias filter is used to prevent the aliasing of harmonics of the
drive frequencies interfering with the detection of the signals. It also band limits noise,
Preventing wideband noise from being aliassed into the frequency range of interest. If the
anti-alias filter was placed before the subtractor, close matching ofthe filters in each channel
weuld be required to maintain a large subtractor common mode rejection ratio, the noise
8enerated by the subtractor stage would not be bandlimited and any noise generated in the
antl~alias filter stage would be amplified by the gain in the subtractor stage. Finally, the
digitisation of the signal is performed by a track-and-hold amplifier and an analogue-to-
digital converter (ADC) and the data is stored in the memory.

The elements in Figure 4.1 will now be described in turn and the critical factors

ecting the performance ofeach stage will be identified. The chapter will conclude with a
cussion on the implementation ofthe digital filter used to convert the measured voltage

S Tlples into the reference and data set.
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4.2 Buffers

The purpose ofthe buffers is to detect the potential on the surface ofthe medium

under investigation at the receive electrodes, without loading the medium.

4.2.1. Specification

The performance required of the buffers is listed below.

1 The input impedance must be high so as not to disturb the equipotential patterns set
up in the medium ofinterest. To be consistent with the current source requirements,
the input impedance ofthe buffers must be greater than the output impedance ofthe
current sources (1.8MQ).

2 The input voltage range must be sufficient to accommodate the sum ofcommon mode
voltage and the differential mode signals. In section 3.5.4 it is shown that the maximum
expected common mode voltage is approximately 2.4V peak, and in section 4.3.1
that the differential voltage is 0.75V peak giving a total input voltage range required
ofthe buffers of£3.1V.

3 The frequency response should be sufficiently constant over the frequency range of
interest for variations in gain and phase shift from channel to channel to be negligible.
A gain error between buffers in each channel will generate, from a common mode
voltage input, a differential voltage at the inputs ofthe subtractor stage which will be
indistinguishable from the difference signal ofinterest. The gain error between channels
that can be tolerated is therefore defined by the CMRR required of the following
subtractor stage. This is given as 65dB in section 4.3.1 which means that the gain
error should be less than 0.06%. The phase error between channels must be less than
0.67°. This figure is obtained by determining that the in-phase differential voltage
generated by this error should not cause a voltage at the output of the subtractor
which is detectable (ie the error is less than 0.5LSB ofthe ADC). It can be shown
that

Gm Vcmi}-cos<p)<”~LSB {4.1}

% using the largest expected common mode voltage of 1.8V (see section 3.5.4), a
subtractor differential gain of5 (see section 4.3.3) and a 13 bit converter with a 5V

input range (see section 4.5) that $<0.67°.

84



4.2.2 The Buffer Circuit and its Performance

A number of groups working within EIT use a simple unity gain connected FET
InPut op-amp as a buffer [75], Such op-amps have a typical parasitic input capacitance of5-
10pF [54], a reactance of 1.2MQ at 27kHz which will limit the input impedance of the
buffer. To avoid the problem posed by the parasitic input capacitance of op-amp inputs, a
discrete buffer based on the circuit used by Tozer [76] was used. The discrete circuit of
Tozer was slightly modified by the removal of the screen driver circuitry which was not
necessary in this application, and the insertion ofa wideband op-amp at the output to drive
the coaxial cable. The buffer circuit is shown in Figure 4.2. The circuit was modelled using
a SPICE package and the predicted gain and phase frequency response are shown in Figure
and Figure 4.4 respectively. The predicted input impedance as a function of frequency
Is shown in Figure 4.5. The input impedance is predicted as greater than 150Mi2 and the
arnPhtude response is flat at 0.9950 across the frequency range of interest. The phase was
Predicted as varying from 0.023° to 0.033° across the frequency range of interest. By
varying the current gain, J3 ofthe transistor in the output stage from 250 to 800, variations
from 0.9950 to 0.9945 in gain were obtained (0.05%). The input range of the buffer was
Predicted to be approximately £7V.
Seventeen identical buffer circuits were built on one pcb and the transfer function
each was measured on an HP3557A Network Analyser. A typical measured amplitude
resP°nse is shown in Figure 4.6. The gain peaking occurs at a lower frequency in the
Measured response than in the predicted one and the measured peak is larger in amplitude.
~he difference between the measured and predicted response is likely to be caused by the
Inaccuracies in modelling the parasitic elements, particularly capacitance, which occurs in a
real circuit layout. Since the peaking occurs at frequencies of greater than 3MHz it will not
afrbct the performance ofthe buffer at the frequencies of interest. The gain and phase shift
m Input to output of the buffers at the frequencies of interest were measured for each
buffer The measurements were averaged to ensure some degree of accuracy. The transfer
ftinctl°ns were flat across the frequency range of interest for each buffer and the gains
A d from 0.9936V/V to 0.9951V/V corresponding to a matching 0f0.15%. The maximum
rr°r *n gain between adjacent buffers was measured as 0.08%. This is not within the gain
1:Er('gching specification ofthe channels and hence will give rise to small differential voltages
a common mode voltage input. However, it is difficult to measure such small variations
®m and the instrument used to measure the gain is quoted as having a temperature

abi'ity °£0.02dB/°C and atemporal stability of0.05dB/hour, so caution should be used in
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gure 4,2 ; Buffer circuitry used to sense the voltages on the surface of the
medium.
Transistor T1 is a 2N3958 dual JFET.
Transistor T2 is a BC184LC.
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scale. The impedance is calculated with reference to 1Q.
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Figure 4.6 : Measured frequency response of the buffer.



the interpretation ofthe above figures. Although the measured gain matching ofthe buffers
Is not within the specification, experiments performed later to measure the effects of the
Mismatch on the common mode rejection ratio of the following subtractor stages suggest
that the matching is better than these measurements indicate. The phase shifts through all
the buffers at the frequencies of interest were measured to be less than 0.1°.

The input impedance was measured by driving the buffer through a number of
series resistances (820kQ, 1.5MQ, 2.2M£2) and measuring the circuit gain at a frequency of
1kHz. The input capacitance was measured by connecting a 2.2pF capacitor in series with
the input and measuring the circuit gain at a frequency of 1MHz (and 100kHz).

The input resistances ofall the buffers were measured at greater than 150MQ and
the input capacitances were measured at less than 0.4pF (except channel 5 which was

0 6pF). These values correspond to a minimum input impedance of9.2MQ at 27kHz.

Subtractor
The subtractor stage ofthe receive channels is used to take the difference between
the adjacent buffered potentials measured at the surface of the medium of interest and
reject any common mode signals. The potential differences are used in the subsequent

Processing which leads to the formation of impedance images.

4-3.1 Definition of Subtractor Operational Requirements

A summary ofthe requirements ofthe subtractor stage is given below followed by
aJustification of the numerical values quoted.
The subtractor must have the following performance requirements:
T Differential input voltage : > 0.75V.

A Common mode input voltage : > 2.4V.
3 Gain :< 6.7.

4-Slew rate > 0.5V/"\s.
4 CMrr > 65(iB

The differential input voltage of the subtractor stage is defined by the maximum

P°tential difference expected between adjacent electrodes : This is quoted as 0.6V peak in

a°n2.6.2. Ifa25% change in measured potentials is expected, this potential difference
CU,d become 0.75Vpeak.

The maximum common mode voltage expected is 2.4V peak as stated in section
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3-5-4, so the inputs of the subtractor should be able to cope with this range.

Any gain required to amplify the signal such that the maximum signal occupies the
fall range ofthe ADC input range may be applied at the subtraction stage. The input range
°fthe ADC is £5V (see section 4.5) and so the maximum possible instantaneous voltage
difference should be amplified to fill this range in order to maintain the maximum receiver
dynamic range. The maximum expected potential difference is 0.75Vpk (see above), so the
gain required to make full use of the ADC input range is 5/0.75 = 6.7. However, it is
ImP°rtant that the input ofthe ADC does not saturate under any circumstances, since this
WII not necessarily be obvious from the filtered data. In order to avoid saturation, a gain of

aPproximately 5 was used and, so that resolution was not lost, a 13 bit ADC was used.

The slew rate required by the subtractor can be calculated by considering the slew
rates ofthe signals at the separate frequencies. The received signal at any receive pair will
c°nsist of the 15 drive frequencies all with different amplitudes. The maximum rate of
change of signal voltage will occur at the end ofthe array, when all the signals are passing

trough the zero point simultaneously and is given by

v
o+ Al +A {4.2}

~here” ..Alare the magnitudes ofthe voltage differences caused at an end pair ofreceive
efactrodes by each of the frequency drives at frequencies , @2,.., (Qy Using the values
Potentials in Figure 2.4 and allowing for a 25% increase in amplitude and a gain of5, the

Maximum dV/dt is 0.5V /ps, a figure well within the capabilities of standard op-amps.

The CMRR ofa subtractor is defined at each frequency as the ratio ofthe differential
me°de gain to the common mode gain. As stated in section 3.5.1, for the e ects o

common mode voltage to be undetected,

vV G
CMRR > am dff {4.3}
0.5LSB

The maximum common mode voltage at one frequency occurs at a receive pair

"fafah straddles the drive electrodes. By averaging the potential calculated at each ofthese
eceive electrodes, the maximum common mode voltage is 131mV. If the common mode
“*tage generated by mismatches (which was reported as being 0.6V peak in section 3.5.4)

De assumed to be composed equally of all the source frequencies , then the common

O(fa voltage generated by one ofthe sources would be 0.6/16 = 38mV. This would give a
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total common mode voltage at one ofthe source frequencies of approximately 170mV. If
this is subject to a variation of 25%, the maximum common mode voltage at one frequency
could reach 213mV. This gives a CMRR requirement of 65dB across the signal frequency
range for the 13 bit ADC and a differential gain of 5 as stated above.

4.3.2 Possible Subtractor Implementations

There are a number ofways ofsubtracting the signals between adjacent electrodes;

some ofthese are listed below.

A switched capacitor can be used to extract the potential difference between two
Potentials. In this method the capacitor would be connected via analogue switches between
two adjacent receive electrodes and would therefore be charged to the potential difference
between the electrodes as shown in Figure 4.7. The capacitor would then be switched to
the input ofan amplifier with appropriate gain, followed by the analogue-to-digital converter.
A sample-and-hold amplifier is not required in this method since the switched capacitor is
effectively performing a sample and hold process. However, because the sampling of the
signal is occurring at the capacitor stage, the anti-alias filters must precede this stage.

Figure 4.7 shows the connection of the circuitry where B, to B1?are the buffers
connected to the receive electrodes on the surface of the medium of interest, AAFj to
AAF) are the anti-alias filters, S;and S2are analogue switches, A, to A,6are amplifiers and

ADCj to ADC® are the ADCs.

When Sj is closed and S2is open the capacitor is charged through the on resistance,
K , ofthe analogue switches S, and S2 The capacitor between each channel, denoted as
Ch should be chosen such that the product 2RatChis much less than the time period of the
S8nal, so that the potential on the capacitor will be the voltage difference between the two
Potentials at the electrodes to an acceptable accuracy. Also, for the capacitor, Ch to charge
to the maximum potential difference expected of0.75V to within 1/2 least significant bit of
the following 13 bit ADC and a gain of 5 ofthe subtractor stage is assumed, then the ratio
°fthe sampling time to 2RaChmust be less than 8.7. Assuming a typical value of 100D for
the 'on' resistance ofthe switch S,, and assuming that the system is sampling for halfthe
duration of the switching period, then Chmust be less than 2.3nF.
The droop in voltage caused by bias current flowing into  must be less than 1/2

least significant bit ofthe ADC over the time for which any settling and conversion occurs.
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Figure 4.7 : Subtraction using switched capacitors.
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For example, for a hold capacitor of2.2nF, and a hold time ofhalfthe switching period, the
bias current must be less than 340nA which is easily realisable using FET input op-amps.

The positioning ofthe anti-alias filters before the subtraction stage means that the
anti-alias filters have to be well matched or extra processing will be required to take into
account the different transfer functions of the AAFs (see Appendix D). Furthermore, any
mismatch will also cause a reduction inthe common mode rejection ratio ofthe subtraction
stage (see section 4.3.3 and Appendix E.3 for more details).

The CMRR ofthis capacitor differencing arrangement (ignoring, for the moment,
any contribution from mismatched anti-alias filters) is limited by the stray capacitances of
the components present. The position ofparasitic capacitances and resistances ofthe analogue
switches and the following amplifier are shown in Figure 4.8. Figure 4.9 shows the equivalent
circuit for S, closed and S2 open and Figure 4.10 shows S, open and S2closed. For S,
closed and S open, ifV =V + AE/2 and E = E - AV/2 where V isthe common mode
voltage and AV is the differential voltage (the signal of interest), Chwill charge up to AV
and the ¢ ;sand Cdx will charge up to Vt and V2on the top and bottom channels respectively.

When S, is opened and S2is closed, the Cd and CAin the lower channel will
discharge through RaRofthe lower channel to ground. The charge stored in Chand Cd and

in the upper channel will flow through Ra®to charge Cf until the voltages across all
other capacitors are zero.

Ifthe charge on C , and is given by Q =(Van+AV/2)(Cs +Cd) and the charge on
Chis given by Q=AVCh ,and assuming that the amplifier Al takes no bias current, the

conservation of charge can be applied and the voltage across the capacitor Cf as t—"° is

The CMRR is defined as the ratio of the differential mode gain to common mode gain

'vhich in this case is

0 Cs\+C2
+
CMRR = =-61dB forc =10nFandc =C = 5pF. {45}
Cc +C
Although this technique is commonly used in switched capacitor filters and has
recently been successfully used in EIT applications at low frequencies [77] it was not used

asthe subtraction stage in this system. The expected CMRR istoo low and although on ICs
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Figure 4.8 : An equivalent circuit showing the parasitic elements in a switched
capacitor subtractor.

Figure 4.9 : Reduced form of Figure 4.8 for Si closed and S2 open.

figure 4.10: Reduced form of Figure 4.8 for Si open and S2closed.
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used in switched capacitor filters the parasitics are fairly well matched, it is difficult to
control the parasitic components in a discrete realisation. The added disadvantage ofhaving
to place the anti-alias filter before the subtractor, necessitating considerable extra processing

ofthe measurement data and further compromising CMRR, made this option undesirable.

Instrumentation Amplifiers (1As) are often used as subtractors and have the
advantage that they require few additional components. They are, however, designed
primarily for low frequency instrumentation systems and at the frequencies of interest their
performance is inadequate for this application. Particular disadvantages of IAs are that
some have fixed gain which would mean that the signals would have to be amplified at a
later stage, their CMRR is low at the frequencies ofinterest and their bandwidths are poor,
hence introducing phase errors at the signal frequencies.

A number ofIAs which satisfied the >65dB CMRR specification were investigated
but none ofthese were capable ofsatisfying all ofthe requirements listed in section 4.3.1 at
the time ofthis investigation. Over the last two years, however, a number of manufacturers
have produced video instrumentation amplifiers with CMRRs in excess of 80dB at low
frequencies, falling to 70dB at, typically, 4AMHz. Devices such as these [54][78] would
have been ideal for this application.

The drawbacks ofusing a single operational amplifier subtractor circuit is that the
bandwidth is reduced by increasing the gain, and the common mode rejection ratio is
dependent upon resistor accuracy. Three op-amp subtractors are often used to imitate
instrumentation amplifier topologies [79], Two ofthe op-amps are used to buffer the input
voltages so that the previous circuitry does not affect the behaviour of the third op-amp
which is used as a subtractor. This still has the disadvantage ofreduced bandwidth for gains
greater than unity and the limitation of the resistor accuracies used to set the gain on the
CMRR. Although op-amps with high CMRRs are available, the component tolerance
dependency still limits the CMRR. By using a discrete front-end subtractor to precede the
°P-amp subtractor, the CMRR ofthe combined circuitry becomes the sum ofthe CMRR of
the two components. The op-amp can also be connected with unity gain thus increasing the

bandwidth.

Due to the failings of other possible subtractor implementations the subtractor
chosen was a discrete differential input pair with a current source tail followed by a unity

gain op-amp subtractor. This arrangement has the advantage just mentioned that both the
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differential input pair and the op-amp are subtracting the signal and so the CMRR of the

whole circuit is the sum ofthe CMRRs of the two separate stages.

4.3.3 Subtractor Circuit Description

The circuit of the subtractor is shown in Figure 4.11. The discrete differential
input pair are biassed by a current source tail and their collectors are connected to a standard

subtractor connected op-amp. The gain ofthe circuit is calculated in Appendix E. 1 and is

given approximately by

Gain= RRr
{Re+rjR+Rc) {4.6}

where reis the incremental resistance of T{ and T2 R=R4=R5=R6=RV Rg=RE=RE2 and
N c~"ci=Rg@ as shown in the figure. The current source is set up to draw a total current of
4mA (making rg=130). The value ofgain given by the circuit for the components shown is
4.9 which is within the maximum allowable gain of 6.7. The components Rcv R@QRm, RE?
and” areall matched to 0.1% (temperature stability 15ppm) so that the op-amp subtraction
stage CMRR is as high as possible. The slew rate of a TLO71 op-amp (the amplifier in
Figure 4.11) is greater than 5V/(Is and thus satisfies the required value of 0.5V/|is.

Equation {4.6} which expresses the gain ofthe subtractor was derived by assuming
matched components as shown in Appendix E. 1. The circuit was simulated using a SPICE
package and the gain and phase responses of the transfer function VJ(V-V2 are given in
Figure 4.12 and Figure 4.13 respectively for perfectly matched components. When the
c°’mponents are mismatched by the tolerance of the components and using transistors of
current gains 0230 and 210, variations in gain from 4.8226 to 4.8216 (0.02%) are obtained.
This shows that any gain mismatch between the channels should be less than approximately
'74dB down on the normal figure for differential gain.

The common mode voltage input range that can be tolerated by the circuit of
Figure 4.11 for a maximum differential input voltage of 0.7V, can be calculated using large
Sgnal considerations. This analysis is given in Appendix E.2 and gives the range ofcommon
mode input voltage as -7.4V < Van<6.8V.

The maximum CMRR that can be obtained from any subtractor circuitry is heavily
dependent upon component matching. Figure 4.14 shows the predicted CMRR for all
c°mponents exactly matched. When components were mismatched on the SPICE simulation,
d was found that only mismatches in the base bias resistors, Rdl , Rb2, the ac coupling
CaPacitors Cj , C2 and the transistor current gains, /3; , ji,, had a serious effect on the
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Figure 4.11 : The subtractor circuit.
Transistors T\, T2 and T3are BC184LC.
Resistors Re\, Rei, Rci, Rci, R4, Rs, Reand /?7 are 0.1%.
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Figure 4.12 : Gain of Subtractor (predicted by SPICE).
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~egure 4.13 : Phase shift through Subtractor (predicted by SPICE).
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CMRR. This is because mismatches in these parameters convert a common mode voltage
into an effective differential voltage before subtraction has occurred and hence cannot be
distinguished from the signal voltage difference. The CMRR ofthe circuit for the base bias
resistors, the input capacitors and the current gains ofthe transistors mismatched by their
tolerances to give a worst case estimate can be seen in Figure 4.15. The CMRR is predicted
to be between 77dB and 81dB across the frequency range of interest for this case.

As stated in section 4.2.1 there is a reduction in CMRR caused by mismatches in
the input channels. The effects of mismatches in the high pass responses created by the
C,-Rmand CJI2combinations is considered analytically in Appendix E.3. It is shown that if
1% capacitors and 1% resistors are used the effect of mismatches upon the CMRR at the
frequencies of interest is negligible.

Sixteen identical subtractors were built, eight on one receiver pcb and eight on
another receiver pcb. The gain and phase shift through each channel was measured using an
HP3557 Network Analyser with one input driven by the swept frequency source of the
network analyser and the other input ofthe subtractor grounded. A typical plot can be seen
m Figure 4.16. The gain is 4.85 across the frequency range of interest as predicted by
simulation, and the phase shift is approximately -0.7°. The variation in gain and phase
between channels can readily be compensated, along with the anti-alias filter mismatches,
provided that they are known. (The table given later in Figure 4.22 gives the measured
values ofthe gain and phase shift through the subtractor and filter for each channel across
the frequency range of interest).

The CMRR of the subtractors was measured using the same network analyser.
The swept frequency signal was injected into both the inputs of the subtractor and the
output voltage waveform was stored. One ofthe inputs was disconnected from the source
and grounded, providing the subtractor with a differential signal (this is not a true differential
Slgnal since there is a small common mode signal, but the effects are negligible in the
Measurement ofthe CMRR). The ratio ofthe output voltage to the stored voltage waveform
Was plotted against frequency and a typical plot can be seen in Figure 4.17. It can be seen
that the CMRR is greater than 72dB across the frequency range of interest. The CMRR
was measured for all channels and did not fall below 72dB for any channel.

Since mismatches in input channel transfer functions give rise to differential mode
v°ltages, it is expected that because the adjacent buffer gains were only matched to 0.08%,
the CMRR will be below the values measured for the subtractor only. However, the
Measurement process was repeated using the worst gain matched pair of buffers with the

Input signals connected to the buffer inputs rather than directly into the subtractor inputs.
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F'gure 4.14 : Common Mode Rejection Ratio of Subtractor with matched components
(predicted by SPICE).
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8u»e4.15 : Common Mode Rejection Ratio of Subtractor with mismatched components
(predicted by SPICE).
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Figure 4.16: Measured frequency response ofthe subtractor for a differential voltage

input.



Figure 4.17 : Measured common mode rejection ratio of the subtractor.
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The CMRR of the channel was measured and was only 0.4dB down on the subtractor
CMRR. This implies that the buffers must be matched more closely than could be measured
in section 4.2.2 and highlights the problems of making measurements to such an accuracy.
In fact it appears that CMRR measurement is a much more sensitive method ofdetermining

the gain matching ofthe channels prior to subtraction than direct gain measurement.

4.4 Anti-Alias Filter

In section 3.3.5 the amplitudes of the harmonics generated by the waveform
generators were reported, as being below -57dB with respect to the fundamental and the
harmonics of the current sources are expected to be less than -59dB as stated in section
3.4.7. Although these signals will not be aliassed into the frequency range ofinterest, it was
considered expedient to bandlimit the signal entering the sampler so that wideband noise
and other spurious high frequency signals would not be aliassed into the frequency range of
interest and hence corrupt the measurement.

Any noise in the system occurring in the range 101-108kHz (f  u-filgnal) will be
aliassed into the signal frequency range. The noise in this range should be attenuated
somewhat by the filter, so that the aliassed noise does not have a large effect on the
measurement. No strict specification was adhered to, but it was thought that a reduction in
the noise power by a factor of 4 would be reasonable. (This would mean that if the noise
level prior to sampling was -60dB, the added aliassed noise would raise this noise floor to
only -59dB at the frequencies of interest, which was deemed acceptable).

The circuit used was a third order low pass Sallen and Key circuit [74] configured
as a third order Butterworth filter. A Butterworth filter was chosen because of its flat
Passband which means that the same gain is applied to all the signal frequency components.
The phase of a Butterworth filter is approximately linear and the function is well behaved
and reasonably tolerant of component errors. The circuit diagram is shown in Figure 4.18

and has the transfer function

\A i

K 1+s("R, +C3R, +C & +C®R3)+s2 +CtC3RtR3+ CCRtR3+ C2LR,RI +s2C f2C3R,R2R3

{4.7}

The circuit response predicted by SPICE is shown in Figure 4.19 (gain) and Figure

4-20 (phase). The measured circuit response shown in Figure 4.21 agrees closely with the
Predicted responses of figures 4.19 and 4.20. As expected the phase is not constant over

Ihe frequency range of interest, but since the anti-alias filter is placed after the subtractor,
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Figure

4.18 : The third order anti-alias filter.
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Figure 4.19 : Gain of Anti-Alias Filter (predicted by SPICE).

AN'gure 4.20 : Phase shift through Anti-Alias Filter (predicted by SPICE).
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this problem can be overcome by measuring the phase shift through each anti-alias filter
and taking these measurements into account prior to the image formation. If the anti-alias
filters had been placed before the subtractors, the gain and phase matching between the
filters in each channel would have been critical in ensuring that a useful CMRR was achieved.
The phase shift variation between channels at the same frequencies was 0.59°. It is expected
that the receive channels will be at the same temperature, since the two boards containing
the receiver circuitry are in close proximity to one another and so any drift of phase and
gain with temperature will affect all channels equally.

A table ofthe measurements ofthe gain and phase ofeach channel measured from

the subtractor input to the anti-alias filter output is given in Figure 4.22.

4.5 Converter Circuitry & Data Storage

It was explained in Section 4.3.1 that the resolution ofthe ADC used to take the
samples would be 13 bits. The input range required ofthe ADC is £5V (the subtractor gain
was calculated on this basis) and the sampling frequency is 128kHz. The ADC needs to be
Preceded by a sample-and-hold or track-and-hold amplifier of at least equal resolution. The
aperture jitter, the uncertainty in time at which the sample is taken, of the track/sample-
and-hold amplifier may also limit the accuracy of the conversion process and so must be
considered. If, at the maximum rate ofchange ofvoltage ofthe signal, the change in signal
amplitude that occurs inthe aperturejitter time is less than 1/2LSB, then the aperture jitter
WIll have no effect on the measurement being made. However, if the change in signal
amplitude that occurs is greater than 1/2LSB within the aperture jitter time then this will
cause the measurement to be corrupted by what is, in effect, random noise.

For a 13 bit ADC with an input voltage range of £5V, 1/2LSB corresponds to a
voltage of 10/24= 0.61mV. At a maximum slew rate 0of0.5V/|is (calculated in section 4.3.1
assuming a gain of 7, with a gain ofapproximately 5the slew rate isreduced) this corresponds
to an aperturejitter of 1,2ns before any effects of the aperture jitter will be observed. This
Is well above typical aperture jitters (100s of ps [54]) and so should not cause a problem.

The ADC used for the conversion was an Analog Devices AD7884 which has an
InPut voltage range of£5V and an on-chip track-and-hold amplifier. The aperture jitter of
the track-and-hold amplifier is not directly stated but is incorporated into information
regarding the effective number ofbits for a given signal frequency. The effective number of
hits at the signal frequency range is quoted as being 13, although the ADC produces 16 bits

data. The ADCs were connected as specified in the data sheet with the appropriate
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Receive 20kHz 30kHz

Channel
Number Gain in dB Phase in Gain in dB Phase in
degrees degrees
1 4.794 -32.40 4,751 -48.90
2 4.796 -32.39 4.756 -48.83
3 4.792 -32.37 4.748 -48.82
4 4.792 -32.56 4.747 -49.14
5 4.790 -32.36 4.746 -48.80
6 4.793 -32.59 4.752 -49.19
7 4.794 -32.52 4.756 -49.06
8 4,781 -32.26 4.723 -48.60
9 4.786 -32.38 4,741 -48.82
10 4.787 -32.40 4.747 -48.92
1n 4.787 -32.35 4.734 -48.76
12 4.789 -32.30 4.747 -48.80
13 4.785 -32.41 4.745 -48.88
14 4.799 -32.46 4.753 -48.97
15 4.788 -32.54 4.745 -49.10
16 4.786 -32.37 4.737 -48.82

Figure 4.22 : Table showing the gain and phase shift through each receive channel.
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associated circuitry and protected by Shottky Barrier Diodes. The data output lines were
connected to buffers which were used to latch the measurements and output data onto a
bus for storage. The circuit diagram ofthe converter and associated circuitry is shown in
Figure 4.23.

Memory ICs are used to store the data while measurements are being taken. Once
the measurements have been completed, the data is transferred to the host computer for
digital filtering and image forming to be performed. In order to simplify the control of the
memory ICs, two 32kbyte static RAM ICs were used to store all the data. Static RAM has
the advantages over dynamic RAM that it requires no refresh signal and has faster access
times. FIFO buffers have fast access times but are more expensive than static RAM. Dual
port RAM was considered so that the reading and writing actions could be performed
independently, but it is very expensive and only readily available for small memory blocks.
One ofthe 8 bit SRAMSs stored the least significant bits ofthe measured data and the other
SRAM stored the most significant bits o fthe data. All 16 samples from each receive channel
were written to the memory in one sampling period, allowing 480ns (7.8pis/16) per channel
for the enabling ofthe buffers, write process and disabling. This meant that reasonably fast
memory had to be used and the ICs chosen had an access time of 85ns. The memory

capacity of 32kbytes was used to store a maximum of 6 frames of data.

4.6 Physical Organisation of the Receiver Channels

Seventeen identical buffers were built on one pcb which was mounted at the
Phantom. The buffers were connected via coaxial cable to the two receiver boards which
contained eight receiver channels each. Each channel on the receiver board consisted of
subtractors, anti-alias filters, converter circuitry and data buffers. Both the receiver boards
Plug into a backplane on which the memory is mounted. This backplane is connected via

data, address and control lines to the control/interface board.

Photographs of the system circuitry can be seen in Figure 4.24.

4.7 Digital Filtering

After being transferred to the host PC, the measurements which have been stored
In the external memory on the backplane must be digitally filtered to separate the various
frequency components measured between each receive electrode pair, and hence enable the

determination ofthe potential differences at each drive signal frequency. This section describes
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Figure 4.24 : Photographs ofthe system.

(a)

(b)

Photograph ofthe phantom and the current sources and buffers mounted
on the phantom wall. The waveform generator board (top) and the two
receiver boards (middle and bottom) can be seen to the right of the
phantom.

Close up of the circuitry mounted on the phantom wall. The current
sources are on the top and bottom boards, the buffers are on the middle
board.



Agure 4.23 : The Analogue-to-Digital converter circuitry recommended by the
manufacturer. Each input was protected by shottky barrier diode
clamps to both the +5V and -5V supplies.

The amplifiers used were:

Al AD711,
A2and”3 AD708,
Ad OPO7.
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firstly the requirements of the filter and secondly, two possible implementations of the

filter, the matched digital filter and the Discrete Fourier Transform.

4.7.1 Filter Requirements

The digital filter must calculate the real and imaginary components of each
frequency present so that measurements of phase can be made. This will allow for any
compensation for constant phase shifts through the system (eg due to the anti-alias filter).
For measurement ofphase to be possible, the start o fthe measurements must be synchronised
with the drive waveform ie. samples must begin at a known phase ofthe drive waveform to
allow comparisons in phase between measurement sets. As stated in section 2.7.3, the
Passband filter at each frequency must have the same gain as the filters ofthe other frequencies
and the rejection at frequencies other than the frequency being filtered must be at least -
60dB. Two methods are considered here which can be used to digitally filter the 15 frequency
components in the subtracted signal for each receive pair, a matched digital filter and a Fast
Fourier Transform.

The selection by the filter of one ofthe signal frequencies and the rejection ofthe
others is determined by the relationship between the signal frequency and the sampling
frequency, or more accurately, by the positioning ofthe nulls in the sinx/x modulated frequency
spectra as explained in section 2.8. The position of the nulls is determined exactly by the
relationship between the centre frequency of the sinx/x function (the signal frequency) and
the window length, X. Since both these parameters are determined by the same master
clock, the nulls must coincide with the other signal frequencies exactly. The only source of
Possible errors could be in the aperture jitter of the ADC, but since this is random, it will
aPpear as noise on the signal and will not shift the null position.

The effective phase shift through the filter will be defined by the time delay between
the drive waveform circuitry generating the signal and the sample actually being taken. This
Is calculated to be approximately 540ns giving a phase shift of 3.9° at 20kHz and 5.2° at

27kHz. These phase shifts can be compensated and so do not present a problem.

4.7.2 Digital Filter Implementations

Both digital filter implementations are based on the calculation of the Discrete

Courier Transform (DFT) ofthe measured data for each receive pair. The DFT is defined as

[80]
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F[m]=
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where

nt =number of frequency sample (frequency sample m corresponds to m/NTHz.)
n = number oftime sample

N = total number of samples

T= period of sampling frequency = 1lIfs

The matched digital filter used by Smith [81] utilises a simple delay line and
multiplication by a set ofweights that is dependent upon the frequency to be filtered. 1fthe
samples of the signal to be filtered are / [«] then the real part of the amplitude of the

frequency component at frequency/, is

FUAI="E/W-AV H9
where

(2nfn*
fs

and n is the sample number, fsis the sampling frequency and N is the total number of

12[«] - sin {4.10}

samples per window.

The quadrature component of F [/}] can be calculated in a similar manner where
A n] is given by cosine rather than sine. For the narrowband multiple frequency system
described here, thirty waveforms would have to be stored (two for each frequency) and the
matched filtering process would have to be performed on all 16 receive pairs for each ofthe
15 frequencies - equivalent to performing a partial DFT on the potential difference at each
receive pair (ie for one value of m in Equation {4.8}).

If a dedicated processor (eg DSP chip) were to be used to perform the filtering
°Perations in real time, the processor would have to perform 15(ffegs) x 2(real and imag)
x M(channels) multiply-accumulate (MAC) operations in the sampling period, I//\ For the
Swen sampling frequency atime of 16ns would be available for each MAC instruction. This
Is fester than existing DSP chips and so unless a heavily parallel system was to be used, real
hme filtering could not be performed, (eg Texas Instrument TMS320C30 has a MAC
mstruction time of 60ns, and so the time required to perform the MACs only would be
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7.4ms, and therefore at least 4 DSPs would be required).

The second method of filtering considered here is to perform a Fast Fourier
Transform (FFT) on the sequence ofmeasurements. The sampling frequency and the number
of samples in the window, N, must be chosen carefully such that the resultant frequency
samples coincide with the drive frequencies. The FFT isa method commonly used to perform
the DFT and can only be used when the number of samples is a power oftwo, but gives an
increase in the speed ofcalculation (number of multiplications) from N~ (for a direct DFT
calculation) to 2Alog2A (to calculate the FFT). The time required for the calculation of a
256 point FFT is 16 times less than that required to calculate a DFT directly. The advantage
°fusing an FFT over a matched digital filter is that only two sets ofweightings need to be
stored (N samples of a sine and cosine wave).

In using the FFT to find the filtered waveform amplitudes time is wasted in the
calculation ofthe frequency samples which are not required. However, very little execution
time of an FFT is saved by attempting to customise the FFT algorithm since information
about which parts of the calculation do not have to be performed have to be stored and
read.

The times quoted by manufacturers for some specific DSP chips to perform a 256
bit, complex FFT are shown below

Texas Instruments TMS320C30 0.8ms

Texas Instruments TMS320C20 4.5ms

Texas Instruments TMS320C25 2.2ms

Motorola DSP56001 0.65ms
None ofthese would be quick enough to process the data at the measurement frame rate as
16 FFTs (one per receive channel) would need to be performed per frame (2ms). In order
to filter the signals in real-time, 16 parallel fast DSP chips would be required (or 8 if
multiplexing was feasible).

As explained in section 2.3, the image processing was to be performed off-line and
so there was no advantage to be gained from the significant increase in system complexity
necessary for filtering in real-time.

The measuring system was designed to meet the 2ms measurement time
specification with the measurements being stored in memory on the backplane. The backplane
Memory was to be interfaced directly to the host PC (486) which was to be used to perform

"1 the processing, including the off-line filtering. The memory had the capacity to store 6
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frames ofdata which could be measured in a variety of modes which are outlined in Chapter
5.

FFTs were used to perform the filtering since procedures are readily available for
this and information about other frequency components (eg harmonics and noise
measurements) is available. The host PC was required to perform all 16 FFTs, one for each
receive channel. A radix-2, decimation in frequency, complex FFT algorithm was performed

on the data once transferred from the RAM storage to the host PC.

4.7.3 Demodulation Breakthrough and Noise

Demodulation breakthrough is a very important parameter in a simultaneous drive
EIT system receiver. It is a measure ofthe ability ofthe digital filter at one signal frequency
to reject the signals at the other frequencies. An experiment was performed to measure the
demodulation breakthrough ofthe filters. A voltage waveform ofa single frequency sinewave
was connected to one of the inputs of a subtractors and the other input ofthe subtractor
was grounded. The amplitude of the input waveform was chosen such that, after
amplification, the full range ofthe ADC was used. The output ofthe filter at the frequency
of the signal was 4659mV. The largest output at the other frequencies was 1.1mV. This
corresponds to a breakthrough of at least -72dB, which is better than the specified -60dB.

As explained in section 2.6.3 the dominant source of noise will be the receiver
circuitry. The noise at the input to the ADC was measured on a spectrum analyser by
comparison with a single frequency source ofknown amplitude. The noise measured at the

frequencies of interest was approximately 0.3p,V/VHz.

The noise in the system can also be estimated by considering the values calculated
by the FFT when there is no signal present at the input o fthe receive channels. The amplitude
calculated by performing the FFT at each of the filtered frequencies should be zero if the
inputs are grounded. Any non-zero output value will be caused by the presence of noise. If
the noise can be assumed to be white and have a power density spectrum ofP2VTHz then
the output value ofeach filter will be an estimate oftP/VtVrms (1/ris the effective bandwidth
°f the filter). The inputs of two buffers were connected together and grounded and a
*Measurement was performed. The mean square average of the 127 frequency values
generated by the FFT (500Hz to 63.5kHz in 500Hz steps) was calculated and this process

Was repeated a number of times and the mean found. The average was approximately
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140liV in the 500Hz bandwidth corresponding to an approximate noise level of 6p.V/VHz.
This value of noise includes the effects of aperture jitter, noise in the ADC and quantisation
noise, which iswhy it is larger than the noise measured at the ADC input using the spectrum
analyser.

This measured value of noise is less than the noise expected from the ADC and
demonstrates the increase in signal-to-noise ratio that can be achieved by using this particular
filtering method. The FFT used to calculate the signal amplitudes at each frequency performs
an averaging process and, as such, could increase the signal-to-noise ratio by a factor ofup
to V256 (256 is the number of samples used).

The ADC isquoted as having a particular number of'effective bits' at the frequencies
of interest and this is defined by the signal-to-noise ratio measured by the manufacturer.
Thirteen bits corresponds to 352p.V/VHz for the 5V input range ofthe ADC. This could be
reduced to 22pV/VHz by the averaging ofthe FFT. This value is still higher than the measured
value and so it is expected that the signal-to-noise ratio is better than the value quoted by

the manufacturer, approximately 15 effective bits rather than 13.

4.8 Conclusions

This chapter has presented the details leading to the construction oftwo receiver
hoards. The circuitry presented is capable of making the measurements to the required
accuracy making it possible to form an image ofa conductivity distribution ofa medium of
interest. The digital filtering used to demodulate the signals has been described and has
been used to show that the noise ofthe system is below the specified level. The phantom
required to test the system and control circuitry necessary to run the system are described

In the next chapter
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Chapter 5 Phantom & System Control

5.1 Introduction

This chapter is intwo sections. The first section describes the phantom and electrode
array used to test the system. The required characteristics of the phantom and electrode
array are specified and the choice ofelectrode spacing, size and shape is given, followed by
the dimensions ofthe phantom.

The second section describes the control circuitry used to control the drive and

Pleasuring system described in Chapters 3 and 4.

5.2 Phantom and Electrode Array

In order to test the system, a laboratory phantom was required as it was necessary
to have a facility which allowed controlled conductivity distributions to be set up. This
section describes the phantom constructed to facilitate measurements using a linear array.

The important issues affecting the design ofthe phantom are :

1 Different conductivity distributions must be readily attainable.

2. The size ofthe phantom should be such that any boundary effects are negligible and
so the current patterns set up in the region of interest are as expected.

3. The phantom must be configurable for pseudo-2D and 3D measurements.

4. Electrodes must be available for the application of common mode feedback.

5. The array ofelectrodes must be linear and contain 16 drive electrodes and 17 receive

electrodes, which are to be equispaced and interleaved.

5.2.1 Inter-electrode Spacing

As stated in section 2.2, the linear array of electrodes was to contain 33 identical
electrodes consisting of 16 drive electrodes and 17 receive electrodes. The drive and
receive electrodes were equispaced and positioned alternately along the array as shown in
Figure 5.1.

The array must to be large enough to enable the connection of appropriate drive
and receive circuitry to the electrodes. A larger electrode spacing (of the order of a

Centimetre) makes it easier to set up particular conductivity distributions with reasonable
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Drive Receive
ectrode ectrode
Medium of Interest

Figure 5.1 : Diagram showing the electrode array.
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relative accuracy. However, as the inter-electrode spacing is increased, the dimensions of
the phantom necessary for the current paths to be unaffected by the phantom boundaries
become prohibitively large. Large phantoms also require considerable volumes ofsaline (or
other conducting medium) and the cost of the materials required for fabrication becomes
significant.

An electrode spacing of 7.5mm was chosen as a reasonable compromise, giving a
total array length of 240mm. This determined the drive-drive/receive-receive electrode
spacing as 15mm, thus allowing particular conductivity distributions to be set up accurately
without the use of precise measuring equipment to locate the objects. The electrode
separation affects both the absolute resolution ofthe system [21] and the effective impedance

between any two electrodes.

5.2.2 Electrode Size

The electrodes must be small enough such that they appear to be point sources of
current and point receive electrodes as far as most of the region of interest is concerned.
The use offinite area drive electrodes makes it difficult to calculate analytically the shape of
the current patterns. For large area receive electrodes, the electrode distorts the current
Paths by short circuiting part ofthe surface ofthe conducting medium. The electrodes must
he sufficiently large, however, to ensure that the current density at the interface between
the drive electrode and the medium of interest will not cause problems such as heating or,
for medical applications, sensations ofburning at the surface. The receive electrodes must
also be sufficiently large that the contact impedance at the electrode is small in comparison
with the input impedance ofthe buffer.

The electrodes were chosen to be hemispheres of 1mm diameter which was a
reasonable compromise for ensuring a relatively low current density at the drive electrodes
0-9mA/mm2 and an approximate point contact for the receive electrodes. Fabrication of
electrodes less than this diameter becomes difficult and this electrode size is consistent with
other EIT laboratory phantom electrode sizes [42], The electrodes were chosen to be
hemispherical in order to reduce the distortion of the equipotential loci at the electrodes
and were made of gold plated brass to ensure a degree of corrosion resistance and hence
reliable electrical contact with the medium under investigation.

The effective resistance between the electrodes can be estimated by dividing the
Potential difference between adjacent drive electrodes by the current injected through the

olectrodes. The potential on the surface of a single point current injecting electrode is
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undefined, since there is an infinite current density at that point. For a hemispherical electrode
of finite size, the equipotentials close to the electrode are approximately hemispherical, as
for a point electrode, and so there should be no difference between the current paths in the
two cases. Since the potential generated at some distance from the source should be the
same, independent of whether point or hemispherical drive electrodes are used, an estimate
ofthe potential on the surface ofthe electrodes due to the injection current passing through
*t is given by calculating the value of the equipotential generated by a point electrode
source at a distance equal to the radius of the hemispherical electrode. Figure 5.2 shows a
point electrode and hemispherical electrode with resultant potentials to demonstrate this
principle.

By using Equation {1.1}, the effective load resistance between two drive electrodes
can be estimated. For a homogeneous 3D medium the potential O at a point of interest is
given by

1A

Norg=g ) {11
where <7isthe conductivity, / isthe injected current amplitude and rt and r2are the distances
from the source and sink drive electrodes respectively. The voltage at the surface of the

source drive electrode_ V. caused hy the source and sink injection currents is given by

surfacel

| fl
ufae 2kg{r a-RJ

where R is the radius ofthe electrode and a is the distance between electrodes performing

{5.1}

the same function ie drive-drive/receive-receive electrode spacing. The potential at the
surface ofthe sink electrode will be equal in magnitude to Vimrfadt, but opposite in sign. Thus

the effective resistance between the two drive electrodes is given by

2V
R----{5.2}

Substituting o=I5mm, i?=0.5mm and 0=0.2Sm-], the effective resistance between
the two drive electrodes is 3. IkQ. Equation {1.3} can be used to estimate the potential at
the source electrode due to the sink current and hence the effective resistance for a pseudo-
AN situation can be calculated. This effective resistance is 2.5ki2. Both these values are

typical load values encountered in a medical systems [9],
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(b)

Figure 5.2 : Equipotential loci generated by electrodes.
(@) Equipotentials generated by a single current injecting point electrode.
(b) Equipotentials generated by a single current injecting hemispherical
electrode.
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5.2.3 The Phantom

The depth of sensitivity for a linear array using adjacent drives for backprojected
images is approximately halfthe array length [51]. This can be demonstrated by considering
the depth of detection for each drive-receive pair combination. Figure 5.3 shows two drive-
receive pair combinations and the equipotential bands along which backprojection occurs
for each combination. It can be seen that in Figure 5.3(b) the equipotential loci penetrate
deeper into the medium ofinterest than (a) or, in fact, any other drive-receive combination.
Since the equipotential loci in Figure 5.3(b) are almost semicircular with a diameter ofthe
array length, the maximum depth of detection is given by approximately half the array
length. This maximum depth of detection occurs at the centre of the array. Consequently
the phantom must be of size 240mm (the array length) by 120mm (halfth4e array length) at
least. The actual size of the tank was chosen to be 300x500mm, approximately double
these figures. The tank walls are sufficiently far away from the region of interest to have a
negligible effect upon the current paths and hence the equipotential patterns in the region of
interest. The height of the phantom was 300mm which allowed both pseudo-2D and 3D
Measurements to be made. For pseudo-2D measurements the array is fitted horizontally
Into a slot close to the base ofthe phantom which contains a shallow conducting medium.
For 3D measurements the array is fitted horizontally into a slot halfway up the front wall of
the phantom which is filled with the conducting medium. This arrangement is shown in

Figure 5.4.

5.2.4 Common Mode Feedback Electrodes

Two extra electrodes are fitted at points remote from the array ie at the comers of
the phantom on the wall opposite to the electrode array (see Figure 5.4). These are used to
sense the common mode potential of the medium and drive the medium with an inverted

arnplified version of the detected potential using the circuitry described in section 3.5.

Drawings ofthe component parts used to make the phantom and electrode array

Can be seen in Appendix F.

3 Measurement System Control Circuitry

This section describes the circuitry used to control the measurement process. The

entire system behaviour is governed by a digital control board which is situated in the host
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(@)

(b)

Figure 5.3 : Diagram to show the depth of penetration for each drive-receive pair
combination
(@) Drive-receive pairwith moderate penetration into the medium ofinterest.
(b) Drive-receive pair with the maximum penetration into the medium of
interest.
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500mm

Figure 5.4 : Sketch ofthe laboratory phantom.
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PC. This control board provides the interface between the host PC and the measurement
circuitry and converts software commands into the control signals necessary to operate the

measurement system.

5.3.1 Nomenclature

In this section a strict convention will be adhered to in order to avoid possible
confusion. Control signals will be printed in ITALIC CAPITALS and an active low signal
will be indicated by a T symbol preceding the signal name. Modes of operation of the

system are printed in CAPITALS and states ofthe system are printed inBOLD CAPITALS.

5.3.2 Modes of Operation

In orderto maximise the flexibility ofthe data acquisition process, four measurement
modes were defined as follows.

1 CONTINUOUS - Six frames of data are taken sequentially with no time interval
between frames. At the frame measurement time of 2ms, 6 frames corresponds to a
total time of 12ms. The previous frame is used as the reference when calculating the
image.

2. REFERENCED - Two frames ofdata are taken. The first frame is used as the reference
set and the second, the data set. Both the frames ofdata are taken only after a key on
the host PC keyboard has been pressed. This allows plenty oftime for the conductivity
distribution to be altered making it easier to test the system.

2. DELAYED - Six frames of data are taken with a programmable time interval (a
multiple of2ms) occurring between each frame. The previous frame or the first frame
can be used as the reference. The CONTINUOUS mode can be considered to be a
special case of this mode with a time interval between frames of zero. This mode is
useful when monitoring conductivity changes which are occurring at a rate much
slower than the maximum measurement frame rate of the system.

4. AVERAGED REFERENCED - This is similar to the REFERENCED mode, but
three frames are taken consecutively and then averaged to find the reference set.
Three more frames are taken and averaged to find the data set. These averaged
measurements are then used by the host PC in the image forming process. This mode

was included to increase the noise performance over the single REFERENCED mode.
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The quantity of data stored by the system in these four modes is limited by the
quantity of memory available, which in this case allows storage of 6 frames. Clearly, more
frames could be stored for a particular application by simply using larger memory. In the
AVERAGED REFERENCED mode this could be used to enhance the signal-to-noise ratio

ofthe measurements by averaging if necessaiy.

5.3.3 Control States

The order and timing ofthe control signals necessary to control the measurement
circuitry depends upon which mode is being used. The circuitry has five different states, or
conditions, in which it can be operated and these are listed below.

1 RESET - Used to reset all the registers and counters to a known state after power
up.

2. IDLE - The system is powered up but is not running.

3. MEASURE - Measurements are being made. The waveform generators are running
and the receiver circuitry is taking measurements and storing them.

4. WAIT - Used when atime interval between measurements is required. The waveform
generators are running but no measurement data is stored.

5. READ - The data is being downloaded from the memory to the host PC for processing.

The flow diagrams corresponding to each mode of operation showing the
Progression through the required sequence of control states are shown in Figure 5.5.

The circuitry required to control the system can be split into five main categories;
drive control, measurement control, host interface, central control and the host PC. A
block diagram showing these parts can be seen in Figure 5.6 and each of these parts will

how be discussed separately.

5.3.4 Drive Control

This is the part of the control board which governs the behaviour of the drive
Qrcuitry. O fthe drive component parts, only the waveform generators require digital control
Since the current sources are analogue voltage-to-current converters. The control required
f°r the waveform generators can be split into two levels.

One level of control should provide the signals necessary to produce each output
from the DAC in the waveform generators (see section 3.3) and these signals should be

repeated every 976ns (the period of the waveform generator clock). The easiest way to
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(@) (b)

Figure 5.5 : Flow Charts ofthe Modes of Operation ofthe System.
(a) CONTINUOUS mode.
(b) REFERENCED mode.

(c) and (d) continued on the next page ...
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(d)

Figure 5.5 continued : Flow Charts ofthe Modes of Operation of the System.
(c) DELAYED mode.
(d) AVERAGED REFERENCED mode.
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Figure 5.6 : Block Diagram of the Control Sections.
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produce repetitive digital signals ofthis nature is to use a counter clocked with a fast clock
(period <976ns) which is reset once every 976ns. The output ofthe counter can be decoded
by a Programmable Logic Array Device to produce suitable signals. These repetitive control
signals required for the waveform generators are the hold signal, ITRACKHOLD, for the
deglitching track-and-hold amplifier, the DAC write signal, /[ DACWR, the clock to increment
the address generator counters (the addresses for the EPROMSs are generated by counters
which are reset every 2ms) and the reset signal for the counter itself. These signals are
produced by PAL2 (an AMD PALCE16V8H15) which decodes the output ofa 4 bit counter
clocked by the 16.384MHz clock signal. The timing diagrams of these signals can be seen
in Figure 5.7.

The other level ofcontrol ensures continuous running ofthe waveform generators
when necessary. The method used is similar to that described above where, in this case, the
counters are incremented for each DAC output sample (ie the clocking of the counters
occurs once every 976ns) and reset after the 2048th EPROM address is accessed. The PAL
used for this level of control of the waveform generators (PALI; type AMD
pALCE22C10H25) produces enable signals for the ICs, the reset signal for the counter
itselfand a signal, SINSYNC, which becomes active when the first location ofthe EPROMS
is addressed and corresponds to zero phase for all the waveforms. This is used as a
synchronising pulse for the measurement circuitry.

Block diagrams of the drive control can be seen in Figure 5.8. The boolean
expressions used to program PAL 1and PAL2 can be seen in Appendix M and a list of signal

descriptions in Appendix G.

5.3.5 Measurement Control

The measurement control circuit provides the control signals for the receiver
circuitry and data storage, namely the ADCs, data latches and for the loading of measurement
data into memory. The signals required are the convert signal for the ADCs, the latch in,
esatch out and chip select for the data latches and the chip select and write enable for the
Memory. The conversion in the ADCs in all the channels occurs in parallel. Each ADC
c°ntains an output buffer making it possible, in principle, to connect these buffers directly
°nto the memory data lines, with the outputs controlled by the ADCs' read signal. However,
It isadvantageous to use external buffers for two reasons. Firstly, the timing constraints are
much less demanding when external buffers are used since the whole sampling period is

bailable for writing the data to the memory. Secondly, there is less likelihood of damaging
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Figure 5.7 : Timing Diagram of the Drive Control signals for the DAC output.
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figure 5.8 : The drive control.
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the ADCs' outputs either by enabling the output buffers ofeach ADC at the same time or by
static induced failure caused by repeated reconnection ofthe receiver boards to the backplane.

The measurement data is latched in parallel into the external buffers, HC373 latches,
from the ADCs' output data lines. During the conversion of the subsequent measurement
the data is loaded sequentially into the two temporary data storage memories - one holding
the most significant bytes and the other the least significant bytes of the measurements.

A further PAL decoded counter produces the IOCx (output control signals, where
*=1..16) and LATCHIN for the latches, /lCONVST(the conversion signal for the ADC) and
memory IMEMWE (write enable) signals. This counter is clocked by the 16.384MHz clock,
reset on its 128th count (corresponding to the measurement sampling period) and enabled
inthe MEASURE and WAIT states. The transferral of measurements to the memory is
inhibited during the W AIT state by disabling the memory write enable signal, although all
the other processes are the same as for the MEASURE state.

The memory address is generated by a block of cascaded 4-bit counters whose
outputs are buffered onto the memory address bus. Buffering is necessary so that the host
PC can take control ofthe address bus when the data is being transferred from the memory
to the host PC. The counters are incremented for each memory write by a signal produced
by PALC except during RESET when the 16.384MHz clock oscillator is connected to the
olock input.

A simplified circuit diagram can be seen in Figure 5.9 and a timing diagram of the

c°ntrol signals can be seen in Figure 5.10.

5.3.6 Host Interface

An interface between the measurement system and the host PC is necessary for
system to be computer controlled and for the measurements to be passed from the
system memory to the host for image forming.

The possibilities for interfacing to a PC are to use either a dedicated port or to
design a circuit board which will plug into one ofthe PCs 1/O channel card slots. The latter
Method allows direct access to the PC's address and data buses which are required for the
data transferral and so this method was used.

The signals required to support the modes o foperation and control states described
Previously were generated by decoding the contents of a control register into which the
host PC writes control words. Two registers were placed on the control/interface board

m°unted in the PC; one was a write only port to which the PC could write control words
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Figure 5.9 The measurement control.
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Figure 5.10 : Timing Diagram of the Measurement Control signals.
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and the other was a read only port to which the system could write a status word to be read
by the PC informing it ofthe state of the system.

This two way information flow was achieved by using a bidirectional buffer on the
data lines of the PC and decoding certain PC control signals using PALH to produce the
necessary clock signals. A simplified circuit diagram can be seen in Figure 5.11 and the PAL

information in Appendix M.

5.3.7 Central Control

The central control decodes the control registers and provides the necessary control
signals for the rest of the control circuitry. For example it will produce the signals which
enable the activation ofthe counters that generate the measurement control signals and for
the memory address generator counters.

The main component of the central control isa PALA (AMD PALCE16V8Q15)
which performs the control register decoding and the writing. This is supported by PALD
and PALE which are used to decode the end of memory address causing the measurements
to cease, and some 74 series logic devices which are used to restart the measurements after
atime interval has elapsed. The measurements for each frame must begin at the same point
°n the drive sinewaves for the phase between frames to be comparable. This is achieved by
using the circuit shown in Figure 5.12.

The signal WAITING is set high to show that a measurement frame is complete
and the system is waiting for the ENDOFTIME signal to be set high to indicate the end of
the time interval. When ENDOFTIME is high, the next time SINSYNC is high, the data
(high) will be clocked to the output ofthe D-type flip-flop thus restarting the measurements,
~hen the measurements have begun (strictly when the address generator counter has
incremented) the WAITING signal is made low therefore clearing the flip-flop ready for the

ne*t restart.

5-3.8 Host PC

The host used for the control and processing of the data was a 50MHz IBM
c°mpatible 486 with 180Mbytes hard disc and 8Mbytes RAM. The measurement program
used to read and write to the control registers in the different modes was written in C and

Can be seen in Appendix H.
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A'gure  5.11 : The interface control.
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Agure 5.12 : The central control.
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The information regarding all the PALs used in the control circuitry is given in

Appendix M and an explanation of all the control signals is given in Appendix G.

5.4 Conclusions

No problems were encountered which were associated with the phantom and
electrode array when used for testing the system. The possible effects ofthe finite phantom
boundaries on the measurements are discussed in section 7.1 and Appendix K.

The control system was tested and produced the relevant control signals to run

the system satisfactorily.
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Chapter 6 Image Forming

6-1 Introduction

This chapter describes some of the methods which can be used to form images
from measurements made using a linear array. These methods are evaluated, and the method
used to produce the images for the system is described. Images produced from simulated
data using this image forming algorithm are presented. Image filters commonly used on
EIT images are applied in an attempt to improve image quality and the resulting filtered

emages are discussed.

6.2 Image Forming Processes

There are a number ofmethods used in EIT to produce an image from the measured
data. A detailed comparison ofimage forming techniques was not undertaken and is beyond
the scope ofthis project. However, commonly used methods are reviewed in Webster [26]
and include the sensitivity matrix method, backprojection, weighted backprojection and
Ihe modified Newton-Raphson method and these are briefly described below followed by a
detailed explanation of the approach adopted.

All these image forming algorithms operate on the two sets of measurement data,
*he reference set and the data set, as stated in Chapter 1. These measurement sets consist of
the potential differences between adjacent receive electrodes prior to the conductivity change

(reference set) and after the conductivity change (data set) has occurred.

6-2.1 Common Image Forming Techniques
The Sensitivity Matrix Inversion method involves solving the forward problem ie
Cafrulating the expected change in the potential difference measurements for a known
c°uductivity distribution change. This calculation is performed with each pixel in the region
to he imaged taken in turn as the only inhomogeneity and a matrix is created (often denoted
ky S) representing the sensitivity ofthe system to an inhomogeneity at each pixel location.
Is Produces a matrix of dimensions (the number of pixels in the image) x (the number of
dependent measurements made) which is then inverted to produce the image forming

matrix (S'1). However, S is not always a square matrix and so often only an approximate
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inverse of S can be found. The calculation of S is also subject to rounding errors in the
calculation which can lead to poor results. The voltage difference information, formed by
subtracting the reference set from the data set, is put into matrix form and is denoted here
by V. When the inverse ofthe sensitivity matrix is multiplied by the voltage difference data

(S-V), the result is a matrix which describes the conductivity at each pixel.

The backprojection method does not involve calculating the forward problem and
So Is simpler than the sensitivity matrix method, but it does involve making a number of
assumptions which are only approximately true. However, the range ofconditions for which
these approximations are reasonable is large and consequently, the method ofbackprojection
has proved to be a remarkably robust image forming process [13],

Backprojection uses the equipotential patterns set up in a homogeneous medium
by each drive pair and assumes that any inhomogeneity in conductivity does not significantly
aher the shape ofthese equipotentials. Figure 6.1 shows a single conductivity inhomogeneity
In an otherwise homogeneous medium ofinterest. A single drive pair is shown and some of
the equipotential loci for this drive are drawn. The potential difference measured between
the adjacent receive electrodes is assumed to be dependent upon the conductivity of the
eduipotential band which terminates on these receive electrodes. Ifthe conductivity ofthis
band is altered by the presence of an inhomogeneity this will be reflected by a change in
measured potential difference. The percentage change of potential difference that occurs at
Ihe receive pair is used to weight all the pixels in the equipotential band. This process is
Performed for each drive-receive combination and the resultant images are superimposed
to give the final image. The image formed often tends to be blurred along the equipotential
Paths, which is not surprising since there is no discrimination in position along the

eHuipotential bands for each drive-receive pair.

Weighted backprojection is an extension ofthe backprojection process but rather
tfan aPplying the same value to the whole of the equipotential band, it applies a value
APendent upon the position ofthe pixel ofinterest with respect to the drive position. The
JUstification for this modification is that since the current does not pass through each pixel

n Ibe band in the same direction it will have a different effect upon the change in
1Tleasurements that occurs [82], This modified backprojection matrix, W, is used by many

oups [16][33] since it gives better results than the simple backprojection method.
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Figure 6.1 : Diagram showing a single drive pair and the equipotential loci bounding

a conductivity discontinuity.
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The Modified Newton-Raphson method is iterative and is principally aimed at
minimising the errors between the measured voltage differences and the voltage differences
expected by calculation of the forward problem for the reconstructed image. A uniform
distribution or an approximate image produced by one of the other methods is used as the
first image, and a solution to the forward problem for this image is calculated. The calculated
voltage differences and the measured voltage differences are compared. Each pixel
conductivity value is modified by a value dependent upon the difference between predicted
and measured voltage differences to create a new image. The forward problem is solved for
the new image and the iteration continues until the errors between the voltages are within

a specified tolerance. The final image is taken to represent the conductivity distribution.

Ne2.2 Choice of an Image Forming Algorithm

The choice ofan image forming algorithm to validate the simultaneous drive multiple
frequency system was governed by ease ofcalculation, robustness and the ability to produce
an Image of the approximate conductivity distribution relatively quickly.

Iterative solutions take longer to produce the final image than one pass solutions
smee the forward problem has to be calculated for each intermediate image. In addition,
ttase solutions can have divergence problems that lead to wholly erroneous images being
Produced and are also very sensitive to noise [13]. In order to generate the inverted sensitivity
matrix the forward problem has to be performed for each pixel and then the matrix inverted,
frackprojection and weighted backprojection require only simple calculations in generating

*mage forming matrix and the methods are known to be relatively robust. Because of
this robustness and relatively simple calculations required, the image forming process used

Inthis work was based on the weighted backprojection approach.

Ne2.3 Calculation of the weightings

Ifapixel inthe image isto be backprojected to form a circular point spread function

: asingle pixel inhomogeneity would produce a circularly symmetric image), the projections
trough the pixel must be of constant angular density [82], For this reason, the weighting
Used for each pixel inthe weighted backprojection algorithm is defined by the rate ofchange
~angle of the current through a pixel with the change in drive position [82], In a circular
8e°nietry as shown in Figure 6.2, this is denoted by daldQ where dO is the incremental
8e in drive position and da is the resultant change in current direction through the

AXel caused by the movement ofthe drive. For the case ofa linear array, the weighting can
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Figure 6.2 : Diagram showing the derivation ofthe weighting, doddG, for an
encircling array of electrodes.

figure 6.3 : Diagram showing the derivation of the weighting, daJdx, for a linear

array of electrodes.
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be denoted as doddx as shown in Figure 6.3 where dx is the incremental change in drive

position. It is shown in Appendix J that this weighting value, W, for each pixel is given by

w= -2y
X2+y2 6.

Where X is the distance from the drive to the point in the direction ofthe array andy is the
Perpendicular distance from the array to the point.
Two weighting matrices were produced : WBP1 and WBP2. They differ in that in
Ihe calculation of WBP1 the number oftimes a pixel has been weighted has been taken into
account (ie ifthe pixel has had n weightings added to it in the formation of the weightings
matrix, then the final pixel value is the sum ofthe weightings divided by ri). WBP2 does not
Perform this division and so does not give each pixel equal importance but weights those
P°xels for which there is more information (those closer to the array) more than the others.
is the 'true’ weighted backprojection process since the number of backprojections
through a pixel has been normalised. However, WBP1 assigns equal importance to every
Plxel, independent of the number of backprojections through it. A pixel which has one or
tw°® backprojections through it will be on the boundary of the area of detection and
consequently the measured potential differences caused by a target located here will be
small. For these measurements the noise level could be ofthe order ofthe voltage difference
~e'ng detected. Since fractional change in voltage isbeing used inthe weighted backprojection
a'gorithm (given by the values of the fractional change in a small potential
difference caused by noise may be very large. Thresholding will need to be applied to
Irnages produced from real data by WBP1 to overcome this possible problem. One form of
lighting which could be applied would be to assign more importance to the pixels which
Nave more backprojections through them. This is the basis for WBP2.
Images formed by weighted backprojection WBP1 and WBP2 can be seen in the
ne*t section. No thresholding is applied to WBP1 since the data used for the images have

been generated analytically and so are considered to be noise free.

Images and Image Filtering

In order to demonstrate the limitations of the weighted backprojection algorithm
SOnie images will be presented here from data produced by simulation and some simple
~Nge filters will be applied to the images in an attempt to improve image quality. Images
Preduced from measured data are presented in the next chapter.

The coordinate system referred to in conjunction with images and conductivity
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distributions is a Cartesian system shown in Figure 6.4, where the x-axis is the axis of the
electrode array and the_y-axis is perpendicular to the axis ofthe array and perpendicular to
the surface on which the array lies. The z-axis is perpendicular to the axis ofthe array and
parallel to the plane of the surface on which the array lies. The units are the drive-drive/
receive-receive electrode spacing (henceforth referred to as 'like' electrode spacing) of
15mm and the coordinate (0,0,0) corresponds to the position ofreceive electrode zero, the
leftmost electrode on all the images shown. The x andy coordinates given for all the 2D

simulations and measurements and correspond to the plane z =0.

The simulated data used to demonstrate the image forming algorithm has been
generated analytically using the approach devised by Anderson [83], This predicts the voltage
differences that would be measured by an ideal system for a single circular conductivity
inhomogeneity in a 2D medium. All objects considered in this section are circular and have

a conductivity of zero.

Ne3.1 Unfiltered Images

Figures 6.5 to 6.8 are images produced from analytically generated data. In each
°fthese figures, (a) isthe conductivity distribution, (b) is the image produced using WBP1
and (c) is the image produced using WBP2. All the images are normalised to span the full
c°lour scale, independent of the signal size. To give an indication of the signal size, the
Maximum voltage difference which occurs (VdaaVnf) for each conductivity distribution,
n°ntialised to the maximum potential difference in the reference set between adjacent
tetrodes, is given in the caption.

Figure 6.5 shows a small circular object positioned in the phantom as shown in
6 5(a). The rectangle represents the imaged area (as described in Chapter 5, the phantom
extends beyond the length ofthe array, but only the region defined by the array length and
halfthe array length in depth is imaged) and the vertical lines beneath the rectangle represent
the receive electrode positions. These are spaced at the 'like' electrode spacing (15mm in
the Phantom) and correspond to a coordinate unit of 1. The horizontal markings which are

up the sides ofthe rectangle are present for scaling only and correspond to the coordinate
Pesitions.

It can be seen from the images in (b) and (c), generated by WBP1 and WBP2

resPectively, that the centre ofthe object has been located accurately. However, neither of

images depict a circular object. This is because the object is placed near the end of the

142



500mm

Figure 6.4 : Diagram showing the Cartesian co-ordinate system associated with the

phantom.
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figure 6.5 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of 0=0 of radius 0.433
units centred at position (2,1) in a background ofa=0.2Sm ".
(b)  The image formed by WBP1.
(c)  The image formed by WBP2.
(Max VHa-Vigf= 0.1678 normalised to the maximum potential difference in

the reference set).
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array and so the system is not symmetrical (by using weighted backprojection, the images
are more circular than for backprojection because ofthe angular density weighting factors,
but the compensation is only approximate for a small number of projections through the
Point). There is more equipotential blurring (the arc) in (b) than (c) and this is due to the
Preferential imaging of objects close to the array by the WBP2 method as discussed in the
Previous section. The Full Width at Half Maximum (FWHM) ofa circular imaged object is
defined as the diameter of the object's image at which the image intensity is halfthe peak
Value. It can be thought of as the imaged diameter of an object which would occur if the
Irnage contained only two levels of intensity thresholded at halfthe maximum value. Any
FWHM figures given in this section and the following chapter refer to the average of the
F\WHM in the x-direction and the FWHM in the *-direction. The FWHM measured for the
rniages in Figure 6.6(b) and (c) are 2.0 and 1.9 respectively, measured in units of'like'
tetrode spacing as explained earlier in the chapter. (The dark lines directly beneath the
°bject which can be seen in the images in (b) and (c) are produced by the high weighting
values close to the array and should be ignored).

Figure 6.6 shows a larger object placed further from the array, but closer to the
Certre than in the previous figure. The peak ofthe image has been located accurately in the
~N'direction, but the image in (c) is marginally closer to the array than that in (b). This is due
to the preferential imaging ofthe objects closer to the array for WBP2. The objects of the
Images are still non-circular due to the lack of symmetry and the equipotential 'tail' is more
Pronounced in (b) as before. The FWHMSs are 3.3 for (b) and 3.2 for (c).

Figure 6.7 shows images produced from an object ofthe same size as in the previous
figure, but placed in the centre ofthe area imaged. The shapes ofthe images ofthe object
are n°n-circular, but are symmetrical about the line x=8 (midpoint). The x-centre has been
Seated accurately in each case, but the y-centres are both a little low - the centre in (b) is
aPProximately 0.4 units (‘like' electrode spacing) too low and (c) is 0.6 units too low.
~°Wever, with so much blurring the peak is quite flat and the FWHM of the image lies
Ametrically about what should be the centre ofthe image in (b). The FWHM is measured
as”™ land 5.9 in (b) and (c) respectively. The considerable blurring of the image is caused
ky the positioning ofthe object. With the object being positioned centrally and at a reasonable
APth, most of the equipotentials passing through the object will tend to be parallel to the

A Coupled with the fact that no one measurement is strongly affected by the presence
object as in the previous two Figures (note the absence ofan equipotential 'tail’), the

Nges generated are very blurred, especially in the x-direction.
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Figure 6.6 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of cr=0 of radius 0.633
units centred at position (4,2) in a background of0=0.2Sm "
(b)  The image formed by WBPL
(c)  The image formed by WBP2.
(Max VdaiaVK{=0.0413 normalised to the maximum potential difference in
the reference set).
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F'gure 6.7 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (8,4) in a background ofa=0.2Snr".
(b)  The image formed by WBPL
(¢)  The image formed by WBP2.
(Max VHa-Vieg{=0.0028 normalised to the maximum potential difference in
the reference set).
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Figure 6.8 shows the same object placed at the edge ofthe area of detection and
the images produced from the simulated data. The images do not represent the object
distribution, although there is a tilt to both images suggesting that the object isto the left of
the centre of the imaged area. The centres occur at approximately (7.5,6.6) for (b) and

(6.2,5.0) for (c) and the average FWHMSs are 6.1 and 7.3 respectively.

The images of Figures 6.5 to 6.8 are quite blurred in comparison with the
conductivity distribution being imaged, especially along the equipotential loci. Since the
data is ideal, the blurring must be due to the image forming algorithm. It is clear that unless
an improvement in image quality can be achieved, the depth offield ofthe imaging system
could be limited by the image forming algorithm alone and not by the noise present on the
real data. In an effort to improve the image quality some filters were applied to the images

and these are discussed below.

6-3.2 Filtered Images

Three filtering techniques commonly applied to images generated by EIT systems
have been considered. These are the Gaussian filter [84], the ramp filter [42] and filtered
hackprojection [85], These three filtering methods will be briefly described and applied to

images of Figures 6.5 to 6.8. The resulting filtered images will be discussed.

The Gaussian filter proposed by Barber [84], is used on data gathered from a

sVstem which uses encircling electrodes. It is essentially based on the fact that an object at
centre ofa circular region appears as an approximate Gaussian distribution in the image
when backprojected. Objects at non-central positions appear as conformally mapped
Gaussian distributions around the object position. The filtering process is similarto a process
called unsharp masking [86] used in image processing, where a blurred version of the
Original image is produced and a fraction ofthis image is subtracted from the original image
Produce the filtered image. In the application of the Gaussian filter, the intermediate
burred' image is produced by applying a conformally mapped Gaussian distribution to
each pixel in turn and modifying the values of the pixels surrounding this pixel. A fraction
the blurred image is subtracted to produce the filtered image. This filter has been applied

° data gathered from encircling arrays of electrodes and produced good results [84], The
artle Process can be applied to an image formed from data using a linear array ofelectrodes.

region to be imaged using the linear array must first be conformally mapped to a
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Figure 6.8 : Images formed from a simulated conductivity distribution.
(@  The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (6,7) in a background of CT=0.2Sm".
(b)  The image formed by WBP1.
(c)  The image formed by WBP2.
(Max VHa-Vre{=0.0003 normalised to the maximum potential difference in

the reference set).
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circular region corresponding to the image region ofthe circular array, so that the filter can
then be applied.

Figures 6.9 to 6.12 show images produced from analytic data after the Gaussian
filter has been applied. In each Figure (a) is the conductivity distribution, (b) and (c) are the
unfiltered images shown for comparison (WBP1 and WBP2 respectively) and (d) and (e)
are the filtered images (WBP1 and WBP2 respectively).

In Figure 6.9(d) it can be seen that the filtered image produced using WBP1 has a
larger area representing the object (FWHM=3.1) and the equipotential blurring is more
Pronounced than in the unfiltered image, (b). Figure 6.10(e) (FWHM=1.9) is almost identical
to the unfiltered image, (c). The increase in area ofthe object could be due to the radius of
*fie Gaussian distribution used in the filtering process being incorrect for this particular
°bject distribution (for the best filtering ofthe image, each object size and position requires
a different radius, but this is impractical to implement). The increase in blurring along the
equipotential lines is to be expected since this is not a general blurring around the object
and so, rather than being removed by the filter, will be enhanced.

Figure 6.10 shows a similar set of images for a different object distribution. Again
the equipotential 'tail' is more pronounced in the filtered images. The FWHM ofthe filtered
emages is 3.3 for (d) (compared with 3.3 unfiltered) and 3.0 for (e) (compared with 3.2
Unfiltered) showing a reduction in object area for the filtered WBP2 image.

Figure 6.11 shows the filtered images ofan object placed in the centre ofthe area
°fdetection. It can be seen that both the filtered images are distorted versions ofthe unfiltered
emages. The odd shape can be explained by the conformal mapping procedure. The
distribution (which was circular in the centre of the circle) becomes distorted when
informally mapped to near the edge of a circle. The distortion is strongly radial ie the
s"aPe is elongated in the radial direction. The linear array can be considered to be an
‘sefinitely narrow portion of the circumference of a circle, and so the mapped gaussian
distribution will be longer in the”-direction than in the x-direction. However, the unfiltered
emages in Figure 6.11 are both elongated in the x-direction rather than the ~-direction.
_ ence, the filtering process will reduce the~-direction blurring, but actually increase the x-
J rection blurring and this can be seen to be the case. The position ofthe centres is closer to

array than in the unfiltered images in both cases.

Similarly the filtered images in Figure 6.12 are distorted by the same process

Scnbed above. The position of the object is not calculable and, given the extent of the

Portion, the FWHM is meaningless.
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F'gure 6.9 : Images formed from a simulated conductivity distribution.
@ The conductivity distribution with an object of a=0 of radius 0.433
units centred at position (2,1) in a background ofa=0.2Snr".
(b)  The image formed by WBP1.
(c)  The image formed by WBP2 .
(d) A gaussian filtered version of image (b).

® A gaussian filtered version of image (c).
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Figure 6.10 : Images formed from a simulated conductivity distribution.
(@) The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (4,2) in a background ofa=0.2Sm".
(b)  The image formed by WBPL
(c) The image formed by WBP2 .
(d) A gaussian filtered version of image (b).

(e) A gaussian filtered version of image (c).
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figure 6.11 : Images formed from a simulated conductivity distribution.
(@) The conductivity distribution with an object of <r=0 of radius 0.633
units centred at position (8,4) in a background of G=0.2Sm 1
(b)  The image formed by WBP1.
(c)  The image formed by WBP2 .
(d) A gaussian filtered version of image (b).

© A gaussian filtered version of image (c).
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Figure 6.12 : Images formed from a simulated conductivity distribution.
(a) The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (6,7) in a background ofa=0.2Sm".
(b)  The image formed by WBP1.
(c) The image formed by WBP2 .
(d) A gaussian filtered version of image (b).

(e) A gaussian filtered version of image (c).
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Two-dimensional spatial frequency filters are sometimes used to filter images [86],
These involve calculating the 2D Fourier Transform of the image, applying a filter to the
frequency spectra and then calculating the Inverse Fourier Transform ofthe filtered frequency
spectra to produce the filtered image. A high pass ramp filter is often used to improve edge
detection in images (since edges are associated with high frequencies) [86], and so this
filter was applied. The filtered images produced can be seen in Figures 6.13 to 6.16.

Figure 6.13 shows unfiltered and ramp filtered images for a conductivity distribution
With an object close to the array. Both the object reconstructions in the filtered images are
Positionally accurate with (d) having a FWHM of 1.8 and (¢) a FWUM of 1.4, which are
much closer to the actual diameter of the object. The equipotential blurring is still present,
but not enhanced as in the application ofthe previous filter. Figure 6.14 shows ramp filtered
'mages of another conductivity distribution. The position of the peak of the image in (d)
and (e) is slightly too low in the ~-direction (by approximately 0.4 units), although the x-
direction position is accurate. The filtered WBP1 image in (d) is more distorted than the
filtered WBP2 image in (¢). The FWHM widths are 2.8 and 2.5 respectively for the images
In (d) and (e). Figure 6.15 shows the unfiltered and filtered images for the object placed in
the centre of the region of detection. Neither of the filtered images are an improvement
uPon the unfiltered images. The FWHM are 8.8 and 5.9 for (d) and (e) respectively with
Centres slightly too low by approximately 0.2 units in the ~-direction. The lack of
ImProvement in the quality ofthese images is not surprising since the ramp filter is designed
to enhance the high frequency components in the image. The unfiltered images in (b) and
(c) are so blurred that no edges ofthe object are evident. This is also the case for Figure

Ne16 where no improvement in image quality can be observed.

Filtered Backprojection is a method of filtering which is described extensively
elsewhere [85] and so is not described in detail here. However, the basic principle offiltered
kackprojection is to solve the forward problem for an inhomogeneity placed at each pixel in
tUrn>as in the calculation of the sensitivity matrix. This matrix is denoted by F. F is then
rnultiplied by the matrix of backprojection weights, usually called B in this context, to
Preduce a square matrix FB. The matrix FB contains information about errors in the image
Anting algorithm, since ideally B should be the inverse of F and so FB should be the
Entity matrix. This matrix of errors is then inverted (FB)'land multiplied by B to give a
matri* B(FB)1which forms B\ the modified backprojection matrix to be used for the

~Nge forming. The image forming matrix B(FB)1 was calculated for a linear array and
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Figure 6.13 : Images formed from a simulated conductivity distribution.
(@) The conductivity distribution with an object of a=0 of radius 0.433
units centred at position (2,1) in a background ofa=0.2Sm".
(b)  The image formed by WBP1
(c)  The image formed by WBP2 .
(d) A ramp filtered version of image (b).

(e) A ramp filtered version of image (c).
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Figure 6.14 : Images formed from a simulated conductivity distribution.
(@  The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (4,2) in a background ofa=0.2Snv".
(b)  The image formed by WBPI.
(c)  The image formed by WBP2.
(d) A ramp filtered version of image (b).
() Avramp filtered version ofimage (c).
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Figure 6.15 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of g=0 of radius 0.633
units centred at position (8,4) in a background of CT=0.2Sm".
(b)  The image formed by WBP1.
(¢)  The image formed by WBP2.
(d) A ramp filtered version of image (b).
() Avramp filtered version of image (c).
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figure 6.16 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object ofa=0 of radius 0.633
units centred at position (6,7) in a background of CT=0.2Sm".
(b)  The image formed by WBP1.
(c)  The image formed by WBP2.
(d) A ramp filtered version of image (b).

() Aramp filtered version of image (c).
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images formed using this matrix are shown in Figures 6.17 to 6.20.
Figure 6.17 shows filtered backprojected images for an object close to the array.

In both the filtered images of (d) and (e), significant artefact has been introduced. The
object has been positioned accurately and is much reduced in size from the unfiltered image
(FWHM 1.3 and 1.2 for images (d) and (e) respectively). However, the artefact in the
images is so pronounced that interpretation of images generated from an unknown
conductivity distribution would be extremely difficult. It is not known what is causing the
artefact to be generated in the images. In general, such artefacts arise when producing
images from real data with a low signal-to-noise ratio; this is not the case here because
simulated data is being used. Figure 6.18 shows filtered images ofthe object further from
the array. The filtered images are great improvement upon the unfiltered images - the object
appears more circular, is a similar size to the actual object (FWHM 1.9 and 1.8 in (d) and
(e) respectively) and is positioned accurately. The equipotential 'tail' has been reduced in
both cases, although artefacts (dark blue) have been introduced around the object. Figure
6-19 shows the image produced for the central object. The size of the object in the image
has been reduced by the filtering (FWFIM 5.0 and 4.7 in (d) and (e) respectively) and the
centres ofthe object are in the same place as in the unfiltered image. Various artefacts have
been introduced ofvarying conductivity above (largery value) and below (smaller” value)
the object. Figure 6.20 shows the filtered images ofthe fourth object position and it can be
seen that the filtered images are no improvement upon the unfiltered images and more

artefact has been introduced.

6-3.3 Image Filter Conclusions

The images produced by the Gaussian filter showed no improvement upon the
Unfiltered images. The equipotential blurring was enhanced for objects close to the array
a°d the filtered images were severely distorted for objects further from the array. Application
°f this filter by using mapped gaussian distributions is perhaps ill-conceived since the
~iltered images produced from objects placed in different positions are not comparable
~bh the circular conformally mapped gaussian distribution.

The ramp filter reduced the blurring ofthe images and enhanced the edges ofthe
Ejects for objects placed close to the array (y<2), especially for the WBP2 case. However,
Ibe filter did not improve the blurred images generated for objects placed at a distance from

Ibe array (y>4).

The filtered backprojected images were an improvement upon the unfiltered images
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figure 6.17 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of a=0 of radius 0.433
units centred at position (2,1) in a background of CT=0.2Sm ".
(b)  The image formed by WBP1.
(c)  The image formed by WBP2 .
(d)  An image produced by filtered backprojection of WBP1.
(e)  An image produced by filtered backprojection of WBP2.
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Figure 6.18 : Images formed from a simulated conductivity distribution.
(@)  The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (4,2) in a background ofa=0.2Sm".
(b)  The image formed by WBP1
(c)  The image formed by WBP2 .
(d)  An image produced by filtered backprojection of WBP1.
(e) An image produced by filtered backprojection of WBP2.
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Figure 6.19 : Images formed from a simulated conductivity distribution.
(@) The conductivity distribution with an object of 0=0 of radius 0.633
units centred at position (8,4) in a background of 0=0.2Sm".
(b)  The image formed by WBPL
(c)  The image formed by WBP2 .
(d)  An image produced by filtered backprojection of WBPL1.
(e)  An image produced by filtered backprojection of WBP2.
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Figure 6.20 : Images formed from a simulated conductivity distribution.

(a)

(b)
(c)
(d)
(e)

The conductivity distribution with an object of a=0 of radius 0.633
units centred at position (6,7) in a background of CT=0.2Sm".

The image formed by WBPL

The image formed by WBP2 .

An image produced by filtered backprojection of WBP1.

An image produced by filtered backprojection of WBP2.
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for y=2 to y=4 with much reduced blurring. However, in all the filtered backprojected cases

artefact was introduced.

Of the filters described above, it appears that only the ramp filter and filtered
backprojection are capable ofgiving reduced blurring inthe context ofa linear array. However
both these methods increase the artefact in the image and it is expected that this will cause
problems when applied to images produced from real, and hence noisy, data. For this reason,
emages produced from real data in the following chapter are unfiltered images, unless stated
otherwise. The images produced using WBP2 were, on the whole, less prone to equipotential
blurring than the images produced using WBP1. However, both methods are used in the
generation ofimages from measured data in the next chapter and a thresholding technique

(different from that used in WBP2) is used in the formation of images using WBP1.
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Chapter 7 Measurements and Images

7.1 Introduction

This chapter describes measurements made on various conductivity distributions
set up inthe phantom and presents the images produced from some ofthose measurements.

To assess whether or not the system was performing as designed, the buffered
electrode potentials measured at the surface ofthe medium are investigated and compared
with the predicted electrode potential amplitudes. The effects ofthe common-mode feedback
circuitry and the finite dimensions of the phantom on these potentials are discussed. The
Potential differences between adjacent electrodes measured for a homogeneous region are
compared with those calculated theoretically, since any difference between these two will
limit the likelihood of forming a static image. Possible reasons for any discrepancies are
suggested. Simulated and measured voltage differences for specific object distributions are
compared.

Reconstructed images ofa number ofconductivity distributions using data collected
by the system are presented. The conductivity distributions imaged were chosen to evaluate
the overall performance ofthe system. Images reconstructed from a distribution containing
asingle 2D object are compared with images produced from data generated analytically for
fte same object distribution. Images produced from distributions containing two objects
(°f the same and different conductivities) are then presented followed by sequences of
Images produced from data gathered from moving objects. Finally, images produced from

data taken from a 3D medium are presented.

7-2 Measured Surface Electrode Potentials

By using Equations {1.1} and {1.3} itis possible to calculate the potential generated
at any point in a semi-infinite homogeneous 3D and pseudo-2D medium by a single drive
Pax A comparison of the predicted potentials at the receive electrode positions with the
measured buffered electrode potentials will demonstrate the validity of the application of
the equations to the phantom using the system described. Figure 7.1(a) shows a short

Action ofthe array comprising five drive electrodes, and the four drive currents associated
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Figure 7.1 Potentials at a receive electrode.
(a) Diagram showing four drive pairs injecting current into the medium of
interest.
(b) The expected potentials at receive electrode, R.
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with them, on the surface ofa semi-infinite homogeneous medium. Ifthe four drive currents
were the only sources ofcurrent to be injected into the semi-infinite homogeneous medium,
then the potential at receive electrode R would have four frequency components as shown
inFigure 7.1(b). Assuming that the current sources are floating and that the current sources
and contact impedances are matched, the potentials at two drive electrodes at the frequency
ofthe source that drives them, will be in antiphase ie. they will be ofthe same amplitude,
but 180° out of phase. The potential at the midpoint between two drive electrodes at the
frequency of the source that drives them will be zero. All potentials are measured with
respect to zero. Those potentials that are 180° out ofphase with the drive current generating
them will be referred to as negative. Potentials in phase with the drive current that generates
them will be referred to as positive. The potential at receive electrode R at frequency/
would be negative, the potential at afrequency/would be zero (assuming perfect matching
of the current sources and contact impedances), the potential at frequency/ would be
Positive and equal in amplitude to the potential at/ and the potential at frequency/ would
be positive but smaller in amplitude than at/. Ifthis model is extended to the case where
there are 16 drive frequencies, each receive electrode (except for the end electrodes) will
have two large frequency components which are equal in amplitude and occur at the
frequencies corresponding to the drives on either side of the receive electrode (similar to
the frequencies/ and/ in Figure 7.1). These frequencies are henceforth referred to as the
dominant' frequencies for a receive electrode.

Assuming perfect matching between the sources and assuming a semi-infinite
homogeneous medium, the amplitudes of the two dominant frequencies at one receive
electrode should equal the amplitudes of the dominant frequencies at another receive
e,ectrode. However, forthe experimental homogeneous pseudo-2D medium ofdepth 20mm,
the receive electrode potentials, which were monitored at the output ofthe buffers using a
sPectrum analyser, were found to have unequal amplitudes at the two 'dominant’ frequencies.
This error will not necessarily cause a problem if it is due to the addition of the same
Potential at a frequency at all the electrodes, since it is the potential differences between the
receive electrodes which are important and not the potentials themselves. If, however, the
e®bct was one of linear scaling (multiplication by a constant), then the voltage differences
Aould be affected by the same constant. Consequently, since the potentials were not as
exPected, itwas necessary to identify the source ofthese errors so that a better understanding

the system could be gained.

It was observed that if the common-mode feedback was connected between the
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two comers furthest from the array as shown in Figure 7.2, the amplitudes ofthe dominant
frequencies were higher on the side which was being driven ie on the right in the figure.
This effect was due to the application of the common-mode feedback to the particular
geometry of the tank and the mechanism giving rise to it is as follows. It was explained in
section 3.6 that at any point within the medium ofinterest, a common mode voltage will be
generated which will be dependent upon the position of the point relative to the drive
electrodes. Figure 7.3 represents the potential distribution generated by the central drive
pair in ahomogeneous region and shows that the potentials at point A and B are of different
sign (the colour scale is non-linear). By connecting the common mode feedback circuitry
between A and B as shown in Figure 7.2, where the signal at A is detected, inverted and
used to drive point B, the potential at A is reduced to almost zero (the purpose ofcommon
mode feedback). However, in order to achieve this, B has been driven more negative. This
reasoning can be applied to all the drives and will increase the amplitude of the dominant
Potentials closest to the driven point, B. This is one of the reasons why common mode
feedback is usually applied out of the plane of interest [10], an option not possible for a
Pseudo-2D case.

One method ofremoving the electrode potential mismatches caused by this effect
Would be to use a separate common mode feedback for each drive. However, this is not
Practical and instead, two identical common mode feedback circuits were used which were
connected to the phantom as shown inFigure 7.4. The measured buffered electrode 'dominant’
Potentials for this arrangement are shown in Figure 7.5. For each receive electrode on the
*-axis, two values are plotted (except for the two end electrodes). The left hand bar
corresponds to the 'dominant’ frequency amplitude at the lower drive frequency (this drive
*iU be situated to the left of the receive electrode) and the bar on the right corresponds to
fbe dominant frequency amplitude at the higher drive frequency (this drive will be situated
to the right ofthe receive electrode). The mismatch in potentials ofthe same frequency can
be readily observed. There is a reduction in amplitude of the 'dominant’ potentials at the
centre ofthe array. Two reasons for this are proposed: The effects ofthe phantom boundaries
and the variation in gain across the frequency range ofinterest in the common mode feedback
c'reuitry.

Figure 7.6 shows the distortion in current paths and equipotential loci that would
°ccur ifa drive pair injecting current into the medium ofinterest was close to a boundary,
~biswould give rise to an increased potential gradient on the opposite side ofthe drive pair

to the boundary and hence reduce the potential (at the frequency ofthe drive) on that side.
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Figure 7.2 : Position of the single common mode feedback circuitry.

Figure 7.3 : A diagram showing the homogeneous potential distribution in the phantom

caused by a central drive pair.
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Figure 7.4 : Position of the dual common mode feedback circuits.
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Figure 7.5 : Graph of the measured 'dominant’ potentials at the receive electrodes.
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Figure 7.6 : Diagram showing the current path distortions for a drive pair near a

boundary.
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The solution to the boundary problem is shown in Appendix C, but calculations indicate
that the potentials in the centre ofthe array would be reduced by less than 0.02%, and not
by as much as measured.

The circuitry used for the common mode feedback was a bandpass filter which
had a gain of 10 at the centre frequency of22.6kHz. However, the gain at 20kHz is 9.5 and
at a frequency of 27kHz the gain is only 8.4. This means that instead of reducing the
common mode voltage at all frequencies by 1/11 (from Equation {3.17}) the common
mode voltage at 20kHz will only be reduced by a factor of 1/(1+9.5) and at 27kHz by
I/(1+8.4). Thiswould mean that a larger common mode voltage would occur at frequencies
furthest from the centre frequency which, when added to the homogeneous potential
distribution described by Equations {1.1} and {1.3} could give rise to the reduction in
measured potential observed at the centre ofthe array. Since the potential detected on the
right hand side ofthe phantom (27kHz) is higher than that on the left (20kHz) this appears
to give weight to this argument.

The effects ofthe variable gain ofthe common mode feedback circuitry across the
frequency range ofinterest isto produce a common mode voltage at the receive electrodes,
and so, assuming an infinite common mode rejection ratio, this will have no effect upon the
Potential differences measured between the adjacent electrodes. The effect of the common
mode feedback on the homogeneous potential distribution is to distort slightly the
eduipotential patterns from those assumed in the image forming algorithms. However, the
'mages presented later in this chapter suggest that these distortions are to such a small

Agree that their effects are negligible.

N3 Uniform Reference Set

Images produced from EIT systems are usually images of a difference in
c°nductivity which occurs between two sets of measurements [14], This difference can be
due either to a temporal change in conductivity in a dynamic imaging application, or to a
ehange in conductivity due to the drive frequency being altered iftissue characterisation is
keing performed [48], One set of measurements is called the reference set and this is usually
subtracted from the second set of measurements, called the data set. In some procedures

ratio ofthe data set to the reference set is used. These voltage differences are then used
In the image forming algorithm. In order to test the performance of an EIT system it is
Useful to take a set of measurements on aregion ofhomogeneous conductivity (called the

Uniform reference set) and then to change the conductivity distribution (eg by placing an
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object) before taking the second set of measurements (the data set). The normalised
magnitude of the uniform reference set for a semi-infinite homogeneous 3D and pseudo-
2D region can be calculated using Equations {1.1} and (1.3). The table in Figure 7.7
shows the values ofnormalised voltage differences calculated for pseudo-2D and 3D regions
using these equations and also, for comparison, the measured normalised voltage differences
for the leftmost drive pair on the pseudo-2D phantom of depth 20mm, and on the 3D
phantom. The same data is shown graphically in Figure 7.8. It can be seen that the measured
Pseudo-2D values lie between the predicted pseudo-2D and 3D values. It appears that in
Predicting the measured pseudo-2D potential differences the uniformity of current paths in
the z-direction cannot be assumed, and that the actual behaviour is somewhere between the
ideal 2D and 3D cases. The differences between the predicted values and the measured
values are up to 23% for the pseudo-2D case and are up to 8.5% for the 3D case for
distances of less than half the array length from the drive. As explained in section 2.5.1,
Measurements at further distances from the array have a low signal-to-noise ratio and so
have not been considered here.

The variations in the measured potential differences occur at all the drives as can
he seen in Figure 7.9 which shows a plot of the potential difference against receive pair.
Each plot represents one drive pair (and therefore frequency) and the position of the drive
Pa>r is indicated on each graph by small vertical lines on the x-axis. The peak value
c°rresponds to the maximum potential difference measured at any frequency at any receive
Pair and is given in units of 0.032mV at the receive electrodes. '‘Max' and 'min' are the
maximurn and minimum potential differences which occur in each plot, inunits 0f0.032mV.

The mismatch in amplitude ofthe potential differences on either side ofthe drive
Pairs occurs repeatably on most ofthe plots in Figure 7.9, implying that the error is systematic.
Ehe largest mismatch is 38mV (in an average amplitude of 260mV) which occurs on the
Ast drive.

A possible cause ofthese errors is mismatches between the contact impedances at
the drive electrodes. Ifthe two drive electrodes which constitute a drive pair have unequal
areas of contact with the medium ofinterest, the current density at each electrode would be
Urequal. This would give rise to an electric field that was asymmetric about the midpoint
between the drive electrodes and hence an asymmetric potential gradient. This could produce
Unequal potential differences on either side of the drive pair.

On close inspection it was found that the electrodes in the array penetrated the

wall ofthe phantom by varying depths (between 0.3mm and 0.7mm) rather than the 0.5mm
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Predicted Measured Predicted Measured
Normalised Normalised Normalised Normalised

Receive Pair Potential Potential Potential Potential
Differences  Differences  Differences  Differences
for 2D for 2D for 3D for 3D

1 -1.0000 -0.9942 -1.0000 -0.9790
2 -1.0000 -1.0000 -1.0000 -1.0000
3 0.5350 0.5695 0.8000 0.8679
4 0.1587 0.1421 0.1143 0.01141
5 0.0775 0.0672 0.0381 0.0380
6 0.0461 0.0405 0.0173 0.0182
7 0.0306 0.0261 0.0093 0.0090
8 0.0218 0.0175 0.0056 0.0059
9 0.0163 0.0136 0.0036 0.0037
10 0.0127 0.0098 0.0025 0.0021
1u 0.0101 0.0078 0.0018 0.0014
12 0.0083 0.0064 0.0013 0.0012
13 0.0069 0.0058 0.0010 0.0014
14 0.0058 0.0046 0.0007 0.0011
15 0.0050 0.0037 0.0006 0.0011
16 0.0043 0.0036 0.0005 0.0008

Figure 7.7 : Table showing the calculated and measured voltage differences for
pseudo-2D and 3D homogeneous regions for a drive current between
drive electrodes 1 and 2.
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Figure 7.8 : A graph showing the measured and predicted normalised potential
differences on a homogeneous phantom for 2D and 3D for a drive between
drive electrodes 1and 2.
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specified. Despite these variations, no correlation could be found between the depth of
penetration and the potential difference mismatches and so it is likely that there is another
effect giving rise to the mismatches in the potential differences in the uniform reference set.

The potential differences plotted in Figure 7.9 represent the amplitude ofthe signal
at a receive pair. When the phase shift through the system had been accounted for (eg the
phase shift through the anti-alias filters), it was found that the signals still had a significant
Phase shift between them and the drive waveforms. Phase shifts of approximately 0° or
180° were expected. No pattern to the phase shifts was observed, but it is possible that the
common mode voltages may be the cause ofthe errors. The common mode voltages caused
by the mismatched current will not be in phase with the drive waveforms since the transfer
function of the common mode feedback circuitry has a significant phase shift at the
frequencies of interest and quadrature common mode voltages were also generated by the
mismatches. If the subtractor did not have a large enough CMRR to reject these common
mode voltages, the output voltage of the subtractor would contain an attenuated phase
shifted common mode voltage. This idea is expanded further in Appendix L. However, the
common mode voltages for both the reference and data sets should be almost identical,
since these voltages will be largely independent ofsmall conductivity changes inthe medium
of interest occurring close to the array, and therefore it should be possible for dynamic
imaging to be performed.

The errors are sufficiently large to prevent the production of a static image using
ameasured data set and calculated reference set. 1fthe electrode array were machined to a
closer tolerance and the common mode voltages compensated for, static imaging may be
Possible using a linear array, although it is also possible that other systematic problems

Nould exist.

7.4 Profiles of Measured Voltage Differences

As stated in section 6.2.3, the data used in the image forming algorithm is the
Actional potential difference, (V" - V J Vnf, where ViHaare the measured potential
differences (between adjacent receive electrodes) in the data set and Vnf are the measured
Potential differences (between adjacent receive electrodes) in the reference set. (V* -V J
contains all the information about the change in conductivity between the two sets of
Measurements and as such can be used to make inferences aboutthe conductivity distribution,
Niots of - Vf) against receive electrode pair, for a given drive pair, are referred to

subsequently as profiles. There are 15 such profiles in a measurement set, one for each of
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raax = 4359 rain = -7640
max = 4478 min = -7867 max = 4529 rain - -7833

nax = 4543 rain = -7861

figure 7.9: Measured potential differences for a homogeneous region ofsaline solution
ofcr=0.281X1" and depth 20mm. The 'peak value' is the maximum potential
difference in any plot and 'max’' and 'min* are the maximum and minimum
value in each plot. One unit corresponds to a potential difference at the

receive electrodes of 0.032mV.
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the drive frequencies.

An approximation to the expected profile shape for a single conductivity
inhomogeneity can be explained by thinking of the conductivity discontinuity as a dipole
caused by the build up of charge on the interface between the saline and the object, as
shown in Figure 7.10. This approach has been used successfully to explain the profiles
obtained for small inhomogeneities in both injected [84] and induced [2] current EIT systems.
Since the voltage differences (Vdda- Vnf) are not due to any extra current flow (there is no
extra source of current within the system) the voltage differences must be caused by the
charge build up on the conductivity discontinuity interface.

In Figure 7.10 a single inhomogeneity is depicted in a semi-infinite medium. The
equipotentials caused by the dipole are shown, and by considering the potential gradient
along the array, the (VdHa- Vnf) can be calculated. For example, Figure 7.11(a) shows a
single circular insulating inhomogeneity of diameter 1.3 units and shows two ofthe profiles
resulting from drives at (x=5.5,6.5) and (x=7.5,8.5). The profile resulting from the drive
Whose midpoint has the same X value as the object is always the largest [84] and approximately
symmetrical (Figure 7.11(c)). Thus, from the profiles, the X position ofthe object can easily
be identified. By considering the potential gradient in Figure 7.10 (which has a similar
relative positioning ofobject and drive as Figure 7.11(a), it can be seen that the shape ofthe
Profile will change from being negative to positive at the point where the potential gradient
along the array changes sign (at point A).

Figures 7.12,7.13 and 7.14 are measured and simulated voltage difference profiles
for a single conductivity discontinuity placed in a pseudo-2D medium of saline of depth
2°mm. The conductivity discontinuities used were two perspex cylinders ofdiameters 13mm
and 19mm and oflength greater than 20mm. For the measured profiles, the data and reference
Sets are the average of 3 sets as explained previously in Chapter 5 for the AVERAGED
REFERENCED mode. The position and size ofthe object are stated with each figure and
foe coordinate system is the same as that described in section 6.3, where a unit of length
Responds to a'like' electrode spacing of 15mm. The simulated data is generated analytically
as stated in section 6.3 and are presented here for comparison. For each profile a maximum
and minimum value is given. This corresponds to the maximum and minimum voltage
fofrerence between adjacent electrodes in that profile. All the numerical figures given are
normalised to the maximum potential difference in the reference set.

The measured profiles in Figure 7.12 and 7.13 closely resemble the simulated

prefiles, but the measured normalised potential differences are smaller than the simulated
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Figure 7.10 : Diagram showing the dipole associated with a conductivity discontinuity
for a single drive pair and the resultant potentials.
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max =0.0051 win =-0.0055
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Figure 7.11: Two potential difference profiles for a single conductivity inhomogeneity.
(@)  The object distribution
(b)  The profile of the calculated voltage differences caused by a drive
between (jr=5.5, 6.5)
(c)  The profile of the calculated voltage differences caused by a drive
between (x=7.5, 8.5)
The values are normalised to the maximum potential difference in the uniform
reference set.
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(a) (b)
Figure 7.12 : Profiles of Voltage Differences for a circular object.

(@) Profiles of measured data. (Max AV =29.9mV at the receive electrodes).
(b) Profiles of simulated data.

The object is a perspex cylinder (cr=0) of radius 0.433 units (‘like' electrode
spacings) at (2,1) in a background saline solution of cp=0.2Sm" and depth
20mm. The values 'max’ and 'min' indicate the maximum and minimum potential
difference in each profile normalised to the maximum potential difference in
the uniform reference set. (Figure continued on next two pages)
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Figure 7.12 continued

Page 2 0f3
184



(@) (b)

Figure 7.12 continued
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figure 7.13 : Profiles of Voltage Differences for a circular object.

(@) Profiles ofmeasured data. (Max AV =9.3mV at the receive electrodes).

(b) Profiles of simulated data.

The object is a perspex cylinder (0=0) of radius 0.633 units ('like' electrode
spacings) at (4,2) in a background saline solution of (*O~Snrland depth
20mm. The values 'max' and 'min'indicate the maximum and minimum potential
difference in each profile normalised to the maximum potential difference in
the uniform reference set. (Figure continued on next two pages)
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Figure 7.13 continued

Page 2 0f3
187



(@) (b)

figure 7.13 continued
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Figure 7.14 : Profiles ofVoltage Differences for a circular object.

(@) Profiles of measured data. (Max AV =2.6mV at the receive electrodes).
(b) Profiles of simulated data.

The object is a perspex cylinder (G=0) of radius 0.633 units ('like' electrode
spacings) at (8,4) in a background saline solution of 0=0.28m'land depth
20mm. The values 'max' and 'min' indicate the maximum and minimum potential
difference in each profile normalised to the maximum potential difference in
the uniform reference set. (Figure continued on next two pages)
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potential differences. This is consistent with the data presented in Figure 7.8 where it is
shown that the pseudo-2D measured potential differences are lower than 2D predicted
values and lie somewhere between the ideal 2D and 3D case. The measured profile in
Figure 7.14, which is produced from an object placed further from the array than for the
other two cases, bears a small resemblance to the simulated profile. Apart from the potential
differences near the drive electrode, the profiles are similar to those predicted.

There appears to be a coherent error at some ofthe drive electrodes. This can be
seen by comparing the measured and simulated profiles for the second and third drive pairs.
The potentials at the receive electrodes either side ofthe drive pair are larger than predicted
and the potentials at the next pair of receive electrodes are of the wrong polarity. This
behaviour is consistent with common mode voltages not being sufficiently rejected by the
subtraction stage, which suggests that common mode voltages will limit the depth ofimaging
as the common mode voltages become significant with respect to the expected profile
amplitude. In this case with an object located at (8,4), the predicted maximum potential
difference between adjacent electrodes is approximately 0.26mV, which is equivalent to
1L.SB ofa 13 bit ADC. It is to be expected that noise (coherent and non-coherent) will
become the limiting factor in measurement integrity at this level of signal amplitude.

In the following section images are generated from measurements made on arange
°fconductivity distributions with objects placed at a quarter ofthe array length or less from

the array.

7.5 Images

Images produced from measurements made on the phantom are presented in this
section. All images are presented on a linear colour scale which is normalised such that the
ends ofthe scale represent the maximum and minimum conductivity regions in the image.
The maximum voltage difference between the data and reference set is given for each figure
‘Oindicate the size of the signal at the receive electrodes. All the images produced in this
chapter use the weighted backprojection described in Chapter 6 as the image forming
algorithm. Images are formed both by WBP1 and WBP2. It was explained in section 6.2.3
that noise on a small signal could cause problems in image formation since it would cause
arelatively large change in fractional voltage difference hence would be
associated with a similarly huge percentage change in conductivity ofthe image. To overcome
this problem a threshold has been applied to the data used to generate the WBP1 images

~fore image forming so that voltage differences below the threshold value are rgnored in
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the formation of the image. This is only necessary in the WBP1 method since the WBP2
method is biassed towards discontinuities close to the array which cause easily detectable
voltage differences between the data and reference sets. The threshold value used with
WBPI is given for each figure.

Unless otherwise stated, all single, ie non sequenced, images are produced using
measurements made in AVERAGED REFERENCED mode, where the average of 3
reference and data sets are used as described in Chapter 5

The conductivity distributions to be imaged were chosen to demonstrate the
performance of the system and the images presented here are not evaluated by a strict

criterion but are judged subjectively.

7.5.1 Single Object Images

Figures 7.15 to 7.19 show unfiltered images produced from analytic and measured
data for different object positions in a pseudo-2D medium ofdepth 20mm. The information
relating to the conductivity distributions is given in the captions ofthe figures. Figures 7.15
to 7.17 show three ofthe cases used in the previous chapter for evaluation of the filters.
These object positions were chosen to demonstrate images produced for non central objects
dose to the array (Figure 7.15), objects centrally placed in the area of detection (Figure
T.17) and objects in an intermediate position (Figure 7.16).

The images produced from measured data in Figure 7.15(d) and (e) are almost
Adistinguishable from those images produced from the analytically generated data in (b)
and (c). The only discernible difference is the slight reduction in equipotential blurring in
(d) in comparison with (b). The 'tail' of the object is created by backprojection along an
«"potential from one end ofthe array to the other, ie when the drive pair and receive pair
are at opposite ends ofthe array. The potential difference measured for this situation is very
grdl and so is likely to be below the threshold value applied to the data and consequently
isexcluded from the image (d). Figure 7.16 is a similar case where the equipotential 'taillin
the measured WBPI case is reduced due to the thresholding, and the WBP2 is almost
exactly the same as the analytic case.

Figure 7.17 shows the case where the object has been placed at the centre ofthe
area of detection. The profiles for the measured and analytically generated data are shown
in figure 7.14. It can be seen that the positions of the large voltage differences in the
Measured profile and simulated profile occur at the same receive electrode positions, but

the measured profile does not have the smooth shape that is characteristic ofthe simulated
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Figure 7.15 : Images produced for a single object located at (2,1) in a pseudo-2D

phantom.

(@)  The conductivity distribution. The object is a perspex cylinder of radius
0.433units and ¢c=0 in a background saline ofa=0.2Sm"".

(b)  Images produced by WBP1 from analytically calculated data.

(c) Images produced by WBP2 from analytically calculated data.

(d)  Images produced by WBPI(threshold=0.33mV) from measured data.

(e) Images produced by WBP2 from measured data.

(Max AV at electrodes = 29.9mV).
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Figure 7.16 : Images produced for a single object located at (4,2) in a pseudo-2D

phantom.

(@)  The conductivity distribution. The object is a perspex cylinder ofradius
0.633units and cr=0 in a background saline of CT=0.2Sm".

(b)  Images produced by WBP1 from analytically calculated data.

(c) Images produced by WBP2 from analytically calculated data.

(d)  Images produced by WBPI(threshold=0.33mV) from measured data.

(e) Images produced by WBP2 from measured data.

(Max AV at electrodes = 9.3mV).
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Figure 7.17 : Images produced for a single object located at (8,4) in a pseudo-2D

phantom.

(@)  The conductivity distribution. The object is a perspex cylinder of radius
0.633units and a=0 in abackground saline ofa=0.2Sm".

(b)  Images produced by WBP1 from analytically calculated data.

(© Images produced by WBP2 from analytically calculated data.

(c)  Images produced by WBP1(thresholds. 16mV) from measured data,

(e) Images produced by WBP2 from measured data.

(Max AV at electrodes = 2.6mV).
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profile. Figure 7.17(d) and (e) are images produced from the measured data which clearly
show the presence of the object. The centre point of (d) is (7.4,3.2) and has an average
FWHM of 4.6 and the centre point of (e) is (7.4,3.6) with FWHM 6.4 (compared with
(8.0,3.6) and FWHM 0f7.1 in (b) and (8.0,3.4) and FWHM 0f5.9 in (c)). It is possible that
the object was not accurately placed on the * = 8 line giving the inaccuracy in the x coordinate
Ofthe imaged object. The image forming algorithm is vety sensitive to asymmetries. In
section 6.3, when objects were placed on the boundary of detection and slightly off centre,
the image clearly showed which side ofthe central line the object was placed, despite the
vety poor resolution ofthe image. Since both imaging methods appUed to the measurements
from the distribution of Figure 7.17 gave an image with exactly the same X centre, it is most
likely that the object was not centred accurately.

Figure 7.18 shows images produced from an object placed at (3,3). This position
was chosen because it is closer to the edge ofthe area of detection than the three previous
cases. The image in (d) is much better than (b), which is again due to the thresholding, with
the centre of the imaged object at (3.0,2.8) and FWHM o0f 3.6. The WBP2 image in (e) is
slightly more blurred than the analytic image in (c) with centre at (3.2,2.6) and FWHM of
3.8. The shape of the object is not circular, but since all the projections through the point
are in approximately the same direction, this is to be expected.

Figure 7.19 should be compared with Figure 7.16 and shows a mirrored object
placement with they value ofthe object position increased from 2 to 3. It can be seen that
the images produced from simulated data in Figures 7.19(b) and (c) are more blurred than
‘hose produced in Figure 7 16(b) and (c), especially inthe WBP1 case. However, the image
Produced from measured data for the WBP1 case in Figure 7.19(d) is much less blurred.
This again shows the effect of the thresholding and has reduced the size ofthe image in the
y direction, although the y coordinate ofthe imaged object has reduced slightly from the
simulated case (FWHM is 3.7 with centre at (11.8,2.6)). The image produced from WBP2
« slightly more blurred than the simulated imagewith a FWHM 0f4.2 and centre at (11.8,2.6).

In general, when the object is close to the array of electrodes as in Figures 7.15
a"d 7.16, the image formed from the measurements is very similar to the image produced
from the data which has been generated analytically. As the object moves farther from the
Srtay, the images become more varied as in Figure 7.17. The effect of the thresholding in
‘he WBP 1 method can be seen in Figure 7.18 and 7.19 by comparing (b) and (d) where only
‘he larger voltage differences have been used in producing the image giving a much less

blurred image. This indicates that farther work on the effects of thresholding in images
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p'gure 7.18 : Images produced for a single object located at (3,3) in a pseudo-2D

phantom.

(@)  The conductivity distribution. The object is a perspex cylinder ofradius
0.633units and cr=0 in a background saline ofa=0.2Snr".

(b)  Images produced by WBP1 from analytically calculated data.

(c) Images produced by WBP2 from analytically calculated data.

(d)  Images produced by WBPI(threshold=0.20mV) from measured data.

(e) Images produced by WBP2 from measured data.

(Max AV at electrodes = 2.9mV).
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Figure 7.19 : Images produced for a single object located at (12,3) in a pseudo-2D

phantom.

(@) The conductivity distribution. The object is a perspex cylinder ofradius
0.633units and ¢=0 in a background saline ofa=0.2Snr".

(b)  Images produced by WBP1 from analytically calculated data.

(c) Images produced by WBP2 from analytically calculated data.

(d)  Images produced by WBPI(threshold=0.33mV) from measured data.

(e) Images produced by WBP2 from measured data.

(Max AV at electrodes = 1.9mV).

199



produced from data gathered by a linear array may be useful.

The filtered backprojectlon and ramp filter described in the previous chapter were
applied to the images to determine whether any improvement in image quality could be
obtained. Generally, it was found that the filtered backprojection generated so much artefact
that interpretation ofthe image became difficult. In extreme cases the image appeared to be
unrelated to the conductivity distribution it was supposed to represent. Figures 7.20(a) and
(b) show filtered backprojected versions ofthe images ofFigure 7.16(e) and Figure 7.19(d)
respectively to demonstrate the artefact generated in the filtered images. (Figure7.20(a)
could be compared with Figure 6.18(e) which is the filtered backprojected image of the
same distribution using simulated data shown in the previous chapter). When the ramp
filter was applied to the images, the results were better than the filtered backprojection
mmages. Although artefact was still introduced into the images, the extent of the artefact
»as much less and hence the images were easier to interpret. Asan example, Figure 7.20(c)
isaramp filtered version ofFigure 7.15(e). (Figure7.20(c) could be compared with Figure

613(e) which is the ramp filtered image of the same distribution using simulated data).

7.5.2 Images of Two Objects

Voltage difference data for two objects cannot be predicted analytically using the
Previous or other methods used for a single object since the problem is non-linear and
superposition cannot be applied (although the forward problem could be solved
computationally, by finite element methods for example). Therefore, only images produced
from measured data are presented in this section.

Figures 7.21 to 7.23 show images of two objects of the same conductivity. The
data pertaining to each image is given in the caption.

Figure 7.21 contains images oftwo objects placed at coordinates (4,2) and (12,2)
(compare with Figure 7.16 for a single object at (4,2)). The objects, which are spaced by 8
'like' electrode spacings (receive-receive/drive-drive electrode spacings), have been detected
» both (b) and (c). The equipotential blurring which links the two objects is much reduced
« the WBP1 case (b) in comparison with the WBP2 case (c). This is another example of
tbtesholding making images easier to interpret by discarding the small signal information
Which is likely to be corrupted by noise in the formation ofthe images. The shapes of the
objects are similar to those obtained in Figure 7.16 and their centres are at (4.0,2.0) and
bl..8,2.0) in (b) and (4.0,2.0) and (12.0,2.0) in (c). The average FWHM of the imaged

objects in the X and yirections were 2.7 in (b) and 3.2 in (c).
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figure 7.20 : Filtered images of single objects in a pseudo-2D phantom.
(a) A filtered backprojected version of Figure 7.16(e).
(b) A filtered backprojected version of Figure 7.19(d).
(c) A ramp filtered version of Figure 7.15(e).
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Figure 7.21 : Images produced for two objects in a pseudo-2D phantom of depth
20mm.
(@)  The conductivity distribution. The objects are perspex cylinders of
radii 0.633units and g=0 in a background saline solution of CT=0.2Sm".
(b)  Images produced by WBPI(threshold=0.65mV) from measured data.
(© Images produced by WBP2 from measured data.
(Max AV at electrodes = 5.4mV).
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figure 7.22 : Images produced for two objects in a pseudo-2D phantom of depth
20mm.
(@)  The conductivity distribution. The objects are perspex cylinders ofradii
0.633units and a=0 in a background saline solution ofa=0.2Sm".
(b)  Images produced by WBPI(threshold=0.33mV) from measured data.

(©) Images produced by WBP2 from measured data.
(Max AV at electrodes = 2.6mV).
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The objects were placed farther from the array and close together in Figure 7.22
at coordinates (7,3) and (9,3). The images produced using WBP1and WBP2 both appeared
to be ofa single object at (8,3) of FWHM 3.8 in (b) and 4.5 in (c).

The objects were then spaced by 4 'like' electrode spacings and placed at (6,4) and
(10,4) as shown in Figure 7.23(a). Again images indicative of single objects were
reconstructed. The images can be compared with those in Figure 7.17 generated from a
single object at (8,4). It should be noted that the image generated from the two object data
by WBP2 (Fig. 7.23(c)) is larger than the image in Figure 7.17(e), and that the.y position of
the object has increased from” =3.6 toy =4.2 (The WBP1 images were generated using
different threshold values and so are not strictly comparable). The ratio of the FWHM in
the x direction to the FWHM in they direction is larger for the two object case than the
single object case, which could be used to infer that the object was either elongated in the
* direction, or that more than one object was present.

These images in Figures 7.21 to 7.23 show that the resolution ofthe system between
imaged objects is very positionally dependent and improves as the objects approach the
array. This is to be expected since the resolution of single imaged objects is positionally
dependent as demonstrated by Figures 7.15 to 7.19. It is also the case in systems using
encircling arrays, that the resolution between objects placed furthest from the electrodes
(ie in the centre of the region to be imaged) is poor.

Figures 7.24 to 7.27 show unfiltered images oftwo objects ofdifferent sizes and
conductivities. These experiments were performed to investigate whether or not objects of
different sizes and conductivities could be imaged.

The objects in Figure 7.24 were a small cylinder of hollow bone (5mm radius
"hich is 0.33 units) and a perspex rod (13mm radius which is 0.633 units). The objects
"ere well spaced and close to the array so that the resolution between the objects was as
«cod as possible. The FWHMs ofthe objects in (b) are 2.1 and 2.8 and in (c) are 2.1 and
2.9. The positioning ofthe imaged objects in (b) and (c) is the same except for a marginal
‘eduction iny position (0.2unit) ofthe centre ofthe image ofthe large object in (b). The
Peak ofthe image value occurs on the larger object which is as expected since this object is
larger in size and has a lower conductivity than the other.

Figure 7.25 shows two objects of different sizes, one object less conductive than
the background medium (radius 6.5mm which is 0.433units), and one more conductive
(15 5mm radius which is 1.03 units). The images in (b) and (c) are very similar and both

*ow the two objects. The approximate FWHM is calculated for these imaged objects
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figure 7.23 : Images produced for two objects in a pseudo-2D phantom of depth
20mm.
(@)  The conductivity distribution. The objects are perspex cylinders ofradii
0.633units and =0 in a background saline solution ofa=0.2Snr".

(b)  Images produced by WBP1(threshold=0.10mV) from measured data.
(© Images produced by WBP2 from measured data.
(Max AV at electrodes = 3.4mV).
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Figure 7.24 : Images produced for two objects in a pseudo-2D phantom of depth

20mm.

(@)  The conductivity distribution. The smaller object is a hollow bone of
a=0.006Snr' and the larger object is a perspex rod of a=0. The

background solution is a saline solution of0=0.2Sm .

(b)  Images produced by WBP1 (threshold®.49mV) from measured data.

(© Images produced by WBP2 from measured data.

(Max AV at electrodes = 18.6mV).
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Figure 7.25 : Images produced for two objects in a pseudo-2D phantom of depth

20mm.

(a)  The conductivity distribution. The smaller object is a perspex rod of
a=0 and the larger object isacylinder of steel ofa—=c0. The background
solution is a saline solution ofo=0.2Sm .

(b)  Images produced by WBPI(threshold=0.26mV) from measured data.

(© Images produced by WBP2 from measured data.

(Max AV at electrodes = 39.1 mV).
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where the 'Half Maximum' is defined as being halfway between the peak and the background.
In Figure 7.25(b) the FWHM ofthe insulating object is approximately 2.6 and the conductive
object is approximately 4.2. For (c) the FWHMs are approximately 2.5 and 4.2 for the
insulating and conductive objects respectively.

Figure 7.26 shows two objects in the same positions as 7.25, but with a highly
conductive object near the array (4.5mm radius which is 0.3 units) and an insulating object
further from the array (9.5mm radius which is 0.633 units). Both objects have been imaged,
although it is not easy to pick out the insulating object. The approximate FWHM of the
conducting and insulating objects inthe image in Figure 7.26(b) are 2.2 and 3.8 respectively.
For Figure 7.26(c) they are 1.8 and 4.4. The equipotential tail’on the WBP1 image is more
pronounced than in the WBP2 image, which is different from usual. The threshold level on
the WBP1 image had to be kept low (0.13mV) in order to be able to detect the perspex
object. This means that the equipotential blurring, which is normally suppressed is still
Present. As stated earlier in the chapter, the colour scale ofthe images is normalised to span
ehe full range ofconductivities in the image. By considering the position ofthe colour ofthe
background medium on the colour scale for Figures 7.25, it can be seen that the steel is
being imaged as only slightly more conductive than the background saline. This is because
the signal associated with the object placed further from the array is very weak. Similarly
for Figure 7.26, the signal associated with the perspex is very small in comparison with the
signal associated with the steel (ifthe forward problem is solved for each object separately,
the maximum voltage difference expected for the perspex in the position shown in Figure
7 26(a) is a factor of 23 larger than the maximum potential difference for the steel object).

Figure 7.27 shows two objects in the positions (4,2) and (12,2), one conducting
and one insulating. The images can be compared with Figure 7.21 which showstwo objects
il the same position, but of the same conductivity. Both the objects have been imaged
dearly with good resolution between the two. The centre positions of the two objects are
identical in (b) and (c) with FWHMs of2.8 (insulating) and 2.7 (conducting) in (b) and 2.8
and 2.7 in (c) also.

It has been shown that multiple objects can be imaged successfully using the
“""car array. The objects can either both be higher or lower in conductivity than the
Aground, orone can be higher and one lower. Objects close to the array and separated
fr°'m each other by a few electrode spacings are resolved effectively (Figures 7.25 and
7 27) but the masking effect o fblurringalong the equipotentials can be significant in situations

here one object is placed further from the array than the other. 1f the position ofthe object
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figure 7.26 : Images produced for two objects in a pseudo-2D phantom of depth

20mm.
(@)  The conductivity distribution. The smaller object is a small steel cylinder

ofce-> 0o and the larger object is a perspex rod of a=0. The background
solution is a saline solution ofa=0.2Sm".
(b)  Images produced by WBP1(thresholds. 13mV) from measured data.
(©) Images produced by WBP2 from measured data.
(Max AV at electrodes = 19.3mV).
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Figure 7.27 : Images produced for two objects in a pseudo-2D phantom of depth
20mm.
(@)  The conductivity distribution. The smaller object is a small steel cylinder
ofct» 0o and the larger object is a perspex rod of a=0. The background
solution is a saline solution ofa=0.2Snr".

(b)  Images produced by \VBPI(threshold=0.49mV) from measured data.
(¢)  Images produced by WBP2 from measured data.
(Max AV at electrodes = 6.6mV).
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further from the array coincides with the typical equipotential blurring of the image of the
object placed close to the array, the masking is much worse, as demonstrated by Figures
7.25 and 7.26. Poor resolution is obtained between objects of similar conductivity placed
close together, as demonstrated by comparing Figures 7.21, 7.22 and 7.23.

When the two image filters were applied to the images of multiple discontinuities
no improvement could be obtained in either the resolution or the equipotential masking.
Neither filter succeeded in producing an image oftwo objects for Figures 7.22 and 7.23
and both filters produced images for Figures 7.25 and 7.26 where the object further from
the array was indistinguishable from artefact. When the filters were applied to images which
were reasonable, the ramp filter performed better than the filtered backprojection as it did
with the single object distributions of Figures 7.15 to 7.19. Figure 7.28(a) shows a filtered
backprojected image of Figure 7.27(b), which was the image formed from a perspex and
steel object separated by approximately halfthe array length and placed close to the array.
The perspex insulating object has been imaged in approximately the correct position, but,
although the steel object has been imaged, artefact has been generated which implies the
presence ofa more conductive region. An artefact indicating a low conductivity region has
also been introduced at a distance from the array, making the image impossible to interpret.
The introduction of these artefacts appears to be characteristic of the behaviour of this
particular filter in the presence of noise and so it is of limited use in improving images
Produced by this system. Figure 7.28(b), however, shows a ramp filtered version of Figure
7.27(c) where the objects are clearly located and the blurting around the object has been
reduced to FWHMs of 2.3 and 2.6 from 2.8 and 2.7. Figure 7.29(a) and (b) shows a ramp
filtered version ofFigure 7.21 (c) and 7.24(b) respectively which both show two well resolved
insulating objects. The blurring along the equipotentials has been reduced in both (a) and
<> and the size of the imaged objects has been reduced. In (a) the FWHMSs have been
reduced to 2 6 from 3.2 and in (b) the FWHMSs have been reduced to 1.5 and 1.9 from 2.1
end 2.8. These last two figures show that the ramp filter is quite good at defining the edges
of the imaged objects and reducing the equipotential blurring, which is particularly
pronounced inthe linear array. Similar blurring occurs inimages produced from data gathered
on an encircling array, but this blurring tends to be radial. The ramp filter is used in the
following section on images of moving objects, since, unlike the images presented in this
Ation so far which have been produced from data gathered in the AVERAGED
REFERENCED mode, the measurements made for a moving object are not averaged and
i | expected that the noise will be too high for the filtered backprojection process to

Preduce sensible images.
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Figure 7.28 : Filtered images of two objects in a pseudo-2D phantom.
(@) s a filtered backprojected version of Figure 7.27(b).
(b) isaramp filtered version of Figure 7.27(c).
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Figure 7.29 : Filtered Images of Two Objects.
(@) isaramp filtered version of Figure 7.21(c).

(b) isaramp filtered version of Figure 7.24(b).
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7.5.3 Moving Objects

In this section the performance of the system at imaging a number of moving
targets travelling at speeds ofbetween 0.15 and 15mslis investigated.

One ofthe major reasons for investigating the simultaneous drive multiple frequency
narrowband system, was to investigate the possibility o f taking measurements quickly, thus
enabling moving targets to be imaged. This system was designed so that a sequence of
continuous or delayed measurements of 6 frames could be made and this section presents
images of moving objects produced from data collected by these methods. Each sequence
ofimages is generated by using the previous frame as the reference set and thus five images
are produced from the six sets of measurements made. The previous frame, rather than a
homogeneous reference set, was used because in many applications (eg medical) a
homogeneous reference is not available.

Figure 7.30 is a sequence ofimages produced from data collected while a perspex
cylinder ofradius 0.663 units (‘like' electrode spacings) was moved by hand from one end
ofthe electrode array to the other. The cylinder was moved parallel to the array at a distance
of approximately 1.5 'like' electrode spacings from it ie approximately along the line
V-1.5. The measurement frames were separated by a time interval of 200ms and so the
data was taken over a time span of 18§ (§"@"Rfas. The gecrease in conductivity shows the
Position of the perspex cylinder when the frame of data was taken. The increase in
conductivity shows the position ofthe perspex when the previous frame ofdata was taken
because the previous frame is used as the reference set for the next frame. The positions of
die increase and decrease in conductivity between frames do not exactly coincide due to
the difficulty of imaging two objects of opposite polarity in such proximity. The position of
e perspex rod can be seen clearly in 2t tHE IMages. Rigure 7.31 is a ramp filtered version
ofFigure 7 30 and it can be seen that the object is imaged as being more circular than in the
unaltered image As expected, filtered backprojection did not produce any sensible images
for moving targets and so no images filtered by this method are presented in this section.

Figure 7.32 is a sequence of images produced from data collected while a plane
*ave was moving across the surface ofthe saline in the phantom. The wave was generated
b* the sudden sideways motion of an object with a vertical dimension greater than the
fopth of the saline which was placed along the full length of the left hand wall of the
Phantom (x<0). The amplitude ofthe wave was approximately 5mm and the measurements
'v« e separated by atime interval of 100ms. The peak ofthe wave appears as an increase in

'Otductivity due to the increase in depth. The combined effects o fthe following trough and
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figure 7.30 : Images ofa moving object in a pseudo-2D phantom of depth 20mm.
(@)-(e) A sequence of images produced by the WBP1 method
(threshold=0.49mV) ofa perspex rod (0=0) ofradius 0.633 units being
moved by hand along the approximate line y=I in pseudo-2D saline of

CT=0.2Sm" and depth 20mm. The time between frames is 200ms.
(Max AV=41.6mV).
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Figure 7.31 : A ramp filtered version of Figure 7.30.
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Figure 7.32 : Images ofa plane wave in a pseudo-2D phantom ofdepth 20mm.

(a)-(e) A sequence of images produced by the WBP1 method
(threshold=0.65mV) ofa plane wave in pseudo-2D saline ofconductivity
CT=0.2Sm" and depth 20mm. The wave was approximately 5mm in

amplitude and the time interval between frames is 100ms.
(Max AV=37.ImV).
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the peak having moved since the last frame ofdata cause the decrease in conductivity in the
images. The speed of the waves can be calculated by dividing the distance the wave has
travelled between frames by the time interval between frames. This gives an approximate
value of 0.5ms‘l. The waves appear to be imaged as a single object close to the array. This
is because ofthe inherent sensitivity ofthe system to objects close to the array. The voltage
differences caused by an object close to the array are much larger than the voltage differences
caused by an object further from the array and so have a larger effect on the image generated.
For example, an object at (8,1) gives rise to a normalised maximum potential difference of
0.160, whilst the same object at (8,4) gives a normalised maximum potential difference of
only 0.001. Figure 7.33 is a ramp filtered version of Figure 7.32 and is included for
completeness but, since the object being imaged is a continuous object without boundaries
and since the ramp filter is designed to enhance the edges ofthe object, is perhaps more
sensible to use the unfiltered version shown in Figure 7.32.

Figure 7.34 is also a sequence ofimages formed from data from a plane wave, but
in this case measurements were taken every 200ms. The waves were not generated at the
same time relative to the start ofthe measurements and the increase in conductivity in (d) is
the wave which has been reflected by the phantom wall and is now travelling in the opposite
direction. By comparison with Figure 7.32 it can be seen that the wave has travelled
approximately twice the distance between frames (d) and (e) than for the 100ms delayed
measurements. The phantom wall is aty =24 and so the wave has travelled a distance of
approximately 22 units (like' electrode spacings) in 3 frames corresponding to a speed of
aPproximately 0.55ms1, similar to before.

Figure 7.35 is a sequence o f images produced from data taken in consecutive 2ms
frames. The object being imaged was a small piece of copper covered pcb (15mmx28mm)
Which was attached to an elastic band. The elastic band was anchored on one side wall of
the phantom (X =24) along they =1 line. The elastic band was stretched along the length of
the array and the projectile released to coincide with the start of the measurements. The
object is represented by the increase in conductivity, the decrease in conductivity is the
AProximate position of the object in the previous frame. Any waves generated by the
°hject will not appear in the images since their speed of travel is much slower than that of
'he projectile. For objects travelling at similar speeds to that imaged in Figure 7.35, the
°hject will travel a significant distance in the measurement time - this will increase the
h'urring of the reconstructed image. In an attempt to reduce the blurring, the ramp filter

"'as applied to the images o f Figure 7.35 and the results can be seen in Figure 7.36 where
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Figure 7.33 : A ramp filtered version of Figure 7.32.
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Figure 7.34 :

(a)-(e)

Images of a plane wave in a pseudo-2D phantom ofdepth 20mm.

A sequence of images produced by the WBP1 method
(threshold=0.65mV) ofa plane wave in pseudo-2D saline ofconductivity
a=0.2Snr' and depth 20mm. The wave was approximately 5mm in
amplitude and the time interval between frames is 200ms.

(Max AV=70.6mV).
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Figure 7.35 : Images ofa projectile in a pseudo-2D phantom of depth 20mm.
(a)-(e) A sequence of images produced by the WBP1 method
(threshold=0.49mV) of a copper covered projectile (0->00) of area
15x28mm in pseudo-2D saline of a=0.2Sm" and depth 20mm. The

frames were taken continuously and so represent 2ms intervals.
(Max AV-18.4mV).
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Figure 7.36 : A ramp filtered version of Figure 7.35.



the imaged object is more distinct. Figure 7.37 is a sequence ofimages ofthe same target
but with measurement frames separated by a time interval of 2ms ie there is a time of 4ms
between the start o f successive frames. It can be seen that the speed o fthe projectile reduces
as it moves across the phantom. This deceleration is due to the resistance of the saline
combined with the reduction in force exerted by the elastic band as the projectile moves
across the array. Figure 7.38 is the ramp filtered version of Figure 7.37 and the imaged
object is more distinct, although the increased level ofartefact would make it more difficult
to interpret the images in situations where there isno prior information about the distribution.
Figure 7.39 shows a graph o f position against time for the two sets ofimages in Figure 7.35
and 7.37 ofthe projectile. The graph shows that, for the same position ofthe projectile (and
therefore the same force exerted on it, since the elastic band will be the same length), the
speeds ofthe projectile are comparable. The speeds ofthe projectile for the first period of
motion are calculated as approximately 14ms ' for the continuous measured data and 15ms
for the measurements separated by a 2ms time interval. For the second period, the speeds
are both calculated as approximately 10ms'. The speeds for the continuous and delayed
measurements are very similar (considering the accuracy with which the data for these

calculations is obtained), which demonstrates a possible use ofthis this system to estimate

the speeds of fast moving objects.

7.5.4 Measurements on a 3D Phantom

This section presents images produced from measurements on a phantom with a
depth Of 21cm with the electrode array at the mid-depth (ie in units of 'like' electrode
sPacings, the boundaries ofthe phantom in the z-direction are -7 <z < 7). Equation {1.1}
shows that the potential created in the medium ofinterest is dependent upon the conductivity
«fthe whole 3D region. If the region is homogeneous then as shown in Figure 7.40, the
««Ten, distribution is the same in all the planes which pass through the line ofthe electrode
array, independent of ft This means that each such plane has an equal effect upon the
measurements and there is no distinguishability between the planes. Thiswill cause blumng
mthe images of objects which are constant in the z-direction and perpendicular to the array
ofelectrodes. In order to try to assess the significance of this blurring effect, some images
were fontled using the objects depicted in Figure 7.41 which were chosen to have the same
O°ss sectional area. These are

a) A 15mm long square cross section perspex rod (17mm square) which is used to

produce an inhomogeneity in one plane only.
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figure 7.37 : linages ofa projectile in a pseudo-2D phantom of depth 20mm.
(a)-(e) A sequence of images produced by the WBP1l method
(threshold=0.49mV) of a copper covered projectile (ct->00) OFf area
15x28mm in pseudo-2D saline of a=0.2Sm" and depth 20mm. The

frames were taken with a 2ms interval between them and so represent
4ms intervals.

(Max AV=24.6mV).
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figure 7.38 : A ramp filtered version of Figure 7.37.
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Figure 7.39 : Graph of position against time for the two projectile measurements.
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direction

Figure 7.40 : Diagram showing the electrode array and the planes Inwhich the current
flows (all planes for -90°<0<90"). The r-axis is along the array of

electrodes.
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Figure 7.41 : Perspex objects used in the 3D phantom.

(a)
(b)

(c)

A square cross section block.
A half annulus of square cross section (the point O is the centre of the

semicircles from which the annulus is formed and on the plane which

would bisect the halfannulus to form two further halfannuli).
A cylinder of circular cross section with diameter 19mm and length

490mm.
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b) A perspex halfannulus of square cross section (17mm square) to be placed with its
geometric centre, O in the figure, coincident withy=0 to generate an inhomogeneity
at equal distances from the array in all the planes rotated about the array.

c) A 19mm diameter rod to generate an inhomogeneity at varying distances from the
array in all the planes.

Figures 7.42 to 7.45 compare images ofthese objects. Figure 7.42(a) and 7.43(a)
are images produced by WBP1and WBP2 respectively from measurements made while the
small square cross-section length of perspex (object (a) listed above) was suspended so
that its centre lay in the z =0 plane at point (4,2,0). The maximum voltage difference is
.OmV at the receive electrodes. Figure 7.42(b) and 7.43(b) are images produced from
data collected while a halfannulus of square cross-section piece ofperspex was suspended
inthe phantom. The halfannulus of radius 2 units was placed so that its origin (point O in
Figure 7.41(b)) was on the point (4,0,0) hence producing a conductivity inhomogenetty at
equal distances from the array for all the planes through the array. The imaged object is
larger in size than that shown in figure (a) and the maximum voltage difference is 7.8mV a.
the receive electrodes which is much larger than for an inhomogeneity in a smgle plane.
This is because the effects of all the planes add. Figure 7.42(c) and 7.43(c) are images
Produced from a rod placed at (4,2,z) for all values o fz which produced a maximum voltage
differenceof2 1ImV at the receive electrodes. The position ofthe rod is found quite accurately
because ofthe preferential imaging of objects close to the array although the image is more
distorted than in (b). Figures 7.44 and 7.45 are similarto Figures 7.42 and 7.43 except that
*be objects are at (8,4,z) and it can be seen that although the halfannulus is imaged, nether
*he small object (DV max - 0.4mV) or the rod (DV max = 0.4mV) can be found in this
case. The failure to locate the small object and the rod is probably due to the effects ofnoise

Or>the very small voltage differences expected.
No improvement in image quality was ohidiried by filtering the images, which is as

@(pected, since the limiting factor in imaging e theCtS in this system is measurement

n°'se and not image formation inaccuracies.

' Conclusions

The profiles presented earlier in this chapter show the similarity between measured
a"d simulated data for objects placed close to the array. However, as the objects move
fo-her from the array, noise on the measurements becomes significant which will limit the

depth at which objects can be imaged. The random noise will be reduced by averaging the
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figure 7.42 : Images of test objects in a 3D phantom.

(a)  The image produced fora 1.1unit square cross section perspex block of
length 20mm suspended at (4,2,0) to lie equally above and below the
z=0 plane by WBPI(threshold=0.36mV). (Max AV=1.0mV).

(b)  The image produced for a halfperspex annulus of square cross section
of 1.1 unitand radius 2 units suspended such that its origin is coincident
with the point (4,0,0) by WBPI(threshold=0.29mV). (Max AV=7.9mV).

(c)  The image produced for a perspex rod of diameter 1.2 units placed at
the point (4,2,z) for all z by WBP1 (thresholds.29mV).

(Max AV=2.1mV).
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Figure 7.43 : Images of test objects in a 3D phantom.
(@) The image produced fora L1lunitsquare cross section perspex block of

length 20mm suspended at (4,2,0) to lie equally above and below the
z=0 plane by WBP2. (Max AV=1.0mV).

(b)  The image produced for a halfperspex annulus of square cross section
of 1.1 unit and radius 2 units suspended such that its origin is coincident
with the point (4,0,0) by WBP2. (Max AV=7.9mV).

(c)  The image produced for a perspex rod of diameter 1.2 units placed at
the point (4,2,z) for all z by WBP2. (Max AV=2.1mV).
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Figure 7.44 : Images of test objects in a 3D phantom.

(@)  The image produced fora 1.1unit square cross section perspex block of
length 20mm suspended at (8,4,0) to lie equally above and below the
z S plane by WBP1 (thresholds. IOmV). (Max AVS.4mV).

(b)  The image produced for a halfperspex annulus of square cross section
of 1.1 unitand radius 4 units suspended such that its origin is coincident
with the point (8,0,0) by WBP1 (thresholds. 10mV). (Max AV=5.9mV).

(c)  The image produced for a perspex rod of diameter 1.2 units placed at
the point (8,4,z) for all z by WBP1 (thresholds.07mV).

(Max AVS.4mV).
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Figure 7.45 : Images oftest objects in a 3D phantom.
(@)  The image produced fora 1.1unit square cross section perspex block of

length 20mm suspended at (8,4,0) to lie equally above and below the
z=0 plane by WBP2. (Max AV=0.4mV).

(b)  The image produced for a halfperspex annulus ofsquare cross section
of 1.1 unit and radius 4 units suspended such that its origin is coincident
with the point (8,0,0) by WBP2. (Max AV=5.9mV).

(c)  The image produced for a perspex rod of diameter 1.2 units placed at
the point (8,4,z) for all z by WBP2. (Max AV=0.4mV).
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profiles, but any coherent noise, such as common mode voltages, will not be reduced by
averaging and these would have to be reduced to increase the depth of detection of the

system.
It has been shown that images of single and multiple inhomogeneities can be

generated from the measurements made by the system. Images generated from data gathered
from objects close to the array reflect more accurately the size and position of the objects
than images generated from objects further from the array. This is for two reasons. Firstly,
the image forming algorithm produces blurred images of objects which are further from the
array, even when using noise free analytically generated data. Secondly, objects further
from the array cause smaller voltage differences which are harder to detect in the presence
°f noise. For objects further than approximately 4 'like electrode spacings from the array,
the expected voltage differences are ofa similar amplitude to the noise and so the blurring
Is exacerbated in these cases. This behaviour is consistent with that of circular EIT systems
where the image forming at the centre ofthe region to be imaged (furthest from the array)
Is poor.

For two objects the resolution was positionally dependent: the resolution close to
the array was better than the resolution further from the array. This effect is observed in
other injected [21] and induced [62] EIT systems which use an encircling array. For particular
object distributions masking along equipotentials occurred and this could not be reduced
bVapplying any of the image filters available.

Moving targets were successfully detected at speeds of approximately 0.15ms
and 15mslin a pseudo 2D medium, although at speeds of 15ms1 the projectile will travel
aPproximately two units (‘like' electrode spacings) during the 2ms measurement time which
~hl give rise to considerable blurring in the reconstructed image.

Some images of objects in a 3D medium were produced, but because the voltage
differences resulting from the presence of a object were much smaller than in the pseudo-
2D case, detection and imaging were more difficult. A number of objects were imaged and
the largest voltage differences and best images were produced from objects which produced
ari inhomogeneity at the same point in each ofthe planes in which current flowed.

The filtered backprojection method and ramp filter were applied to some of the
Ima8es and, in general, the filters appear to produce an improvement in the image quality
when the signal to noise of the measurements is good, but introduce considerable artefact
When the signal-to-noise ratio is poor. This is not surprising since the filters are enhancing

B existing images and if these contain small artefacts caused by the presence of noise,
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these artefacts will also be enhanced, along with the imaged object. When applied to the
images, the filtered backprojection introduced too much artefact to be useful (this filter
appears to be especially sensitive to noise) and sensible images could not be produced from
data which had not been averaged to reduce noise. In some cases the ramp filter produced
abetter definition in the edges ofthe object and reduced the blurring along the equipotentials,

making the object in the image more circular than in the unfiltered image.
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Chapter 8 Conclusions and Suggestions
for Further Work

8.1 Summary

The feasibility ofusing a narrowband multiple frequency simultaneous drive BIT
system with a fast measurement time has been demonstrated in the context of a linear
array. |, has been shown that images similar in quality to those constructed from s,undated
data can be produced from data measured in 2ms using a simultaneous drive methodology.
tmage sequences of moving targets with Measurement frame rates of up to 500Hz have

been presented.

The rest ofthis chapter will be concerned with the conclusions that can be drawn

from the work presented and with some suggestions for applications and further work

8.2 Conclusions
There are a number ofimportant factors which should be considered in the design
of a simultaneous drive system. These include the detection process, the dynamtc range

requirements, the common mode voltages generated and the measurement tune.

The ability of the detector to distinguish between the signals generated by each
drive is fundamental to a simultaneous drive technique. It has been demonstrated that by
bring different frequency sinewaves as the drive waveforms, togetherwith a d.gttal de.ect.on
Process based on an FFT the signal generated by each drive can be successfully detected,

fhe crosstalk between the digital filters was lower than 72dB

The performance of the narrowband multiple frequency simultaneous drive EIT
Orient was limited by the large dynamic range required of the receiver circuitry and the
large common mode voltages inherent in the system operation. The linear array is a
Particularly demanding electrode arrangement in terms of the receiver dynamic range
requirements in comparison with the more usual encircling array. It was shown in Chapter

2that theratio ofthe largest instantaneous potential difference between two adjacent receive
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electrodes to the amplitude ofthe smallest frequency component in the potential difference
was 72dB for a 3D and 53dB for a 2D medium. Furthermore, if a change of 25% in the
smallest component of potential difference caused by a change In conductivity was to be
detected, the receiver requirement for dynamic range increased to 86dB fora 3D and 67dB
for a 2D medium. This 3D dynamic range requirement is very large, and a more realistic
dynamic range o f67dB was used, which allowed the full 2D dynamic range of measurements

to be made. The receiver dynamic range was increased by a factor of 16 by using a digital

filtering technique.
Ifthe system were to be applied to an encircling array, the performance should be

better than for a linear array. The encircling array requires a much lower dynamic range in
the receiver circuitry (48dB for 2D and 61dB for 3D in comparison with 67dB and 86dB

for a linear array), and so for a receiver with the same resolution, the voltage differences

can be measured with greater precision.

The dynamic range problem can be eased in single frequency systems, by using

programmable gain amplification to amplify small signals by a predetermined amount so

thaf the signal at the input of the ABE |6 3PPravimately the full scale of the input range,
and so resolution is no. lost. Such an approach is no. feasible in the simultaneous drive

system because the small signals a. one frequency are one component ofa mul.ifrequency

signal which also contains large components at other frequenc

The common mode voltage present ina simultaneous drive BIT system consists of
w0 components, one inherent to the injected current BIT process, and one caused by

mismatches in the drive and receive channels. Common mode feedback was used to reduce

Lhe common mode voltage caused by mismg{ghes between channels and succeeded in

eeducing the common mode voltage by a factor of 10, but also introduced phase shifts in
be residual common mode voltage. These phase shifts, in conjunction with the frnr.e CMRR

ofthe subtractor and buffer matching, caused some comrption ofthe smallest srgnals.

The measurement time of2ms was a compromise between speed of measurement
ai>d the range of frequencies used. It would be possible, for example, to reduce the
measurement time to 1ms a, the expense ofdoubling the frequency interval between dnve
%nals to 1kHz, giving a range of 20kHz to 35kHz for the drive frequences. However,
'bore are a number ofissues that would have to be considered before this or other reductions

'nmeasurement time were to be employed. The conductivity ofmany biological tissues and
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chemicals vary with frequency and so for a large range ofdrive frequencies, the assumption
that the conductivity remains constant across the drive frequency range becomes more
approximate. However, it is quite possible that for particular materials, the conductivity
variation over a larger range of frequencies is small and in these cases, this limitation will
not apply. Ifthe base frequency were doubled to maintain the same proportional bandwidth,
the sampling rate would also need to be doubled, and this would both increase the cost of
the components and complicate the control of the system. A reduction in measurement

time would also increase the bandwidth of the detection filters which would decrease the

signal-to-noise ratio of the detected signal.

The image forming algorithm used to produce the images for the linear array was
weighted backprojection. No attempt was made to generate a new image forming algorithm,
but for conductivity distributions where the object was placed close to the array (within 4
like' electrode spacings) this image forming algorithm proved to be a limiting factor, which
*s demonstrated by the fact that some ofthe images presented in Chapter 7 produced from
*Measured data are indistinguishable from images produced from analytically generated data,
lu these cases it would be necessary to improve the image forming algorithm before the
effects on the image of the noise in the measured data could be detected. Filters were
aPplied to the image in an attempt to improve the image quality and although the ramp filter
improved the definition ofthe edges ofobjects, the other filters, in general, produced poor
results on the images produced from analytically generated data and so, not surprisingly,
d'd not improve images produced from measured data.

Thresholding was applied to the images to prevent small data values, ie those
m°st likely to be affected by noise, having a disproportionate effect on the image quality,
~though thresholding ofthe image reduced the maximum depth at which objects could be
imaged, the thresholded images produced from objects close to the array were, in some

Cases, better than images produced using non-thresholded simulated data.

It has been shown that images of single and multiple inhomogeneities of
c’°nductivities less than and greater than the background conductivity can be produced,
“be distance from the array at which objects could be imaged was less than the expected
Vaue ofhalfthe array length. However, images formed from analytically generated data for
Ejects at a distance greater than a quarter of the array length from the array were very

p00r and so some ofthe depth limitations are due to the reconstruction algorithm. However,
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when the predicted profile ofan object placed at greater than a quarter of the array length
was compared with the profile ofthe measured data, no similarity could be seen. This is not
surprising since objects placed towards the boundary ofthe area of detection are predicted
to cause voltage differences smaller than 1 least significant bit of the A/D converter.
Images of moving targets, produced from measurements made in 2ms with a
specified time interval between the frames or continuous measurements made in 2ms intervals,
were shown in Chapter 7. It has been shown that it is possible to measure rapidly changing
conductivity distributions (objects travelling at speeds of approximately 15mslhave been

imaged) using a simultaneous drive methodology.

Images of 3D conductivity distributions were formed, despite the measured voltage
differences being much smaller than for the pseudo-2D case. However, the depth ofdetection
was reduced, which was expected since the dynamic range required to obtain the maximum
depth of detection was too large. The inability of the system to distinguish between the
Planes passing through the electrode array for the 3D case was evident, in the form of
blurring of objects with a large z dimension. This 3D problem is common to injected and
induced systems which use an encircling array and it is not possible to compensate for the
blurring using a single stationary array of electrodes. For multiple arrays or a mobile array,
" set of measurements could be made for each array or position and an image generated of
aplane of the conductivity distribution at a particular depth (planes ofconstant” value for
*pe coordinate system used here). A similar process to this has been attempted by Kotre

using orthogonal multiple arrays with promising results [87],

8*3 Applications

The most likely application for a narrowband multiple frequency simultaneous
drive EIT system is industrial. The increase in measurement speed to be gained from using
simultaneous drives could be useful for imaging fast industrial processes, whereas it is
Unlikely that biological or geological phenomena occur fast enough to make it advantageous
use a system optimised for speed. Many man-made containers have flat surfaces where
"oe linear array could be used, for example inthe wall of atank, or where the array could be
S‘ ePt across the surface of a conducting liquid. The system could also be applied to a

Clrcular geometry such as pipes and mixing vessels.
If the narrowband multiple frequency simultaneous drive EIT system, were to be
Sed medically, a reduction in injected current amplitude would be necessary to comply

With BS5724. Although a frame rate of 500Hz would not be required for medical imaging,

239



itwould be possible to configure the system such that, for example, .0 consecutive frames
were taken in 2ms intervals and then another 10 frames taken after the desired time mterva,

had elapsed. This would allow averaging of the consecutive frames to g,ve an mcrease m

. . ] I e ormrrtYimatelv 3 for 10 averages), which would go
signal-to-noise ratio (by a factor of app y tt

) reunion in signal amplitude levels. However, the
some way towards offsetting the reduc

L1 ; ... 1. Nnwhich Can be used with single frequency multiplexed
programmable gain amplification whicn can

] . " e . tn no;Se ratio without averaging and so the use of such
systems gives a much befter signal-to no

L __cianal-to-noise ratio is of paramount importance,
a system may be more appropriate if signa

o . J- 1 nitrations although a linear array could be
Encircling arrays are usually used in medic  pp ’ :

) . ., nhfthe body are perfectly flat, but spring loaded
used for particular applications. Few areas ot t y

ro tn thr electrode, but allow small variations in
electrodes designed to apply equal pressu

surface shape, could be used.

. L. n'nov where accuracy and resolution are much more
In certain applications, eg geology where accu

, C Generation the simultaneous drive method
important parameters than the speed ofim g g

) ) ., -onal to-noise ratio would be more readily achieved
would be inappropriate. The required signal

by a single multiplexed drive system.

8.4 Further Work
. nn the existing system or one similar should
Further work or development on tne ex%st‘ng ¥
concentrate on the following areas. ) ) ,
. . fu*Hhack to the medium ofinterest needs to be
The application of common mode feedback to
.1 “mnnnent of a system using a simultaneous
investigated further since it is an essentia P
drive strategy Two common mode feedback circuits were used in th, system to ensure
symmetry, bu, this arrangement is not necessarily the optimum configuratton. Furthermor
A common mode feedback circuitry used produced s e ¢c a n t phase stnftsa.
Of.he drive signals. A wideband low pass filter would be an ideal common mode feedback
circuit, bu. generally has stability problems [44][58] in this applicatton and so future work
» ] ) . ... . 'nuJAhe used for common mode feedback.
snould investigate other circuits which could b
The memory ICs which are mounted on the backplane and used to store the
oreasurement data should be replaced by either a larger memory, so that more frames o
hata can be stored, or by a fast processor to perform the FFT and the weighted backprojectton
a*8ori,hm before passing the image data to the PC for storage or immediate d,splay. A.

Present, the second option would only be feasible for delayed measurements smce processors

available would no. be able to perform the processing required in 2ms. However, ft » qu«e
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possible that in the future 1Cs will become available which will work at the required speed.
It should be possible to perform the required processing in 20-50ms and so ifatime interval
ofthis order was used between frame measurements it would be possible to view the images
in real time. For continuous measurements or measurements delayed by less than 20ms
there would be little point in producing the images in real time since it would be too fast for
the human observer. In this case it would be useful to have a large quantity of memory
available for storage so that data for a reasonable period of time could be stored and the
subsequent images viewed at a lower speed. One frame of data requires 8192 bytes for
storage before processing which reduces to 1920 bytes after the FFT has been performed.
The data acquired in successive 2ms frames during 1 second of continuous measurements

tvould therefore require a memory space of 4Mbytes.

The image forming algorithm used in this system produced images from measured
data which were, in some cases, indistinguishable from images produced from simulated
data. The development ofa new image forming algorithm was not undertaken in the course
ofthis project, but in order to take full advantage of the system capabilities, this should be
considered.

One of the objectives of looking at a fast linear system was in the interests of
Mobility o fthe array and so it would be useful to place the front-end hardware - the current
s°urces and the receive electrode buffers - in a box with the electrodes in a fixed position
Protruding from the box. This would make the probe mobile and allow it to be swept across
the surface ofa region ofinterest. The circuitry presently mounted at the phantom could be
reduced to a hybrid or surface mount version in the interest of size reduction of the probe.
Offers of this type have already been constructed [88], although the cables will limit the
Mobility somewhat. If the surface is not even, contact impedance may cause a problem
s’nce it will not necessarily be the same for each measurement set, but if the surface is a
liquid, the contact resistance will be similar and it should be possible to produce images.

It is possible that the method of narrowband multiple frequency simultaneous
drive could be applied by groups using wideband multiple frequencies for tissue
cWacterisation if a decrease in measurement time is required. At present, such groups
drive a single electrode pair at any one time with a swept frequency signal and take
Nasurements at other electrode pairs. The drive is multiplexed to the next drive pair and

measurements repeated. It would be possible to drive each drive pair simultaneously
With a frequency similar to the other drive frequencies (Eg for a nominal frequency of

I°kHz, the drives could be at 10.0kHz, 10.5kHz, 11.0kHz etc.), and then the next wideband
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frequency could be applied. In this way the wideband frequencies would st.Il have to be
applied serially to the medium of interest, but all the drive pairs could be simultaneously
injecting current of slightly different narrowband frequencies thus removing the need for
multiplexing the drives. Problems with this method would include the high sampling frequency
required (it may be necessary to down convert the signal before sampling) and the difficulties
in matching the channels across the wideband frequency range.

A multiple drive strategy could also be applied to an induced current BIT system.
Usually 3 coils are excited serially to induce current in the circular medium of .merest

(although more coils have been proposed). The coils could, in principle, be excited at the

i eeveeeeeersyen rpHnrtion in measurement time was required. The
Same time with dlfeerent(%requenues Ifareduct q

common mode problem would be significantly reduced (the current is induced and so no
mismatches in drive current occur), but it would be necessary to consider the mutual coupling

°fthe coils and the effect of this on the induced currents.
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Appendix A
Quantised Sinewave Frequency Spectrum

The waveform generators described in section 3.3 produce quantised waveforms
which are converted to currents. It is necessary to calculate the frequency spectrum ofthe
Quantised waveform to determine the quantisation noise level for different DAC resolutions
and clock frequencies in order to make design decisions. This Appendix describes the process
Used to calculate the information given in the graphs shown in Figures 3.6 to 3.8.

The frequency spectrum ofthe quantised waveform is calculated by summing the
effects of time shifted rectangular pulses. A rectangular pulse of amplitude A and width r

centred around the time tohas the Fourier transform,
F(co) = — sin nfx-[cos2nft0- js\n2nft0] {A.1}

F°raquantised sinewave ofunit amplitude and frequency/,, quantised by a converter with

a 'east significant bit (LSB) of size bit, the amplitude of the pulse A is given by

sin 2nfx0 {A2}
bit

A =round

Aere round[] signifies the quantisation eff If the quantised sinewave conslls,ts Of,N

samples generated at a sampling frequency of/,, .ben the frequency reso utton A/ca

defined as A ,f=JIN= 1/t. The real part ofthe Founer Transform is given vy
N-\ in Tun
mbit Sin cos2~71i(/1 +0.5) {A3}
e L bit Tunbf

where «-sample number, w=ffequency number (ie wA/=ffequency), T isthe sampling period
A round[] signifies the quantisation effect and bit is the effective size ofthe LSB of

theDAC.

1 *
SI"Iarly the imaginary component ofthe Fourier Transform is given by

N-1 's\n2nHnT .. sinJim .
Im[F(/n)j = ground bit bit---- — -sm2row(/«+ 0°5) (A.4)

n=0
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By calculating the summations of equations {A.3} and (A.4) numerically, the

frequency spectra (magnitude against frequency) can be calculated. Figures 3.6 to 3.8 show

graphically data calculated in this manner.
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Appendix B
Current Mirrors

Current mirrors are often used as a basis for current sources [55][68], There are a
number of current mirror configurations, the simplest being shown in Figure B 1. , is the
generated signal current which is to be mirrored to produce the output current/, Assuming

that the two transistors are identical, the output current is related to the input current by the

relationship

i_ P {B.1}
h Ps2

"*here /] is the current gain of both of the transistors. Ideally, the current gain from / /o
weuld be unity, but this is not the case because the current /, must provide both the base
Currents for the transistors J\ and Tr Thus the current which is mirrored to fois /,-2/6. If
absolute amplitude matching ofthe output current to the input current is required there are
anumber ofthree and four transistor circuits with current gains closer to unity [89] which
Can be used. Emitter resistors are often included in the current mirror as shown in Figure

Ne2 to compensate for transistor parameter mismatches and increase the output impedance

the circuit.
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Figure B.l : A basic current mirror circuit.

Figure B.2 : A basic current mirror with emitter resistors.
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Appendix C
Output Resistance of Current Source

This Appendix details the analysis used to produce the figures for output impedance

quoted in section 3.4.6.
The analysis is based on a simplified hybrid it small signal model ofa transistor and

aims to calculate the output resistance of the circuit shown in Figure C.l. The reactive
circuit elements are not considered in this analysis. The approach used is to take each stage
(transistor) separately and to represent the output of each stage as a Thevenin equivalent
source which provides the input for the next stage. By using this approach the factors

critical to the performance at each stage may be identified.

(@) First Stage
The equivalent circuit ofthe first stage is shown in Figure C.2. The output resistance

this stage is given by

" pole (.}

p sic

rout.

"here vporc = vp When the output is open circuited and ips/c- ipwhen the output is short

circuited.

“he open circuit output voltage is given by

{C.2}
Vpolc = vfcel + "M R
(A+h<+N
"here iIM=(A +0'm+~h\ ~ j* {C.3}
m L ce1
Substituting for i.nl in {C.2} gives
rbefA+iP.+Ih”~R +rMR
Vpole ~ Ybes {C4}

rMrg,
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Figure  C.I : The transistor stages of the current mirror circuit. The small
signal voltages vp, vgand vr are measured with respect to
ground.

F.gure  C.2 : The small signal equivalent circuit of stage 1.
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Figure c.3: The small signal equivalent circuit of stage 2.

Flgure  C.4 : The small signal equivalent circuit of stage 3.
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Now

Vo ~“in(R1+R) +

(A + 1> + rw )(A + R) + roSci {C.5}

and therefore substituting for vfid from {C.5} into {C.4} gives

w *.a1+ (fr+ I)rce\R + rbeiR

{C.6}
polc in (a +1)rceA +(Px+Drc.iR+r»A +rbeR +rbelrcei J

The short circuit output current is given by

(C-7)

~psic

[21Q3+1)/fr,,1+ /™ 1+ W 'cgl]

which gives . ) 1C.8}
(A +ife +(A+i)n., +/fo>+/"

Substituting the values used in the circuit o fft= 100ii, ft,=2kQ, and typical transistor values

of0 =250, rie=920«, ree=36kO giveS =" Q

(b) Second Stage

The equivalent circuit ofthe second stage can be seen in Figure C.3. The transistors
used to create the ac feedback for the circuits shown in Figures 3.13 and 3.14 (those m the
section driving the resistor ft ) are no, shown in Figures C.1and C.3, but are connected in
parallel with the input to the second stage. Thus the first stage is driving the bases oftwo
eransistors in parallel. This can be taken into account at the input ofstage 2 by using a value
°f(2xr ) asthe source resistance to the second stage RS2.

The output resistance of the second stage is given by

Veplc {C.9}

{C.10}
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ooy ™ {c.y
where ~ Y R*+n.i+R

Substituting {C .11} into {C.10} gives

he2

iR»pr«i—\ {ClZ}

rbe2 L~ + i 2 + o«

Vgo/c = Vp

The equation for the short circuit output current is

[, = *—(0+ 1)r-A

{C.13}
q R+r,,2 A =2

where v' is the small signal base-emitter voltage across T2 (vkJ for the output short-

be2

circuited. This can be simplified to

R - focez

(C.14}
g sic ~be2 rtEZ{RAI'QZ)

The relationship between v*~ and vpis

Rrcel
R+ rgel

(C. 15}

(Rs2 + rbel)y(r + rce2y+ (ft+ 0o ~ .2

= Vb92 A ( R +lcez)

Substituting for V'Win {C.14} gives

iR-frce,) {C.16}
loslc = %0 (R + M ){R + re2) + (ft+ )

and using {C.9}, {C.12} and {C.16}

(R,+r ~ +R)+(P

{C.17}
R, +r" +R

_ Vvao°lg _
‘out2 ~ =m
,qslc

Substituting the same values as in the previous stage for R, (5 rce2, rM, and
= 775kQ. This isthe output impedance ofthe second stage due to
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the lower part (npn transistor part) ofthe circuit. The circuit ofFigure 3.13 consists o ftwo
stages only, and so the output impedance ofthe lower part ofthe circuit of Figure 3.13 (ie
that part containing npn transistors) is given by Equation {C. 17} The total output impedance
of the circuit of Figure 3.13 will be the output impedance of the upper half of the circuit
(that part containing the pnp transistors) in parallel with the output impedance ofthe lower
half of the circuit.

By substituting the typical values for pnp transistors o frl2=920Q and re2= 8kQ,
the output impedances ofthe upper halfofthe circuit of Figure 3.13 are rangp 9

0
the first stage and raulpp= 173ki2 for the second stage. Thus the total output impedance of

the circuit of Figure 3.13 is ratZldd =foua,p,ll raaAP~ 14

(c) Third Stage

By placing a common base connected transistor at the output of stage 2 as shown
in Figure C.1, the output impedance ofthe circuit is increased. The small signal equivalent
circuit of the stage is shown in Figure C.4 where v is the voltage source with source

resistance RsVgiven by r pcalculated for the previous stage using Equation (C. 17}, at the

input.
The output resistance ofthe circuit is given by
Vro,c {C.18}
roua = .
rsiC
{C.19}
o :be3
h s {C.20}
where
34 R

Substituting {C.20} into {C.19} gives

Prcei+rha

»ole =V, Ag4A 3

{C.21}

~he output short circuit current is given by
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Prce3+rM {C.22}
‘ce/bei

Y sic ~bes

where v’ isthe v, , for the output short circuit.
e3 bei

This can be expressed as

1+~ +7r3+0

- res ~3.

= Vies = v, {C.23}

St (c243

Therefore  v¢3 - v,
rce3rbe3 + ~ce3R s3 + rbe3R s3 + rce3R s3 J

Pcel+rvei {C.25}

rceSbei+ Rsi[(P+ |)K ei+ rbeil

So from {C.22} K.ic = vq

Yrole Tcefbei + Rsi[(P+ Xrcei+ ~3 ]
Thus rou3= {C.26}
‘rslc fbei+ R si

Substituting rM=36k£2, rM=920Cl, /£=250, /?j3=775ki2 for the npn transistors gives
an output impedance for the bottom half of the circuit of radinm- 9.0M il Substituting
V=14ki2 r =920Q, 0=250, =173kQ forthepnp transistors gives an output impedance

of the top halfofthe circuit ofW | = 3-5MQ. Since the total output impedance is the

Parallel combination ofthe two output impedances, rai = ra3rm Il ra(pp
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Appendix D
Calculation of the Voltage Differences if the

Anti-Alias Filters precede the Subtractor

In Figure D 1the Anti-Alias Filters (AAFs) precede the subtraction and have a
transfer function which produces a phase shift of 0 and a gain of a at the frequency at. Thus
the measured voltage difference, AVmwill be given by

{D.I}

AFm= Vha xsin (cot + ft) - V2a23m{(d +ft)

Where Vand K, are the amplitudes of the input voltages at the electrodes. The required
voltage difference AFis given by

AF = {[V1-V 2Jsin(0t P2
Since «,, «2, 0,, 0,are known (they can be determined by calibration with the Network
Analyser) it is necessary to find AFin terms of AFm

Expanding Equation (D .l)

AF = F,a,(sin oicosO0, +sin 0, cosca)- F2«2(sinM cos0,+ sin 02cosotr)
P-3%
=sin«fca, c 0 S 0 ., -V2a2 cosm os a>(rccsin0, sin
The in-phase voltage Wand the out-of-phase voltage V{can then be wntt
P-4}
Vp=F,a, cosft -V 2a2cosft
{D-5}
Vg =F,a, sinft -V 2a2sin ft
Substituting {D.5} in {D.4} for V2gives
Vpsin fit - Vgcosft (D.6)
a, (cos0,sin02- sin0, cos0,)
(Vxaxsinft - F~ (D.7)

Frot*Equation {D.5} K~W2=K a2sin ft
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AVM

Fidyre D I : Diagram showing two receive channels prior to subtraction.
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And substituting for v] from Equation {D.6}

r/ v/ Vp{oc2sin 02-a, sin*O + E”a, cos0,-a 2co0s(j)2)

vhovE axa2sin{d2-0'} {D-B}

Thus the amplitude of the required voltage difference V-V2can be calculated by

using the values ofa,, a,, @ 0, and the measured in phase and quadrature voltage differences.
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Appendix E
Subtractor Calculations

E. 1 Gain of the Subtractor

Figure 4.11 shows the circuit being investigated. It consists ofthe input resistances
ro, the decoupling capacitors C, the base bias resistors Rb, the differential input transistors
and T2, the collector resistors Rc, the emitter resistors Re and the op-amp with gain
resistors R. The small signal equivalent circuit of the transistor stages is shown in Figure
E 1followed by an ideal op-amp. It has been assumed that the current source loading the
emitters of the transistors has an infinite output impedance. The resistors R, Rcand Reare
matched to 0.1 % and so will be assumed to be perfectly matched inboth the channels in this
analysis.
The input voltages are v, and v2and the desired transfer function is given by the
ratio v¥/(v*-v*) where vois the voltage at the output of the op-amp.

The voltage at the non-inverting input of the op-amp, A,, is given by

- R®R
vt = - Ell
Smive2 [, o {EI}
Where vbe2 =v2-ve-(B82+\)Re— - \r@+ P2 1y {El .2}
fa | 9/ Ve
And !
n b2 — V+ (A + )R.— +vi2 {EL.3}
‘be2 Ra?

“minating iRand vgives

V2RIZ ~\e Ro2 Pra2'F
V+ - RR SCZ‘])

K+2R (El.4}
A2 F (B2+ DRORD2F r2 F A w(osz2 » (R2+ 1)"eF )
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figure 4.11 : The subtractor circuit.
Transistors T\, Ti and T$are BC184LC.
Resistors /?ei. Rei>*ci. Rcb 4. R>Ré and A7 are 0.1%.
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“gure E.l " The small signal equivalent circuit of the subtractor shown in
figure 4.11. The long tailed pair transistor stage is assumed
to be followed by an ideal op amp subtractor circuit.
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Summing the currents at the collector of Txto get an expression including v gives

--------- {EI.5}
gm \Vbe\ R R’

where

o - vy {El .6}
ved =vi-v,-(BI+DRYL - %™ oy

and

- {ELT}
*j= V,+ (A+i)«.riL+vii
! ‘be1 A,

Eliminating ix] from {E1.6} and {EI.7} and substituting for v», in {EI.6} gives

10405 V,/2M =V, /M +rol + iCi
, = RR (K +R) !

RC+2R R.R

IMR,, +(A +1)«A +[»;, + 1) (A +(A )

{EI.8}
{E1.9}
Assuming an ideal op-amp, v+= v
Assuming identical matching in the channels for all parameters ;i rle>A A>’~ )~ enhy
c°mbining equations {EI.4}, {EI.8} and {EI.9} gives
_ RR gJoeRMVSNI (E1.10)
YsTK +R CL A+ (BEPK )
This can be rearranged into the form
Vo g ST {EI.11}
V2—Vj 1+ st
" HR BK {EI.12}
ere k R +R{R+1)RA +(R+UR‘rr+~ +7 r°+r/e
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C[(j3+ )RbRe+ (J3+)R/0+ Rs» +V » +V .]
(J5+IK +7+ /i,

and {EI.13}

Making the approximation that /3is large so (/3+1)=/3 and assuming that ra« R b,R eand
then the gain k simplifies to

jt - R‘R {EI.14}
(R"+RXr. +R))

where r=\Igm. This is the value of gain quoted in section 4.3.3.

E.2 Common Mode Voltage Range ofthe Subtractor

If the maximum voltage difference, AF, at the inputs of the subtractor is 0.75V
(section 4.3.1). then the maximum common mode voltage that the circuit can work under
can be calculated using large signal considerations as follows. Figure 4.10 shows the

differential part of the circuit. If Vr V,, + AF/2 and K,= F .- AF/2 then summing the

currents at the collector ofthe current source

R, K+¥Y A +~0i-K>y-"iwshP--T~0j~Y | (E2)
where Viis the bias voltage at the bases of the transistors given by
Vb =JhitaR} = 10x10%6X220X103=-2.2V *E2 2%

The minimum common mode voltage must not allow F,,, to be more negative than V,,. So
substituting the value F4=-2.2V from (E2.2), AF=0.75V, /=4mA, R -49912 and V r Vbl
gives a minimum limit of the common mode voltage of-7.4V. The maximum common

mode voltage must not allow K,, to exceed F,,(or Vbl to exceed V J. The emitter current,

through transistor T2is given by

[ AV L {E2.3}

collector current, 1c2 through transistor T2is given by

K (2R+Rc)v {E2.4}
K | 2RRC) @
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For transistors with reasonable current gain, the collector current equals the emitter current.

Thus equating Equations {E2.3} and {E2.4} for Ie2and I2gives

rvs AV A 2RRC

_ {E2.5}
~ kKRc 2Re 2)2R+Rc

V2

Using K.-1SV, /-4mA, *=499", AF=0.75V, Rr 3 32Ul, R=MCl gives V,2-5.0V.

Thus

{E2.6}
5.0 >Vb+Vom+:Y

Giving Vant< 6.8V for Vb=-2.2V and AF=0.75V.

for a maximum
Thus the common mode range that can be accommodated

differential voltage of 0.7V is -7.4V < Van<6.8V.

E.3 The effects of input channel mismatch on the CMRR

of a subtractor

The matching ofthe channels preceding the subtraction stage in the receivers has

4 significant effect upon the maximum Common Mode Rejection Ratio (CMRR) that can

achieved.

Figure 4.10 shows the subtractor circuit. The voltage at the base ofthe two input

transistors 7; and are high pass filtered versions of the input voltages v, and v2

U,
o ) {E3.1}

1+7'67

. ©
I om

ie \Wd .(© and
1+7

For a common mode signal v, = v2= v, the output of the subtracter (ignoring all

other effects - including the common mode gain) is given by
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. ft). 0,
. | + b 1+ 7 "
ft), ft)
/ \ 1 (O0+1t), 1 {E3.2}
(F), -Ft)J | @@

(@), +ft)0) | (<o + (O
1+ )<ﬂ>0t°|J ftloNi

This is a standard form of frequency response for a bandpass filter with centre

ft), -Mo
0),+iy0j

. . For a differential gain of 1, the CMRR due
frequency Vit)Oft), and peak gain of

to mismatch in the input decoupling is given by

2010g fO(ft), -ftO {E3.3}

A0)2+ 0)02) (D)2 +ft>7)
Using 1% capacitors and ’1(70 FS%I%%’F% of nominal value 39nF and 220kQ
respectively, to, and m could be mismatched to mr 114.25rads "’ and 0,=118.92rads "’ A,

20 kHz this gives a CMRR of -88.6dB which is acceptable. The high pass function will

) __. nns°at 20kHz both of which are
cause a gain error of 4.5 x 10'5and a phase err

acceptable.
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Appendix F
Drawings of Phantom and Electrode Array

Figure F.l : Cross section of the electrode array.
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Fixing holt Electrode
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Figure F.2 : The electrode array viewed from within the phantom.

7mm 10mm 30mm

Figure F.3 : The common mode feedback electrode array.
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0 o] 0 0 0 |
0 O 0 0 @]
260mm _ t
500mm r

Figure F.4 : The phantom viewed from the front showing the pseudo-2D and 3D

position ofthe electrode array.

15mm

Figure F.5 : The phantom viewed from the back showing the common mode feedback

application points.
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Appendix G
List of Control Signals

This Appendix lists the signals used in the control of the system referred to in

Chapter 5. The name and briefdescription ofthe signal is given, followed by the source and

destination of the signal in brackets.

ADDVALID - Enables the memory address bus onto the PC address bus (PAL F - ACT244)
AEN - PC address enable signal (PC - PAL H)

CLKOUT-Generated clock signal for EPROM address generators (PAL 1- HC125)
CLKRD - Sets direction of data flow through buffer to read/write ports (PAL H -AC245)
CLKREAD - Clocks data from read port to PC (PAL H - HC373)

CLKWR - Clocks data from PC into write port (PAL H - HC273)

CONTINUQUS - Set low for continuous measurements (HC273 - PAL A)

/CONVST- Conversion signal for ADCs in receivers (PAL C - ADCs)

COUNT- Enables both counters used in drive control (PAL 1- HC163)

IDACCS - Chip select for DACs in waveform generators (PAL 1- DACs)

/IDACWR - Write enable for DACs in waveform generators (PAL 2 - DACs)
ENCLKMEAS - Enables the clock for EPROM address generators (PAL 1- HC125)
ENDOFFRAME - Memory address decoded at end of frame (PAL D - PAL A)
ENDOFMEM - End of memory decoded (PAL D - HC74)

ENDOFMEMSTOP - Stop signal at end of memory (HC74 - PAL A)

ENDOFTIME - Indicates end of time interval in delayed measurements (HC273 - ACOO)
/ENMEMADDABUS - Enables system generated address onto mem bus (PAL A -HC244)
/ENMEMWE - Enables memory write enable signal for data storage (PAL A - HC125)
GO - Start measurements (HC74 - PAL A)

DOCHRDY - PC input/output channel ready signal (PAL G - PC)

/IOR - PC input/output read signal (PC - PAL H)

/IOW - PC input/output write signal (PC - PAL H)

UTCHEN- latch in data signal for ADC following latches (PAL C - HC373s)
ISBADDVALLD - Enables memICI data bus onto PC data bus (PAL F - ACT244)

MEASURE - Starts the measurement process (HC273 - many)
MEASURECOUNT - Enables measurement control signal counters (PAL A - AC 163)

/KIEASCOUNTERCLR - Clears counter on reset & 128th count (PAL C - AC 163)
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MEMADDCOUNT- Enables memory address generator counters (PAL A - AC 163)
MEMADDGEN - Measurement data addresses (AC 163 - PAL D)

MEMADDGENCLK - Generated clock for memory address generators (PAL C - HC125)
MEMADDGENCLKOUT - Clocks memory address generators (HC125 - AC 163)
IMEMOQOS12 - Chip select for both memory ICs (PAL A - memory)

IMEMOEL1 - Output enable for memory LSBs (HC273 - memICl)

IMEMOE?2 - Output enable for memory MSBs (HC273 - memIC2)

IMEMR - PC memory read signal (PC - PAL G)

IMEMWE - System generated write enable signal for data write to mem (PAL C - HC125)
IMEMWEQUT- Memory write enable signal (HC125 - memory)

MSBADDVALID - Enables memIC2 data bus onto PC data bus (PAL F - ACT244)
NOTRESET- Used to enable OSC as clock for counters reset (PAL A - HC125)
AOCI-16 - Output enable for data latches onto memory data bus (PAL B/C - HC373s)
ONEWS - One wait state to be inserted in PC read cycle (PAL G - switch - /OCHRDY)
OSC - 16.384MHz clock oscillator (many)

PCABUS - PC address bus (PC - many)

POOLE - PC clock signal (PC - PALG)

PCDBUS - PC data bus (PC - many)
/PCREADLI - Indicates Isbs of data to be read (HC373 - PAL A)

/[PCREAD?2 - Indicates MSBs of data to be read (HC373 - PAL A)

PROMADD - Address of EPROMs (HC163 - EPROMs)

PROMADDGENCLK - Clocks EPROM address generator counters (HC125 - HC163)
/IPROMADDGENCLR - Clears counter on reset and 2048th count (PAL 1-HC163)
/PROMCE - Chip enable signal for EPROMs (PAL 1- EPROMs)

/PROMOE - Output enable signal for the EPROMs (PAL 1- EPROMs)

/IRESET - Resets counters etc after power up (HC273 - many)

RESETDRYV - PC reset drive signal (PC - PAL G)
RESTART - Restarts measurements after time interval elapsed (HC74 - PAL A)

RDWREN - Enables buffer to read/write ports (PAL H - ACT254)

SINSYNC - Indicates first EPROM location for synchronisation (PAL 1 - many)
PHREEWS - Three wait states to be inserted in PC read cycle (PAL G - switch - /OCHRDY)
TRACKHOLD - Signal for deglitcher in waveform generators (PAL 2 - HA5330s)
DVOWS - Two wait states to be inserted in PC read cycle (PAL G - switch - /OCHRDY)
WAITING - Signals end of frame and waiting to restart measurements (PAL A - AC00)
ZEROWS - No wait states to be inserted in PC read cycle (PAL G - switch - /OCHRDY)
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Appendix H
Program to control the measurements

/linclude “measure.h”

/* Subprogram to setup the system in the chosen configuration and take
the measurements
Possibilities of referenced, continuous, delayed and averaged referenced /

void initiatemeas(unsigned char mv,unsigned char wtv,unsigned char eot,
unsigned char wait,int pl.int p2)
{ eot=mv+ ;
outportb(pleot);
wait =wtv,
while (wait !=0)
{ wait = inportb(p2);

}
¥

void framerun(unsigned char mv,unsigned char wtv,unsigned char wait,

intpl.int p2)
{ °utportb(pl,mv); [*resetregl=0*/
wait=0;

while (wait 1=wtv)  /‘waiting till endoflrame*/
{ wait - inportb(p2);

void waitstart()
(' unsigned char readstart;

readstart =0,
while (readstart !=10)
{ readstart = getchar();

}

>

int meas(void)

( intportl=0x0370; /*port to write to*/
int port2 = 0x0371; /*portto read from*/
int datatype;

tnt choice,tempvalue,finaldelay,p,q,r,
unsigned char readon,readchoice,rcaddelay;
unsigned char reg2waiting;

unsigned char resetvalue = 136;

unsigned char idlevalue = 152;

unsigned char delayedvalue = 216;
Unsigned char continuousvalue =152;
unsigned char measurevalue;

unsigned char waitvalue = 8;
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unsigned char reglendoflime;

outportb(port L.resetvalue);

printf(“Ensure that the system is switched on. 'll”);
printf(“Press return to continue.”);
readon =0;
while (readon 1=10) /*10 is ASCII for return*/
{ readon = getcharf);
}
outportb(port 1,resetvalue);
delay(I00);
outportb(port Lidlevalue);
printf(*Do you want to do take \n\n");
printf(* 1 One referenced measurement \n”);
printf(* 2 A continuous set of six frames \n”);
printff« 3 Adelayed set ofsix frames \n”);
printfr* or 4 An averaged referenced measurement. \n”);
choice = 0;
readchoice = 0;

while (readchoice '=10)
{ readchoice = getcharf);
choice = readchoice + choice;}

/*Choice : 49 ascii for 1, 50 ascii for 2 and 51 ascii for 3 etc. The */
/*ascii code for return (10) has been added.*/

if (choice == 59) /*Single referenced measurement*/

{ datatype = 1,

outportb(port 1,delayedvalue);

measurevalue = delayedvalue + 32;

framerun(measurevalue,waitvalue,reg2waiting,port 1,port2);

printf(*“Press return to take homogeneous measurements.*”);

waitstart();

initiatemeas(measurevalue,waitvalue,reglendoftime,reg2waiting,
portl,port2);

framerun(measurevalue,waitvalue,reg2waiting,port 1,port2);

printf(“Position object, then press retum.\n");

waitstart();

initiatemeas(measurevalue,waitvalue,reglendoftime,reg2waiting,
portl,port2);

framerun(measurevalue,waitvalue,reg2waiting,port 1,port2);

outportb(port Lidlevalue);

} /* End of single referenced choice */

if (choice == 60) /” Continuous frames*/

{ datatype = 2;

outportb(port 1.continuousvalue);

printf(“Press return to take measurements.\n”);

waitstart();

measurevalue = continuousvalue + 32;

framerun(measurevalue,waitvalue,reg2waiting,port 1,port2);
/*end of mem*/

outportb(port 1.idlevalue);

} /* End of continuous choice */

if (choice == 61) /* Delayed set of frames*/

{ datatype =3;

outportb(port Ldelayedvalue);

printff'Please type delay in ms between ffames.\n");



/*This bit is to convert the ASCii read from the keyboard to decimal */

tempvalue = 0;

readdelay = 48; /* 48 is decimal ASCII for ‘0’ */

while (readdelay != 10) /* 10 is decimal ASCII for <LF>*/

{ tempvalue = 10 *tempvalue + (readdelay-48);
readdelay = getchar();

f:?naldelay = tempvalue;

printf(*“Press return to begin taking measurements.””);

waitstart();

measurevalue = delayedvalue + 32;

for (p=1; p<=6; p++)

{ framerun(measurevalue,waitvalue,reg2waiting,portl,port2);
delay(finaldelay); /*count*/
initiatemeas(measurevalue,waitvalue,reglendoftime,reg2waiting,

portl,port2);
framerun(measurevalue,waitvalue,reg2waiting,portl,port2);
* 7th wait is end of mem*/
outportb(port Lidlevalue);
} /‘end ofdelayed choice*/

if (choice ==62) /* Averaged referenced measurement*/
{ datatyper4;
outportb(port 1,delayedvalue);
measurcvalue = delayedvalue + 32;
framerun(mcasurevalue,waitvalue,reg2waiting,port 1,port2);
printf(*“Press return to take homogeneous measurements.™”);
waitstart();
for (q=I; q<=3; g++)
{ initiatemeas(measurevalue,waitvalue,regl endoftime,reg2waiting,
portl,port2);
framerun(measurevalue,waitvalue,reg2waiting,portl,port2);
}
printl(*Position object, then press retum.\n");
waitstart();
for (r=1, r<=3; r++)
{ initiatemeas(measurevalue,waitvalue,regl endoftime,reg2waiting,
portl,port2);
framerun(measurevalue,waitvalue,reg2waiting,port 1,port2);
}
} /‘end ofaveraged ref*/
outportb(port 1Jdlevalue);
outportb(port 1 resetvalue);
delay(100);
°utportb(port 1 idlevalue);
printf(*Measurements complete. \n”);

1= Readings taken. */
retum (datatype);
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Appendix J
Calculation of the Weighting Factors

This appendix presents the derivation of the weighting factors used in the image

forming algorithm described in Chapter 6.
The drive current between two adjacent drive electrodes can be modelled as a

point dipole at the midpoint between the two drive electrodes. For a homogenous semi-
infinite 2D medium, the drive current flows in circular current paths in the medium, hence
generating circular equipotential loci as shown inFigure 1.2. The weighting factor is defined
in section 6.2.3 as the rate of change of angle of current through a pixel with change in
drive position. Figure J.I shows the drive dipole, D, at point (x0,0) on the surface of a
medium of interest A-B. Point P (xpy p) is a point within the medium and the equipotential
passing through P is the arc C-D. The geometric centre of this arc (semicircle) is on the
surface (line AB) and is shown as O. The current passing through the pixel P is in the

direction OP, perpendicular to the tangent of CD at P. OP makes an angle 0 with the axis
AB. The required weighting factor is 50/8xo.
Angle iffis related to 0 by

Relating if/to x0

tan if/ = F—-—r {).2}
K -

Differentiating both sides of {J.2} with respect to i//and rearranging gives

8\ff _ -y L_
K (x0- Xpf

ecos iff {J.3}

Since {14}
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Equipotential

Figure J.l1 : Diagram to show the derivation of the linear weightings for weighted

backprojection
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Then

8y _ y P2

8X0 (xo-~xP)2+yP2

From Equation {J. 1} it can be seen that

W(xpy p) is given by

Sy 159
~2
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» Therefore, the weighting factor
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Appendix K
Calculation of the Effect of the Phantom

Boundaries on the Measured Potential.

This appendix presents the calculation of the effects of a bounded region (the
phantom) on the potentials generated in the phantom, in comparison with a semi infinite
region.

Figure K.I shows the phantom of dimensions a and b and a single drive current
injected at x, and extracted at x2 The walls ofthe phantom are boundaries across which no

current passes except for the drive current (ignoring common mode feedback). Thus for a

bounded region, the boundary conditions are

do o _o (K2)
Ik - - O {K.I} dX X=1i

do 10 =rfsea) - 502 (K4}
dy e {K.3} dy y-o nod

Since there is no current generated within the phantom, Laplace's Equation {K.5}

can be applied [90],

, {K.5}
V D=0

By performing separation of variables and using the above bounded conditions
Laplace's equation jK.5} for this situation can be solved using separation ofvariables [90]

yields the solution to Laplace's equation of

= = {K®6)
X Y
where ~M(xNy) = X(x)Y(y) where
X(x)= A cosh kx + B sinh kx or *(*) = Acosta + B'sinfot [K.7a[
and y(y) =Ccosh ky + &inh  «kyor Y(y)=C'cosky+ D'smky (K.7bf

Where A, ECand D are real coefficients and
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Figure K. 1: Diagram showing the phantom boundaries and position ofcurrent injection
pair.
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In order to satisfy the boundary conditions in {K. 1} and {K.2} the solution must

include a 'cos(nnxlb)' term, where « is an integer. Thus the solution is ofthe form

A,cosh”-~A-j+Bnsinh (» COS\fte; (K8}

n=0|_

where Anand Bnare constant coefficients. Differentiating equation {K.8} with respect toy

gives

<90 vy, jtn = Ton
dy b AnSinh[ A ) +B"COSh( A |~b~ {K.9}

Applying the boundary condition in {K.3} to the above equation gives a solution for Bn

which is
Bn=-Antanh "o" {K. 10}
Thus substituting for Bnin equation {K.9} gives the potential gradient as

, O f f nyn nxn
¢ sinh . tanh nalOcosh y ( {K.11}
4 = b ) “1t

When the boundary condition of {K.4} is applied to this equation, it can be seen that

cO nxn

{K. 12}
dy =0 =
This expression can be written as a Fourier series ie
nxn
IM =i, C*cos {K.13}
=1
where
Cn=2Jf(x)cos™~-dx
2b J nad {K.14}

TEC, « TEC,«
cos—E— cos .
bnad
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From Equations {K.12} and {K.14} it can be seen that

A = !
. nan {K.15}
ifndotanhf
V b

Thus substituting for>Inand Bnin equation {K.8}, the potential distribution in the

phantom is given by

mix Jtnx,
COS——1— COs-

" nxn b b
cosh iy-Ij---tanH--r]‘:i-r-]sihﬁ nyn I nan
b b T . ntanh

{K.16}

This equation can be used to calculate the expected voltage differences between

the receive electrodes by substituting y=0 and suitable values for X. By substituting y=0,

Equation {K.16} reduces to

£ xey)mik i | “{T, nan {K.17}

wtanh

For adjacent drives, if the drive positions o, and x2were defined by x -x dU2 and

X2~xd+1/2 then equation {K.17} becomes

®(x,Yy) {K.18}

This solution was used in the computation ofthe potential differences measured at

the receive electrodes in the presence of the phantom walls. The effect was to cause an

error of less than 0.02%.
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Appendix L
Common Mode Voltage Compensation

Section 3.5.4 describes the use ofcommon mode feedback to reduce the common
mode voltages generated by mismatches in the system parameters. The circuitry used
perform the common mode feedback introduced a phase shift between the differential
signal and this common mode voltage. Ifthe permittivity ofthe medium under investigation
is small, no phase shift should be introduced by the medium o finterest itselfand the measured
potential difference signals should either be 0° or 180° with respect to the drive waveforms
(after fixed phase shifts through the system have been taken into account).

Figure L.l shows a phasor representation of the output of the subtractor at one
signal frequency. The desired measurement is the voltage vd, the phase shifted common
mode voltage is v. and the measured voltage, vm, is the resultant ofthe two. 1fthe common
mode rejection ratio of the subtractors were large enough, vcwould be small and vfi~ V
This is approximately the case for large values of vd.

The phase shift ofthe measured voltage, a, is known, the phase shift generated by
the common mode feedback circuitry at the signal frequencies, B isknown and the mag

ofv is known. Since v is assumed to have no components which are phase shifted,

Ve sina = v, sinB {L.I}
Since
vd ~ vmcosa-vccos/3
=V cosa- vmsin a cosfi (L.2)
sin/3

Thus by measuring v,,and a, and knowing ft y, iscalculable. This method has not
been tried on real data due to lack oftime, but it may prove to be useful inthe compensat,on
ofcommon mode voltages. This method assumes that there is no phase shiftofv,, whtchis

not true for permittivity discontinuities and it does not compensate for any common mode

voltage which is in phase with the differential voltage.
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Figure L.l : Phasor diagram showing the measured voltage differences
vdis the required voltage difference
vcis the output of the subtractor caused by a finite CMRR

vmis the measured voltage.
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Appendix M
Data for programming PALS

This Appendix lists the data used to program the PALs which are used in the

control circuitry.

PAL 1

;PALASM Design Description

Declaration Segment

PALI

CHIP _pall PAL22V10

5 e — PIN Declarations

PIN 1 AO INPUT

PIN 2 Al INPUT

PIN 3 A2 INPUT

PIN 4 A3 INPUT

PIN 5 A4 INPUT

PIN 6 A5 INPUT

PIN 7 A6 INPUT

PIN 8 AT INPUT

PIN 9 A8 INPUT

PIN 10 A9 INPUT

PIN 11 Al0 INPUT

PIN 12 GND

PIN 14 ENCLKMEAS COMBINATORIAL ; OUTPUT
PIN 16 IPROMADDGENCLR COMBINATORIAL ; OUTPUT
PIN 17 COUNT COMBINATORIAL ;OUTPUT
PIN 18 IPROMOE COMBINATORIAL ;OUTPUT
PIN 19 IPROMCE COMBINATORIAL ;OUTPUT
PIN 20 IDACCS COMBINATORIAL ;OUTPUT
PIN 21 RESET CINPUT

PIN 22 MEASURE INPUT

PIN 23 SINSYNC COMBINATORIAL ;OUTPUT
PIN 24 vCe .

— Dooican cquauun ocgmciu -

equations

pROMADDGENCLR = (MEASURE*AO0*A1*A2*A3*A4*A5*A6*A7T*A8*A9*A10) + /IRESET

SINSYNC = MEASURE*AO0*/A1*/A2*/A3*/A4*/A5*/A6*/AT*/A8*/A9*/A10

d ACCS = RESET
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PROMCE = MEASURE
PROMOE = MEASURE

COUNT = MEASURE

PAL 2

;PALASM Design Description

PAL2

CHIP PAL2 PALCE16VS8

PIN 5 QALSB

PIN 6 QB

PIN 7 QC

PIN 8 QDMSB

PIN 10 GND

PIN 13 CLKOUT

PIN 14 /IDACW R

PIN 15 TRACKHOLD
PIN 20 vCcC

i'—
EQUATIONS

CLKOUT = QALSB*/QB*/QC*/QDMSB

Declaration Segment

PIN Declarations

; INPUT
; INPUT
; INPUT
; INPUT

COMBINATORIAL ;OUTPUT
COMBINATORIAL ;OUTPUT
COMBINATORIAL ;OUTPUT

Boolean Equation Segm en t-—--—-—-—---

DACWR = /QALSB*QB*QC*/QDMSB + QALSB*QB*QC*/QDM SB +
JQALSB*/QB*/QC*QDMSB + QALSB*/QB*/QC*QDMSB +
/QALSB*QB*/QC*QDMSB + QALSB*QB*QC*QDMSB +
JQALSB*/QB*QC*QDMSB + QALSB*/QB*QC*QDMSB +
/QALSB*QB*QC*QDMSB+ QALSB*QB*QC*QDM SB

TRACKHOLD = QALSB*/QB*QC*/QDMSB + /QALSB*QB*QC*/QDMSB +

QALSB*QB*QC*/QDMSB + /QALSB*/QB*/QC*QDMSB +

QALSB*/QB*/QC*QDMSB + /QALSB*QB*/QC*QDMSB +

QALSB*QB*/QC*QDMSB

PAL A

iPALASM Design Description

PAL A

CHIP _pala PALCE16V38

PIN 1 ENDOFFRAME
PIN 2 ENDOFMEMSTOP
PIN 3 PCREAD2

Declaration Segment

PIN Declarations —

JNPUT
JINPUT
JNPUT
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PIN 4 PCREAD1 INPUT

PIN 5 CONTINUOUS INPUT

PIN 6 GO PINPUT

PIN 7 MEASURE P INPUT

PIN 8 RESTART JINPUT

PIN 9 RESET PINPUT

PIN 10 GND .

oIN 12 WAITING COMBINATORIAL ; OUTPUT
oIN 13 INOTRESET COMBINATORIAL ;OUTPUT
oIN 14 IMEM CS12 COMBINATORIAL ; OUTPUT
bIN 15 JENMEMADDABUS COMBINATORIAL ;OUTPUT
BIN 16 MEMADDCOUNT COMBINATORIAL ;OUTPUT
bIN 17 MEASURECOUNT COMBINATORIAL ; OUTPUT
oIN 18 MEMADDGENCLR COMBINATORIAL ; OUTPUT
BIN 19 JENMEMW E COMBINATORIAL ; OUTPUT
PIN 20 vce

; Boolean Equation Segm en t-------------

EQUATIONS

ENMEMWE = GO*(RESTART+/(ENDOFFRAME*CONTINUOUS))*PCREADI*PCREAD2

+MEASURE
MEASURECOUNT = GO*PCREAD 1*PCREAD2*MEASURE

MEMADDCOUNT = GO*(RESTART+/(ENDOFFRAME*CONTINUOUS))*PCREADI*PCREAD?2

+MEASURE
WAITING = (ENDOFFRAME*CONTINUOUS) + ENDOFMEMSTOP
ENMEMADDABUS = MEASURE*PCREAD 1*PCREAD2
MEMCS12 = MEASURE+/PCREAD 1+/PCREAD2
NOTRESET = RESET

MEMADDGENCLR = RESET

PALB

;PALASM Design Description

; Declaration Segment

PALB

CHIP _palb PALCE26V12

PIN Declarations

PIN 1 Q1lLSB JNPUT
PIN 2 Q2 UNPUT
PIN 3 Q3 JINPUT
PIN 4 Q4 iINPUT
PIN 5 Q5 JNPUT
PIN 6 Q6 iINPUT
PIN 7 VCC >

PIN 8 Q7MSB iINPUT
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PIN 15 /0C8 o ™
PIN 16 /oCc10 o o
PIN 17 /oc7 (0] ™
PIN 18 /0C 6 Te)
IN 19 /10C5 ™
Noo mU oC ™
V3 w \Onu O o
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20 o Y
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o o0 o5*R & x o + o UNS XZ B % ¥ y=wiB
0C5 = QILSB*/Q2*Q3*/Q4*Q5*/Q6*/Q7TMSB + /Q1LSB*Q2*Q3*/Q4*Q5*/Q6*/Q7M SB
+Q1LSB*Q2*Q3*/Q4*Q5*/Q6*/Q7MSB +/ Q1LSB*/Q2*/Q3*Q4*Q5*/Q6*/Q7M SB
0C6 = /QLILSB*Q2*/Q3*Q4*Q5*/Q6*/Q7MSB + Q1LSB*Q2*/Q3*Q4*Q5*/Q6*/Q7MSB
+/Q1LSB*/Q2*Q3*Q4*Q5*/Q6*/Q7TMSB + Q1ILSB*/Q2*Q3*Q4*Q5*/Q6*/Q7MSB
0C7 = QILSB*Q2*Q3*Q4*Q5*/Q6*/Q7MSB + /QLILSB*/Q2*/Q3*/Q4*/Q5*Q6*/Q7M SB
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MEMADDGENCLK = (Q1LSB*/Q2*/Q3*/Q4*/Q5*/Q6*/Q7M SB)
+ (/QILSB*Q2*Q3*/Q4*/Q5*/Q6*/Q7M SB)
+ (QILSB*Q2*/Q3*Q4*/Q5*/Q6*/Q7M SB)
+ (/QILSB*/Q2*/Q3*/Q4*Q5*/Q6*/Q7MSB)
+ (Q1LSB*/Q2*Q3*/Q4*Q5*/Q6*/Q7MSB)
+ (/QILSB*Q2*/Q3*Q4*Q5*/Q6*/Q7M SB)
+ (QILSB*Q2*Q3*Q4*Q5*/Q6*/Q7M SB)

+ (/QILSB*/Q2*Q3*/Q4*/Q5*Q6*/Q7M SB)
+ (Q1LSB*/Q2*/Q3*Q4*/Q5*Q6*/Q7MSB)
+ (/QILSB*Q2*Q3*Q4*/Q5*Q6*/Q7M SB)
+ (QILSB*Q2*/Q3*/Q4*Q5*Q6*/Q7MSB)
+ (/JQILSB*/Q2*/Q3*Q4*Q5*Q6*/Q7M SB)
+ (QILSB*/Q2*Q3*Q4*Q5*Q6*/Q7MSB)
+ (/Q1LSB*Q2*/Q3*/Q4*/Q5*/Q6*Q7MSB)
+ (QILSB*Q2*Q3*/Q4*/Q5*/Q6*Q7M SB)
+ (JQILSB*/Q2*Q3*Q4*/Q5*/Q6*Q7MSB)

oco = (QILSB*/Q2*/Q3*Q4*/Q5*Q6*/Q7MSB) + (/Q ILSB*Q2*/Q3*Q4*/Q5*Q6*/Q7MSB)
+ (Q1LSB*Q2*/Q3*Q4*/Q5*Q6*/Q7MSB) + (/QLLSB*/Q2*Q3*Q4*/Q5*Q6*/Q7MSB)

OC11 = (QILsB*Q2*/Q3*/Q4*Q5*Q6*/QTMSB) + (/QILSB*/Q2*Q3*/Q4*Q5*Q6*/Q7M SB)
+ (Q1ILSB*/Q2*Q3*/Q4*Q5*Q6*/Q7MSB) + (/QLLSB*Q2*Q3*/Q4*Q5*Q6*/Q7M SB)

(/Q ILSB*/Q2*/Q3*Q4*Q5*Q6*/Q7MSB) + (QLILSBVQ2VQ3*Q4*Q5*Q6*/Q7M SB)
+ (/QLILSB*Q2*/Q3*Q4*Q5*Q6*/Q7MSB) + (QLILSB*Q2*/Q3*Q4*Q5*Q6*/Q7M SB)

OoC12

(/QILSB*Q2*/Q3*/Q4*/Q5*/Q6*Q7MSB) + (QILSB*Q2VQ3*/Q4*/Q5*/Q6*Q7M SB)
+ (/Q1LSB*/Q2*Q3*/Q4*/Q5*/Q6*Q7MSB) + (Q ILSB*/Q2*Q3*/Q4*/Q5*/Q6*Q7MSB)

OC14

MEASCOUNTERCLR = /RESET + (Q1LSB*Q2*Q3*Q4*Q5*Q6*Q7M SB)

PALD

;PALASM Design Description

Declaration Segment

PALD

CHIP PALD PAL22V10

PIN Declarations —

PIN 5 All JINPUT
PIN 6 AlO INPUT
PIN 7 A9 INPUT
PIN 8 A8 JINPUT
PIN 9 Al4M SB INPUT
PIN 10 A13 D INPUT
PIN 11 Al2 cINPUT
PIN 12 GND

PIN 13 A4 “INPUT
PIN 14 A5 D INPUT
PIN 15 A6 INPUT
PIN 16 Al INPUT
PIN 17 AOLSB ; INPUT
PIN 18 Al INPUT
PIN 19 A2 INPUT
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PIN 20 A3 ;INPUT

PIN 22 ENDOFFRAME COMBINATORIAL ;OUTPUT
PIN 23 ENDOFMEM COMBINATORIAL ;OUTPUT
PIN 24 VCC

> [ Boolean Equation Segment--—-----—--—----

equations

ENDOFMEM =

ENDOFFRAME =

PALF

(A14M SB*A13*A12*/A11*/A10*/A9*/A8*/A7T*/A6*/A5*A4*/A3*A2*A1*A0LSB)

(/A14M SB*/A13*A12*/A11*/A10*/A9*/A8*/AT*/A6*/AS5*A4*/A3*IA2*/A1
*AOLSB)

(/A14M SB*A13*/A12*/A11*/A10*/A9*/A8*/AT*/A6*/AS*A4*/A3*/A2*A1
*/AOLSB)

(JA14M SB*A13*A12*/AII*/AL10*/A9*/A8*/AT*/A6*/A5*A4*/A3*/A2*Al
*A0LSB)

(A 14M SB*/A 13*/A 12*/A 11*/A10*/A9*/AB*/AT*/A6*/A5*A4*/A3*A2*/A 1
*/AOLSB)

(AL14M SB*/A13*A12*/A11*/A10*/A9*/AB*/AT*/A6*/A5*A4*/A3*A2*%/A1
*AO0LSB)

(AL1AM SB*A13*/A12*/AL11*/A10%/A9*/AB*/AT*/A6*/A5*A4*/A3*A2*A1
*/AOLSB)

(A14MSB*A 13*A 12*/A 11%/A 10*/A9*/AB*/AT*/A6*/A5* A4*/A3*A2*Al
+AOLSB)

;PALASM Design Description

Declaration Segment

PALF
CHIP PALF PALCE16VS
PIN Declarations
PIN 3 PCREAD?2 INPUT
PIN 4 PCREAD1 INPUT
PIN 5 Al9 INPUT
PIN 6 A18 INPUT
PIN 7 Al7 INPUT
PIN 8 A16 INPUT
PIN 9 A15 INPUT
PIN 10 GND
PIN 12 /ILSBADDVALID COMBINATORIAL ; OUTPUT
PIN 14 /IMSBADDVALID COMBINATORIAL ; OUTPUT
pin i7 /ADDVALID COMBINATORIAL ;OUTPUT
ein 20 VvCcC

Boolean Equation Segment

equations

ADDVALID = /A15*/A16*A17*A18*A19

LSBADDVALID =

IA15*/A16*A17*A18*A19*/PCREAD1

MSBADDVALID = /A15*/A16*A17*A18*A19*/PCREAD2
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PAL G

;PALASM Design Description

; Declaration Segment

PAL G

CHIP PALG PAL22V10

PIN Declarations-----------mmmmmmmmmemmome-

PIN 1 PCCLK PINPUT

PIN 2 ADDVALID PINPUT

PIN 3 MEMRSIG PINPUT

PIN 4 RESETDRYV SINPUT

PIN 5 DINO SINPUT

PIN 8 DINL PINPUT

PIN 9 DIN2 PINPUT

PIN 10 DIN3 PINPUT

PIN 11 OUTRESET JINPUT

PIN 12 GND

oIN 14 OUTOUTRESET COMBINATORIAL ;OUTPUT
bIN 15 THREEWS REGISTERED ; OUTPUT
bIN 16 TWows REGISTERED ; OUTPUT
bIN 17 ONEW S REGISTERED ;OUTPUT
oIN 18 JEROW S REGISTERED ; OUTPUT
PIN 24 vcce

NODE 1 GLOBAL

Boolean Equation Segment

equations

GLOBAL.RSTF = OUTRESET

OUTOUTRESET = RESETDRV + ADDVALID + MEMRSIG
ZEROWS.TRST = /RESETDRV*/ADDVALID*MEMRSIG
ONEWS.TRST = /RESETDRV*/ADDVALID*/MEMRSIG

TWOWS.TRST = /RESETDRV*/ADDVALID*MEMRSIG
THREEWS.TRST = /RESETDRV*/ADDVALID*MEMRSIG

ZEROWS = DINO
ONEWS = DIN I
TWOWS = DIN2

THREEWS = DIN3

pal h

>PALASM Design Description

Declaration Segment

palh
chip _paih pat122Vio
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PIN Declarations —

PIN 2 A8 FINPUT

PIN 3 A9 CINPUT

PIN 4 A7 CINPUT

PIN 5 A6 CINPUT

PIN 6 A5 CINPUT

PIN 7 A4 CINPUT

PIN 8 A3 SINPUT

PIN 9 A2 SINPUT

PIN 10 Al SINPUT

PIN 11 AO PINPUT

PIN 12 GND

bIN 14 CLKRD COMBINATORIAL ; OUTPUT
oIN 15 IRDW REN COMBINATORIAL ;OUTPUT
oI 16 ICLKREAD COMBINATORIAL ; OUTPUT
oIN 17 CLKWR COMBINATORIAL ; OUTPUT
PIN 20 AENSIG SINPUT

PIN 21 IOWSIG PINPUT

PIN 22 IORSIG S INPUT

PIN 24 vce

Boolean Equation Segment

equations

CLKWR = /IOWSIG*/AO*/AL1*/A2*/A3*A4*A5*A6*/A7T*A8*A9*/AENSIG

CLKRD = (/IOWSIG*/AO*/A1*/A2*/A3*A4*A5*A6*/A7T*A8*A9) + (IOWSIGNORSIG)
RDWREN = /A1*/A2*/A3*A4*A5*A6*/AT*AB*A9*/AENSIG

CLKREAD = /IORSIG*AO*/A1*/A2*/A3*A4*A5*A6*/AT*A8*A9*/AENSIG
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