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Abstract

Tweet classification for crisis response is a text classification task that aims at iden-
tifying whether a tweet is related to a specific crisis event or not. Humanitarian
organisations that intend to respond to people in need in the early hours of a crisis
suffer from monitoring the massive number of tweets posted in real time. Therefore,
the main objective of tweet classification models for crisis response is to filter the
crisis-related tweets to simplify the work for these organisations. Still, crisis events
have different characteristics, which prevents current models trained on past events
from generalising in identifying tweets from new disasters, which is infeasible to be
manually labelled at the crisis onset. This thesis introduces frameworks under the
umbrella of distant supervision and domain adaptation to minimize the gap or max-
imize the similarities between training and testing data from disaster events. The
contributions demonstrate the effectiveness of using automatically labelled training
data from past or emerging events in tweet classification tasks for English and Ara-
bic crisis tweets. To this end, we propose an automatically labelling framework that
utilises distant supervision via an external knowledge base. Then, we introduce an
approach that unifies our framework and adaptation techniques which automati-
cally labels incoming tweets from an emerging incident. This approach can be seen
as a robust method to classify unseen English tweets from current events. How-
ever, it has its restrictions when applied to tweets from other languages, especially
if the language comes with limited resources, different text structures, and different
people’s behavior in posting tweets such as Arabic. Hence, we adapt our frame-
work with significant changes to suit Arabic user-generated posts. Our results for
both English and Arabic tweets show that our original and adaptive approaches
continuously improve the classifier’s performance compared with existing labelling

techniques in different adaptation methods.
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Chapter 1

Introduction and Motivation

A crisis is a tragic large-scale event with a specific time and location [10] that is expe-
rienced by a large number of people whose daily lives are affected when one or more
occur [99]. During crises, people disseminate the news on Twitter and share valu-
able, real-time and on-topic information, such as their statuses, information about
injured or dead people, and infrastructural damage [130]. They also tweet to ask
for help or to offer help to others. As a result, Twitter has become a dominant plat-
form for organisations and individuals to disseminate or gather information dur-
ing many natural and human-made crises in recent years [92], such as earthquakes
[105], floods [118], wildfires [129] and nuclear disasters [123]. For example, in 2011,
177 million crisis-related tweets were shared on a single day during an earthquake
in Japan [38]. Another example is when a haze hit Singapore in 2013, where people
posted more than 23 million informative tweets [103].

The author in [130] states that people-generated tweets could significantly en-
hance situational awareness: relevant tweets can be used by large-scale disaster re-
sponse organisations to respond to people during disasters, make better decisions
and respond quickly [93]. For example, humanitarian organisations such as the UN
can use tweets containing rich information to recognise medical emergencies. How-
ever, these organisations cannot manually observe, process and convert the enor-
mous volume of data into actionable information [50]. Surveys of staff dealing with
emergencies in seven European countries [107] and a survey of staff who manage
and control emergencies in the US [102] have shown that emergency teams believe
that social media (including Twitter) is a potent and valuable information source.

However, they also believe that various issues delay the application of these data
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in real-time operations. These issues include management and technical problems,
such as the number of staff, reliability of social media data, and information over-
load. Thus, these organisations do not widely use social media data in their disaster
response operations [122].
Challenges

Tweet classification for crisis response is a text classification task that aims to
identify whether a tweet is related to a specific crisis event/type [32]. For example,
the tweet “BREAKING: Nepal police official says at least 1,910 have died, including
721 in Kathmandu, in the quake” related to a Nepal earthquake event, while “So im-
portant! Hindu, Buddhist, Christian and Muslim leaders denounce #childmarriage
in joint broadcast in Nepal” is irrelevant in the context of earthquakes. The main
purpose of tweet classification for crisis response is to reduce the volume of tweets
in real time, thereby simplifying the work of humanitarian organisations to respond
to people in need in the early hours of a crisis. However, this task is challenging
for two main reasons. First, tweets are informal, full of noise and limited to only
140 characters, meaning they are difficult to understand. Second, individuals’ judg-
ments of the corresponding crisis event of a given tweet are subjective [92].
Limitations

In addition, current tweet classification models suffer from three fundamental
problems. The first is the lack of labelled training data [34], which prevents the mod-
els from reaching a generalised model [82], as tweets related to various crisis events
have different features and social media responses [97]. Moreover, certain crises do
not occur frequently enough to be collected, such as airplane crashes [93]. Second,
producing labelled training data for every crisis event would be a time-consuming
and expensive task that requires significant effort and money. In turn, the authors in
[128] note that previous models trained on a source event cannot successfully gen-
eralise to a target event, even if the two events fall under the same crisis type (e.g.,
earthquake), because each event has its own distinct location and nature. Likewise,
it is infeasible to manually annotate tweets for a crisis event in real time. Third, in
accordance with these inherited issues, classification models for tweets from low-
resource languages like Arabic are unable to reach a good level of performance for

crisis data. Finetuning large, pre-trained models on data from the same language
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causes performance to deteriorate if the downstream task has a minimal dataset [53]
from Twitter data [68], which is the case with tweet classification for Arabic crisis
data. Producing syntenic tweets with high confidence can be helpful when used
for training cross-lingual classifiers in the setting of zero-shot learning (where the
model makes predictions of unseen classes without being trained on data therein).
However, producing such data is difficult, and the transferred domains should have
a similar distribution of labels [68], which is not the case for Arabic crisis data.
Contributions

For the classification of texts, especially crisis-related tweets, a clear need exists
for more well-labelled training data. Furthermore, the classification of tweets from
low-resource languages needs to reach a robust model in real-time situations. Given
these issues, approaches that automatically label tweets from new or current crisis
events — and domain adaptation methods that use automatically labelled data from
target disasters — are desirable to boost the performance of tweet classifiers. In addi-
tion, one of the most successful techniques for automated labelling for textual data is
distant supervision. Crisis keywords also play an essential role in the annotations of
tweets for crisis response [111]. Therefore, the work presented in this thesis aims to
enhance the field of tweet classification for crisis response by utilising a novel distant
supervision framework. This framework expands crisis keywords to automatically
label crisis tweets to be incorporated into the training data under transfer learning
settings, including domain adaptation.

The context of this contribution is to build tweet classifiers that are ready for
humanitarian organisations to use when a crisis hits. We contribute to this research
field by introducing a novel distant supervision framework under the umbrella of
automated labelling of training data and domain adaptation for normal- and low-
resource languages, English and Arabic, respectively. The work presented in this
thesis aims to enhance the field of tweet classification for crisis response. The next

sections briefly describe our research aims and contributions.



Chapter 1. Introduction and Motivation 19

1.1 Research Aims of the Thesis

Based on the limitations discussed, this research aims to answer the following ques-

tions:

¢ Can we automatically generate labelled training data for tweet classification
for crisis response with a competitive quality level compared to manually la-

belled training data?

* Can the tweet classification model be improved by employing distant supervi-
sion of unlabelled tweets from current (target) events to incorporate them into

the training data in real time?

¢ Can the original distant supervised framework be modified to automatically
label tweets in Arabic (low-resource languages) to be incorporated into the

training data to successfully classify Arabic tweets from current events?

1.2 Thesis Contributions

To answer the research questions, we provide four contributions to the field of tweet
classification for crisis response.
Deep learning and word embedding for tweet classification for crisis response
Chapter 3 shows our first contribution to studying the best deep learning archi-
tecture and word embedding to build a good tweet classifier for crisis response. We
compare four tweet classification models using the CrisisNLP dataset with general-
purpose and domain-specific word embeddings. The results indicate that general-
purpose word embedding, such as Global Vectors for word representation (GloVe),
can be used instead of domain-specific word embedding, especially with Bidirec-
tional Long Short-Term Memory (BiLSTM), where the results reported the highest
performance (0.6204 F1 score).

Automatic labelling using distant supervision



Chapter 1. Introduction and Motivation 20

The tweet classification models currently used to enhance crisis response are
based on supervised deep learning. They rely on the quality and quantity of human-
labelled training data. However, the available training data are small and imbal-
anced in their coverage of crisis types, which prevents the models from generalisa-
tion. Such datasets are also expensive to produce due to the manual labelling. Chap-
ter 5 presents our second contribution to overcoming this issue by introducing a
distant supervision-based framework to automatically generate large-scale labelled
data for tweet classification for crisis response. Experimental results on different
crisis events from five crisis types show that our work can produce good-quality la-
belled data from past and recent events. Substituting automatically labelled training
data for part of the manually labelled training data has minimal impact on model
performance, indicating that automatically labelled data can be used when no hand-
labelled data are available.

Domain adaptation for English crisis response

Deep learning algorithms can identify related tweets to reduce the information
overload that prevents humanitarian organisations from using Twitter posts. How-
ever, they rely heavily on labelled data, which are unavailable for emerging crises.
Because each crisis has its own features, such as location, time and social media
response, current models are known to suffer from generalising to unseen disaster
events when pre-trained on past ones. To solve this problem, Chapter 6 demon-
strates our third contribution by introducing a novel domain adaptation approach
that uses our distant supervision-based framework to label the unlabelled data from
emerging crises. Pseudo-labelled target data and labelled data from similar past dis-
asters are then used to build the target model. Finally, we investigate the model’s
performance for crisis-related data and compare it to the pseudo-labelling technique
used in the crisis response literature in three adaptation methods. We evaluate our
work on eight 2012-2015 crisis events from three crisis types (earthquake, floods and
typhoons). Our results show that our approach can be considered a general robust
method for classifying unseen tweets from current events.

Domain adaptation for Arabic crisis response
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Tweet classification for crisis response for low-resource languages has the addi-
tional issue of limited labelled data duplicates caused by the absence of good ex-
ternal language resources. Thus, we apply some changes to our proposed domain
adaptation approach in Chapter 6 to be used to automatically label tweets from low-
resource languages like Arabic. Chapter 7 demonstrates our fourth contribution to
the crisis response field from Twitter data, especially in languages with limited re-
sources. Unlike the original version, our adaptive method does not rely on human-
labelled data for the labelling task. It also expands our approach’s ability to use
corpora from other crisis types in the target data to create keyword sets that suit the
situation of Arabic tweets. We evaluate our work on data from seven 20182020 Ara-
bic events from different crisis types (flood, explosion, virus and storm). Preliminary
results show that our method boosts the performance of the Arabic crisis-related

tweet classifier in real-time scenarios.

1.3 Thesis Structure

The remainder of this thesis is structured as follows. Chapter 2 presents the back-
ground literature on the topics discussed in this thesis. It provides a detailed anal-
ysis of prior tweet classification approaches in the context of crisis response and
highlights gaps in this field. It also details existing research on distant supervision
and domain adaptation. Chapter 3 outlines our work in investigating the best word
embedding and deep learning algorithms for building a good tweet classifier for
crisis response. Chapter 4 presents the experimental setup used in this thesis, in-
cluding the datasets, the classification models and the evaluation metrics. Chapter
5 introduces an automatic labelling framework that employs distant supervision to
generate training data from new crisis events, whereby we incorporate the generated
labelled data into the limited available manually labelled data in training tweet clas-
sifiers for crisis response as a means to improve the generalisation level of the tweet
classification models. Chapter 6 discusses the application of our framework in a do-
main adaptation method to label unseen (target) tweets from emerging crises. This

adds important new features to the training data, helping to improve the model’s
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performance. Chapter 7 presents an adaptive distant supervision labelling frame-
work in the setting of domain adaptation for low-resource languages. This approach
automatically labels Arabic tweets to classify data from current Arabic events. This
proves that the proposed method is flexible enough to be extended to other lan-
guages and disrupts the need for human-labelled data. Finally, we provide a general
conclusion and possible future directions for our work in Chapter 8.

Appendix A presents examples of the initial and expanded keyword lists created
and used by our framework. Appendix B provides further analysis using the two-
way Analysis Of VAriance (ANOVA) test for the results from Chapter 6. Finally,
Appendix C provides the results and discusses the impact of excluding the distant

supervision step from our framework in Chapter 7.
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Chapter 2

General Background and Literature

Review

This chapter highlights three areas related to our work in this thesis: tweet classifi-
cation for crisis response, distant supervision and domain adaptation. First, Section
2.1 focuses on tweet classification for crisis response, the field of our contributions.
Next, Section 2.2 discusses approaches and prior studies on distant supervision,
which is the concept behind our proposed framework (see Chapter 5). Finally, Sec-
tion 2.3 focuses on transfer learning and domain adaptation, which is the approach

we use to incorporate new training data.

2.1 Tweet Classification for Crisis Response

Event Detection (ED) is an essential but challenging information extraction task that
includes classifying instances of specific event types in the text [33]. Specifically,
Tweet Classification For Crisis Response (TCFCR) is an ED task that aims to identify
whether a tweet is related to a specific crisis event/type [32]; the main objective of
TCFCR is to filter crisis-related tweets to simplify the work for humanitarian organ-

isations.

21.1 TCFCR Categories

ED models are classified into two approaches: matching-based and learning-based

models.
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2.1.1.1 Matching-based models

The purpose of matching-based models is to identify related tweets based on pre-
defined keywords and hashtags. First, a set of keywords and hashtags belonging
to a specific crisis is collected. For example, if the crisis type is “wildfire”, then the
keywords and hashtags may contain “wildfire” and “fire”. Next, a dictionary of
more relevant hashtags can be constructed after searching a tweet collection using
core keywords related to the crisis [124]. All candidate hashtags are then refined by
crowd reviewers to improve the quality of the hashtag collection. Subsequently, the
refined hashtags and keywords related to the crisis are combined into a final list to
search for crisis-related tweets. The matching-based approach is outlined in Figure

2.1.

N i Short list of Keyword i Candidate
i corec keywords : matching H hashulgs
-------------- e e

Collections
....................... . -
- 8] o
Geotagged of has':‘fff__
tweets @ | TTTeeeemT
e eeeeemege T

T s 1 T |

: Disaster- : Relov 3

related : Keyword elevant Refine

i tweets : matching hashtags hashtags

H e L~ = 1 i e

e /-

FIGURE 2.1: Matching-based approach. Source: [124].

However, original matching-based systems have various disadvantages. One is-
sue is that they cannot retrieve related tweets that do not contain these keywords or
hashtags, even if the tweets contain words with similar meanings. Another issue is
that they mislabel irrelevant tweets that mention one of the hashtags or keywords
where no noise reduction technique is used. Geolocation has also been used to re-
trieve related tweets; however, this feature does not exist for most of the posted

tweets [116].

2.1.1.2 Learning-based models

This category addresses Natural Language Processing (NLP) problems — including

text classification — by applying learning algorithms, including traditional and deep
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learning models on texts [93]. In traditional Machine Learning (ML) models, stan-
dard classifiers and feature engineering methods are used, such as Support Vector
Machine (SVM). Unlike traditional models, deep learning models use artificial learn-
ing models such as Convolutional Neural Networks (CNNs) with little or no feature
engineering. In addition, bag-of-words models are applied in traditional models,
while word embeddings are used in deep learning models. For crisis data, Nguyen
et al. [92] have stated that deep learning models are perfectly suitable for such situ-
ations because they use distributed representation of words, learn the features auto-

matically and can be applied in an online learning fashion.

2.1.2 TCFCR Approaches

Prior research studies have utilised different learning techniques to filter crisis data
in an attempt to reduce the information overload problem. Sakaki et al. [111] de-
veloped a Japanese earthquake report system to alert citizens by sending SMS mes-
sages to registered mobile devices if the earthquake hit Japan. The authors consid-
ered Twitter users as sensors and addressed event detection problems as sensory
observations. They monitored Twitter stream data and applied semantic analysis to
tweets using an SVM classifier, thus classifying them into a positive event (earth-
quake) and a negative event (other events or non-events) based on three features:
the existence of manually defined keywords in the tweet, the number of words (sta-
tistical) and their context. Furthermore, since some tweets are also associated with
time and location, Kalman filtering and particle filtering were used as location es-
timation methods to detect an earthquake’s location. The results showed that the
combination of the three features improved the model’s performance, and particle
filtering outperformed Kalman filtering for location estimation. One drawback of
this application is that the manually predefined keywords are limited (i.e., “earth-
quake” and “shaking”). Another is that the estimation of the earthquake’s location
sometimes showed unrealistic results.

Verma et al. [128] identified situational awareness tweets during crisis events
using NLP techniques combined with ML algorithms, such as naive Bayes and max-

imum entropy. The crisis data were taken from the 2009 and 2010 Red River Floods,
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the 2010 Haiti Earthquake, and the 2009 Oklahoma Grass Fire. According to the
results, the classifiers generalised well across the 2009 and 2010 Red River Floods,
but not across the other two disasters. For instance, the accuracy was low when
using the classifier learned from the Oklahoma Grass Fire data to identify the Haiti
Earthquake data, and vice versa. This is because the two events featured different
characteristics regarding location, crisis type and people response.

Imran et al. [63] discovered valuable and self-contained crisis-related informa-
tion terms in domain adaptation settings around two crisis events: the source data
was the Joplin Tornado data, and the target data was the Hurricane Sandy data.
First, the authors categorised different kinds of informative tweets using naive Bayes
classifiers. They then employed Conditional Random Fields (CRF) to extract oper-
ational information, such as the number of victims or the name of the infrastruc-
ture. Finally, they built supervised classifiers from either source data or source data
plus 10% labelled target data. The classifiers were tested on all target data and the
remaining 90% of the target data. The authors compared the domain adaptation
results with the outcomes of the supervised classifiers learned from 66% of the la-
belled target data and tested on 33% of the target data. Their findings revealed that
incorporating target data increased the detection rate while not affecting recall.

Imran et al. [64] performed similar experiments by investigating the utility of
tweets from prior crises and the utility of adding tweets from several languages.
They built a random forest classifier from source data to be tested on target data
using tweets from different crisis types, locations and languages. Their findings
demonstrated that data from previous disasters of the same type as the current
event, regardless of the language used to write the tweets, may benefit the disas-
ter response.

Previous studies have addressed the problem of classifying tweets for crisis re-
sponse using traditional ML algorithms. However, the supervised classifiers” per-
formance in these works remains poor when tested across multiple types of events,
especially for identifying tweets relevant to a particular disaster. As a result, deep
learning models that have previously proven effective in text classification have been
adopted for crisis tweet classifications.

Caragea, Silvescu, and Tapia [34] have studied TCFCR using a CNN to classify
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disaster-related tweets into informative and uninformative tweets. They tokenised
the texts into token sequences to be passed to CNN. CNN filters then perform as
n-grams over continuous representations; these n-gram filters are then combined
with subsequent network layers (dense layers). The results showed that CNN out-
performed traditional ML models. This is because CNN can learn the features and
distinguish between them automatically. Therefore, CNN does not require hand-
engineered features, which saves human effort and time and eliminates the need
for prior knowledge. Unlike a Multilayer Perceptron (MLP), the number of free pa-
rameters can be reduced by CNNs, and the vanished or exploded gradients can be
prevented during the training process. Furthermore, all the weights in the convo-
lutional layers are shared, which means that the same filter is used for all the fields
within a layer, thereby improving performance and decreasing the memory space
required.

Nguyen et al. [93] have argued that the informative class still contains much
information to be handled by organisations. To simplify their work and save time
and effort, they introduced a model that classified the informative class into multiple
subclasses (e.g., infrastructure damages, affected people, donation and volunteering,
sympathy and support, and other helpful information). They used two datasets,
CrisisNLP and CrisisLex, and different pre-trained word embeddings: crisis em-
bedding, domain-specific word embedding and Google word embedding. Their re-
sults reported that using different and multiple word embeddings slightly improved
model performance. This was due to the variability of the corpora used when train-
ing the word embeddings. The authors also highlighted that out-of-event labelled
examples could be used to train an event detection model when no in-event labelled
examples were available. For example, labelled tweets from the Queensland Floods
event could be used to train a model that classifies tweets from the Nepal Earth-
quake event. However, the results were unstable and highly dependent on the train-
ing data (source event); results differed when changing the source events with no
existing criteria to choose the best source event in real time.

Liu et al. [84] proposed a transformer-based model that applied the concepts of
Bidirectional Encoder Representations from Transformers (BERT) to crisis data (Cri-

sisBERT) to enhance humanitarian aid. This approach showed promising results
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across accuracy and F1 scores when tested on three different datasets for crisis detec-
tion and crisis recognition tasks. The authors also proposed contextual document-
level embedding (Crisis2vec). In turn, other deep learning algorithms with differ-
ent word embeddings were compared to the proposed model. Although they re-
ported the F1 scores of CNN with GloVe and Long Short-Term Memory (LSTM)
with word2vec, they did not report the results of using LSTM with GloVe embed-
ding, which is similar to the classification model and word embedding used in this
thesis. Unlike [84], Li et al. in [81] presented a comprehensive study of identifying
disaster tweets using learning algorithms with different pre-trained word embed-
dings. Their experiments compared the use of word2vec, GloVe and fastText for
sentence embeddings. Their findings demonstrated that GloVe recorded the best
overall performance on the three different datasets. Paul, Sahoo and Balabantaray
[100] highlighted the effectiveness of utilising CNN as a feature extraction layer in
hybrid deep learning models, where local features can be detected in multidimen-
sional texts. They combined CNN with Gated Recurrent Unit (GRU) in the first
model and with SkipCNN in the second model. The researchers performed one-to-
one in-domain experiments for collections related to four crisis events: the Nepal
Earthquake, the California Earthquake, the Pam Cyclone and the Hagupit Typhoon.
The results showed that their model (CNN-SkipCNN) outperformed GRU and CNN
up to 16.55 absolute points for detecting crisis-related tweets.

Recently, tweet classification models have also been successfully applied for lan-
guages other than English. Alqaraleh and Isik in [14] have used CNNs to train a
classifier to identify crisis-related Turkish tweets. Dharma and Winarko utilised a
similar architecture with BERT embedding to classify tweets in the Indonesian lan-
guage [45]. Alabbas et al. in [5] and Adel and Wang in [4] have used supervised
traditional ML algorithms to classify flood-related Arabic tweets, while Alharbi and
Lee in [9] have finetuned the Arabic BERT model using manually labelled Arabic
crisis tweets from flood events.

However, the work presented in the prior research with deep learning algorithms
has certain drawbacks. Deep learning approaches require a massive amount of la-
belled training data to build a robust model. This issue introduces a significant chal-

lenge to researchers when limited labelled data are available during training. The
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datasets currently available for event detection using Twitter data are imbalanced
and limited to specific crisis types. Some crises do not occur frequently enough to
be collected, such as building collapses. This reduces the generalisation level of the
classifiers and their ability to adapt to new domains. Notably, there is an urgent need
to address these issues for event detection from Twitter data to build a robust and
reliable model to serve humanitarian organisations, and this need intensifies when
classifying crisis tweets in low-resource languages such as Arabic.

Domain adaptation approaches have been proposed for TCFCR to leverage the
gap between source and target data, that is, by helping the classification models
generalise to new different events from the training events. Alam, Joty and Imran in
[6] have combined domain adversarial training and graph embeddings to propose
a semi-supervised domain adaptation approach for crisis data; graph embeddings
persuade structural similarity, while adversarial training reduces the distribution
shift between source and target data. The authors used labelled and unlabelled data
from two crisis events: the Nepal Earthquake and the Queensland Floods. Their
results demonstrated that the domain adaptation approach outperformed the su-
pervised learning method (CNN) in this study.

Li and Caragea in their paper [83] have jointly trained the sequence-to-sequence
(seq2seq) model with Recurrent Neural Networks (RNNSs) on disaster data for tweet
classification on source data and reconstruction tasks for target data. The reconstruc-
tion task contained an autoencoder that reconstructs the target data, while the source
shared the encoder; its reduced representation was used to learn a source classifier.
The findings demonstrated that the reconstruction task could benefit domain adap-
tation settings. Further domain adaptation approaches related to our work in this
thesis will be discussed in Section 2.3.

Human-labelled datasets from Twitter data have been publicly available to en-
hance the crisis response during a disaster for English [63, 41, 43, 7], French [73]
and Arabic [8, 58, 137, 3]. Other datasets contain tweets from other languages be-
sides English, such as Italian and Spanish [95, 96, 64]. However, manually labelling
texts is expensive and requires time and effort. Therefore, several researchers have

investigated similar approaches to this thesis in creating datasets using automatic
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labelling to improve situational awareness using hashtags and emotions for crisis-
related tweets.

Chowdhury et al. [39] have suggested that hashtags can be helpful in automat-
ically annotating informative tweets. They built a unique dataset from Twitter data
by filtering the crisis corpus using these hashtags. Hashtag prediction models were
then trained using this dataset. LSTM achieved the best performance with 0.9222 F1
score. Desai, Caragea and Li [44] have used emotions to create an emotion dataset
of 15,000 tweets from three hurricanes: Harvey, Irma and Maria. The authors sug-
gested that the introduced dataset, HurricanEmo, could be used to analyse emo-
tions in disaster tweets for classification tasks. Using this dataset, thier BERT model
achieved 68% accuracy. Khare in his PhD thesis [70] has explored using seman-
tics extracted from knowledge bases, such as DBpedia and Wikipedia, to identify
crisis tweets for hurricane events. He applied Name Entity Linking (NEL) to deter-
mine the exact context of the extracted entities (semantics) within the tweet, helping
gather contextual information about the tweet. These works are related to this thesis
in terms of dataset creation. Unlike the existing research, however, this thesis intro-
duces an automatically labelled dataset for crisis responses from Twitter data using
a distant supervision-based approach. Our work differs from the dataset creation
studies for TCFCR by using crisis-keyword lists expanded with external resources
rather than original hashtags or emotions. Our dataset was also created to fulfil the
need for more labelled training data in the extant literature.

Recently, Wahid et al. in [131] have presented a work similar to Chapters 6 and 7
of this thesis in terms of the method’s general structure. This method consists of two
main parts: annotating tweets using topic-oriented labels and building classifiers us-
ing these tweets. Latent Dirichlet Allocation (LDA) was used to extract meaningful
topics — sorted using the Topic Term Frequency-Inverse Document Frequency (T-
TF-IDF) ranking algorithm. The dominant topic was used to label the given tweets
automatically. The classifiers used BERT embeddings and various deep learning ar-
chitectures to classify crisis-related tweets based on their information types. The
overall method was tested on two datasets: a combination of data from several cri-

sis events and the Covid19 dataset. In addition, the authors performed in-domain
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experiments in which the training and the test data were related to the same cri-
sis events. The promising results show that the topic-to-label framework could be
used to classify tweets for crisis response. However, the authors did not examine
the ability of their framework to classify crisis-related tweets effectively in domain
adaptation settings (cross-domain or out-of-domain). Thus, no target data were used

in their study, unlike in our work.

2.2 Distant Supervision

Distant Supervision (DS) is an approach to generate training data. It is an alternative
method to reduce labor cost. In DS, we use an existing knowledge bases to label
training data for a specific task [119]. Traditionally, DS data has mainly been used
to train models in the absence of manual annotations or as additional training data
to improve the generalisation performances of deep learning classifiers requiring
extensive training data.

DS is first introduced in [89] via an external source as a combination of the
method in [117], wherein (is-a) relations between entities were discovered using
WordNet and the method in [42], in which weakly labelled data were used in bioin-
formatics. Since 2009, DS has been successfully applied to label training data via
an external knowledge base in many NLP tasks, such as event extraction [36, 138],
sentiment analysis [52], topic classification [90, 85] and relation extraction [104].

DS typically uses the following components to give corpora pseudo-labels (un-
real labels): seeds, selective methods, external sources, noise reduction and negative
example generating. Specifically, several resources are used to label positive train-
ing data based on certain language rules or restrictions extracted from the seeds.
Noise reduction techniques are then applied to reduce noise in the generated data.
Finally, negative examples are generated to be utilised with positive ones to train
a given classifier. Note that, in the field of automatic labelling of text, the term
“pseudo-labelling” is used with a different meaning than the term used in this the-
sis. According to Lee in his paper [77], pseudo-labelling uses human-labelled data

to train a model to predict the labels for unlabelled data. However, we use the term
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to describe the process of giving pseudo-labels to the unlabelled tweets from target
events.

Some selective methods have been used in the text classification field to select
essential words or sentences. Pointwise Mutual Information (PMI; [40]) is a well-
known method to calculate the importance of a feature (keyword) in a category
(class). In the context of event detection, Win and Aung have used the mean PMI in

[134] to select the most related features in the disaster lexicon as

MeanPMI = PMI(t,informative) — PMI(t, non — in formative)

where t is a given term (feature) and PMI for both informative and non-informative

classes is calculated as:

freq(t, orientation).N
eq(t). freq(orientation)

PMI(t, orientation) = log, r»

where orientation is either informative or non-informative, freq(t) is the number of
times term t appears in a tweet and N is the total number of terms in all tweets. If
the meanPMI value is positive, then the term or the word is related to the disaster
lexicon, and vice versa. Term Frequency-Inverse Document Frequency (TF-IDF; [65])
is another selection method that aims to measure the importance of a feature (word)
to a given document (event type) in a given corpus (collection of tweets). TF-IDF is
calculated as:

TF — IDF(t) = TE(t).IDE(t)

where
Number of times term t appears in a document
TF(t) = ;
Total number of terms in the document
and
IDF(#) Number of documents

= log Number of documents including term t

TF-IDF is widely used by search engines to retrieve the most relevant documents
to the user query. It is also very efficient in removing stop words for text classifica-
tion tasks. Key Rate (KR) is another selective method developed by Chen et al. in

[36] to select the most important triggers and arguments of a specific event type for
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an event extraction task. The KR value depends on two variables: role saliency (RS)

and event relevance (ER), such that:

and
Count(Wi), ET(j))
Count(ET(j))

RS ij) =

where RS ij) reflects the appearance of an argument or a trigger i in representing a
specific event type j, Count(Wi), ET(j)) is the count of word W(i) in all the sentences
related to event type ET(j), Count(ET(j)) is the count of all the words in all the

sentence representing event type ET|j), and

ERi) =log 3= CSOZZEFETT)C@)
where ER i) measures the event relevance of the argument or trigger i. Sum(ET) is
the sum of all the event types and Count(ETC i)) is the count of all the event types,
including argument or trigger i.

Several resources have been used in DS to label training data based on some
language rules or restrictions. Freebase is an accessible semantic resource that uses
Compound Value Types (CVTs), also called meditators, to combine several values
into one value [30]. For example, Miami Heat is a CVT; location, member, founded
and coach are instances; and Miami, National Basketball Association, 1988 and Erik
Spoelstra are the respective values of these instances. Another widely used English-
language external knowledge base is FrameNet, which consists of more than 1,000
semantic frames, with more than 100,000 Lexical Units (LUs), lemmas and Part-Of-
Speech (POS) tags. Each frame in FrameNet is associated with a group of LUs that
evoke that frame [25]. For example, in the sentence "The team took revenge with
a resounding victory", revenge is an LU related to multiple frames such as agent,
offender, injured party, injury and punishment. For the Arabic language, Almanny
is one of the known dictionaries used in distant supervision for Arabic texts [87, 57]
and recently for Arabic tweets [12, 15]. Itis a comprehensive dictionary that provides

meanings, synonyms (semantically similar words) and roots for Arabic words.



Chapter 2. General Background and Literature Review 34

Noise is a recognised labelling problem when using distant supervision to label
raw data. This problem can seriously affect the performance of deep learning mod-
els and hence has been well addressed in the literature. For the relation extraction
task, Riedel, Yao, and McCallum [108] have introduced a multi-instance single-label
model, assuming that each entity pair holds at least one relation expression. This
work has been extended by Hoffmann et al. in [60] for a multi-instance multi-label
model, where more than one label was allowed for each entity pair. In addition,
noise has been reduced in other works via other approaches. Zheng et al. [140]
filtered the noise in positive examples using a threshold for the frequency of the de-
pendency paths among these examples. Li, Wu and Vijay-Shanker [78] and Su et
al. [119] have applied three heuristic labelling methods initially proposed by Taka-
matsu et al. in [120]: top trigger words, closest pairs and high-confidence patterns.
Chen et al. [36] have used two external knowledge bases instead of one to generate
large-scale distant supervision data in the event detection literature. FrameNet has
been used to eliminate noisy trigger words and expand the trigger list to include
new triggers.

The simplest way to generate negative examples is to apply the assumption
against distant supervision. For example, suppose the distant supervision assumes
that every sentence contains at least one existing pair in the external dataset. In this
case, the sentence expresses the relation and is labelled positive, and negative ex-
amples can be generated directly when the sentence has no such pairs. However,
generating negative examples for distant supervision data requires great skill, and
each case has its own rules and suitable ways to label negative examples from the
raw data.

In this thesis, we create the seeds (initial keywords) from available labelled data
(for English tweets) and clusters (for Arabic tweets). To select the essential words
from the initial list, we use the key rate from [36]. However, we change some vari-
ables to suit the case of the binary classification task rather than the multiclassifica-
tion task discussed in the prior work. We then apply distant supervision via external
knowledge bases, using FrameNet and Almaany dictionary for English and Arabic
tweets, respectively. For English, if one of the top crisis-type keywords exists as an

LU of a frame in the database, then distant supervision assumes that all the LUs
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related to the given frame express the given crisis type. For Arabic, distant supervi-
sion assumes that all semantically similar words to the top Arabic keywords express
the crisis type for Arabic tweets. To filter the noise in our distant supervision data,
we only consider tweets with two keywords from the final list instead of only one
keyword. In addition, all the tweets containing only one keyword are ignored to
reduce the noise caused by using keywords from FrameNet. To generate negative
examples, we assume that the tweet with no keywords from the final list does not
express the crisis type in any way; thus, we label them as negative tweets. A detailed

explanation and justification is given in Chapters 5, 6 and 7.

2.2.1 DS Approaches for Text

From the literature, we can say that DS approaches differ in using one or more of the
above components. In this thesis, we study the distant supervision approaches most
related to our work, which are the approaches for automatically labelling textual
data.

Since 2009, various approaches have been successfully applied to automatically
annotating texts. Marchetti-Bowick and Chambers in their paper [86] have used
pre-defined keywords to apply distant supervision on political tweets to determine
the relevant subtopics, such as ideology. They assumed that if a keyword exists in
the tweet, the relevant subtopic is assigned to the given tweet. Their topic classifier
was trained with naive Bayes using the automatically created datasets. Besides the
political keyword, the authors identified sentiment words to determine the senti-
ment of the post: a second classifier, the sentiment classifier, was separately trained
with naive Bayes using the automatically labelled sentiment dataset. Ultimately, this
two-stage model was used to first identify the subtopic and then the tweet’s senti-
ment. The results showed that the performance of the topic identifier dramatically
dropped from 90% to 10% when tested on general tweets containing political and
non-political examples. For sentiment classification, it was evident that the combi-
nation of topic keyword and sentiment word led to a better aspect-based sentiment
analysis approach. This work is related to ours in its use of keywords for apply-

ing distant supervision to tweets; however, we use different techniques and sources
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from those used in this prior research. Our crisis keyword list primarily consists of
essential and expanded keywords through external language resources, which im-
proves the generalisation level of our classifiers. Moreover, while this paper used
one word to identify the subtopic of the tweets, we use two keywords and discard
all tweets containing one keyword.

Distant supervision techniques using text features like those used in this thesis
have also been proposed in the literature. Go et al. [52] have discussed using tweets
with emotion for distant supervision learning. They assumed that the emotions in
texts express the feelings of the writers. For example, if the tweet contained a happy-
face emoji, then the tweet was labelled positive. This assumption was used to label
tweets for the sentiment analysis task. Results showed that using emotions as noisy
labels is an effective DS as their best classifier reached 83% accuracy for tweets across
all domains. A more recent study by Krommyda et al. [74] used Plutchik’s eight
basic emotions to annotate tweets. The authors identified the emotions expressed
in the tweets using emojis, keywords and semantic relationships that appeared in
the given tweet. As a result, they built a dataset of emotional tweets with eight
categories and then trained an LSTM classifier using this dataset. Research by Mo-
hammed, Ghelani and Lin in [90] has employed distant supervision for the topic
classification task. Specifically, they transferred labels from tweets of topically fo-
cused accounts to tweets posted by general Twitter accounts. Magdy et al. [85] have
used YouTube URLSs for topic classification of Twitter data. They assumed that if
the tweet contained a link to a YouTube video, then the topic related to its title was
expressed in the tweet. Both researches yielded good tweet classifiers. In this thesis,
we use essential keywords extracted from either labelled or unlabelled data, as we
see that keywords are vital in classifying crisis tweets.

The most commonly used approach to automatic text labelling is to use avail-
able annotated data as a training set to automatically label data from exact do-
mains. For example, Athira et al. [23] have applied self-training to an amount of
human-labelled data to automatically label the remaining examples of the given
medical dataset. The base classifier was built using 100 labelled medical tweets.
They used traditional and deep learning methods, including SVM, K-Nearest Neigh-
bour (KNN), CNN, LSTM and Bidirectional LSTM (BiLSTM) with BERT embedding.
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The results showed that BILSTM with BERT reported the best performance for clas-
sifying discussion topics in online health communities. In the context of this study,
Win and Aung in their paper [134] have used a similar approach to classify crisis
tweets to improve situational awareness. The researchers employed self-training
learned on small available human-labelled data to label a new disaster collection,
Myanmar _Earthquake_2016, derived from Twitter. They proposed a two-layer net-
work: the first layer classified the tweets into informative and not informative, then
the second layer classified the output tweets based on their information type. They
applied word- and phrase-level features such as n-gram, POS tags and sentiment lex-
icon (disaster lexicon) with the LibLinear classifier. An annotation accuracy of 80%
was achieved compared to the human-labelled dataset from the same event. De Car-
valho et al. [35] have created an automatically labelled sentiment dataset for public
security in a specific region in Brazil. They selected a general sentiment annotated
collection of the Brazilian Portuguese language to be used as training data to classify
tweets related to public security. To ensure the topic relevance of the tweets, they em-
ployed LDA on corpora posted from the same Brazilian region. Experiments were
then run to train classifiers using different ML algorithms, and the results showed
that SVM is the most accurate model. This work can be helpful in automatically la-
belling texts from languages with complex features. Importantly, Menini, Aprosio
and Tonelli [88] have stated that context could be necessary to label text accurately.
They created a dataset by re-annotating previously manually labelled texts into spe-
cific contextual categories for abuse detection of textual data. An end-to-end BERT
model and a classifier were then applied to classify abusive texts in a specific con-
text. The authors argued that a context-aware classification is more challenging but
also more similar to real application scenarios. However, these existing works ap-
plied self-training to automatically annotate texts, which duplicates the label noise
that exists in the training dataset. On the other hand, our work in this thesis ex-
plores different ranges of unseen features by expanding the original keyword list to
include new linguistic units (new keywords with similar meanings) derived from
FrameNet, which provides the opportunity to improve the generalisation level of
the classification model.

Other distant supervision approaches are related to this thesis in their use of
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external resources. Chen et al. in [36] have employed distant supervision to auto-
matically generate a large-scale dataset using an external knowledge base for event
extraction tasks. Their approach comprised four components: key argument detec-
tion, trigger word detection, trigger word filtering and expansion, and automati-
cally labelling data generation. First, they selected the important key arguments for
each event topic using FreeBase. These key arguments were then used to label texts
from Wikipedia data preliminarily; these sentences were later used to extract trigger
words. The linguistic knowledge base (FrameNet) was then used to filter the noisy
trigger words and further expand the list. The data-generated component assumed
that if the sentence from Wikipedia data contained the key argument detected in the
first component and any trigger words from the filtered expanded list in the third
component, then the relevant event topic was assigned as a label to the sentence.
This approach was tested on the widely used ACE(05 dataset. The authors stated
that the automatically labelled dataset was comparable to human-labelled data re-
garding the quality of the data. The results showed that training neural models
using a combination of distant and available manually labelled data improved the
performance of the event extractor.

Zeng et al. [138] have argued that detecting triggers is not essential for determin-
ing the event type for event extraction tasks, unlike key arguments. They extracted
the most related arguments that best described the event from existing structured
knowledge (FreeBase). Event topics could be automatically inferred using the valu-
able information of event arguments in the structured tables provided by FreeBase.
Thus, they assumed that if an argument existed in the text, then the event topic of
this argument was assigned to the given text. They created a distant dataset by em-
ploying their assumption on Wikipedia data. Although this work used the same test
data as [36] and reported similar findings and results, they simplified the work, re-
ducing the time and effort needed to apply such approaches. While previous studies
have used FrameNet and FreeBase for English data based on the relations between
words in well-formed texts, we use FrameNet for English ill-formed texts based on
the existence of essential keywords in the LUs of a related form. As a result, the tech-

niques used after applying distant supervision to data are different from those in the
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aforementioned studies. The same approach is followed to expand the initial key-
word list to include new keywords from an Arabic resource (Almaany dictionary)
for Arabic tweets.

In Arabic NLP research, most studies have concentrated on sentiment analysis,
which involves labelling a sentence or a word with positive, negative or neutral la-
bels. Most strategies for automatically annotating corpora use a sentiment lexicon
[54, 55, 62]; automatic translation from English to Arabic is used to create the lexicon,
based on which positive and negative tags are automatically annotated. Alzanin
and Azmi [20] have reported an expectation-maximisation-based semi-supervised
method for detecting rumours in Arabic tweets using solely “news” tweets for ru-

mour detection, which can be considered a labelling technique.

2.3 Transfer Learning

According to Torrey and Shavlik in their book [125], Transfer Learning (TL) refers
to transferring the knowledge from a learned task to a new task, the main goal of
which is to leverage the knowledge between source and target domains to improve

the learning process in the target domain, as shown in Figure 2.2.
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FIGURE 2.2: Transfer Learning. Source: [125].

Transfer learning is described as the process of improving a given predictive

function fT(.) in a given domain (Dt) using the knowledge in another domain (Ds)
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and another learning task (Ts), where Ds is the source domain, Dt is the target do-
main, Ts is the learning task on the source domain, Tt is the learning task on the tar-
getdomain and Ds # Dt or Ts # Tt [98]. The two main paradigms for transfer learn-
ing in NLP are resource-based transfer and model-based transfer [136]. Resource-
based transfer uses extra linguistic annotations for transfer learning. Model-based
learning exploits a previously learned model on a given task to achieve another task
by developing the similarity between them and adapting the feature representations
or model architectures. Unlike resource-based transfer, model-based transfer does
not utilise additional resources.

This thesis discusses cross-domain transfer through models and resources, also

known as domain adaptation.

2.3.1 Domain Adaptation

Domain adaptation is a particular case of transfer learning. Given a domain D =
x, P(X) and a task T = (y, P(Y X)) where Ds is the source domain, Dt is the tar-
get domain, Ts is the source task, and Tt is the target task, domain adaptation is
when P(Xs)) # P(Xt)) in which the marginal distributions of the source domain
P(X(s)) and the target domain P(X(t)) are dissimilar, and X(s) and Xt) are from
different topics [98]. Domain adaptation is a sub-discipline of machine learning that
addresses scenarios in which a model trained on a source distribution is used in
the context of a different (but related) target distribution. Domain adaptation, also
known as cross-domain transfer, aims to learn a classifier that transfers knowledge
from a source domain to a target domain. The domains may have similar or dis-
parate label sets.

Standard NLP models can be trained on a large source domain and used on
a limited target domain. However, some cases face domain shift, which causes a
gap between the source and the target domains, especially if the similarity level de-
creases. The main purpose of domain adaptation techniques, therefore, is to reduce
the gaps between the source and target domains caused by domain shift or distribu-
tion change when transfer learning is applied [133]. Domain adaptation approaches

can be categorised based on their characteristics, such as the number of steps used
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(one-step, multi-step) or the type of target data (supervised, semi-supervised, un-
supervised). However, this thesis focuses on a specific one-step, semi-supervised

domain adaptation method using pre-trained models.

2.3.1.1 Domain adaptation methods using a pre-trained model

Features of state-of-the-art models pre-trained on a large dataset can be used for
a new task while either tuning or fixing the pre-trained parameters. Specifically,
finetuning pre-trained models can be achieved through one of the following three

techniques:

1. Copying the model architecture. The architecture used to train the source data
and which proved successful in classifying similar texts is then transferred to

train the target data.

2. Feature extracting. This fixes the weights of all the layers except the output
layer, the last layer of the pre-trained model. With all other layers frozen, the
last layer is replaced with a new layer to solve the given task. In this technique,

the source and target domain are assumed to share high-level features.

3. Finetuning. This involves updating the weights of all or some of the layers of
the pre-trained model. Unlike feature extraction, this technique assumes that

the source domain is different from the target domain.

2.3.1.2 Approaches to DA using pre-trained models

Previous studies outlined in Section 2.1 have suffered from generalising to new crisis
events; model performance dropped when tested in cross-domain settings. For this
reason, several works have introduced online domain adaptation approaches for
disaster response to reduce the domain shifts between tweets from past and emerg-
ing events. Zhang and Vucetic in their work [139] have assumed that a small amount
of target-labelled data is available from the event onsite. However, according to the
authors, the performance of a classifier trained on limited labelled data is low. To
remedy this issue, they proposed a supervised domain adaptation model that used

alarge unlabelled corpus from the target domain to create word clusters, which were
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then used for feature extraction to train a logistic regression classifier. They tested
their approach on CrisisLexT6 and changed the amount of labelled and unlabelled
data used for each experiment. Their experimental results showed that this pro-
posed approach did not constantly improve the classifier’s performance compared
to classifiers that used the bag-of-words feature. Their findings also showed that
using more labelled training data also improved performance.

Another supervised domain adaptation approach was introduced by Nguyen et
al. [93], who used the CrisisNLP dataset to build a model with a single CNN layer
after a look-up layer and before a pooling layer. A dropout layer was then added so
that each node was removed with the probability of I - p or kept with the probability
of p only in the training time to avoid training all the nodes, thus reducing the over-
fitting problem. The authors trained the initial model first and then finetuned the
weights of the last layers (freezing the initial layers) with small mini-batches of an
emerging event online to suit the early crisis response situation. However, they as-
sumed some manually labelled tweets during the event’s occurring time, which we
think is infeasible. This model has been tested on the Nepal Earthquake dataset as
the out-of-domain tweets, where the training dataset contained tweets related to the
same crisis type (Chile earthquake). The results showed that manually labelled data
(labelled by paid crowdsourcing) is better than those labelled by volunteers. Fur-
thermore, the model’s performance dropped after approximately 2,000 tweets due
to both binary and multi-classification problems. In addition, many NLP studies
have finetuned pre-trained large models using manually labelled tweets in TCFCR
[9]. However, supervised domain adaptation models assume that limited human-
labelled data is available for the target event, which is infeasible in real time.

Li et al. [82] have proposed a semi-supervised domain adaptation approach that
did not require limited labelled data from the target domain. Rather, it required
labelled source data and unlabelled target data from three classification tasks with
different datasets. The authors used a pre-trained model on one crisis dataset to
classify tweets from an emerging (current) event — to be added to the training data
in the retrained stage. Their iterative self-training method showed good results,
particularly when classifying tweets related to a specific crisis. The authors then

extended their work in [81] by comparing naive Bayes and self-training with hard
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labels (NB-ST) to naive Bayes and expectation-maximisation with soft labels (NB-
EM) in classifying tweets related to an emerging crisis. The domain adaptation clas-
sifiers were compared with their corresponding supervised classifiers learned only
from labelled data from the source domain source. The findings indicated that us-
ing unlabelled target data resulted in better adaptation performance. Moreover, the
authors compared the F1 scores of 11 event pairs for cross-domain adaptation set-
tings and showed that the adaptation between similar event pairs is likely to deliver
better performance. When comparing NB-ST and NB-EM, the results indicated that
NB-ST is generally better than NB-EM when evaluated on the CrisisLexT6 dataset.

Proven to outperform other proposed semi-supervised domain adaptation ap-
proaches in the literature, the authors continued their work with iterative self-training.
Lie et al. [80] combined self-training with deep learning models (CNN and BERT)
and tested the classifiers on three different crisis datasets for Twitter data. Their re-
sults highlighted that self-training could help in improving the performance of CNN
and BERT classifiers with large, not small, unlabelled target data. This thesis com-
pares our work (distant supervision-based approach) to the iterative self-training
approach proposed by Li et al. in [82] which is considered the current state-of-art
domain adaptation method for TCFCR. We also combine distant supervision-based
approach with BiLSTM, which leads to similar findings, indicating that self-training
does not improve performance when combined with deep learning models on small
unlabelled target data. Unlike this outcome regarding self-training, our proposed
approach in this thesis improves the adaptation performance when combined with
BiLSTM using small unlabelled data (50 examples for each class) and is therefore
suitable for situations where time is critical, such as crisis response.

Although previous works have shown good results in using domain adaptation
for crisis response, room for improvement remains to reach robust performance of
supervised target classifiers when labelled target data are not available [79]. Ac-
cording to Wang and Deng in [133], domain adaptation can be achieved by building
a target model using manually labelled source data with pseudo-labelled target data.
However, to the best of our knowledge, there have been no works on domain adap-
tation approaches that use a distant supervision-based framework to classify crisis-

related tweets from an emerging event. Thus, our work investigates using a distant
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supervision-based framework to give unlabelled emerging tweets pseudo-labels to
be then incorporated into labelled source data from several similar past events as a
means to build a robust disaster-related classifier and compare it to the widely used
automatic labelling technique (iterative self-training).

Wang, Nulty and Lillis [132] have argued that domain adaptation could be achieved
without using unlabelled or labelled data from target events. They finetuned T5
seq2seq models — introduced earlier by Raffel et al. in [106] — using tweets from
source crisis events and task descriptors and event descriptors for both target and
source events. Specifically, the training data used to finetune the model consisted of
three parts: the tweet text, the event descriptor, and the task descriptor. The crisis
descriptor included the location and the name (type) of the crisis. In turn, the au-
thors constructed the input example in the form of a question-answering sequence
like “Contents: {tweet_text}, Question: Is this tweet related to {location_name} {cri-
sis_name}?”. During the testing phase, preliminary information was given about the
task and the event of the target disaster. Experiments were run with in-domain and
cross-domain settings from single- or multiple-source events. The results showed
that using multiple similar source events to the target disaster improved the adapta-
tion performance. The authors noted that selecting source events was critical when
testing models in domain adaptation settings; in other word, using dissimilar events
to the target event may harm the classifier’s performance. Our work differs from this
study in using unlabelled target data during the training phase, which is proven to

be a valuable target resource at run-time.

24 Summary

In this chapter, we reviewed the current literature in the field of text classification
related to distant supervision and domain adaptation. We mainly focused on texts
from Twitter data, starting with tweet classification models that aim to help organi-
sations respond to people during a crisis. We found several key points in our review
of tweet classification for crisis response. First, current tweet classification models
suffer from the lack of labelled training data, which prevents them from reaching a

generalised model, as tweets related to various crisis events have different features
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and social media responses. However, it is infeasible to manually annotate tweets
for every crisis event, especially in real time.

Given their ability to create a large-scale training dataset with no effort, time or
cost, distant supervision can help improve the generalisation level of crisis-related
classifiers by automatically generating new labelled training data from an unlabelled
corpus. However, to the best of our knowledge, the application of distant supervi-
sion has not been investigated in labelling unseen tweets from new /emerging crisis
events, and no research exists to report the impact of using distant supervision in a
domain adaptation approach.

Existing keyword-based systems use predefined keyword lists to label current
disaster events and fail to identify tweets that contain other essential crisis key-
words. On the other hand, distant supervision has the capacity to expand the pre-
defined keyword list to include linguistically similar words. A domain adaptation
approach that utilises distant supervision to give labels to unlabelled current tweets
can hence detect crisis data using keywords that do not exist in the predefined list.

Several supervised domain adaptation techniques have been introduced in the
literature. However, they require a certain amount of manually labelled data from
the target incidents. This causes a delay in the work of the humanitarian organisa-
tion in real-time scenarios while paid workers label the incoming tweets; time and
shortness of workers are the essential issues in adapting the application of Twit-
ter data in their daily operations. Conversely, semi-supervised domain adaptation
techniques do not require any labelled data from target events that suit real-time
scenarios.

The widely used labelling method in the literature is self-labelling. Self-labelling
is utilised to incorporate unlabelled target tweets under the umbrella of a semi-
supervised domain adaptation approach. However, error amplification is a consid-
erable drawback of this technique, especially when past and emerging crisis events
differ. This can be minimised by incorporating tweets that contain different words
with similar meanings, which can be achieved by employing distant supervision in
a labelling framework instead of self-labelling.

Arabic is considered a low-resource language with many noticeable challenges

in the crisis literature. Relatively few techniques have been introduced to address
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the problem of limited labelled data for Arabic crises. However, at the start of this
study, domain adaptation approaches had not been applied or experimented with
using Arabic crisis tweets. We posit that domain adaptation techniques employing
distant supervision can improve performance regardless of the limited labelled cri-
sis data by incorporating tweets with diverse words from the emerging events into
the available training data. Thus, this thesis attempts to fill the gaps in the extant

literature.
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Chapter 3

Deep Learning and Word
Embeddings for TCFCR

This chapter represents our investigation to find the best deep learning architecture
and word embedding for TCFCR as a start point in our research. This work has
been published ( in 2018) and cited by many research papers in the field. Later on,
our findings in this chapter have been verified by another research paper with a

comprehensive study.

3.1 Introduction

Multi-class tweet classification for crisis response is a text classification task that
identifies if a tweet is related to a specific type of predefined informative class.
Deep neural networks have proven their ability to automatically learn deep and
complicated mappings from input to output using the distributed representation
of words without requiring any feature engineering. It is also noticeable that deep
learning approaches have outperformed traditional ones in many NLP tasks, in-
cluding tweet classification [34]. In addition, robust word embedding can be a key
factor in improving the neural network performance in any NLP task [92]. Recently,
general-purpose and domain-specific word embeddings have been proposed, such
as GloVe and Crisis embedding [93]. However, few experiments have been con-
ducted to examine the effectiveness of different deep learning architectures and dif-
ferent word embeddings in improving tweet classification models. Our work is sim-

ilar to [92] and [93]; however, we use different neural network architectures and
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general-purpose word embeddings. We also train our four models separately in
an offline fashion without integrating any network components. To the best of our
knowledge, at the time of the publication of our paper in 2019 [16], this is the first
study of using GloVe embedding with BiLSTM or CNN in tweet classification for
crisis response.

The input of our networks are tweets that may contain any information related
to any natural crisis. This work targets natural crises such as earthquakes, floods,
storms, typhoons, and etc. First, we clean the tweets by removing unnecessary parts
such as emojis and HTTP addresses. Then, the tweets are tokenised into words,
and a pre-trained word embedding (GloVe or Crisis) is used to capture similarities
between words and semantics of word sentences. After that, a deep learning archi-
tecture (CNN or BiLSTM) is applied to encode and leverage the information from
the input text sequence, tweets. Finally, a fully connected layer with a softmax layer

is used to compute the class distribution for each tweet.

3.2 Experiments

3.2.1 Models
Informative
class
Dense layer
CNN
Word

Embedding

Our Building is shaking

FIGURE 3.1: CNN architecture with word embedding.
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We conduct four experiments using different word embeddings (Crisis embed-
ding and Glove) and deep learning architectures (CNN and BiLSTM). We have re-
implemented the CNN and Crisis embedding model from [93] to compare it with
the other three models to investigate the effectiveness of integrating different word
embeddings with different deep learning architectures. Figure 3.1 describes the first
and the second classifiers used CNN with GloVe and Crisis embedding separately.
We use BiLSTM in the third experiment with GloVe embedding and Crisis embed-

ding in the fourth experiment, as shown in Figure 3.2.

Informative Dense layer
class

Bidirectional LSTM LSTM LSTM LSTM
LSTM _— _—
1 1 1

Word
Embedding

Our Building is shaking

FIGURE 3.2: BiLSTM architecture with word embedding.

3.2.2 Datasets

We use the CrisisNLP dataset [64] to evaluate the four classifiers mentioned in the
previous section. CrisisNLP is a collection of small datasets where each dataset con-
tains annotated tweets related to a crisis event. The tweets are labeled based on their
corresponding informative class (e.g., affected individuals, donations and volunteer-
ing, infrastructure and utilities, sympathy and support, other helpful information,

and irrelevant). The number of tweets for each set is shown in Table 3.1.
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TABLE 3.1: Training, validation and testing data used in the experi-

ments.
Class num- | Class title Number of tweets
ber
Train set | Dev set | Test set
1 Injured of dead people 1611 487 233
2 Missing, trapped or found | 741 221 106
people
3 Infrastructure and utilities | 676 177 94
damages
4 Sympathy and emotional | 1526 436 232
support
5 Donation needs or offers or | 2352 712 350
volunteering services
6 Other useful information 5690 1623 766
7 Irrelevant 6254 1756 886
Total number of tweets 18850 5412 2667

3.3 Results and discussions

CNN with Crisis embedding model achieved a F1 score of 0.6138, slightly higher
than the model containing BiLSTM with the same embedding. On the other hand,
BiLSTM with GloVe embedding reported the best result among all the four models
with a 0.6204 F1 score, and CNN with GloVe embedding recorded the worst perfor-

mance with a 0.5987 F1 score. The results of all the experiments are shown below in

Table 3.2.
TABLE 3.2: Results in F1 score for different deep leaning architectures
and word embeddings
Experiment Model components
P Deep Learning architecture | Word Embedding | Fl-score
1 CNN Crisis embedding | 0.6138
2 GloVe embedding | 0.5987
3 . Crisis embedding | 0.6088
4 BiLSIM GloVe embedding | 0.6204

According to the results, BILSTM with GloVe model obtains the best performance
for text classification for crisis response. That demonstrates the effectiveness of gen-
eral pre-trained word embedding such as GloVe and sequence models such as BiL-
STM in improving the classifier’s ability to distinguish between crisis-related tweets.

However, domain-specific embedding outperforms general word embedding when



Chapter 3. Deep Learning and Word Embeddings for TCFCR 51

integrated with CNN. This shows the importance of choosing a word embedding
depending on the selected deep learning architecture for tweet classification.

We believe that the main reason behind these results is that Crisis embedding is
initially built using the Skip-gram model of the word2Vec tool, which is a powerful
method for detecting the semantic meaning of words with a small semantic space.
On the other hand, the GloVe embedding needs more information than the Crisis
embedding to detect the semantic meaning of words successfully. This is consistent
with the fact that BILSTM captures more information than CNN. BiLSTM captures
the sequence of tweets in both directions, while CNN captures the local patterns of
tweets and may lose some information, such as the order of the words in tweets.

Another possible reason is that Crisis embedding may contain twitter-specific
text irregularities such as emojis, mentions, hashtags, and other domain-specific
words. These were not taken into consideration when training GloVe embedding.
Because we perform pre-processing for our dataset and remove such words, the per-
formances of both GloVe and Crisis embeddings are expected to be close. However,
misspelling words such as "flods” for "floods” can only exist in Crisis embedding,
which gives it a minimal advantage over Glove embedding.

Finally, we discovered that GloVe as a general word embedding can be used
instead of Crisis embedding as a domain-specific word embedding to improve the

performance of the BILSTM-based model to classify tweets for crisis response.

3.4 Related Work

Recently, a limited number of experiments have been reported on successfully ap-
plying deep learning architectures and word embeddings to tweet classification for
crisis response. It started when the authors in [93] argued that the informative class
in the previous studies still has much information to be handled by organisations.
To simplify the organisations” work and save their time and effort, they introduced a
model that classified the informative class into multiple subclasses (e.g., infrastruc-
ture damages, affected people, donation and volunteering, sympathy and support,
and other helpful information). This work is very similar to our first model, where

the authors build their model with a single CNN layer after a look-up layer and
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before a pooling layer. After that, a dropout layer is added to reduce the model’s
overfitting. However, they trained the initial model first. They then retrained it
with small mini-batches in an online fashion to suit the early crisis response situa-
tion where we use their pre-trained word embedding (Crisis embedding) without
retraining the model. The same model (CNN and Crisis embedding) has also been
used by the authors in [92]. However, they integrated the domain-specific word em-
bedding with Google word embedding, and the results reported a slight improve-
ment in the model’s performance. Another deep learning model has been intro-
duced in [31]—the semantically-enhanced dual-CNN consists of a semantic layer
that captures the contextual information and a traditional CNN layer. The results

show that the dual-CNN model has a comparable performance with a single CNN.

3.5 Conclusion

This work investigates the effect of using domain-specific and general word embed-
dings with two deep learning architectures: BILSTM and CNN. Results reported that
using different word embeddings slightly improves the model performance due to
the variability of the corpora used when building the word embeddings. Further
experiments will be done to examine the effectiveness of N-Gram CNN, another ar-
chitecture introduced in [71], in classifying tweets for crisis response. In addition, we
will consider recent works in integrating general word embedding such as GloVe for
rich semantic representations of general words and domain-specific embedding for

domain-specific words such as ill-words within tweets in our case.
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Chapter 4

Experimental Setup

This chapter explains the experimental setup used in this thesis: the datasets and
data collections, including human-labelled, automatically labelled and unlabelled
data, the pre-processing of the data and the specifications of the model used to clas-
sify the test data. Some of the datasets, network architectures and evaluation metrics
described in this chapter have been used by previous works cited in the previous

chapter.

4.1 Datasets and Data Collections

4.1.1 Human-labelled Datasets
4.1.1.1 English tweets

We use specific collections from the CrisisNLP [64], CrisisLexT6 [95] and CrisisLexT26
[96] datasets to evaluate our framework, as shown in Table 4.1. CrisisNLP contains
human-labelled English tweets from crisis events from 2013 to 2015. CrisisLexT26
and CrisisLexT6 contain human-labelled tweets from crisis events from 2012 to 2013.
These widely used datasets are labelled by paid workers based on either their relat-
edness to a given crisis event (CrisisLexT6) or their corresponding informative class
(CrisisNLP and CrisisLexT26; e.g., affected individuals, donations and volunteering,
infrastructure and utilities, sympathy and support, other useful information or not
related). However, for the CrisisNLP and CrisisLexT26 data, we relabel the avail-
able tweets into two classes: related and not related to a given crisis event. First, we

combine all the tweets containing similar information, such as “Personal updates”
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and “Affected individuals”. We then relabel all the tweets from the four classes ex-
cept “not related” to a related class; “not applicable” and other unclear labels are
discarded. We also eliminate the non-English tweets, as our main goal is to build a
reliable model for English tweets only, although it may then be transferred to other
languages. It is worth noting that the Malaysia Crash (MMC) data, unlike the other
human-labelled data, are labelled by volunteers rather than paid workers.

TABLE 4.1: Summary of the human-labelled English data from Cri-

sisNLP, CrisisLexT6 and CrisisLexT26. The abbreviations in the table

represent the type of the data, the place of the crisis and the crisis

type. For example, MGC represents manually labelled data for the
Glasgow Crash event.

Collection # related tweets | # not related tweets | Total # tweets
Bohol Earthquake (MBE) 969 30 999
Queensland Floods (MQF) 919 280 1199
Colorado Floods (MCoF) 924 74 998
Manila Floods (MMF) 920 79 999
Alberta Floods (MAF) 982 17 999
Yolanda (Tornado) Typhoon (MYT) 939 108 1047
Sandy (Hurricane) Typhoon (MST) 1581 429 2010
Oklahoma (Tornado) Typhoon (MOKT) 1769 241 2010
Nepal Earthquake (MNE) 2839 177 3016
Chile Earthquake (MChE) 1648 364 2013
California Earthquake (MCE) 169 13 182
Pakistan Earthquake (MPE) 1676 336 2012
India Floods (MIF) 1500 502 2002
Pakistan Floods (MPF) 1985 27 2012
Hagupit Typhoon (MHT) 1779 233 2012
Pam (Cyclone) Typhoon (MPT) 1515 497 2012
Odile (Hurricane) Typhoon (MOT) 178 4 182
Lac-Mégantic Crash (MLC) 537 18 555
Glasgow Crash (MGC) 918 181 1099
New York Crash (MNC) 998 1 999
Australia Fires (MAFi) 949 249 1198
Brazil Fires (MBFi) 333 9 342
Colorado Fires (MCFi) 953 246 1199
Malaysia Crash (MMC) 70 65 135

For the experiments in Chapter 5, we use all the datasets mentioned in Table 4.1.
In Chapter 6, we use specific human-labelled collections from Table 4.1, including
different crisis events related to three crisis types: earthquake, flood and typhoon.
It is noted that we do not use collections related to crash or fire events. One minor
change is that we use the other collections for the Hurricane Sandy event (MST) and
the Oklahoma Tornado event (MOKT), since more data are available.

Prior studies state that supervised models trained on training/source data can
classify test/target data when training/source and test/target data share a specific

feature: the crisis type [47, 81]. Based on this finding and to obtain the best possible
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performance, our training/source data in these experiments include multiple events
from the same crisis type to the test/target event. To test a model trained only on
test/target data, we split the data for each test/target event into training (70%) and
testing sets (30%). The testing set is then used to evaluate all the models on the given

test/target events.

4.1.1.2 Arabic tweets

Kawarith is the first Arabic dataset which contains more than 12,000 Arabic labelled
tweets for crisis response [9]. It is also a multi-label dataset (i.e., a tweet can be la-
belled with more than one class). However, only 4.4% of the tweets in Kawarith
have more than one label. This dataset provides seven collections of crisis events
that occurred in Arabic cities. The tweets are labelled by native Arabic speakers
based on their corresponding informative class: “Affected individuals and help”,

7”7 "

“Infrastructure and utilities damage”, “Caution, preparations and other crisis up-
dates”, “Emotional support, prayers and supplications”, “Opinions and criticism”
and “Irrelevant”. However, for the experiments in Chapter 7, we relabel the tweets
into two categories: “related/informative” and “not related / not informative” to a
given crisis event or humanitarian organisation. We relabel all the tweets from the
categories “Affected individuals and help”, “Infrastructure and utilities damage”,
and “Caution, preparations, and other crisis updates” to the related/informative
class. Tweets in the “Emotional support, prayers and supplications”, “Opinions and
criticism”, and “Irrelevant” categories are relabelled to the not related / not infor-
mative class. If the tweet has been labelled with more than one class, we pick the
first one.

Table 4.2 demonstrates the number of related and informative tweets and the
number of irrelevant or not informative tweets for each crisis event in Kawarith. We
split the data for each Arabic target event into training (70%) and testing (30%) sets

to evaluate a model trained solely on test/target data. In turn, the testing set is used

to assess all the models for the given target events.
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TABLE 4.2: Summary of the human-labelled Arabic data used in our
experiments from Kawarith. The abbreviations in the table represent
the type of data, the place of the crisis and the crisis type. For ex-
ample, MJF represents manually labelled data for the Jordan Floods

event.

Collection # related tweets | # not related tweets | Total # tweets
COVID-19 Virus (MCV) 1363 136 1499
Jordan Floods (MJF) 525 965 1490
Kuwait Floods (MKF) 1266 1711 2977
Hafr Albatin Floods (MHF) 513 599 1112
Cairo Bombing (Explosion) (MCEXx) 261 253 514
Dragon Storms (MDS) 305 476 781
Beirut Explosion (MBEX) 346 492 838

4.1.2 Data Collections
4.1.2.1 English tweets

For the experiments in Chapter 5, we use the Twitter API to collect unlabelled tweets
from 2018 crisis events for five different crisis types: Texas Floods (UTF), Indonesia
Earthquake (UIE), Sunda Strait Tsunami (Typhoon) (UST), California Fire (UCFji)
and Amritsar Crash (USC). These events were selected based on four factors: avail-
ability, crisis location, crisis type, and number of tweets. For example, the Texas
Floods event was selected because its data were freely available during our work
with a massive number of tweets. In addition, Texas does not exist in the current
location list of flood events in the human-labelled datasets. Therefore, we preferred
to choose different locations to enhance the generalisation level of the model when
added to the training data. Our proposed method is not restricted to these specific
events and can be applied to any unlabelled tweets from any crisis event.

The 2018 Texas Floods, caused by extreme rainfall, hit Central Texas on Octo-
ber 16, 2018 and forced the government to declare a state of emergency after the
floods claimed human lives. Texas Floods data are crawled for a five-day period,
from October 16 to October 20, 2018, using the hashtag “#floods” and geolocation
information of Texas, resulting in more than 48,000 unlabelled data (tweets).

We use the same methodology to collect 3,099 unlabelled tweets from the 2018
Indonesia Earthquake event, this time using the hashtag “#earthquake” and the ge-
olocation information of the damaged area. The data are crawled for only one day,

October 16, 2018, from 16:00 to 23:59.
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The Sunda Strait Tsunami (Typhoon) struck Indonesia in 2018, killing at least 426
people and injuring 14,060. We collect 4,955 unlabelled tweets using the hashtag
“#tsunami” and the geolocation of Sunda Strait. The data are crawled for the entire
day of December 23, 2018.

The 2018 Amritsar Crash, in which 59 people were killed and more than 100
were injured, occurred in Amritsar, India, when two trains crashed into a crowd
standing on the railways while celebrating the Dussehra Festival during the late
evening of October 19, 2018. The Amritsar Crash data are crawled for three days,
from October 19 to October 21, 2018, using the hashtag “#amritsartrainaccident”
and the corresponding geolocation. As a result, we collect 3,033 unlabelled tweets
from the event.

The 2018 California Fires are known as the deadest wildfires in the state’s his-
tory. The fires covered a total of 1,893,913 acres and caused substantial infrastruc-
ture damage. The California Fires data are crawled for three days from November
12 to November 14, 2018. We use the hashtag “#wildfires” and the geolocation of
California to collect 2,965 unlabelled tweets.

On the other hand, CrisisNLP provides tweet IDs for several previous crisis
events. We retrieve the tweets’ text content using their IDs. We create corpora for
four crisis events: Pakistan Earthquake (UPE), Pakistan Floods (UPF), Hagupit Ty-
phoon (UHT), and Malaysia Airline Accident (Crash) (UMC). It is worth noting that
we cannot retrieve all the tweets by their IDs, as some of the tweets or the Twitter
account of the posted person have been deleted; in other cases, and due to recent
changes to the Twitter platform, the tweets have been protected or disabled. Table
4.3 shows the number of unlabelled tweets gathered for the nine target corpora after
the cleaning process. These collections are related to four crisis types: earthquake,
flood, typhoon and crash.

To train the model for the experiments in Chapter 5, we generate automatically
labelled data by applying our framework, in Section 5.1, to the unlabelled data col-
lections in UPF, UPE, UHT and UMC from Table 4.3 and the collected data. As a
result, 5 new crisis: AIE, ATF, AST, ACFi and AAC and 4 prior crisis events: APE,
APF, AHT and AMC are generated (A represents Automatically). We randomly se-

lect examples from the automatically labelled collections to approximately match the
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TABLE 4.3: Number of unlabelled tweets gathered by their publicly

available IDs.

Crisis event # unlabelled tweets
California Earthquake (UCE) 5430
Chile Earthquake (UChE) 10685
Hagupit Typhoon (UHT) 12807
Nepal Earthquake (UNE) 7432
Pakistan Earthquake (UPE) 8954
Pam Cyclone (Typhoon) (UPT) 5195
Pakistan Floods (UPF) 6352
Queensland Floods (UQF) 6088
Malaysia Airline Accident (Crash) (UMC) 5566

number of tweets of the other human-labelled training datasets from the same crisis
type. For example, we randomly select 1,600 positive examples and 200 negative
examples from the automatically labelled data from the Indonesia Earthquake event
(AIE) to be added to the training data along with the manually-labelled data from the
available earthquake events: Bohol Earthquake (MBE), Nepal Earthquake (MNE),
Chile Earthquake (MChE), California Earthquake (MCE) and Pakistan Earthquake
(MPE). The number of positive tweets in most events from this collection ranges be-
tween 1,650 and 2,800 (and between 180 and 400 for negative examples). On the
other hand, for APE, APF, AHT and AMC, we randomly select examples to exactly
match the number of positive and negative tweets from the human-labelled peers.
For instance, 1,676 positive and 336 negative examples are randomly selected from
APF data to match the number of tweets mentioned in Table 4.1 for the manually-
labelled data from the same event, MPE.

On the other hand, in Chapter 6, we use our distant supervision framework (see
Chapter 5) to give pseudo-labels to the unlabelled tweets from eight crisis events:
UPE, UPE, UHT, UCE, UPT, UQF, UNE and UChE mentioned in Table 4.3 except
UMC (unlabelled tweets for Crash crisis type). As a result, eight automatically la-
belled sets are created: APE, APF, AHT, ACE, APT, AQF, ANE and AChE. To repli-
cate the real-time scenario, we sort the tweets based on their IDs, which reflect their
posting order. To train the model, we take examples from the top of these collections
to match approximately the number of tweets of the other human-labelled training

datasets from the same crisis type.
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4.1.2.2 Arabic tweets

Kawarith contains over one million unlabeled tweets from different dialects and lo-
cations for crisis events. These tweets were collected during 22 incidents between
2018 and 2020 from different disaster types. For the experiments in Chapter 7, we
retrieve the tweet text from the public tweet ID in Kawarith. These tweets relate to
previous but very recent Arabic crisis events. Specifically, we choose seven events
(in Table 4.2) that serve as the gold standard in our experiments and create the fol-
lowing seven corpora: UCV, UJE, UKF, UHF, UBEx, UCEx and UDS. The number of
collected tweets is restricted because some tweet texts are irretrievable. In addition,
some of the posted tweets or Twitter accounts have since been removed, while oth-
ers have been protected or disabled due to recent changes to the Twitter platform.
However, we successfully gathered the number of tweets required for our experi-
ments.

In Chapter 7, the proposed Arabic distant supervision-based framework is used
to label the unlabelled Arabic corpora outlined in this section. The same methodol-
ogy of selecting tweets in Chapter 6 is followed in Chapter 7. However, the number
of automatically labelled tweets required in one of our experiments is 2,000 for each
class . We could not reach this number for some of the Arabic crisis events (Cairo Ex-
plosion, Hafer-albatin Floods and Jordan Floods), which led to exclude these events

in the given experiment (further analysis; Section 7.4.1).

4.2 Data pre-processing

Tweets are full of noise due to incomplete sentences or words, irregular expressions,
ill-formed sentences or words, and out-of-dictionary words. Therefore, to improve
the performance of the tweet classifiers, we pre-process the data before training the
models. We follow [92] in cleaning English input tweets. We convert all the tweets to
lower case and replace hyperlinks with “HTTP address”, numbers with “D”, user-
names with “userID”, and hashtags with “hashtag”. We also remove all emojis,
Twitter-specific words such as “RT”, special characters, elongation and punctuation.

All tweets are split into tokens to be passed to the classification model.
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For Arabic tweets, we follow [9] in cleaning Arabic input tweets. We substitute
hyperlinks with the Arabic word " ll,", which means HTTP address or URL. Sim-
ilarly, we replace user mentions with ”r,\;}:.wa ", hashtags with "G3lila", and num-
bers with " f‘s 5, ". Four types of letter normalisations are performed: (1) T I", the
different forms of alef are normalised to " 1"; (2) " < «%", forms of elaf magsora, to
" ¥; ", (3)" §", aform of waw, to " §"; and (4) ta marboutah " o « §"to " o". This is done
because users typically misspell alef and do not know the difference between ta mar-
bouta and ha when these letters appear at the end of any Arabic word. As with
English, we eliminate stop words, special characters, punctuation, Twitter-specific

words such as “RT”, elongation and emojis. We also remove non-Arabic characters,

diacritics and short vowels.

4.3 Training Classification Model

This section provides details of the architecture utilised for training any of the data

given in our experiments in this thesis.

4.3.1 Word Embedding

Word embedding is a set of feature learning techniques or language models in which
texts (phrases or words) are mapped to real number vectors. The main goal of word
embedding is to learn efficient and expressive text representations, such that similar
words or phrases have similar representations that capture their semantic meaning
[91]. The application of word embedding has drawn significant interest in NLP in
recent years. Robust word embedding can be a critical factor in improving neural
network performance in any NLP task [92, 16]. General-purpose word embeddings
have recently been proposed, such as GloVe [101] and fastText [29] embeddings.
GloVe is a strategy that combines count-based (e.g., Principal Component Analy-
sis, PCA) with direct prediction (e.g., word2vec) techniques. Word2vec is a predication-
based embedding which is also a combination of two techniques: skip-gram model
and Continuous bag of words (CBOW). Unlike word2vec, which only uses local in-
formation from words with local context windows, the GloVe method uses a combi-

nation of word co-occurrence information and global statistics to determine semantic
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links between words in the corpus. GloVe employs the global matrix factorisation al-
gorithm [101], which creates a matrix that encodes the presence or absence of words
in a text. GloVe embedding is a publicly available embedding trained on 6 billion
words from web texts and Wikipedia, including social media texts such as tweets.
It has improved many NLP tasks for Twitter data, such as event detection [46] and
sarcasm identification [48]. In Chapter 6, we use the 100-dimensional GloVe as a
pre-trained word embedding for English tweets since it is the best reported deep
learning architecture for tweet classification for English crisis response [16].

Facebook presented fastText in 2017 as an extension of word2Vec. Unlike word2Vec
and GloVe, fastText can provide representations of words that do not exist in the
training data: when a word does not occur during model training, its vector embed-
ding may be determined by breaking it down into n-grams [29]. For example, if the
word is “earthquake” and n = 3, then fastText produces the following representa-
tions: < ea, ear, art, rth, thq, hqu, qua, uak, ake, ke>. As a result, fastText considers
misspelling and provides meaningful representations for rare words, whereas other
embeddings ignore them. In addition, fastText Arabic embedding has been pre-
trained using Arabic Wikipedia articles. It outperforms other embeddings in text
classification [45], such as Twitter classification in healthcare applications [56], senti-
ment analysis [22, 66] and hate speech detection [21]. For this reason, we use fastText
Arabic embedding for Arabic crisis tweets in this thesis.

The initial embeddings of GloVe and fastText were finetuned during the gradi-
ent modification of the deep learning model using back-propagating gradients in
every experiment. Finetuning word embedding represents transferring the knowl-
edge from the initial corpus (Wikipedia) where the embedding is built to our domain

dataset (Twitter data).
4.3.2 Classification Algorithms

4.3.2.1 Convolutional neural networks

CNN is a deep learning architecture that consists of an input layer, multiple neural
hidden layers and an output layer. The main layers of basic CNNs (as shown in

Figure 4.1) are the convolution layer, the pooling layer and the fully connected layer.
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Typically, in NLP tasks, token sequences are used as input to the convolution layer.
Then, in the convolution layer, the CNN filters perform as n-grams over continuous
representations. The size of the n-gram filters, the feature map, are then reduced in
the pooling layer to minimise the computational costs. The most popular pooling
operation is max pooling, where the largest element is picked from the feature map.
Finally, the reduced n-gram filters are combined with subsequent network layers, a

fully connected layer [71].

Fully

Convolution Connected

Poolin
Input E..-

1 f--

Feature Extraction Classification

FIGURE 4.1: Basic CNN architecture. Source: [71]

Two further parameters are important in the architecture of CNNs: activation
functions and dropout. Activation functions are non-linear functions; the most pop-
ular activation in CNN layers is the Rectified Linear Unit (ReLU). Dropout is where
each node is removed with the probability of 1 - p or kept with the probability of p
only within the training time (to avoid training all the nodes).

CNN can learn the features and distinguish between them automatically; there-
fore, CNN does not require hand-engineered features, which saves human effort and
time and eliminates the need for prior knowledge. Unlike a MultiLayer Perceptron
(MLP), the number of free parameters can be reduced by CNNs, and the problem
of the vanished or exploded gradients can be prevented during the training process.
Moreover, all the weights in the convolutional layers are shared, which means that
the same filter is used for all the fields within a layer to improve performance and de-

crease memory space required. Given these capabilities, CNNs can be successfully
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used for feature extraction in several text classification problems [28].

4.3.2.2 Bidirectional Long Short-Term Memory (BiLSTM)

RNN is a type of artificial neural network adapted to work for data that involves
sequences like texts because it stores the states or information of previous inputs to
generate the next output of the sequence. However, RNN suffers from gradient van-
ishing /exploding problems where it loses the ability to propagate useful gradient
information from the output end of the model back to the layers near the input end
of the model. LSTMs are RNNs that solve the gradient vanishing/exploding prob-
lems of RNNs [59]. Unlike RNNs, LSTMs pass only the important information to the
next layer [26]. LSTMs are designed to capture long-distance dependencies within
texts. They hold the contextual semantics of each word using the surrounding infor-
mation and store long dependencies between words. As shown in Figure 4.2, each
LSTM unit consists of three gates — controlling which portions of information to re-

member, forget and pass to the next step.

Input Gate
Forget Gate Output Gate
1 2 3
Forget irrelevant Pass updated
information LSTM information
4

add/update new
information

FIGURE 4.2: Basic LSTM architecture. Source: [26]

However, LSTMs only focus on one direction of the input: the past. On the other
hand, BiLSTMs focus on the past and the future directions of the input, as shown
in Figure 4.3. This method allows the network to capture more information than
before; at every token position, hidden representations from each direction are con-

catenated. BiLSTM has hence been reported as the best deep learning architecture
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for tweet classification for crisis response [16, 79].
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FIGURE 4.3: Basic BILSTM architecture. Source: [121]

4.3.2.3 Implementation

Although the convolutional layer and the max-pooling layer enable CNNss to extract
high-level local information effectively, they are unable to learn sequences of correla-
tions. BiLSTM, on the other hand, improves the contexts by capturing long-distance
dependencies within tweets in two directions. However, BILSTM cannot capture
local features in parallel. Therefore, an integrated structure of CNN and BiLSTM,
ConvBiLSTM, is used in our experiments. We started using this architecture in 2018
for the experiments in Chapter 5 based on our findings while searching for the best
deep learning model for crisis tweets ( see appendix 3). We continue using it for the
experiments in Chapters 6 and 7 because recent studies have shown the effective-

ness of using ConvBiLSTM for Twitter data [114, 121].

It is helpful to think of ConvBiLSTM architecture (in Figure 4.4) as defining two
sub-models: the CNN model for feature extraction and the BiLSTM model for in-

terpreting the features across time steps in both directions. We define a sequential
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FIGURE 4.4: ConvBiLSTM architecture. Source: [121]

model and add various layers to it. The first is the embedding layer, which rep-
resents using either GloVe word embedding for English tweets or Arabic fastText
embedding for Arabic tweets. The embedding layer converts tweets into numerical
values and feature embedding. Feature embedding is then fed into the CNN layer
with 64 filters and max pooling of size 4. The output of the CNN layer (reduced
dimensions of features) is received by the BILSTM layer with 100 neurons, followed
by dropout layers with a rate of 0.5 for regulating the network. The final dense layer
is the output layer with two cells representing categories along with a sigmoid acti-
vation function to produce classification results. To obtain the best parameter for our
model, we utilise Adam as an optimiser and binary cross-entropy loss. We also set
the class-weight parameter to “auto” — to solve the problem of imbalanced training
datasets — and the maximum length to 100. In the end, our model with 25 epochs

and a batch size of 32 yields better results.

4.3.3 Performance Evaluation Measures
4.3.3.1 F1 score

The F1 or F score is the weighted average of precision and recall. It is calculated
using formula (4.1) or formula (4.2), and the final value lies between 0 and 1, where

1 indicates a perfect model.

1

Flscore = 2% —p—7p TN 4.1)

TP TP
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1
F1 score = 2 % R (4.2)

precision recall

where true positive (TP) represents the correctly predicted positive values; false pos-
itive (FP) represents the wrongly predicted positive values; and false negative (FIN)

represents the wrongly predicted negative values; and:

» TP
Precision = TP+ D (4.3)
TP

According to formula (4.2), the F1 score will be high only if both recall and preci-
sion are high. However, the F1 score has its limitations when high precision and low
recall are desirable, and vice versa. In addition, Lador has stated that precision is
the best evaluation method in the case of an imbalanced dataset when the negative
class is in the majority, or when correctly detecting the negative class is less impor-
tant than correctly detecting the positive class [75]. Otherwise, the F1 score with
both recall and precision is better than using precision or recall in isolation. Further-
more, [72] has noted that the F1 score is instrumental when comparing classifiers,
especially with imbalanced datasets. We use the F1 score to evaluate our work in
this thesis because of the imbalanced datasets and the fact that correctly detecting
a positive class (related class) is not more important than detecting a negative class
(irrelevant class). Moreover, due to the stochastic nature of the learning algorithm,

we repeat every experiment 30 times and take the mean as the final score.

4.3.3.2 Elbow curve

Elbow curve is a method used to determine the optimal number of clusters (k) before
applying K-means to the data. This method utilises Sum Square Error (SSE) to estab-
lish a visualisation where the point position on the elbow arm indicates the optimal
number of clusters [27]. Figure 4.5 visualises the elbow method when the number of
clusters varies from 1 to 10. The point position on the elbow arm is located at k = 3,

which represents the optimal number of clusters. [114, 121].
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FIGURE 4.5: Elbow method visualisation. Source: [94]

4.3.3.3 Silhouette analysis

The silhouette plot is a measure that displays how close each point in one cluster
is to points in the neighbouring clusters and thus provides a way to visually assess
parameters such as the number of clusters [67]. In other words, this measure, known
as the silhouette score, dictates the quality and strength of the cluster. The score
ranges from -1 to 1. The value 1 indicates that the clusters are clearly distinguished
from each other, value 0 indicates overlapping between the clusters, and a negative
value indicates that the data points could be assigned to the wrong cluster. Figure 4.6
illustrates the silhouette diagram for a given K-mean clustering (k = 4); the dashed
line represents the silhouette score. From Figure 4.6, we can say that all the clusters
have a silhouette score above 0.6, which suggests that the setting when k = 4 is a
good choice of number of clusters. Moreover, the cluster width can help in deciding

the optimal number of clusters if the dataset is balanced.

Statistical significance test
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Silhouette analysis for KMeans clustering on sample data with n_clusters = 4

The silhouette plot for the various clusters. The visualization of the clustered data.
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FIGURE 4.6: Silhouette diagram. Source: scikit-learn.org

The two-way ANOVA is a statistical test for determining the impact of two nom-
inal predictor variables on a continuous outcome variable [49]. The effect of the
independent factors on the predicted outcome and their connection to this outcome
can be investigated using a two-way ANOVA. In our thesis, we use this test to de-
termine whether the F1 score results of the model types, the number of tweets and a

combination of both are statistically significant. Two hypotheses are presented:

* The null hypothesis (HO) states that no statistically significant relationship ex-

ists between the given factors.

¢ The alternative hypothesis (HA) states that a relationship exists between the

factors.

The alpha value is set to 0.05 in this test. The p-value indicates whether we reject

the null hypothesis; if p < 0.05, we reject the null hypothesis.
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Chapter 5

Automatic Labelling Using Distant

Supervision

Current tweet classification models aimed at enhancing crisis response are based on
supervised deep learning. They rely on the quality and quantity of human-labelled
training data. However, the available training data is small in size and imbalanced
in coverage of crisis types [34], which prevents the models from generalisation [81],
as tweets related to various crisis types have different features and social media re-
sponses [97]. In addition, it is infeasible to manually annotate tweets for every crisis
event, especially in real time; any manual labelling is also expensive to produce.
As a result, semi-supervised approaches that automatically generate new labelled
training data from an unlabelled corpus are desirable.

Distant supervision can be applied to automatically generate large-scale labelled
data for TCFCR. Our work in this chapter is inspired by [138] and [36] (see Section
2.2). These authors have successfully used distant supervision to generate large-
scale training data for event extraction whereby triggers and arguments express the
event type. This task is similar to ours: event detection for crisis response. Here, we
assume that keywords can express the crisis type; thus, keywords can determine the
relatedness of a given tweet to a given crisis event. However, some challenges persist
when applying distant supervision to crisis data. Unlike the event extraction task,
the initial keyword list does not exist for our task. Additionally, our data (tweets) do
not constitute well-formed text. Tweets are full of noise and suffer from the absence

of relations between words.
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In Chapter 5, we introduce a novel framework to improve the ability of the clas-
sification models to generalise to unseen crisis events. It creates an initial keyword
list for each crisis type using the available human-labelled data related to the given
type. It then employs distant supervision [89] via the external linguistic knowledge
base (FrameNet) [25]. Our framework explores different ranges of unseen features
by expanding the original keyword list to include new linguistic units (i.e., new
keywords with similar meaning) derived from FrameNet. If one of the crisis-type
keywords exists as a lexical unit of a frame in the database, then distant supervision
assumes that all the lexical units related to the given frame express the given crisis
type. Unlike self-training in [134], our framework does not replicate the label noise
that exists in the current dataset. In addition, crisis data that cannot be detected us-
ing existing keyword alert systems, as in [111], will be detected by our framework
because of the new crisis keywords derived from FrameNet.

This chapter presents our attempt to minimise the problem of the low generali-
sation level of the crisis-related classifier caused by the lack of annotated tweets. To
reduce the generalisation error, we test a new framework to label new crisis event
data, which will then be added to the available data to train the classifier to filter
the massive volume of tweets posted by users during crises. Our main goal is to
investigate, for the first time, the application of distant supervision in producing
good-quality labelled training data for crisis response.

Experimental results on different crisis events from five crisis types show that our
work can produce good-quality labelled data from past and recent events. Specif-
ically, substituting automatically labelled training data for part of the manually la-
belled training data has minimal impact on model performance, indicating that au-
tomatically labelled data can be used when no hand-labelled data are available. To
evaluate our work, we create a new collection of crisis-related labelled tweets from
the following new disaster events: 2018 Texas Floods, 2018 Indonesia Earthquake,

2018 Sunda Strait Tsunami, 2018 California Fires and 2018 Amritsar Crash.
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5.1 Method

The method in this chapter is shown in Figure 5.1. It contains the following compo-

nents:
New training data
I
Available anr)otat.efi Our framework Labelled d.aFa from Available annotated data
data from prior crisis the new crisis event from prior crisis events
events (previous training da

[

[

Unlabelled data from

new crisis event

Pre-processing

Pre-processed new
Predicted class +—— Classifier training data

FIGURE 5.1: The procedures followed in Chapter 5, including our
proposed labelling method (in orange).

Distant supervision-based labelling framework (ours): The available human-annotated
data from previous events are used by our framework to automatically label the cor-

pus from a new event from the same crisis type as the labelled data. More details
will be given in the following subsection.

Pre-processing tweets: We apply the pre-processing techniques mentioned in Chap-

ter 4 to the updated training data, including the human-labelled data from prior
events along with the automatically labelled data from the new disaster event.

Tweet classifier: To evaluate the effectiveness of adding automatically labelled train-

ing data, we classify the tweets of unseen test events using the model mentioned in

Chapter 4.

5.1.1 Distant Supervision-based Framework

We first create the initial keyword list based on the crisis type using the available
labelled data. We then expand this list to include similar words from the external

knowledge base FrameNet. We then use the expanded list to label the crisis data
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collections. The proposed labelling framework (shown in orange in Figure 5.1) is

described in detail by the steps shown in Figure 5.2.

Create crisis type
keyword list

Data from
previous/source events

_ - Select top K keywords Initial Keyword
KW=RSi*CR (Selection method) ' list

l

Top K Keyword
list

l

Expand the Keyword list Expanded
( Distant Supervision) Keyword list

Gather tweets using
— hashtags and
geolocation

Reduce the noise
(Bigram of words)

A 4

Automatically label
tweets

Unlabelled tweets from
new/target crisis event

A

Labelled data from
new/target event

FIGURE 5.2: Proposed distant supervision-based framework.

Step one: Creating the initial keyword list. In this step, the list is created based on
the available annotated tweets from different collections related to the same crisis
type. For example, the entire available manually labelled data from the related class
for all earthquake events are used to establish the initial keyword list for the crisis
type Earthquake. The initial Earthquake keyword list in this step includes an unlim-
ited number of words with no restrictions. To avoid word redundancy and reduce
the amount of linguistically similar words, we use the Snowball Stemmer tool from

NLTK 3.4 to stem each word to its root. To conduct fair experiments, at this point,



Chapter 5. Automatic Labelling Using Distant Supervision 73

we eliminate the test event and the prior event where we automatically labelled the
data in the first group experiment, and the test event only in the second and third
experiment groups. Further details are given in step three.

Step two: Selecting top K keywords. After extracting the initial list of crisis-type
keywords, the top K keywords are then chosen based on an intrinsic filtering method,
in which a statistical measurement is used to pick the keywords with the highest
scores. We calculate the keyword (KW) value for each keyword in the initial key-
word list. In a tweet, a word that describes a given crisis type can be a verb, a noun
or an adverb. For instance, “magnitude” (noun), “shake” (verb) and “deadly” (ad-
verb) can be considered keywords of the crisis type Earthquake. Intuitively, a word
describing a crisis type appears more than other words in the related tweets. In ad-
dition, if the same word appears in both related and unrelated tweets, it has a low

probability to be a keyword of this crisis type. Thus, KW is calculated as follows:

. Count(Wi),CT)
RS(i) = Count(CT) ®-1)
CR(i) =108 teoumi(cTe ) 62
KW(i) = RSi) * CRi), (5.3)

where RS i) (role saliency) represents the saliency of i-th keyword to identify a spe-
cific word of a given crisis type, Count(W/i), CT) is the number of a word W(i) that
occurs in all the tweets related to the crisis type CT,and Count(CT) is the count of
times that all words occur in all the tweets related to the crisis type. The KW equa-
tion is inspired by the work in [36] (see Section 2.2), who used a similar key rate
(KR) value to detect key triggers and arguments in event extraction tasks. How-
ever, unlike [36], CR(i) (crisis relevance) in our work represents the ability of the i-th
keyword to distinguish between the tweets related to the crisis type and irrelevant
tweets, and Count(CTCi)) equals 1 if the i-th keyword occurs only in the related
tweets and 2 if the i-th keyword occurs in both related and irrelevant tweets.
Finally, and after removing stop words such as “and”, hashtags such as “#earth-
quake”, places such as “Nepal” and useless Twitter-specific words such as “RT” and

“via”, we compute for KW(i) all the words in the initial keyword list from step one
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and sort them according to their KW values. This allows us to select the top K key-
words for a given crisis type. For example, for the crisis type Earthquake, the top K
keyword list contains “earthquake”, “hit” and “magnitude”, which have the highest
KW values compared to the other words in the initial Earthquake list. The KW value
for a given word increases when the RS or CR value of the same word increases; RS
rises only if the frequency of the word in the related tweets increases. In contrast,
CR increases in one case where the word occurs only in the related tweets. Table 5.1
shows how KW values play an important role in indicating the strongest keywords
of the Earthquake crisis type; clearly, crisis-related and earthquake-related words

have higher KW values than the unrelated ones.

TABLE 5.1: KW values of selected words from the initial Earthquake

keyword list.

Keywords | KW values | Ranking
Help 0.00495 5
Quake 0.00702 3

Hit 0.00449 6
Kill 0.00216 25
Aftershock 0.00199 28
Give 0.00114 77
New 0.00129 62

Raw word frequency can be seen as a poor measurement for calculating the im-
portance of word for a specific category due to the skews whereby certain words
(including stop words like “the” or “of”) can be very frequent but not informative.
However, we already eliminate this disadvantage by removing all such words and
stemming all words to their roots. Other standard methods such as PMI or TE-IDF
have not been used here for solid reasons. Calculating PMI for positive examples
and PMI for negative examples to give the final PMI score is not a fair metric in our
case because of the imbalanced data problem, given the limited available manually
labelled data where the number of positive examples is higher than the number of
negative examples in all events (as shown in Table 4.1). On the other hand, the im-
balanced dataset problem does not affect our formula as Count(CT) accounts for the
total number of words in the related tweets only, while the total number of words in

the unrelated tweets is ignored.
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TF-IDF is another selection method that aims to measure the importance of a fea-
ture (word) to a given document (event type) in a given corpus (collection of tweets).
However, this selection method is not suitable in our case because IDF has more im-
pact on the final result than TF; in our case, they should be equally important since
tweets are short and full of noise. If we used TF-IDF on our data, rare words such
as misspelled words would have higher TF-IDF than essential keywords. Addition-
ally, an important keyword may appear in both related and not related tweets. For
instance, in earthquake crisis-type data, “earthquake” may appear very frequently
in related earthquake event tweets but only once or twice in unrelated earthquake
event tweets. On the other hand, our method does not discard the impact of word
frequency if the word appears in both related and unrelated tweets.

Step three: Applying distant supervision. The list containing K keywords is then
expanded to include similar linguistic units from FrameNet. FrameNet is an exter-
nal linguistic knowledge base for English that consists of more than 1,000 semantic
frames that have more than 100,000 LUs, lemmas and POS tags, which in our work
are used as crisis keywords. Each frame in FrameNet is associated with a group
of LUs that evoke that frame. Here, we map each keyword in the keyword list to
linguistic units in FrameNet associated with the related frames only. We retrieve all
the LUs of a given frame if the crisis keyword is one of these LUs and the frame
is related to the crisis type. For example, “aid.v” is a linguistic unit related to the
frame “Assistance” in FrameNet, which is inherited from “Intentionally_act” and
can be mapped to "help" — a crisis keyword gathered in the first step and selected
in the second step as one of the top K keywords based on its high KW value. In
other words, if one of the top crisis-type keywords exists as a lexical unit of a frame
in the database, then distant supervision assumes that all the lexical units related to
the given frame express that crisis type. As a result, the number of keywords greatly
increases in the final list. For instance, the number of keywords rises from 10 to 443
in the keyword list for the Fire crisis type. This list contains two types of keywords:
strong keywords (top K keywords) and weak keywords extracted from FrameNet.
If a word exists in the top K keywords and is an LU associated with another top K
keyword at the same time, then we consider it a strong keyword. Weak keywords

may bring noise to the data, which we try to reduce in step five. Figure 5.3 shows
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an example of a frame and its associated LUs, as well as how we map them to key-

words.

earthquake.n

FIGURE 5.3: FrameNet example of Moving_in_place frame (in or-

ange), its associated lexical units (in blue) and the keyword from the

top K keywords for the Earthquake crisis type where the LUs are
mapped (earthquake.n, in red).

It is worth noting that we choose the related frames from FrameNet manually, as
it is hard to decide this without human involvement. Certain cases arise where we
cannot map a top K keyword to LUs in FrameNet. Some of the top K keywords may
not exist as LUs in FrameNet, such as “magnitude” in the top K keyword list for the
Earthquake crisis type. Another case is when the keyword exists in FrameNet but
none of the frames are related to the crisis type. For example, “toll” (i.e., number of
deaths) in the top K keyword list for the Earthquake crisis type evokes three frames
— Sounds, Make_noise and Cause_to_make_noise — none of which are related to
crises. In these cases, the keyword is not mapped to any LUs, and the number of
expanded keywords remains the same. Table 5.2 lists some of the keywords from
different crisis types and their mapped LUs from FrameNet when the keyword and
the related frame(s) exist.

We choose FrameNet to be used in our framework because it is more suitable for
our work than other external knowledge bases such as FreeBase. First, FrameNet

features LUs that evoke the frame element that can be used as keywords that evoke
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TABLE 5.2: Keywords for different crisis types (keyword list) and

their mapped LUs from FrameNet.

Keyword

Crisis Type

Related Frame

Associated Lexical Units (LUs)

Victim

Burn

Train

Affect

Dead

Typhoon

Fire

Crash

Earthquake

Flood

Catastrophe

Fire_burning

Vehicle

Objective_influence

Dead_or_alive

accident.n, apocalypse.n, befall.v,
betide.v, calamitous.a, calamity.n,
casualty.n, cataclysm.n, catas-
trophe.n, catastrophic.a, crisis.n,
debacle.n, disaster.n, disastrous.a,
incident.n, mischance.n, mis-
fortune.n,  mishap.n, suffer.v,
tragedy.n,victim.n.

ablaze.a, alight.a, backfire.n,
blaze.n, blaze.v, bonfire.n, brush
firen,burn.v, campfiren, confla-
gration.n, firen, flamesn, hot
spot.n, inferno.n, on fire.a, rage.v,
spot fire.n.

aircraft.n, airplane.n, ambulance.n,
automobile.n, bicyclen, biken,
birdn, boatn, buggyn, busn,
cab.n, canoe.n, carn, carriagen,
cart.n, chopper.n, coach.n, convert-
iblen, ferryn, helicopter.n, helo.n,
kayak.n, limousine.n, linern,
lorryn, minivann, pick-up.n,
plane.n, schoonern, scootern,
sedan.n, ship.n, submarine.n,
tank carn, tank.n, taxin, tobog-
gan.n,train.n, tram.n, tricycle.n,
truck.n, van.n, vehicle.n, vessel.n,
warplane.n, yacht.n

affect.v, effectn, impactn, im-
pact.v, influence.n, influence.v,
power.n

alive.a, dead.a,dead.n, deceased.a,
dirt nap.n, late.a, lifen, lifeless.a,
live.v, living.a, living.n, nonliv-
ing.a, undead.a, undead.n
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a crisis event. Second, we can retrieve all the LUs of a given frame if the initial
keyword is one of these LUs and the frame is related to the crisis type. Third, unlike
FreeBase, FrameNet can be used with the lack of relations in the sentence, as is the
case in most of Twitter data.

In our work, K is set to 10 (K = 10). After step three, we have, originally, a top 10
keyword list for each crisis type. We choose 10 because using the top 15 keywords
leads to general expressions, which breaks the borders between crisis types. On the
other hand, using the top 5 keywords limits the impact of our framework. This result
is based on earlier investigations, where we conduct experiments with K =15 and K
=5.

Since we eliminate the test data from the annotated tweets used to create the ini-
tial keyword list (step one), and since we have 16 test events, 16 final keyword lists
are generated according to the crisis type of the test event. For instance, when we
test our model on Nepal Earthquake data, this data must be excluded from the an-
notated Earthquake tweets utilised to generate the automatically labelled data (by
our framework) used to train the model. For this reason, we should have a specific
keyword list based on the crisis type of the test data and the test data itself. This
process is repeated for another experiment (first group experiment), where we cre-
ate another 23 final keyword lists because we need to eliminate data from another
crisis event besides the test event data: Pakistan Earthquake (MPE), Pakistan Floods
(MPF), Hagupit Typhoon (MHT) and Malaysia Airline Crash (MMC). For example,
if the added training data are from the Pakistan Earthquake event, then MPE and
the test event data should be eliminated in step one, and a specific final keyword list
is created. As a result, a total of 39 different final keyword lists are generated. More
examples of initial and expanded keyword lists for specific test events from English
and Arabic tweets are shown in Appendix A.

Step four: Gathering unlabelled tweets from a new crisis event. Unlabelled tweets
from a new crisis event are obtained from Twitter using the Twitter API. Hashtags
are used as the initial indicator of the crisis-related tweets along with geolocation

information on the crisis site. For example, we use the hashtags “#californiafires”,
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“#prayforcalifornia”, or any other widespread hashtags related to the 2018 Califor-
nia Fires event and the geolocation of California state. Unlabelled tweets from mul-
tiple hashtags can also be merged. Although hashtags can be a beneficial method
to classify related and unrelated tweets, a considerable number of unrelated tweets
remains in which the same hashtag is used while tweeting about irrelevant subjects,
such as political tweets or advertising for a particular product or service. Moreover,
this step can be seen as hashtag-based supervision where tweets may contain some
of these topical hashtags. However, hashtags are ignored when creating the top K
keyword lists for all the crisis types, thereby eliminating any possible active role of
the topical hashtags in the list. Also, in the pre-processing section, we replace all
the words starting with the symbol “#” with the word “hashtag”, which reduces the
possibility of any negative impact caused by the appearance of these hashtags in the
training data.

Step five: Noise reduction. We filter the unlabelled corpus gathered from step four
after deleting duplicated and non-English tweets by applying a specific lexical fea-
ture (bigram of keywords). After cleaning the unlabelled tweets, only the examples
with two keywords from the final keyword list remain. This step reduces the effect
of a powerful hashtag when the hashtag without the # symbol is one of the key-
words. For example, if we use “#earthquake” as one of our hashtags in the previous
step, and “earthquake” is one of the keywords in the final keyword list, then tweets
like “@archpics: grammichele is located in sicily, in southern italy. the town was con-
structed in 1693 with a distinctive hexagonal street #earthquake” will not be selected
for the 2018 Indonesia Earthquake event. On the other hand, the tweet “quake hits
indonesia, and deaths are reported at least three people died when a 6.0-magnitude
#earthquake” will be selected because of the appearance of at least two keywords
from the final Earthquake keyword list: “quake”, “earthquake” and “magnitude”
in this case. This process also eliminates several tweets that contain only one weak
keyword expanded from FrameNet, which decreases most of the noise caused by
step three. For instance, the tweet “@antonioguterres: Saturday is the International
Day for Disaster Reduction. Here in Indonesia, I have just seen the devastating im-
pact” will not be chosen for the 2018 Indonesia Earthquake event since “disaster” is a

weak keyword derived from FrameNet using “victim” as one of the top K keywords
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for the Earthquake crisis type and an LU in FrameNet at the same time (as shown in
Table 5.2).

Step six: Labelling the corpus as related and not related examples. A collection of
data from the new crisis event is automatically generated by labelling tweets from
step five as relevant (positive) examples and tweets with no keywords from the ex-
panded keyword list as not related (negative) examples. Examples of automatically

labelled data created by our framework are shown in Table 5.3.

TABLE 5.3: Examples from English automatically labelled data cre-
ated by our framework.

Crisis Event Tweet Automated Reasons
Label
2018 Texas Floods | “@srich1953: #laketravis above 700 | Related Two keywords exist
feet.more rain for #astin today and in the given tweets:
Friday #mansfield dam will have 8 one strong keyword
floodgates open #texas #txfloods” (“floods”) and a weak
keyword (“rain”).
“Rain” is associated
with the strong key-
word “floods”.
2018  Amritsar | “@hatindersinghr: this is the new | Related Two keywords exist
Crash video where organiser can be seen in the given tweet:
sayin to wrap the programme to the a strong keyword
earliest as many people have died” (“people”) and a weak
keyword (“die”). “Die”
is  associated  with
the strong keyword
“dead”.
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Continuation of Table 5.3
Crisis Event Tweet Automated Reasons
Label
2018 California | “@weatherchannel: say it ain’t | Notrelated | Absence of keywords
Fires #snow? Late week storm could from the final Fire
bring up to 8 inches of snow to crisis-type list.
parts of the mid-atlantic and north-
east.”
2018 Indonesia | “I feel something weird in my | Discarded | Only one strong key-
Earthquake stomach. like the way animals word occurs in the
sense before an earthquake.” tweet (“earthquake”).
2018 Texas Floods | “@7rixi: ~ automatic tweets or | Discarded | Only one strong key-
bots flooding twitter for @ted- word occurs in the
cruz get #teambeto trending tweet (“flood”).
#texas#betofortexas #texastownhall
https:xe2/x80/xa”
2018 Indonesia | “@onslowhouse: fracking? i feel so | Not related | Absence of keywords
Earthquake sorry for everyone involved in this from the final Earth-
campaign to stop fracking ine. why quake crisis-type list.
must we wait”
2018 California | “@vcapethealth: as the fires still | Related Two keywords exist in
Fires burn, please continue to pass the the given tweet: one
word on that vca is offering free strong keyword (“fire”)
boarding for displaced animals” and one weak keyword
“burn”. “Burn” is asso-
ciated with the strong
keyword “fire”.
2018  Amritsar | “@rubeenajanl: #pictureoftheday | Not related | Absence of keywords
Crash another side of the #kashmir valley. from the final Crash

#kashmiri children play with #indi-

anarmy soldier”

crisis- type list.
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Continuation of Table 5.3
Crisis Event Tweet Automated Reasons
Label

2018 Sunda | “@livestormchaser: breaking | Related Two keywords exist

Strait  Tsunami | weather updated: at least 222 have in the given tweet:

(Typhoon) been killed, 843+ wounded and one strong key-
many still missing after #tsunami word (“tsunami”)
strikes” and one weak key-

word (“weather”).
“Weather” is associ-
ated with the strong
keyword “storm”.

2018 Texas Floods | “ @libertyallday: = #texans are | Notrelated | Absence of keywords
smarter than this! no way they from the final Floods
allow #ca elites to make decisions crisis- type list.
for #texas #votefromcruz”

2018  Amritsar | “No-one is Right Unless someoneis | Discarded | Only one strong key-

Crash wrong #AmritsarTrainAccident” word occurs in the

tweet (“train”).

2018 Indonesia | “@unocha: some footage taken to- | Related Two keywords exist in

Earthquake day from indonesia showing the af- the given tweet. Both

termath of the devastating earth-
quake hers how you can help

https:/ /xe2/x80/xa”

are strong keywords
(“earthquake” and

1lhelpll)~

5.2 Experiments

The crisis response literature presents two approaches to running experiments on

crisis-related data. The first is where the training data and the testing data are re-

lated to events from different crisis types, while the second is where the training and

the testing data are from the same crisis type. According to [47], tweets related to
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events from the same crisis type share common features, which leads to better re-
sults. Thus, we follow the second approach in our experiments. However, and due
to the very limited available manually labelled data for each crisis type, we com-
bine tweets from similar crisis types. Data for train crashes, helicopter crashes and
airplane crashes are combined as the Crash crisis-type data. Data for tornado, ty-
phoon, hurricane and tsunami events are combined as the Typhoon crisis-type data.
Wildfire and bushfire data are combined as the Fire crisis-type data.

More specifically, this chapter aims to answer the following research questions:

¢ Can we automatically generate labelled training data for tweet classification
for crisis response that has a competitive quality level compared to manually

labelled training data?

* When added to the available labelled data, does our automatically generated

labelled data improve the performance of the crisis-related tweet classifier?

To answer these research questions, we run three groups of out-of-domain ex-
periments (i.e., where all the data from the test event are not used as training data).
This means that the model does not see any tweets from the test event during the

training phase. The three groups of experiments are as follows:

1. Quality of produced data: The first group of experiments aims to examine the
effectiveness of our framework by monitoring the quality of the labelled data

generated by our framework compared to the hand-labelled data.

2. Adding data from new crisis events: The second group of experiments aims
to determine the effect of incorporating new labelled data generated by our
framework on the performance of a tweet classification model for crisis re-

sponse.

3. The impact of using FrameNet. The final group of experiments aims to study
the impact of step three in our framework (using an external linguistic knowl-
edge base) on the quality of the generated labelled data and, in turn, on the

performance of the tweet classification model.
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5.2.1 Quality of Produced Data

This experiment aims to answer the first research question in this thesis:
Can we automatically generate labelled training data for tweet classification for crisis re-
sponse that has a competitive quality level compared to manually labelled training data?
Here, we investigate the quality of the labelled data created by our framework
compared to the manually labelled data from the same event. To do so, we conduct
two sub-experiments for each crisis type: (1) using manually labelled data (see Table
4.1) and (2) using automatically labelled data from a given disaster event. For exam-
ple, in the Earthquake crisis type, we train the model with all the manually labelled
data, including Pakistan Earthquake (MPE). In the second sub-experiment, MPE is
replaced with the automatically labelled data related to Pakistan Earthquake (APE)

to train the classifier.

5.2.2 Adding data from new crisis events

This group of experiments aims to show the effectiveness of incorporating automat-
ically labelled data from new crisis events on the performance of the tweet classifi-
cation model for crisis response. The goal is to answer the second research question
in this chapter:

When added to the available labelled data, does our automatically generated labelled data
improve the performance of the crisis-related tweet classifier?

In these experiments, we compare two labelling methods that give labels to
the unlabelled tweets from the new crisis events: self-labelling (SelfL), where sim-
ilar manually labelled collections from the same crisis type are used to pre-train
a model to be utilised to classify the new unlabelled data (as in [135]), and the dis-
tant supervision-based framework (DS), where our framework is used instead of the
pre-trained model. We use UIE, UTF, UST, UAC and UCFi data (see Section 4.1.2) to
generate the new added labelled data for Earthquake, Floods, Typhoon, Crash and
Fire crisis types, respectively. As a result of DS labeling method, we use AIE, ATF,
AST, AAC and ACFi data as the added training data.

Regarding the training data, we directly mix the new labelled data with the avail-

able human-labelled data to train the tweet classifier, as shown in Figure 5.1 in the
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Method section. We also report the classifier performance when trained using the
original manually labelled data without incorporating the new labelled data (E for
Earthquake, F for Floods, T for Typhoon, C for Crash and Fi for Fires) and use it as

our baseline.

5.2.3 Impact of Using External Knowledge Base (FrameNet)

In this group of experiments, we exclude step three from our framework (DS-FN):
applying distant supervision via FrameNet. The main goal is to investigate the im-
pact of using the external knowledge base on model performance. This can be seen
as a simple keyword-based framework, where only the top K keywords are used to
automatically label the unlabelled data from new or prior crisis events. We use UIE,
UTF, UST, UAC and UCFi (see Section 4.1.2) to generate the new added labelled data

for Earthquake, Floods, Typhoon, Crash and Fire crisis types, respectively.

5.3 Results and Discussion

5.3.1 Quality of Produced Data

Table 5.4 shows the F1 scores for the first experiment group across four crisis types.
E represents all the available manually labelled Earthquake crisis datasets excluding
MPE; F represents all the available manually labelled Floods crisis datasets exclud-
ing MPF; T represents all the available manually labelled Typhoon crisis datasets
excluding MHT; and C represents all the available manually labelled Crash crisis
datasets excluding MMC.

As shown in Table 5.4, using APE instead of MPE with training datasets from
other earthquake events to classify the tweets in MChE, MBE, MCE and MNE datasets
slightly diminishes the performance in F1 score by 1.2%, 2.8%, 0.5% and 1.2%, re-
spectively. Similar results are presented for the Floods crisis-type data, where the
maximum drop is 4.2% for the MAF dataset. F1 scores displayed for four Typhoon
event datasets show a minor decline in model performance when using AHT rather
than MHT in training the data along with the hand-labelled typhoon events data.

However, this is not the case for MST. Here, the performance drops from 0.8023 to
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TABLE 5.4: F1 score results for first experiment group (four crisis

types).
(a) Earthquake crisis type
Train/Test | MChE MBE MCE | MNE
E+MPE 0.8044 0.9335 0.8941 | 0.9168
E+APE 0.7882 0.9052 0.8890 | 0.9043

(b) Floods crisis type
Train/Test | MIF MCF | MQF | MAF | MMF
F+MPF 0.7389 | 0.9224 | 0.7855 | 0.9619 | 0.8987
F+APF 0.7100 | 0.9170 | 0.7496 | 0.9190 | 0.8881
(c) Typhoon crisis type

Train/Test | MOKT MYT MST | MOT

T+MHT 0.8418 0.8781 0.8023 | 0.9618

T+AHT 0.8067 0.8372 0.7242 | 0.9126
(d) Crash crisis type

Train/Test MGC MLC | MNC

C+ MMC 0.7774 0.9516 | 0.9985

C+ AMC 0.7634 0.9516 | 0.9985

0.7242 in F1 score. One possible reason is that the final keyword list for this case
includes a higher level of noise than other cases (test events). We investigate the au-
tomatically labelled data created for the Hagupit event (AHT) using this particular
final keyword list, when MST is excluded. We find that, unlike the other Typhoon
events, one of the top K keywords is “go”. This is because people tweet, in the data
of the remaining events, about the directions of the emerging typhoons. However,
the number of weak keywords driven from FrameNet through “go” is 22, including
non-crisis words such as “zigzag”. On the other hand, some of the important words
regarding data from crisis events are not in the final list, such as “victim” and “safe”.
Table 5.5 presents examples of the mislabelled tweets for AHT in this case.

We also observe that the performance almost remains the same for the Crash
events MGC, MLC and MNC. This result suggests that our generated data, AMC,
has a good quality level and can be replaced with data labelled by volunteers, as in
MMC.

To conclude, we answer the following research question:

Can we automatically generate labelled training data for tweet classification for crisis re-
sponse that has a competitive quality level compared to manually labelled training data?

In general, it can be said that substituting automatically labelled data produced
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TABLE 5.5: Examples of mislabelled tweets from AHT when MST is
the test event.

Tweet Wrong La- | Reasons
bel
“@ancalerts: pagasa: #rubyph ex- | Not related | Absence of keywords from the final
pected to be in oriental mindoro Typhoon keyword list.
monday morning”
“““ruby””(international name: | Not related | Absence of keywords from the final
hagupit) is expected to make land- Typhoon keyword list.
fall in tacloban city on saturday
evening. #rubyph”
"@ingnational: 943 passengers | Not related | Absence of keywords from the final
stranded in bicol ports as of friday Typhoon keyword list.
- army #rubyph | via @smbar-
rameda"
“omg buti na lang na send ko na | Related Two keywords exist in the
first draft ko for thesis the other given tweet, a strong key-
day thru google drive. #signofrelief word “relief “ and a weak key-
#rubyph “ word “drive”. “Drive” is associated
with the strong keyword “hit”.
“does climate change has some- | Related Two keywords exist in the given
thing to do with the #typhoonh- tweet, a strong keyword “ty-
agupit #typhoonruby #rubyph” phoon“and a weak keyword “cli-
mate”. “Climate”is associated with
the strong keyword “storm”.
“@ukcovergirl: uk ink cover girl the | Related Two keywords exist in the

stunning @nancy_harry #inked-
girls #ukcovergirl #ukcg #stun-
neroftheday @sxypb @oh_eddy
#rubyph “

given tweet, two weak key-
words: “ cover”and “girl”. “Girl” is
associated with the strong key-
word "“people“while “cover” is
associated with “hit”.
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by our framework with manually labelled data from the same crisis event in train-
ing tweet classifiers for disaster response has a minimal impact (average of 2.62%)
on the classifier’s performance for the three crisis types. This is due to the noise
(mislabelling problem) in the produced data. These results demonstrate that data
annotated by our framework can be used when no hand-labelled data are available
for new disaster events because they have similar quality levels. This finding can
be considered a good outcome, since manually labelling new data from multiple
events requires large amounts of time, money and effort compared to the automati-

cally generated data.

5.3.2 Effect of Adding Data from New Crises

As seen in Table 5.6, DS reports the best labelling method for two earthquake crisis
datasets (MChE and MPE), with a maximum improvement of 2.1% in F1 score. On
the other hand, the performance does not improve for the MBE, MCE and MNE
datasets. In Table 5.7, for flood crisis datasets, DS is the best labelling method when
tested on the MAF, MIF, MCF and MQF datasets, whereas SelfL is superior in the
remaining two datasets. However, the improvements in F1 score are very minor. For
the typhoon crisis datasets, in Table 5.8, the classifier performance improves when
using DS as the labelling method for three out of six datasets (MYT, MPT and MHT).
Regarding crash events, DS is better than SelfL for MNC but not MGC and MLC as
can be seen in Table 5.9. For MCFi and MAFi in the fires events, in Table 5.10, DS
reports the best labelling method.

After analysing the data, we observe that more than seven keywords from the
top K keyword list used to label the extra data appear in the MPE, MIF and MYT
datasets, which helps in providing new keywords from FrameNet to the training
data. Conversely, only one keyword occurs in the MChE and MNE datasets, with
more than 30 new keywords derived from the external knowledge base. These new
keywords assist in recognising related tweets from the new data that would not
have been identified by the old keyword list. Given that we only label tweets with
two keywords, different (new) relations may emerge using these new keywords. On

the other hand, in the case of the limited number of new keywords derived from
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FrameNet, adding data from new crisis events does not improve the model per-
formance, regardless of the number of top K keywords appearing in the test data,
especially if the training and the testing data are dissimilar (MCE and MOKF). If the
training and testing data are similar and the number of matched keywords is low,
SelfL is the predicted best labelling method, as seen in MLC and MBFi.

The main observation here is that although we produce good-quality labelled
training tweets, the improvement in model performance is not significant when
adding these tweets to the original training data using any of the three labelling
methods (DS, SelfL or DS-FN). However, we compare our results in this group of
experiments to those in the previous group (see Table 5.5). We notice that, unlike
our finding, model performance improves for some events when data generated by
our framework are added to the original training data. F1 score for MMF increases
from 0.8532 (F in Table 5.7) to 0.881 (F+APF in section (b) of Table 5.5) when APF
data are added to the original Flood data (F). The same situation appears for MAF.
The F1 score also rises for MBE by approximately 2% for the Earthquake crisis type
when APE data are added to E. Another example is from the Typhoon crisis type,
where performance improves from 0.7080 (T in Table 5.8) to 0.7242 (T+AHT in sec-
tion (c) in Table 5.5). In contrast, the performance falls for some events, such as
MChE, MQF, MYT and MGC. It declines when adding prior events to the original
training data regardless of the labelling method. For instance, the F1 score decreases
for MOT (0.9610, T in Table 5.8) for both cases when adding MHT (0.9180; T+MHT
in section (c) in Table 5.5) and adding AHT (0.9126; T+AHT in section (c) in Table
5.5). This indicates that adding any data from Hagupit Typhoon, even if they are
manually labelled by paid workers, negatively affects the model performance when
tested on MOT. Thus, our second main observation is that adding more data does
not always lead to better results, and this differs from one crisis event to another
based on the similarity level between the added data and the test data. In other
words, the selection of the added event plays an important role in developing the
model performance on specific test data.

In sum, we answer the following research question:

When added to the available labelled data, does our automatically generated labelled data

improve the performance of the crisis-related tweet classifier?



Chapter 5. Automatic Labelling Using Distant Supervision 90

From the discussion above, we can say that DS improves the performance of
TCFCR models in 12 out of 23 datasets from different crisis types. Generally, our
results show that DS improves model performance if new keywords derived from
FrameNet exist in the test data, especially if the similarity level between the test and
original training data is low and the similarity level between the new added data

and test data is high.

TABLE 5.6: F1 score results for second experiment group for Earth-
quake crisis type.

Model/Test | MPE | MNE | MCE | MBE | MChE

E 0.7915 | 0.9068 | 0.8921 | 0.8876 | 0.8356
SelfL 0.7903 | 0.9045 | 0.8842 | 0.8877 | 0.8302
DS 0.7940 | 0.8875 | 0.8769 | 0.8863 | 0.8566
DS-FN 0.7913 | 0.9026 | 0.8780 | 0.8855 | 0.8581

Note. E represents all available manually labelled earthquake
crisis datasets excluding MPE. Best results for each test data are
in bold.

TABLE 5.7: F1 score results for second experiment group for Floods
crisis type.

Model/Test | MPF | MMF | MQF | MCF | MIF | MAF

F 0.962 | 0.8532 | 0.839 | 0917 | 0.764 | 0.916
SelfL 0.968 | 0.8544 | 0.836 | 0.921 | 0.762 | 0.917
DS 0.960 | 0.8487 | 0.840 | 0.922 | 0.767 | 0.925
DS-FN 0.966 | 0.8437 | 0.840 | 0.920 | 0.761 | 0.920

Note. F represents all available manually labelled flood crisis
datasets excluding the test data. Best results for each test data are
in bold.

TABLE 5.8: F1 score results for second experiment group for Typhoon
crisis type.

Model/Test | MHT | MPT | MYT | MOT | MOKT | MST

T 0.881 | 0.827 | 0.901 | 0.961 | 0.793 | 0.708
SelfL 0.881 | 0.825 | 0.897 | 0.962 | 0.787 | 0.703
DS 0.882 | 0.829 | 0.911 | 0.957 | 0.759 | 0.699
DS-FN 0.883 | 0.828 | 0.910 | 0.960 | 0.777 | 0.702

Note. T represents all available manually labelled typhoon crisis
datasets excluding the test data. Best results for each test data are
in bold.
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TABLE 5.9: F1 score results for second experiment group for Crash
crisis type.

Model/Test | MGC | MLC | MNC

C 0.7725 | 0.9419 | 0.9977
SelfL 0.7758 | 0.9430 | 0.9974
DS 0.7716 | 0.9421 | 0.9976
DS-FN 0.7677 | 0.9352 | 0.9971

Note. C represents all available manually la-
belled crash crisis datasets excluding exclud-
ing the test data and MMC. Best results for
each test data are in bold.

TABLE 5.10: F1 score results for second experiment group for Fire
crisis type.

Model/Test | MCFi | MBFi | MAFi

Fi 0.7858 | 0.9603 | 0.8011
SelfL 0.7956 | 0.9621 | 0.7725
DS 0.8020 | 0.9610 | 0.7889
DS-FN 0.7994 | 0.9600 | 0.7406

Note. Firepresents all available manually la-

belled fire crisis datasets excluding the test
data. Best results for each test data are in
bold.

5.3.3 Impact of using external Knowledge base (FrameNet)

The results in Tables 5.6, 5.7, 5.8, 5.9 and 5.10 show that incorporating FrameNet is
an important stage in our framework, as the performance of the tweet classification
model increases for 14 out of 23 datasets. Our framework is able to detect tweets
that include unseen keywords such as “burn”, “aid” and “bushfire” in MAFi, where
the performance decreases from 0.7889 (DS) to 0.7406 (DS-FN) in F1 score when we
remove the applying distant supervision step from the framework as presented in

Table 5.10.

5.4 Conclusion

In this chapter, we examined the application of distant supervision in generating
automatically labelled tweets from new crisis events to overcome the problematic
lack of training data in the crisis response literature [34, 135, 47, 131, 92]. Adding

more crisis data from different disaster events should improve the performance of
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classifiers when identifying tweets from unseen events [81]. This leads to a more
reliable system to be used by humanitarian organisations to help people in need
during crises. The results show the effectiveness of our distant supervision-based
framework in producing labelled training tweets from new crisis events, especially
when no manually labelled data are available for the given incident. Substituting
generated annotated data rather than manually labelled data in training tweet clas-
sifiers for disaster response has only a minor impact on performance. Specifically,
model performance drops slightly by an average of 2.62% on 16 datasets from dif-
ferent locations and crisis types. This indicates that the generated data has a com-
petitive quality compared to the manually labelled data — with less effort, time and
money. Our results also suggest that our proposed framework is the best labelling
method when the test data and the original training data are dissimilar. This is be-
cause it can recognise the related tweets in the test data that include new keywords
retrieved from FrameNet and do not exist in the original training data. Based on our
outcomes, the selection of the new disaster event plays an important role in improv-
ing the ability of the crisis-related model to classify tweets from unseen events. The
data from new and test events should have a high level of similarity; otherwise, the
performance drops when adding the new training data to the original ones.

Our work in this chapter has a number of limitations. First, our framework relies
on manually labelled data to create the initial keyword list (step one in the Method
section), which makes it inapplicable to crisis types with only one or two available
labelled datasets, such as the Building collapse or Volcano crisis types. Second, the
new event should be carefully chosen after analysing the data. Third, the noise re-
duction (step four) allows tweets with two weak keywords to be labelled as positive
examples without any restrictions. According to step four in our framework, there
is no difference between strong and weak keywords in the labelling process. This
brings undesirable noise to the generated data. In the future, we plan to use our
framework to label tweets from emerging crisis events to be adopted to the model

during the training phase through a domain adaptation approach.
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Chapter 6

Domain Adaptation for English
Twitter Data

The information posted by users on Twitter during crises can significantly improve
crisis response with regard to reducing human and financial losses [51]. Deep learn-
ing models can identify related tweets to mitigate the information overload that pre-
vents humanitarian organisations from using Twitter posts [69]. However, these
models rely heavily on labelled data, which is unavailable for emerging crises since
it is infeasible to manually annotate tweets from these events in real time [93, 131,
132, 82]. In turn, because each crisis has its own features such as location, time of
occurrence and social media response [97], current models are known to suffer when
generalising to unseen disaster events after pre-training on past ones [34, 81].

From Chapter 5, it can be seen that pre-analysis steps are needed to ensure the
classifier’s ability to identify unseen tweets from a crisis event, as adding more data
depends on the similarity level between the new extra training data and the test
data as well as the number of keywords derived from FrameNet. However, our
distant supervision-based framework has the potential to always improve the model
performance if the new training data and the test data come from the same disaster
event (high-level similarity). In addition, for crisis response, the gap between source
and target tweets can be minimised through common similar keywords provided
by employing distant supervision techniques. According to the authors in [109],
unlabelled target data can be labelled using pseudo-labelling techniques and used
as training data by retraining a pre-trained source model from scratch, finetuning

the pre-trained model or building a new target model. However, to the best of our



Chapter 6. Domain Adaptation for English Twitter Data 94

knowledge, no work has studied the application of using distant supervision as a
pseudo-labelling technique within a domain adaptation approach for TCFCR.

This chapter presents an attempt to minimise the domain shift between the target
and the source tweets using a domain adaptation approach inspired by our previ-
ous work. Here, we use our distant supervision-based framework to label the unla-
belled target data (pseudo-labelling), whereby an initial keyword list is established
using the available annotated source data from past similar events. The most related
keywords are then selected using a statistical method. The selected keyword list is
then expanded by employing distant supervision via an external knowledge base
(FrameNet), and those tweets with a bigram of keywords are labelled as positive
tweets, while tweets with none of the keywords are labelled as negative tweets. The
generated labelled data is then mixed with the available source data to train a new
target model.

Our method is especially useful when tweets describing an emerging crisis may
not include keywords derived from past events, since we provide an expanded key-
word list by applying distant supervision via FrameNet. Our method also avoids
the error amplification problem caused by using a basic semi-supervised approach
(iterative self-training [82]), especially when the emerging event is different from
the past events. We evaluate the method on eight 2012-2015 crisis events from three
crisis types (Earthquake, Floods and Typhoon). Our results show that our approach

can be seen as a general robust method to classify unseen tweets from current events.

6.1 Method

Semi-supervised domain adaptation techniques have been adopted to incorporate
unlabelled target data to labelled source data to reduce the gaps between the two
domains. Our method (described in Algorithm 1) contains two stages: the pseudo-
labelling stage and the adaptation stage. In the pseudolabelling stage, unlabelled
tweets from the current (target) crisis event are gathered from the Twitter API using
publicly available tweet IDs. The unlabelled tweets are then given pseudo-labels
by applying our distant supervision-based framework. In the adaptation stage, the

pseudo-labelled target tweets are used to build a target model with several crisis
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Algorithm 1 Robust domain adaptation approach with pseudo-labelled target data.

1. Given: Labelled tweets of several crisis events from different time intervals
and locations from the same crisis type to the given target event (MLS); unla-
belled tweets from target domain (UT) retrieved using Twitter API and pub-
licly available tweet IDs; and manually labelled test data from target domain
(MLTT).

2. Pseudo-labelling stage: Use our framework to label UT based on all the avail-
able MLS and employing distant supervision via external knowledge base
(giving them pseudo-labels).

3. Adaptation stage: Build a target model using MLS with the pseudo-labelled
data from the target domain.

4. Evaluate the model on MLTT.

events from different time intervals and locations from the same crisis type to the
given target event. In other words, through this domain adaptation approach, we
try to minimise the gap between source and target data by using the source data to
create an expanding keyword list that can be used to label a limited number of real-
time target tweets. The tweets from source and target events are then used to build a
model that classifies the incoming unlabelled data from the emerging (target) crisis

event in real-time scenarios. Further details will be provided later in this section.

6.1.1 Pseudo-labelling Stage

We apply the same distant supervision-based framework mentioned in Section 5.1.1
in the previous chapter. However, we now use the framework to give automated
labels to the unlabelled data from emerging crisis events rather than new past events.
Specifically, the human-labelled data described in Table 4.1 are used to create an
expanded keyword list to label the data collected by tweet IDs as presented in Table
4.3 and to generate the automatically labelled data.

Our framework consists of six steps as shown in Figure 5.2 in Section 5.1.1, with
some minor adjustments. In step one, we exclude data from the emerging/testing
crisis event when we use the available annotated labelled data to generate the initial
keyword list for a crisis type. In step four, we also gather unlabelled tweets from
their publicly accessible IDs using the Twitter API instead of using hashtags and ge-

olocation information.
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Pseudo-labelled data

Table 6.1 demonstrates examples from pseudo-labelled tweets created by our frame-

work from some of the target events in our work. It should be noted that the given

target crisis event is excluded from source events used to create the crisis-type key-

word list.
TABLE 6.1: Examples from English pseudo-labelled data created by
our distant-supervision-based framework.
Target Tweet Pseudo- Reasons
event label
Queensland | “wind still blowing like a freight | Related Two keywords from
Floods train here! rain’s eased. thoughts the final keyword
with all those struggling in floods. list exist in the given
#qldfloods” tweet: one strong
keyword “flood” and
one weak keyword
“rain”. “Rain” is asso-
ciated with the strong
keyword “flood”.
California | “why  the earthquake near | Related Two keywords from
Earthquake | san francisco is just the start the final keyword list

of the shaking in california

http:/ /t.co/4ezyOevépv”

exist in the given tweet:
one strong keyword
“earthquake” and
one weak keyword
“shake”. “Shake”
is  associated  with
the strong keyword

“earthquake”.
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Continuation of Table 6.1

Target Tweet Pseudo- Reasons

event label

Nepal “@_banarasi_: all phone calls from | Not related | Absence of keywords

Earthquake | # india to #nepal made by any#bsnl from final Earthquake
phone shall be charged at local crisis-type list.
rates and not at isd rates. #nepal”

Queensland | “@girlposts: It's amazing how | Discarded | Only one strong key-

Floods quickly your mood can change, word from the final
how deep your heart can sink and keyword list occurs
how much one person can affect from the final key-
you.” word list in the tweet

“affect”.

Pakistan “@drgpradhan @sageelani | Not related | Absence of keywords
Floods lol, really this bastard has from final Floods crisis-
gone mad. i found this type list.

link http://t.co/gfgfupiqw4"
Pam  Ty- | “#cyclonepam:  massive storm | Related Two strong keywords
phoon bears down on vanuatu, with from the final keyword
260,000 people in its path list exist in the given
http://t.co/ex0ultyys7” tweets:  “storm” and
“people”.
California | “engineer interested in data, | Notrelated | Absence of keywords
Earthquake | health; wearables? our data science from final Earthquake

team does data products; stories:

https:/ /t.co/91wsymje4dz chat

'Il

with us

crisis-type list.




Chapter 6. Domain Adaptation for English Twitter Data

98

Continuation of Table 6.1

Target Tweet Pseudo- Reasons
event label
Chile “chile lifts tsunami warning af- | Related Two strong keywords
Earthquake | ter quake kills 6 - yahoo news from the final key-
http:/ /t.co/nn72g4gtmd” word list exist in the
given tweet: “quake”
and “kill”.
Queensland | “hi-ho hi-ho... off to work i go :)” Not related | Absence of keywords
Floods from final Floods crisis-
type list.
Pakistan “pakistan: 08 september 2014: | Related Two keywords from
Floods asia — floods and severe weather the final keyword list
source: european commission exist in the given tweet:
humanitarian  aid department one strong keyword
http:/ /t.co/fuObuputq” “floods” and one weak
keyword “aid”. “Aid”
is associated with the
strong keyword “help”.
Chile “i miss you” Not related | Absence of keywords
Earthquake from final Earthquake
crisis-type list.
California | “RT @peterhartlaub: The Great- | Discarded | Only one weak key-
Earthquake | est Generation: 96-year-old col- word from the final

league @daveperlman, who served
in WWII, wrote this story before I

woke up”

keyword list occurs
in the tweet ”serve”.
“Serve” is  associ-
ated with the strong

keyword “help”.
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Continuation of Table 6.1

Target Tweet Pseudo- Reasons

event label

Nepal “@shelterbox: a 7.9 magnitude | Related Two strong keywords

Earthquake | earthquake has hit 50 miles east from the final key-
of pokhara, #nepal. shelterbox is word list exist in the
monitoring, ready to respond” given tweet:

“earthquake”
“magnitude”.
Hagupit “@teamrubicon:  what are the | Notrelated | Absence of keywords
Typhoon requirements to deploy in- from final Typhoon
ternationally with our team? crisis-type list.

http:/ /t.co/pjquxmoil7  #hagupit
#rubyph”

are strong keywords

6.1.2 Adaptation Stage

We add the pseudo-labelled target data created in the first stage to the available
labelled source data from the same crisis type as the target crisis to build a new
target model to classify the unseen tweets from the emerging event. Pseudo-labelled
target data generated by our distant supervision-based framework provides new
keywords than those existed in the source data. Adding these data to the manually
labelled tweets brings target-related features to the training data, including location
and crisis nature.

The event lifetime is the reason for mixing source and target data in training the
target classifier. The information posted by people during a disaster differs based
on the tweet’s posting time [115]. For example, tweets containing advice, warnings
and alerts start to appear at the beginning of the event onset and decrease thereafter.
On the other hand, tweets containing reports on damage and affected individuals

reach their peak in the middle of the disaster. Sympathy and prayers vanish after
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the disaster dissipates. In turn, because we replicate the real-time scenario and or-
der the tweets by posting time, the number of information types in the gathered
target tweets is limited. This restricts the model in identifying tweets with types that
occur in the middle of the event onset or which do not exist in the gathered tweets.
Nonetheless, we still have the source data from complete past events in which all the
information types are available. By mixing the source and target data in training the
target model, we thereby increase the ability of the target classifier to identify related

target tweets, including any type of information during the target event lifetime.

6.2 Experiments

Our main goal is to investigate whether automatically labelled target data gener-
ated by a framework via distant supervision can be used to build a robust model
along with similar source events to improve model performance in classifying un-
seen tweets from emerging events.

To determine the effectiveness of using pseudo-labelled target data generated by
our framework, we compare several component labelling and adaptation methods.
Specifically, we use two methods to automatically give labels to the unlabelled target

data (stage 1):

e Distant supervision-based framework (DS) — using our distant supervision-

based framework proposed in Chapter 5 and modified in this chapter; and

¢ Self-labelling (SelfL; in [82]) — using a pre-trained model on MLS. Here, we use
the self-training iterative method introduced by the authors [82], with a con-
fidence interval of 80%. The authors compared this method with their novel
feature-based, instance-based and hybrid feature-instance domain adaptation
methods, finding that self-training performs better in building a target model
for crisis data (see Section 2.3.1.2). We compare our labelling method with self-
labelling because it is the best reported method in the existing literature for

producing self-labelled target data in domain adaptation approaches.

In the adaptation stage (stage 2), we use three methods to incorporate target

labelled data in the previous stage:
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¢ Target Model (TM) — building a model following the source architecture using
human-labelled tweets from the source domain and pseudo-labelled tweets or

self-labelled tweets from the target domain;

¢ Finetuning (FT) — modifying all the weights of the pre-trained model using the

pseudo-labelled or self-labelled target data; and

* Feature Extraction (FX) — treating the pre-trained model as a feature extractor.
Here, we do not retrain the model as in FT; instead, we only train a linear
classifier using pseudo-labelled or self-labelled data on the top of the extracted

features.

As a result, we compare eight classifiers (supervised [SL] learning structure and
domain adaptation models) on eight settings, as shown in Table 6.2: (1) SL-LT,
trained on MLIT and tested on MLTT (upper limit); (2) SL-LS, pre-trained on MLS
and tested on MLTT ( lower limit); (3) DS-TM; (4) SelfL-TM; (5) DS-EX; (6) SelfL-FX;
(7) DS-FT; and (8) SelfL-FT. We consider the lower limit model to be our baseline,
while the upper limit model is our ideal case. We believe that the domain adapta-
tion results should lies between the results of these two supervised learning models.

In particular, we ask the following research questions:

* What is the performance of supervised classifiers that have only been trained

on source labelled data to classify target data?

* When used to classify target data, how do the results of domain adaptation
classifiers that use labelled source data and unlabelled target data compare to

the results of supervised classifiers that solely use source data?

* How do the results of self-labelling compare to those of distant-supervised

labelling when used in domain adaptation settings?

¢ How similar are the domain adaptation classifiers” results to those of super-

vised classifiers trained with target labelled data?
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TABLE 6.2: Source and target set for each setting (S) in our experi-
ments in this chapter.

Setting Source Sets Target Set

S1 Earthquake events: 2014-Chile, 2015- | 2014-California Earth-
Nepal, 2013-Bohol, 2013-Pakistan. quake

S2 Earthquake events: 2014-California 2015- | 2014-Chile Earthquake
Nepal, 2013-Bohol 2013-Pakistan.

S3 Typhoon events: 2015-Pam, 2014-Odile, | 2014-Hagupit Typhoon
2013-Yolanda, 2013-Oklahoma, 2012-
Sandy.

S4 Earthquake events: 2014-Chile, 2014- | 2015-Nepal Earthquake
California, 2013-Bohol, 2013-Pakistan.

S5 Earthquake events: 2014-Chile, 2014- | 2013-Pakistan  Earth-
California, 2015-Nepal, 2013-Bohol. quake

S6 Typhoon events:  2014-Odile, 2013- | 2015-Pam Cyclone
Yolanda, 2014-Hagupit, 2013-Oklahoma,
2012-Sandy.

S7 Floods events: 2013-Queensland, 2013- | 2014-Pakistan Floods
Manila, 2013-Colorado, 2014-India, 2014-
Alberta.

S8 Floods events: 2014-Pakistan, 2013- | 2013-Queensland
Manila, 2013-Colorado, 2014-India, 2014- | Floods
Alberta.

6.3 Results and Discussion

Based on the results shown in Table 6.3, we answer our research questions men-
tioned in Section 6.2 below.

What is the performance of supervised classifiers that have only been trained on source la-
belled data to classify target data?

As shown in the first row of Table 6.3, LS can be helpful when classifying tar-
get data. F1 scores for most settings are above 0.70 except for setting 8 (0.68). This
outcome is consistent with earlier studies ([128, 82, 79]). However, we observe that
the results are especially high when one or more source events and target events are
similar in features other than crisis type (e.g., nearby locations or close occurring
time). This is the case in settings 4 and 7. Nepal Earthquake, in setting 4, shares
nearby locations with two events in the source data: the Pakistan and Bohol Earth-
quake incidents. Pakistan Floods, in setting 7, happened at a very close time to India
Floods. After looking at the datasets, we find that a considerable number of tweets

in the India Floods collection, one of the source events in setting 7, mention 2014
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Pakistan Floods. In other words, users post information about Pakistan Floods in
relation to India Floods in the India Floods data, which definitely causes the high
F1 score (0.96) shown in Table 6.3. On the other hand, Queensland Floods in setting
8 does not share any of the common features other than the crisis type with Floods
events in the source data, nor did any of the events happen shortly after Queensland
Floods or in Australia. This explains the low F1 score compared to other settings
(0.68).

When used to classify target data, how do the results of domain adaptation classifiers that use
labelled source data and unlabelled target data compare to the results of supervised classifiers
that solely use source data?

In Table 6.3, it is evident that at least one of the domain adaptation models out-
performs the supervised classifier learned only from source data: DS-FT for settings
2 and 5, DS-FX for setting 4 and DS-TM for the five remaining settings. Based on
these results, DS-TM can be seen as the best general approach among the other five
domain adaptation classifiers regardless of the similarity between source and target
domains, as it reports the best results in 5 out of 8 settings with only a very minor
gap compared to the best score in the other settings (< 3%).

In contrast, we observe that domain adaptation techniques are not always better
than supervised learning models learned from source data alone. For example, FT
(with DS target data) inhibits Nepal Earthquake model performance by 0.9%, and
FX (with the two labelling methods) harms Chile Earthquake model performance
by 6.9%. This is based on the level of similarity between source and target data and
the nature of the adaptation methods: the Nepal Earthquake data is very similar to
the Earthquake source data while the Chile Earthquake data is different. Moreover,
in FX, the high-level features of the source data are transferred to the target data,
which requires a level of similarity between the two domains; in FT, more specific
target features are incorporated through changing the weights of certain layers. This
result is not consistent with the study in [82], where iterative domain adaptation
techniques were used.

How do the results of self-labelling compare to those of distant-supervised labelling when
used in domain adaptation settings?

Comparing rows 2 and 3 in Table 6.3, we can say that DS performs better than
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SelfL when TM is used as an adaptation method in 6 out of 8 settings. For the two
remaining cases, settings 4 and 5, SelfL-TM outperforms DS-TM with a gap of 1%
in model performance. When FX is used to adapt pseudo-labelled or self-labelled
target data, the results of DS and SelfL are almost identical, with a very minor im-
provement of less than 1% when using DS in seven out of eight test sets. For the last
adaptation method in our experiments, FT, DS outperforms SelfL in 5 out of 8 set-
tings with an average increase of 6% in F1 score. For the other three settings (1, 3 and
4), using SelfL as the labelling method instead of DS slightly improves performance
(> 1.3%).

These outcomes can be explained by the nature of finetuning, feature extraction,
distant supervision and self-labelling. DS produces pseudo-labelled target data with
important keywords extracted from source data and new keywords derived from
FrameNet. This can be very useful if the test set includes these derived keywords
and the target features exist in the target tweets, such as location, infrastructure dam-
age and people response. However, if the source and target data are alike, then SelfL
can produce accurate self-labelled target data. For the adaptation methods, feature
extraction is better than finetuning when the domains are similar, since the high-
level features from the pre-trained model may be relevant to the target data. On
the other hand, finetuning the model layers with target data captures the dataset
features of the target event.

It is noteworthy that DS works better with finetuning when the source and target
data differ. Unlike DS-FT, SelfL-FX is very suitable when the source and target data
are similar. For example, in setting 2, the Chile Earthquake collection is very differ-
ent from the source data; they do not share any common features. This reflects the
sizeable gap (10%) between the results of SL and TL when classifying tweets from the
Chile Earthquake event. As a result, finetuning the pre-trained model with pseudo-
labelled data from Chile Earthquake is the best domain adaptation model, as shown
in Table 6.3. The same scenario is repeated for setting 5 with the Pakistan Earth-
quake event. For the same reasons, DS-FT improves the performance by 7% from
the supervised learning model only trained on source data when tested on tweets

from the Queensland Floods event. However, the best reported domain adaptation
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models in classifying data from the Queensland Floods event is DS-TM. This is be-
cause the dissimilarity level between source and target domain is very high. In this
situation, building a target model from scratch using source and target data is better
than using a pre-trained source model in all settings. The same scenario is found in
setting 6 for the Pam Typhoon event with a high level of dissimilarity: the gap in
F1 score between SL and TL is 19%. Here, as expected, DS-TM is the best reported
domain adaptation model.

In contrast, for setting 4, DS-FT causes a drop in performance, whereas SelfL-
FX is one of the best-performing models. This is because the Nepal Earthquake
data is similar to the Earthquake source data, as mentioned above. Although data
from the Pakistan Floods event is highly related to data from the India Floods event
in the Floods source data, DS-TM still produces the best results in setting 7. On
reviewing the data, we note that 7 out of 10 top keywords are present in tweets from
the Pakistan Floods incident; the DS method accurately labels tweets from this event
to the extent that building a target model along with the highly related source data
performs better than other models.

As shown in setting 3 from Table 6.3, DS-TM is the best reported model. How-
ever, we note that source and target data only share 2 top keywords and 3 new key-
words derived from FrameNet. This restricts the ability of the DS labelling method
to produce good pseudo-labelled data from the Hagupit Typhoon event. However,
because of the level of divergence between the source and the target events, SelfL
produces noisy self-labelled data related to the Hagupit Typhoon incident.

Another interesting observation is that DS-FX and SelfL-TM produce similar re-
sults when testing on diverse target events, even though they use different labelling
methods. This is possibly because they both use the same weights of the pre-trained
source model to label or classify the target data. This is not the case in rows 4 and
6, where FT performs better than FX when one or more source and target events are
different.

The most interesting observation is that the best reported domain adaptation
classifier always use DS as its labelling method. This can be seen in all eight datasets

(DS-FT for settings 2 and 5; DS-FX for setting 4; and DS-TM for the five remaining
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settings). This indicates that DS is generally better than SelfL in automatically la-
belling tweets from emerging events regardless of the adaptation method.

How similar are the domain adaptation classifiers’ results to those of supervised classifiers
trained with target labelled data?

The last row in Table 6.3 represents the upper limit or ideal case in our exper-
iments where the model learned only from manually labelled target data. Here,
the best recorded semi-supervised domain adaptation model is very close to the re-
sults for the upper limit in settings 3 and 4, with a gap of less than 2% in F1 score.
Nonetheless, this does not apply to all the settings: we observe that the gap increases
to approximately 6% in setting 5 and reaches the maximum gap in settings 6 and 8
at approximately 11%. In contrast, the best domain adaptation model outperforms
LT in two settings (1 and 7), with gaps of 5% and 0.3%, respectively. One possible
reason is that the training data used to build the LT model for the California Earth-
quake event is very small (133 tweets only). Another reason is the number of shared
top keywords in the Pakistan Floods event (7 out of 10). This gives the maximum
benefits of using DS labelling method to produce good-quality pseudo-labelled data
from the Pakistan Floods incident. When used as training data along with related
source data, DS-TM outperforms LT in classifying unseen tweets from the Pakistan
Floods event. In general, however, the results for domain adaptation models show

much room for improvement.

TABLE 6.3: Results of our experiments in F1 score for eight models in
eight settings.

Models/Settings ‘ S1 ‘ S2 ‘ S3 ‘ S4 ‘ S5 ‘ Sé ‘ S7 ‘ S8

SL-LS 0.883 | 0.812 | 0.841 | 0.905 | 0.785 | 0.702 | 0.960 | 0.680
DS-TM 0.935 | 0.864 | 0.879 | 0.906 | 0.773 | 0.779 | 0.975 | 0.794
SelfL-TM 0.892 | 0.743 | 0.856 | 0.907 | 0.792 | 0.688 | 0.971 | 0.677
DS-FX 0.890 | 0.743 | 0.858 | 0.907 | 0.790 | 0.698 | 0.973 | 0.691
SelfL-FX 0.883 | 0.743 | 0.851 | 0.907 | 0.788 | 0.683 | 0.966 | 0.680
DS-FT 0.874 | 0.871 | 0.844 | 0.896 | 0.802 | 0.768 | 0.972 | 0.750
SelfL-FT 0.892 | 0.743 | 0.853 | 0.907 | 0.787 | 0.692 | 0.969 | 0.677
SL-LT 0.886 | 0.912 | 0.902 | 0.915 | 0.856 | 0.894 | 0.972 | 0.899

Note. The upper limit and the best reported results are highlighted in bold.
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6.4 Further Analysis

At this point, we want to specify how many pseudo-labelled instances are needed
from current events to build an accurate target classifier in domain adaptation set-
tings. Our goal is to understand how the performance of DS-TM varies with dif-
ferent amounts of target data. In our opinion, this is an important factor for the
practical usage of our method in reality. Thus, our last research question is: What
is the minimum number of pseudo-labelled target instances needed to build a good model to

classify tweets from an emerging crisis event?

6.4.1 Experiments

To study model performance based on the changes of the amount of incorporated
target data, we run the experiments mentioned in Section 6.2 for the eight target
sets with different numbers of instances (50, 100, 250, 500 and 1,000) for each class

(related and not related tweets). The results in F1 score can be seen in Figure 6.1.

6.4.2 Results and Discussion

To answer our last research question in this chapter, we run the same experiments
using balanced datasets with different numbers of examples from related and not
related classes. We then examine how the DS-TM performance varies with different
numbers of pseudo-labelled target instances compared to other domain adaptation
models. Finally, we determine the minimum number of instances needed to train a
robust target model.

What is the minimum number of pseudo-labelled target instances needed to build a good
model to classify tweets from an emerging crisis event?

As can be seen from Figure 6.1, in subplots (a), (b), (f) and (h), DS-TM performs
better than other domain adaptation models regardless of the number of instances
from the target domain. This clarifies our assumption that DS-TM works better
when source and target domains are dissimilar. The crisis events in these subplots
are very different from the source domain. Conversely, for less dissimilar target sets,
as in subplots (c) and (g), DS-TM is not always the best recorded model. In both

cases, namely the California Earthquake and Hagupit Typhoon events, the F1 scores
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FIGURE 6.1: Results of English domain adaptation models in F1 score
through different numbers of incorporated (pseudo-labelled and self-
labelled) target data.

for DS-TM start at 0.91 and 0.834, respectively, and do not change greatly when in-
corporating more pseudo-labelled target data. For the last case, when source and
target domains share a crisis feature other than crisis type, we observe that the re-
sults for DS-TM change in line with the number of instances if the incoming target
tweets are added to the training data.

The most interesting observation here is that DS-TM always performs well at the

beginning of the experiments (i.e., when the number of instances is 50 for each class).
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The F1 score for DS-TM in all eight settings is above 0.80. This indicates that this do-
main adaptation model can be considered a robust model to classify unseen tweets
from current events at disaster onset. Specifically, we can say that, for the Nepal
Earthquake event, DS-TM is unstable and produces the worst results among all the
other settings. However, this does not apply to the Pakistan Floods event, where
the number of top keywords shared between the source and target data is 7 out of
10. Ultimately, the performance of DS-TM across different numbers of incorporated
target tweets improves, reaching and sometimes bettering the performance of other
domain adaptation models.

In summary, our results suggest that DS-TM is a robust model that can be used
in practical situations. It only requires 50 pseudo-labelled tweets from both classes
(related and not related) to successfully classify tweets from emerging events. Hav-
ing said that, negative or not related examples can be gathered from tweets posted
prior to the crisis occurrence time. This minimises the time required to collect these
instances. We can say that our approach perfectly suits real-time crisis situations
when quick decisions should be made by humanitarian organisations to help peo-
ple in need.

Statistical analysis

Statistical analysis of the two-way ANOVA test is provided in Appendix B.

6.5 Conclusion

In this chapter, we introduced a simple but powerful semi-supervised domain adap-
tation approach for TCFCR by using a distant supervision-based framework to label
the unlabelled target tweets. Our framework provides a new set of keywords rather
than those extracted from available past events, thereby adding new features to the
training data. This minimises the gap between the source and target domains caused
by the domain shift of different crisis events. The experimental results show that
our labelling method (DS) outperforms self-labelling (SelfL) in three different adap-
tation methods. Building a target model using the pseudo-labelled target domain
data generated by DS and the available most-related source domain data improves

model performance on seven out of eight datasets: from 0.1% to 11.4% absolute gain
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in F1 score. Further analysis to determine the number of pseudo-labelled target data
needed to build a robust target classifier shows that 50 tweets from each class (re-
lated and not related) are sufficient. This perfectly suits our task because it requires
only minimal time at event onset, and it can be considered a general approach with-
out need to predefine the similarity between source and target domains, unlike the
other methods.

Aside from the limitations stated in Chapter 5, the proposed method in this chap-
ter presents other drawbacks. First, the method requires an amount of unlabelled
data from the emerging event. While pseudo-labelled data from the irrelevant class
can be gathered before the emergence of the event, the pseudo-labelled target tweets
from the related class must be collected after the crisis hits. There is no time specifi-
cation to ensure this process; it could be seconds, minutes or hours, especially if we
do not include duplicated or retweeted tweets. For some crisis events, this issue may
cause a delay in the work of the humanitarian organisations. This is a general prob-
lem of semi-supervised or unsupervised domain adaptation methods; however, we
believe that it can be partially solved by generating syntenic data from the limited
number of available pseudo-labelled target tweets in certain cases.

In the next chapter, the proposed method will be applied to crisis tweets from
low-resource languages such as Arabic. Some adjustments will be made to overcome
the challenges in such languages, such as using clustering instead of labelled data to

create the initial keyword list.
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Chapter 7

Domain Adaptation for Arabic

Twitter Data

1.8 billion Muslims, including 427 million native Arabic speakers, use Arabic as their
liturgical language. Arabic thus represents the world’s fifth most spoken language
[76]. Furthermore, in terms of the number of Internet users, Arabic language users
are the fastest-growing language group on the web. In February 2011, protestors in
Egypt used Twitter as their main communication platform [127]. This emphasises
the potential of Twitter in the Arabic world for spreading such crisis-related events
and as an important and rich source of real-time and useful information. Human-
itarian organisations could use this valuable human-generated information during
a crisis in Arabic countries to help people in need. In prior works, deep learning
algorithms have been used to identify crisis-related Arabic data to support disaster
management and enhance situational awareness in the Middle East [8, 9, 3, 4] (see
Section 2.1.2). However, they did not consider the domain-shift between source and
target tweets posted during Arabic crisis events.

Our work in this chapter is inspired and motivated by the success of applying
our proposed domain adaptation method to high-resource English-language tweets
in the last chapter. Unlike English, Arabic is considered a low-resource language,
with several notable issues highlighted in the crisis literature. Hence, some chal-
lenges are to be expected in applying our pseudo-labelling method to Arabic tweets.
First is the lack of labelled Arabic tweets for crisis response. The first published
dataset, Kawarith, has been recently released by Alharbi and Lee (in 2021) [9], which
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contains labelled data from 7 Arabic crisis events (see Section 4.1.1.2; Table 4.2). Sec-
ond, the lack of good supporting resources for Arabic, such as external knowledge
bases or language dictionaries [8]. Finally, Arabic tweets are informal and regional in
nature, and Arabic regions have unique dialects. Moreover, many written Arabic di-
alects differ in syntax, phonology and morphology [37]. Those users posting tweets
usually write in their regional dialects. Thus, the keyword set generated from one
crisis may be insufficient when used to label tweets from another if the two crises
come from different regions with different dialects.

In this chapter, we propose an adaptive domain adaptation method for Ara-
bic crisis response that overcomes all these challenges. To the best of our knowl-
edge, this is the first attempt to use distant supervision under the umbrella of do-
main adaptation techniques to classify unseen crisis-related Arabic data from cur-
rent events. The experimental results show that the Arabic version of our domain
adaptation method can be seen as a robust approach to classifying unseen Arabic
tweets from an emerging event. In addition, incident data related to different crisis
types of target events can be used to create the initial keyword list. This finding
reduces the necessity of having keywords from the same crisis type as the target dis-
aster. Furthermore, it extends our framework’s abilities to automatically label data

from low-resource languages with limited capabilities.

7.1 Method

We use the same two-stage domain adaptation method mentioned in Section 6.1 in
the previous chapter, driven by the method in Section 5.1. However, due to the ex-
pected challenges in applying this method to Arabic tweets, we make some signifi-
cant adjustments to the details of the pseudo-labelling. We use clustering to produce
annotated data rather than manually labelled data to create the initial keyword list.
We also use an Arabic external resource (Almaany) instead of FrameNet to expand
the original list. In addition, we use different crisis types to establish this list along-
side using the same type of the target event. The changes are listed as follows:
The changes are listed as follows:

First change: In Chapters 5 and 6, we use manually labelled data from different
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events related to the same crisis types in step one to apply our framework success-
fully and create a robust initial keyword list. However, this is infeasible for Arabic
crisis tweets [9]. Thus, we use an unsupervised method — clustering — to classify
several Arabic corpora from different events to overcome this problem. The chosen
clusters are then used instead of the manually labelled data in Chapters 5 and 6 to
create the initial keyword list. We follow the authors in [61] and [2] in utilising ISIRI
Stemmer from NLTK 3.4 on Twitter data to stem each word to its root to avoid word
redundancy and reduce the amount of linguistically similar words. This chapter
calls the group of data used to create the initial keyword list the “keyword set”. It
is critical here to say that we create initial keyword lists for only two crisis types:
Floods and Explosion. This is because most of the available unlabelled corpora (see
Section 4.1.2.2) are related to Floods events (12 out of 20 events) or Explosion events
(2 out of 20 events). Another reason is the lack of gold-standard testing data for the
given crisis types. For example, two unlabelled corpora are available for Fire and
Shooting events; however, the gold-standard testing data related to a disaster event
from the Fire or Shooting crisis types are unavailable, which leads us to exclude Fire

and Shooting incidents from our experiments.

Clustering model

Tweet clustering is an unsupervised method where posts are grouped according to
the common characteristics that differentiate them from other groups. These groups
are referred to as clusters. K-means is one of the most widely used clustering al-
gorithms to classify tweets into groups based on their inherent distances from each
other [113]. Itis a centre-based method: the centre of each group is used to determine
whether the data point is related to the given group. It is also a distance-based algo-
rithm: the data point’s group is assigned based on the calculated distances between
the centre of the groups and the data points. First, the number of clusters (k) is deter-
mined. Random data points are then selected as cluster centroids, and all the points
are assigned to the closest centroid. The centroids for the newly created clusters are
then recomputed. Finally, we repeat the assignment of all data points and the re-
computing of centroids until the process stops according to the given criteria. These

criteria include reaching the maximum number of iterations, data points remaining
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in the same clusters, and centroids that are unchanging [13]. The main objective of
K-means is to minimise the sum of the distances between the data points and their
corresponding centroids [113].

According to Alruily in his review paper [19], the K-means clustering model
is the most suitable unsupervised method for Arabic tweet problems. It has been
successfully applied to different Arabic Twitter data [1, 112, 110]. In addition, the
concept of K-means is similar to the concept of word embedding in identifying the
relationships between words in tweets. Word embedding has proven to be a deci-
sive factor in tweet classification; we think that clustering has the same potential.
This chapter applies K-means to each event corpus mentioned in this section. This
is because if we merge all data regardless of the events, the created clusters will be
divided by the events themselves. We also choose the optimal number of clusters,
label the clusters and select the most related ones, as shown in the following subsec-

tions.

Cluster optimisation

Determining the number of clusters is required in advance when applying K-means
to data. Although finding the optimal number of clusters is a time-consuming pro-
cess, it is a very important step to ensure a good separation. To do so, we use elbow
method and silhouette score measurements. We find the elbow method is uncertain
for our data because the results shown in the figures are not clear. Figure 7.1 shows
an example of the unclear results when using the elbow method to decide the opti-
mal number of clusters for the Covid’19 corpus. We can see that the optimal number
cannot be determined because, in our opinion, there is no point position on the el-
bow arm in the diagram. On the other hand, the silhouette score for the Covid'19
corpus is undoubtable on our data. Figure 7.2 shows silhouette diagrams for vary-
ing k (from 8 to 12) and including silhouette plots and visualisations of the clustered
data. We observe from the diagram that almost all the silhouette coefficients from
all the clusters are beyond the silhouette score dashed line and are close to 1. This
means that all the settings are good choices. It also indicates that the clusters are

probably well separated with no overlapped instances in the data. Additionally, the



Chapter 7. Domain Adaptation for Arabic Twitter Data 115
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FIGURE 7.1: Elbow curve for Covid’19 corpus.

size and width of the clusters give no hint of the best setting because we know be-
forehand that the crisis dataset is unbalanced. Therefore, the best setting is the one
with the highest silhouette score, which is setting 11 (0.488). In this example, we can

say that the optimal number of clusters for the Covid19 corpus is 11.

Extracting features of clusters

After determining the optimal number of clusters and applying K-means to the data
for every crisis event from the unlabelled corpora, we need to assign profiles as
labels for each cluster. The reason behind labelling the clusters is that assigning pro-
files that describe the tweets within the clusters is another way to decide whether the
cluster is related to the crisis and informative. To do so, we follow the centroid ap-
proach: we pick the centre data point of each cluster to extract the cluster’s features.
This approach is suitable for our work because the variance within the clusters is
slight, and the centre data point of the cluster is the closest one to represent the clus-
ter. On the other hand, other approaches — such as supervised learning for cluster

membership and the empirical approach — are not suitable for our data. The cluster
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FIGURE 7.2: Silhouette diagrams for Covid19 corpus.

membership approach uses certain data points to train the model to be applied to
classify the others, while the empirical approach studies the characteristics of the
clusters. Our data are similar in that the tweets are all posted during a crisis and
different in providing information about the crisis. Therefore, such approaches can
be misleading for our data.

To ensure the effectiveness of the centroid approach, we select the closest three
data points instead of one. We then extract the features for each cluster and use
them to assign profiles from these data points. Our data represents many crisis top-

ics, including: advertisements; political opinions; irrelevant to the crisis; emotional
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support; infrastructural and utility damage; dead, injured or affected people; and

providing help and caution advice. For example, the closest three data points for

cluster #3 in the Beirut Explosion corpus (3,445 tweets) are:

https:/ /t.co/Hbah7vFFKi. Ato ) oES s # oo sl L5 Yoam
https:/ /t.co/HLYVLF7zco

4 Al LB e i el FLbly bndyne e e 05K L
LW, f(éja_ J\a.a.:‘ H SN J\a.a."
and
Sy as o Syl g LUl deoldl o L"5.3..” LU gas ic"j‘
https:/ /t.co/uwD2]JWpyF4 J}\ ol e by o SL\JBJ\.«{

These tweets contain the words &5, which mean (dead people), =4l (explosion)

and s /> (injured people). It is obvious that the most represented tweets of the
cluster talk about dead and injured people during the Beirut Explosion incident. As

a result, this topic is assigned to cluster #3.

Choosing the most related clusters

After assigning topics to clusters, we divide the clusters into two classes: related
and informative and irrelevant or not informative. In particular, infrastructure and
utility damages, dead, injured or affected people, and providing help and caution
advice are classified as related and informative. On the other hand, advertisements,
political opinions, and emotional support are labelled as irrelevant or not informa-
tive. While doing this, we observe that all the crisis events have a cluster with a vast
number of tweets advertising for specific products or services. Although clusters
with tweets expressing political opinions are related to the crises, we decide to la-

bel them as not informative because the information in the posted tweets offers no
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benefits to humanitarian organisations. This decision differs from one language to
another since, unlike English, the number of Arabic tweets that reflect political opin-
ion after an emerging disaster cannot be underestimated and thus can ultimately
impact the keyword lists, which eventually influences the results of our proposed
approaches. In addition, the performance of supervised models classifying English
crisis-related tweets improves when the emotional support class is ignored in the
training data [134]. Thus, we decide to label emotional support as not informative
in addition to the fact that this category does not provide any useful information to
humanitarian organisations.
Second change: To select the top K keyword list for Arabic crisis events, we re-
move stop words such as "lia « oS hashtags such as J\a.n.:‘ #", places such
as " bWl 2>" and useless Twitter-specific words such as “RT” and “via”. We then
compute KW (;) (mentioned in Chapter 5) for all the words in the initial keyword list
from step one and sort them according to their KW values. We then select the top
K keywords of a given crisis type. For instance, for the Floods crisis type, the top
K keyword list contains " Je'" 3" jand " k4", which have the highest KW values
compared to the other words in the initial Floods list.

Table 7.1 shows how KW values play an important role in indicating the most
vital keywords for the Floods crisis type. We can see that crisis-related and flood-

related words have higher KW values than the unrelated ones.

TABLE 7.1: KW values of selected words from the initial Floods key-
word list from keyword set #7.

Ranking | Keyword | KW Value
1 s 0.00019
2 G 0.00032
4 gr= 0.00045
32 S 0.00065
51 o 0.00130
67 J= 0.00184
98 Sy 0.00371

Third change: To apply distant supervision to the Arabic initial keyword list, we
expand the list to include similar semantic words from the Almaany Arabic dictio-

nary rather than FrameNet. Arabic is one of the low-resource languages for which
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powerful knowledge bases are unavailable. However, dictionaries have proven to
be an excellent resource to expand Arabic keyword lists [24, 61].

The Almaany dictionary [11] has been widely used by Arabic researchers [87,
57], including recently to collect specific words to classify Arabic Twitter data [12, 15,
126]. Almaany is an online dictionary that provides corresponding meanings with
similar semantic words for each term in many languages, including Arabic [126]. In
our work, we use Arabic for the Arabic version of Almaany. We retrieve all the syn-
onyms provided by Almaany for each crisis keyword if the corresponding meaning
of the top keyword is related to the crisis type. For example, the top keyword  J.
exists in the Almaany dictionary but with two corresponding meanings based on the
shape and the signs of the word: Jezand Jiw.The meaning of Jewis the water of the
rain that rushes over the earth’s surface, whereas Jt. refers to converting material
from a solid state to a liquid state. According to their meanings, Jizis related to the
Floods crisis type, but v is not. Thus, all the synonyms associated with |z, such
,such as (lad and (sl can be mapped to |z, which is a crisis keyword gathered
from step one and selected in step two as one of the top K keywords based on its
high KW value. In other words, if one of the top crisis type keywords exists in the
Almaany dictionary and its meaning relates to a given crisis type (Floods or Explo-
sion in this chapter), then distant supervision assumes that all the synonyms related
to the given word express that crisis type. As a result, the number of keywords in-
creases in the final list. For instance, the number of keywords rises from 10 to 78 in
the keyword list for the Floods crisis type. This list contains two types of keywords:
strong keywords (top K keywords) and weak keywords (extracted from Almaany).
If a word exists in the top K keywords and is a synonym associated with another top
K keyword at the same time, then we consider it a strong keyword. Weak keywords
may bring noise to the data, which we try to reduce in step five.

We choose the related words based on their meanings from the Almaany dictio-
nary manually, as it is hard to decide this without human involvement. Certain cases
arise where we cannot map a top K keyword to any synonyms in Almaany. Some
of the top K keywords may not exist as words in Almaany, such as , .o in the top
K keyword list for the Floods crisis type. In these cases, the keyword is not mapped

to any synonyms, and the number of expanded keywords remains the same. Table
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7.2 lists some of the keywords from the Floods and Explosion crisis types and their

mapped synonyms from Almaany when the keyword and the related meaning both

exist.
TABLE 7.2: Keywords from keyword lists for different crisis types
and their synonyms from Almaany.

Keyword Crisis Type | Related Meaning Associated Synonyms

Floods The water of the rain as
e it rushes over the sur- | Q\;}\é ¢ oL S ‘d;vb
face of the earth. ¢ s ¢ Olag Ol
Cookall o Okall
o luall 8]
SRR

Explosion Providing help and as-

o sistance to someone ‘ QL;‘ ‘ QL;‘ ‘ J\o’\ <3 dl
fﬁc .:\;?;‘L tiz‘: é;lz‘
¢ 3550 @S RS
cale coasle ¢ Asl
Bl HLE Gle Kl
CREE G5 A
s A F o XE

35
Explosion Smashing something
| violently with abang | « éu; ‘ d‘j ¢ 5N

zk;.;S( éj.;t u:é.::j
Sha  ad e b Jl
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Continuation of Table 7.2

Keyword Crisis Type | Related Meaning Associated Synonyms
Explosion | Great misfortune and

$)5 great ruin. Sometimes | « Laly « s o «f

naturally caused by |« o5 « 556« (o

earthquakes, floods | « &L « 443 ¢ Zaas

and hurricanes. S ZJJL ‘ ZJJL

CGl o owh o S

Sols «.4;\» ‘ &j'\‘ ‘

¢ dals o Ldas 21:5.3\:; ‘

Y SVl S PV R N

Sore ¢ AAl yis

(G &l ¢ all

CRAE B AL

4 die 4 4—1:’; ( DQG

CANCRF g S

o A

L3l
Flood Evacuation of the city;

| the displacement of its | « C\J;j S R

inhabitants. ‘ &‘J;j ‘ u)Uéj ‘ JL'.wi

o  Je e dad]

LAl b i

In this chapter, we follow the method in Chapter 6 to label the tweets gathered
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by tweet IDs provided in Kawarith, as mentioned in Section 4.1.2.2 However, to ex-
pand the abilities of our framework when applied to low-resource languages that
face the same problems, we use keyword sets from different crisis types to automat-
ically label tweets from a crisis event. For example, we use the keyword set for the
Explosion crisis type to automatically label tweets from the Covid'19, Dragon Storm

and Cairo Explosion corpora.

Pseudo-labelled data
Table 7.3 lists examples from pseudo-labelled tweets created by our framework from
some of the Arabic target events in our work. We note that some tweets are labelled
by our framework with different classes when different crisis types are used to create
the keyword lists and keyword sets. For example, in the Jordan Floods corpus,
Il 4 Yl 3] g Gulae q 9 548 q Q:jﬂ\_ Joew % Jole 4 RT @aa_arabic:
((Bamie oSy 8 s a2

is labelled as not related when Floods are used as the keyword set because none of
the strong or weak keywords are found in the tweet. On the other hand, the tweet
is labelled as related when Explosion is used to create the keyword list due to the
presence of a strong keyword "3&!" and a weak keyword " lo!". The word "(rwlas"
is derived from " la!", which is associated with the strong keyword "& ,§". It should
be noted that "3&!" and "& 8" are in the keyword list for the Explosion crisis type
but not for Floods, which is the crisis type of the Jordan Floods event. However,
most tweets are labelled with the same class regardless of the crisis type used to
create the keyword lists. For example,
VO IRV P Rt RV E S R ‘MJ‘ sl Wl 53L 58930 RT @ww6223wwé:

" https:/"/”.co/ZpaijShU UL e L & g sliall
is a tweet from the Hafer-albatin Floods corpus that is labelled as irrelevant regard-

less of the crisis type of the keyword set (Explosion or Floods).
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TABLE 7.3: Examples from Arabic pseudo-labelled data created by
our distant supervision-based framework. Note that the given tar-
get crisis event is excluded from the source events used to create the

crisis-type keywords.

Target Cri- Tweet Keyword Pseudo- | Reasons
sis Set label
Event
Jordan Same cri- | Related | Two strong keywords
Floods | oMb oléy sus Cw)‘ sis  type: | and exist in the given tweet:
vy ) el =l @l | Floods informa- | 7 27 and “ |..".
sl Y s b tive
5 Wl ¢¢ s Cxl
Joedl  oBr bobeo
# oYL Jo
https:/ /t.“0/Cml2jy6Dx
Covid19 Different Not Absence  of  key-
s Ug,s8 oo ngle Wb | crisis type: | related | words ~ from  final
Oldes LS ¢ a3 Wb | Floods/ / not | Floods/Explosion
Ol &gy X9 oKk g | Explosion | informa- | crisis-type list.
15 gale =Y all (L tive
Ol ol Jaill
o Y ({ xs o all
0 Lo
Jordan Same cri- | Not Absence of keywords
Floods | Y ¢ olulll gl> Guai ¥ | sis  type: | related | from final Floods crisis-
Jled! W Ges & | Floods /  not | type list.
C:.\-J s by an informa-
https:/ /t.0o/3zalDWnleY tive
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Continuation of Table 7.3

Target Cri- Tweet Keyword Pseudo- | Reasons
sis Set label
Event
Dragon Different Related | Two  strong  key-
Storm 3))59 : RT @drzawba: | crisis type: | and words from Explosion
> > Cf 5, o ixall | Explosion | informa- | keyword list in the
& yail) slaeaY! tive given tweet: 7 salul”
wy 5 olaaidl and ” & ,lsb” .
s Gl ol
Sl Sl
VR NN P v
Beirut Different Related | Two weak keywords
Explo- sals  RT @AlArabiya: | crisis type: | and exist in the given tweet
sion eal wen % lxwl | Floods informa- | (» s,” and ¥ , &
Jo sl 5 ol tive "), which are associated
Ay ok bl with the strong key-
# )l A word “ (¢,
[WER RGN JIEFH
https:/t.co/8UVEK]JC
Cairo Same crisis | Not Absence of keywords
Explo- ! T‘J ;\Hlu\‘_u # | type:  Ex- | related | from final Explosion
sion (‘\P U e b= plosion /  not | crisis-type list.
informa-

tive
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Continuation of Table 7.3

Target Cri- Tweet Keyword Pseudo- | Reasons
sis Set label
Event
Jordan Different Related | Two keywords exist in
Floods # RT @aa_arabic: | crisis type: | and the given tweets: one
O J;\H_ J S Jo_l.c Explosion informa- strong keyword (“ SLbj
5 Unlas q 5 48 g tive ”) and one weak key-
e W5 O ) word ("Lul’. "oyl
amie LS B is derived from “_Lo!
( ”, which is associated
with the strong key-
word “& 87
Hafer- Same cri- | Not Absence of keywords
albatin RT @ww6223wwé6: | sis  type: | related/ | from final Floods crisis-
Floods | <Y a0l (3L (53430 | Floods not type list.
Gl ool g el informa-
uslal & 3 wJ\zJ\ tive
- e B
AUl
https://”.co/2payPj3hU|
Dragon Different Discarded Only one weak key-
Storm L& O RT @3ashoouur: | crisis type: word occurs in the
0 ! dasldl Wl | Floods tweet: “ {Lawle” is de-
S Lf"l 5 Ul Ot rived from “ Cia <
aaly e ”, which is associated
with the strong key-
word “,las!”.
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Continuation of Table 7.3

Target Cri- Tweet Keyword Pseudo- | Reasons
sis Set label
Event
Cairo Same crisis | Related | Two strong keywords
Explo- # @RT @masrawy: | type: Ex- | and exist in the given
sion Llo) o § ras Jels | plosion informa- | tweets: “ Lol (de-
Sl e tive rived from “_ls!") and
Sl el ;u'uk.ﬁ “ \=as1” (derived from
531 e |
"E),
Beirut Different Discarded Only one strong key-
Explo- Sl RT @azzawil: | crisis type: word occurs in the
sion Ji=l e sdas Culs | Floods tweet: “ _alda =", de-
4 O 5 O rived from the strong
A ST B =1 keyword “ las”.

S 32 ) 9 o end
Lo, o 801 ol . 2)ls
JE U Lai

The adaptation stage mentioned in Section 6.1.2 remains the same in this chapter.

7.2 Experiments

Our main goal is to investigate whether automatically labelled target data gener-

ated by a framework via distant supervision can be used to build a robust model

along with other source events to improve model performance in classifying un-

seen Arabic tweets from emerging events. To this end, we use the same experiments

mentioned in Chapter 6 for domain adaptation for Arabic crisis response. In these

experiments, we use the settings in Table 7.4: keyword sets mentioned in Section

4.1.1.2 and target sets from Table 4.2.
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In this chapter, we ask the following specific research questions:

¢ What is the performance of supervised classifiers that have only been trained

on source labelled data to classify target Arabic data?

* When used to classify target Arabic data, how do the results of Arabic domain
adaptation classifiers that use labelled source data and unlabelled target data

compare to the results of supervised classifiers that solely use source data?

e How do the results of self-labelling compare to those of distant-supervised

labelling when used in domain adaptation settings for Arabic tweets?

e How similar are the Arabic domain adaptation classifiers” results to those of

supervised classifiers trained with target Arabic labelled data?

We also extend these experiments to include using keyword sets from different
crisis types of the target event. For example, in Chapter 6, we use keyword sets from
Floods crisis events only to automatically label target data from an emerging Floods
event. Here, we extend this to include using keyword sets from Floods crisis events
to automatically label target data from an emerging Explosion event, Virus event, or

Storm event, as shown in Table 7.4. Thus, we ask the following questions:

¢ How do the results of Arabic domain adaptation classifiers that utilise distant
supervision to automatically label target data when using keyword sets from
similar crisis events compare to those using keyword sets from different crisis

events in classifying Arabic tweets from emerging events?

e How do the results of self-labelling compare to those of distant-supervised
labelling with keyword sets from another crisis type of the target event when

used in Arabic domain adaptation settings?

In addition, we add a standalone model that is trained only on the generated labelled
data from the emerging events. The training data does not include manually labelled
data from any crisis events, including the emerging event. We add this model to
gain an insight into the quality of our generated labelled data. To this end, we ask

the following question:
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¢ How similar are the supervised classifiers’ results trained on target Arabic gen-
erated labelled data to those of supervised classifiers trained solely on Arabic

source data?

TABLE 7.4: Keywords and target sets for each setting (S) in our exper-

iments.
Setting | Keyword Set Target Set
S1 2020-Beirut Explosion 2020-Cairo Bombing
52 2020-Cairo Bombing 2020-Beirut Explosion
S3 Hafer-albatin and Kuwait Floods 2018-Jordan Floods
54 Hafer-albatin and Jordan Floods 2018-Kuwait Floods
S5 Kuwait and Jordan Floods 2018-Hafer-albatin Floods
S6 Floods Covid'19
S7 Explosion Covid’'19
S8 Floods Dragon Storm
S9 Explosion Dragon Storm
510 Floods 2020-Cairo Bombing
S11 Floods 2020-Beurit Explosion
S12 Explosion 2018-Jordan Floods
S13 Explosion 2018-Kuwait Floods
S14 Explosion 2018-Hafer-albatin Floods

7.3 Results and Discussion

Based on the results shown in Tables 7.5 and 7.6, we answer our research questions
mentioned in Section 7.2 below.

What is the performance of supervised classifiers that have only been trained on source la-
belled data to classify target Arabic data?

LS can be useful when classifying target Arabic data, as shown in the first row
of Tables 7.5 and 7.6. F1 scores for most settings are above 0.70, except for settings
8 and 9 (0.658), which represent the same target data (Dragon Storm). This outcome
suggests that crisis data from other crisis types of the target event can be used to train
a model for identifying Arabic tweets for crisis response. This result is consistent
with prior studies [92, 81]. However, and unlike the English models in the previous
chapter, we observe that the highest result is still below an F1 score of 0.80. This is
because the models are trained using the same data from various Arabic crisis events

of different disaster types.
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Nonetheless, Jordan Floods, in settings 3 and 12, occurred after the emergence
of Kuwait Floods. After analysing the Jordan and Kuwait Floods data, we note that
an extensive number of tweets in the Kuwait Floods collection — an event in the
source and keyword sets — comment on Jordan Floods. Users share information
about Jordan Floods in relation to Kuwait Floods in the Kuwait Floods data. This
definitely causes the high F1 score (0.79), as presented in Table 7.5. This score is not
consistent with the highest score in English tweets in the previous chapter (0.96).
This is because people in Kuwait and Jordan use different dialects while posting
tweets about crises. On the other hand, Dragon Storm in settings 8 and 9 does not
share any of the common features, especially the crisis types, with the source events
or the keyword sets. None of the events happened shortly after Dragon Storm or
at the locations of the event (Syria and Palestine). Moreover, because Arabic tweets
are region-based, dialects used in the Dragon Storm data have not been used in the
source data. These observations explain the low F1 score compared to other settings
(0.658). This is not the case for the Covid'19 event, since dialects used to post tweets
about Covid-19 have been used in the data of the source event, including Saudi and
Kuwaiti. This observation clarifies the gap in F1 scores between Dragon Storm and
Covid'19 (0.658 < 0.744).

When used to classify target Arabic data, how do the results of Arabic domain adaptation
classifiers that use labelled source data and unlabelled target data compare to the results of
supervised classifiers that solely use source data?

It is evident in Table 7.5 that at least one of the domain adaptation models out-
performs LS. The highest scores are recorded by DS-TM for all the settings except
settings 5 and 6, where SelfL-FX and SelfL-TM perform the best, respectively. In
contrast, it is clear that domain adaptation techniques are not always better than
supervised learning models learned from source data alone. For example, SelfL-FX
(with self-labelled target data) causes the Beirut Explosion model’s performance to
decrease by 18%, while SelfL-FT (with self-labelled target data) causes the Hafer-
albatin Floods model’s performance to fall by 4%. This is based on the level of sim-
ilarity between source and target data and the nature of the adaptation methods. In
FX, the high-level features of the source data are transferred to the target data, which

requires a level of similarity between the two domains; in FT, more specific target
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features are incorporated through changing the weights of some layers. Having said
that, the Beirut Explosion data differs from the source data even with the existence
of another explosion event (Cairo Explosion). The Cairo and Beirut Explosion data
are written in different dialects and have dissimilar characteristics: Cairo Explosion
was a terrorist act, whereas Beirut Explosion was caused by mismanagement on the
part of the Lebanese government. On the other hand, the two Floods events in the
source data used to train the model make the Hafer-albatin Floods data very similar.
This result is consistent with our work in Chapter 6 for English tweets.

To summarise, DS-TM can be seen as the best general approach among the other
five domain adaptation classifiers — regardless of the similarity between source and
target domains — as it reports the best results in three out of five settings and a very
minor gap compared to the best score in the other two (< 1%).

How do the results of self-labelling compare to those of distant-supervised labelling when
used in domain adaptation settings for Arabic tweets?

We can say from rows 2 and 3 in Table 7.5 that DS performs better as a labelling
method than SelfL when TM is used as an adaptation method in 4 out of 5 settings.
For the remaining setting, setting 5, SelfL-TM is better than DS-TM with a gap of
1% in model performance. However, it is clear from the results that DS-TM always
improves the performance by an average of 5.5%. In contrast, SelfL-TM causes a
decline in performance for 4 out of 5 target events (average of 12.2%). The model
performance when feature extraction (FX) is used to adopt pseudo-labelled target
outperforms that with self-labelled data in 3 settings (2, 3 and 5). The same scenario
is replicated for the last adaptation method, finetuning (FT).

These outcomes suggest that the impact of the labelling method is greater than
the impact of the adaptation methods when pre-trained models are used. This can be
explained by the nature of DS and SelfL. DS produces pseudo-labelled target data
with important (initial) keywords extracted from the keyword set with the same
type and new keywords derived from Almaany. This can be very useful if the test
set includes these initial or derived keywords. However, if the source and target
data are alike in terms of having similar event features (e.g., location, infrastructure
damage and people response) besides language features such as dialects, then SelfL

can produce accurate self-labelled target data. As shown in settings 1 and 2 from
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Table 7.5, DS-TM is the best reported model. Both incidents, Cairo Explosion and
Beirut Explosion, are different from each other as described before. In addition,
the data for both include 5 out of the 10 top keywords and more than 50% of the
expanded Explosion keyword list. This is the ideal situation for DS as the labelling
method in domain adaptation settings.

Although the data from the Jordan Floods event are highly related to the data
from the Kuwait Floods event in the source data and the Floods keyword set, DS-TM
produces the best results in setting 3. On review, we observe that 5 out of the 10 top
keywords are present in tweets from the Jordan Floods incident. Additionally, 62.5%
(50 out of 80) of the expanded keyword list occur in the target data. This increases
the ability of the DS labelling method to accurately label tweets from this event to
the extent that building a target model along with the source data performs better
than other models. In setting 5 (Hafer-albatin Floods), SelfL-TM outperforms other
domain adaptation methods. The reason behind this result is that Hafer-albatin is
very similar to the other two Floods events, especially Kuwait Floods. Hafer-albatin
and Kuwait are proximal locations and share a language feature (dialect). Another
reason is that the incident data contain 5 out of 10 initial Floods keywords, yet the
percentage of the expanded keywords from Almaany is low (38%).

For Kuwait Floods, it is clear that SelfL-TM should report better results than DS-
TM because of the similarity level with Hafer-albatin Floods and the small number of
common top keywords (3 out of 10). Surprisingly, however, DS-TM performs better
than SelfL-TM for setting 4. This can be explained by the nature of the Arabic lan-
guage. Unlike English, any root word in Arabic has more than 10 shapes regardless
of the language signs; the expanded keyword list that contains only root words is ex-
tended automatically by all these shapes. This helps our framework to retrieve more
related tweets. Setting 3 is an example of this: most of the expanded keywords occur-
ring in the target data are shapes from root words suchas " )i= (g 4= ¢ Jdo ( y i<’
" from " ,i=". This represents a significant advantage in using our framework to au-
tomatically label Arabic crisis tweets from emerging events.

We also note that, in setting 2, both labelling methods cause a substantial drop
in model performance when FT or FX is used as the adaptation method, unlike in

the other settings. This is because of the high level of divergence between the source
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and target domains — to the extent that using a pre-trained model in the domain
adaptation method always inhibits model performance.

In general, similarity between source/keyword and target sets has a major im-
pact on choosing the best domain adaptation model in detecting related Arabic cri-
sis tweets. If the data are similar, then SelfL is most likely to be better than DS in
labelling target data, as seen in settings 4 and 5. In addition, the number of common
keywords between initial /expanded keyword list and target data is also considered
to be a strong factor in selecting the best model. Conversely, if the number of com-
mon words is equal to or greater than 5 in the initial keyword list or more than
50% of the expanded keywords are shared, then DS is recommended as the labelling
method instead of SelfL (as in settings 1 and 2). However, pre-determining the level
of similarity or the common keywords is unfeasible in real-world crises.

How similar are the Arabic domain adaptation classifiers’ results to those of supervised clas-
sifiers trained with target Arabic labelled data?

The last row in Table 7.5 represents the upper limit (ideal case) in our experi-
ments, where the model learned from manually labelled target data. The best recorded
semi-supervised domain adaptation models for all settings are very far from the re-
sults for the upper limit. This is not consistent with the results from the last chapter.
One possible explanation is the source data used in our experiments for the two
languages: while the source data are built from disasters with the same crisis type
as the target event for the English experiments, the source data are collected from
events from various crisis types for the Arabic ones. We also note that the minimum
gap is approximately 5% in setting 2 (Beirut Explosion data), while the maximum
gap appears in settings 1 (Cairo Explosion) and 3 (Jordan Floods), with F1 scores of
approximately 11%. In general, therefore, the results of these Arabic domain adap-
tation models show much room for improvement. How do the results of Arabic domain
adaptation classifiers that utilise distant supervision to automatically label target data when
using keyword sets from similar crisis events compare to those using keyword sets from dif-
ferent crisis events in classifying Arabic tweets from emerging events?

As stated in row 2 from Tables 7.5 and 7.6, and as expected, the DS-TM results
slightly decrease when using crisis data from different crisis types as the target data

to create the keyword set. More specifically, we find that the number of the shared
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TABLE 7.5: Experimental results in F1 score for 9 models tested on
5 crisis events from the same crisis type as the keywords set (with
expanding the initial keyword list).

Model/Setting ‘ S1 ‘ S2 ‘ S3 ‘ S4 ‘ S5
SL-LS 0.753 (0.026) | 0.768 (0.028) | 0.798 (0.016) | 0.746 (0.024) | 0.717 (0.030)
SSL-DS-TM 0.833 (0.017) | 0.831 (0.008) | 0.822 (0.019) | 0.803 (0.016) | 0.747 (0.025)
SSL-SelfL-TM | 0.608 (0.098) | 0.589 (0.062) | 0.687 (0.074) | 0.653 (0.087) | 0.757 (0.023)
Standalone 0.806 (0.008) | 0.776 (0.004) | 0.712 (0.008) | 0.728 (0.015) | 0.680 (0.019)
SSL-DS-FX 0.683 (0.000) | 0.618 (0.002) | 0.804 (0.001) | 0.708 (0.000) | 0.754 (0.001)
SSL-SelfL-FX | 0.784 (0.005) | 0.584 (0.005) | 0.647 (0.002) | 0.819 (0.000) | 0.679 (0.001)
SSL-DS-FT 0.628 (0.052) | 0.635 (0.026) | 0.803 (0.009) | 0.725 (0.026) | 0.754 (0.009)
SSL-SelfL-FT | 0.795(0.015)) | 0.592(0.024) | 0.625 (0.011) | 0.802 (0.036) | 0.670 (0.014)
SL-LT 0.945 (0.006) | 0.881 (0.013) | 0.924 (0.010) | 0.929 (0.007) | 0.839 (0.009)

Note. The upper limit and the best reported results are highlighted in bold.

top or expanded keywords occurring in the target data decreases. Evidently, when
the number of shared keywords decreases, the performance of DS labelling method
also declines. However, this is not the case in settings 1 and 10.

Our results are better in classifying the Cairo Explosion data when the Floods
keyword set is used in place of the Explosion keyword set. This is because the num-
ber of the top Floods keywords exist in tweets related to Cairo Explosion event is
higher than that of the top Explosion keywords (6 > 5). The high divergence level
between the Cairo and Beirut Explosion data helps in producing such an outcome.
For the Kuwait Floods event, the performance of DS-TM drops from 0.803 to 0.767
in F1 score. It is worth noting that the top keyword list changes from the previous
list and does not include ",J=", which gives DS-TM an advantage in the previous
section.

For the Covid'19 and Dragon Storm events, Table 7.6 shows that the results of
DS-TM change when using different crisis types to build the keyword sets for Floods
and Explosion. It seems that the framework with the Floods keyword set gener-
ates better pseudo-labelled data from Covid'19 and Dragon Storm than with the
Explosion keyword set. This is definitely caused by the number of shared top or
expanded keywords. The Dragon Storm data includes 6 top keywords and 55% of
the expanded keywords from the Floods keyword set. On the other hand, only 2
top keywords and 16% of the expanded keywords are shared with the Explosion

keyword set. The performance of our standalone model supports this finding: for
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example, its F1 score for tweets related to Covid’19 in setting 6 is higher than in set-
ting 7. This is because setting 6 uses the Floods keyword set, while setting 7 uses the
Explosion keyword set.

Based on these observations, we can posit that Arabic tweets from an event of
any crisis type can be used to generate keyword sets for any emerging disaster. How-
ever, the performance of DS-TM can be improved by using crisis data from the same
or similar crisis type to establish the initial keyword list for the given emerging Ara-
bic event.

How do the results of self-labelling compare to those of distant-supervised labelling with key-
word sets from another crisis type of the target event when used in Arabic domain adaptation
settings?

Using tweets from different crisis types to pre-train a model to classify target
events presents several problems. The main issue is that keywords from related
tweets in the source data can be remarkable keywords in the irrelevant target data.
An example of this case is setting 9 in Table 7.6, where the Explosion crisis type
included in the source data features terrorism-associated words due to the nature
of bombings and explosions, while unrelated tweets from the Dragon Storm target
event contain these words due to the crisis locations (Palestine and Syria), where
people often post about terrorist acts. Using our framework to automatically label
the Arabic target corpus — before merging with the manually labelled source tweets
to build a reliable target model (DS-TM) — dramatically reduces this problem. DS-
TM does not use models pre-trained on source data, and the DS labelling method
labels the tweet as related and informative only if it contains two keywords from
the expanded keyword set; it is rare to find two terrorist words in one tweet posted
during the Dragon Storm crisis. Thus, the DS labelling method outperforms SelfL in
the three adaptation methods.

Another issue is that the number of shared top or expanded keywords can be re-
duced when tweets from crisis events belonging to different crisis types to the target
data are used to generate the keyword sets. This is the case in settings 11, 12, 13 and
14. Although this issue restricts the capacity of our DS labelling method to produce

good pseudo-labelled data from the emerging disasters, the best reported domain
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adaptation model for setting 11 is DS-TM. This is because of the divergence level be-
tween the source and target events, which leads SelfL to produce noisy self-labelled
data related to the Beirut Explosion incident. In contrast, DS-TM does not outper-
form SelfL-FX for the Kuwait Floods event — even in setting 13 with the increased
number of common top keywords. Nevertheless, this number is still too small (4 >
3) to change the performance of DS-TM. We also observe that DS-TM remains the
best reported domain adaptation model for the Jordan Floods disaster in setting 12.
Here, the length and content of the keyword set change when using incidents from
another crisis type. Although the number decreases, the list becomes richer by in-

cluding words with multiple shapes present in the Jordan Floods data: "3&!" and
" &,8". This is because of the powerful nature of the Arabic language in having
multiple shapes on one root as discussed above. For setting 14 (Hafer-albatin), the
number of common keywords decreases from 5 to 2, with no words with multiple
shapes like “& g0”. Thus, SelfL.-TM produces the best results among the 6 domain
adaptation models.

In general, DS-TM is the most robust tweet classifier among all the mentioned
domain adaptation models. In all cases, it improves model performance after incor-
porating the pseudo-labelled data, unlike the alternatives.

How similar are the supervised classifiers’ results trained on target Arabic generated labelled
data to those of supervised classifiers trained solely on Arabic source data?

From columns 1 and 3 in Table 7.6 and rows 1 and 4 in Table 7.5, we see that in
4 out of 7 settings, the standalone model outperforms LS. For example, the F1 score
changes from 0.753 to 0.806 and from 0.744 to 0.804 for the Cairo Explosion and
Covid’19 incidents, respectively. Based on these results, we find that the standalone
model is better than LS in classifying messages from upcoming current events if the
keyword set is generated using similar events or events from similar crisis types and
the similarity level between the target and the source data is low. This is not the case
in Floods settings, where the F1 score shifts from 0.798 to 0.712 (Jordan Floods), from
0.746 to 0.728 (Kuwait Floods) and from 0.717 to 0.680 (Hafer-albatin Floods). This
is because these events are similar to each other, which makes them similar to the
source data where two of the Floods events are included in the training data.

Clearly, then, training the tweet classification model on automatically labelled
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target data generated by our framework is better than training the tweet classifi-
cation model on human labelled data with a low similarity level. This states the
importance of the crisis and the language features in improving the performance of
the classifiers.

Effect of using external knowledge base (Almaany)

As expected, the impact of excluding distant supervision from our framework for
Arabic tweets is similar to the impact seen in Section 5.3.3 for English tweets. See
Appendix C for more details (results of DS-A — DS without expanding the initial
keyword list via Almaany).

However, this impact increases when excluding this step for Arabic tweets when
using tweets from another crisis type to the target event to establish the keyword
lists, as seen in the last 3 rows in Table 7.6. For 13 out of 14 settings, the F1 scores
decrease for all the 3 models where we apply our framework without expanding
the original keyword lists. For example, the performance drops from 0.846 to 0.715
(-13%) for Dragon Storm data when using the top 10 keyword list rather than the
expanded one. Setting 11 is the only setting to increase the model performance after
removing step three from our framework. F1 score raises from 0.771 to 0.788 (+1.7)
for DS-TM. For this setting, less than 35% of the expanded Floods keyword list exist
in Beirut Explosion data with 3 out of 10 top keywords ("C9=", "sMa!"and " 5.0")

.The word ", 9« does not have synonyms in Almaany.



137

Chapter 7. Domain Adaptation for Arabic Twitter Data

‘PIOq UI a1k ejep 1S9 Ydea 10§ SINSaI 1S9y ‘HJIN SUIpnoxa sjasejep sIsLd ayenbyiaes pafaqe] Ajjenuew sjqereae [e syuasardar g ‘270N

(0200°0) 80%°0 | (800°0) 995°0 | (¥20°0) £6%°0 | (0ST0°0) ¥15°0 | (0£1°0) 685°0 | (09T0°0) 009°0 | (04£10°0) 9150 | (1¥0°0) 9SF°0 | (S80°0) £89°0 14-SA-1SS
(000°0) £0%°0 | (000°0) 295°0 | (000°0) ¥¥S°0 | (200°0) STS0 | (000°0) 970 | (000°0) 1650 | (500°0) 8150 | (000°0) 8S%°0 | (F00°0) TT9°0 x1-SA-1SS
(Z70°0) €650 | (8T0°0) 8620 | (210°0) 8640 | (¥10°0) 8840 | (F20°0) 8280 | (S20°0) 8020 | (#10°0) €690 | (1¥0°0) 899°0 | (08€0°0) STZ°0 N.L-Sd-1SS
(Areuonyrp Aueew[y eiA uorsiarddns jue)sip Suid[dde ynoym “a°1) Surpuedxy moyjpm

(600°0) 6€8°0 | (£00°0) 626°0 | (0T0°0) 2670 | (€L0°0) I88°0 | (900°0) S¥6'0 | (0L00) TS8O | (OLO°0) TSSO | (€00°0) ¥S60 | (€00°0) $S6°0 L1-1S
(¥10°0) 0£9°0 | (9€0°0) 208°0 | (TT0°0) 5290 | (¥20°0) 2650 | (STO0) S624°0 | (910°0) 0%9°0 | (910°0) 0¥9°0 | (F20°0) 2640 | (F20°0) £SO 1A-1319S-1SS
(820°0) 2€5°0 | (FT0°0) €520 | (8T0°0) ¥¥9°0 | (600°0) £89°0 | (6T0°0) 6890 | (6£0°0) 2190 | (I10°0) ST£°0 | (€90°0) 6240 | (800°0) TFS°0 14-Sa-1Ss
(100°0) 6£9°0 | (000°0) 618°0 | (200°0) £¥9°0 | (S00°0) ¥8S°0 | (S00°0) ¥82°0 | (200°0) £¥9°0 | (200°0) £¥9°0 | (200°0) 2840 | (T0O00) £SO XA-TJ12S-1SS
(000°0) S0S°0 | (000°0) 6120 | (000°0) 0¥9°0 | (200°0) 2890 | (900°0) ¥69°0 | (900°0) 159°0 | (000°0) 2F2°0 | (000°0) 020 | (000°0) 0S80 Xd-SA-1SS
(820°0) €S¥°0 | (920°0) 2270 | (1£0°0) TOS0 | (¥S0°0) 6550 | (60€°0) 8¢F0 | (020°0) 0450 | (010°0) ¥69°0 | (1£0°0) 88%°0 | (S20°0) $08°0 auorepuejg
(€20°0) £S£°0 | (£80°0) €59°0 | ($20°0) £89°0 | (290°0) 6850 | (860°0) 809°0 | (0£0°0) 0950 | (020°0) 0950 | (0£T°0) 1270 | (0€T°0) 1¥40 | JL-TIPS-ISS
(120°0) ££2°0 | (200°0) £92°0 | (610°0) OI8°0 | (TTO'0) TZL0 | (TEO'0) €F8°0 | (6T0°0) FEL'0 | (E€10°0) TFL0 | (STO0) TES0 | (620°0) 958°0 .IL-Sd-1SS
(0€0°0) £12°0 | (¥20°0) 9%2°0 | (910°0) 8620 | (820°0) 89240 | (920°0) €620 | (620°0) 859°0 | (620°0) 859°0 | (£¥0°0) ¥¥2°0 | (£¥0°0) ¥¥2°0 ST-1S

B1S | €IS | s | A 01S | 6S | 8S | LS | 95 | sSumag/sPpoN

*(381] prOMASY Terytur ay3 Surpuedxa oYM pue Jim) s3unjas omy ur
S19S PIOMADY dYj 03 S9d A} SISLID JUSIDJTP WO SJUIAD SISLID UDAIS UO PI}Sa} SPPOW dUIU I0§ dI0DS ] UL S}nsax [eyuswriadxy :9°/ 414V,



Chapter 7. Domain Adaptation for Arabic Twitter Data 138

7.4 Further Analysis

In domain adaptation settings, we want to know how many pseudo-labelled mes-
sages are required to create an accurate target classifier. Our objective is to identify
how the performance of DS-TM changes as the amount of target data increases. In
our opinion, this is a critical aspect in the practical use of our strategy in real-world
settings. As a result, our last research question is: How many pseudo-labelled Arabic
target instances are required to develop a good model for classifying Arabic tweets from a

current crisis event?

7.4.1 Experiments

We repeat the experiments described in Section 6.4 for the 4 target sets with varied
numbers of instances (50, 100, 250, 500, and 1,000) for each class — related /informative
and irrelevant / not informative tweets — to see how performance varies as the

amount of included target data changes.

7.4.2 Results and Discussion

We conduct these experiments using balanced datasets with varied numbers of sam-
ples from related /informative and irrelevant / not informative categories to address
our last research question in this chapter. To do so, we compare the performance of
DS-TM to that of other domain adaptation models as the number of pseudo-labelled
target instances increases. Figure 7.3 presents the results in F1 scores. Finally, we
estimate how many examples are required to train a reliable Arabic target model.
What is the minimum number of pseudo-labelled Arabic target instances needed to build a
good model to classify Arabic tweets from an emerging crisis event?

DS-TM outperforms other domain adaptation models in subplot (d) of Figure 7.3, re-
gardless of the number of used tweets from the Beirut Explosion data. This supports
our hypothesis that DS-TM performs better when the source and target sets are dif-
ferent. However, DS-TM is not necessarily the best recorded model for less diverse
target sets, as in subplot (c) for the Covid'19 incident when the Floods keyword set is
used. The F1 scores for DS-TM start at 0.873 in this case and do not vary significantly

when more pseudo-labelled target data are added. This is because the target event
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(a) Dragon Storm (b) Kuwait Floods

0.81

°
N

0.71

I
EY

0.6 1

=4
w

0.51

F1 score
o
'S
F1 score

0.44

o
W

0.34

o
N}

0.2

o
B

o

o

4
o

— 0.0 —
0 25 50 100 200 500 1000 0 25 50 100 200 500 1000
Number of instances Number of instances

(c) Covid19 (d) Beirut Explosion

0.8

0.8
0.71
0.6 q

0.61
0.5

F1 score
F1 score

0.4
0.4

0.34
0.2 1 0.2

0.14

0.0 L 004
0 25 50 100 200 500 1000 0 25 50 100 200
Number of instances Number of instances

500 1000

. Selfl-TM . SelfL-FT . SelfL-FX DS-TM N DS-FT DS-FX mmm Standalone

FIGURE 7.3: Results of Arabic domain adaptation models and stan-
dalone model in F1 score with varying amounts of incorporated
(pseudo-labelled and self-labelled) target data.

differs considerably from the keyword set and source domain; however, it shares a
language feature with more than one event in the source data and the keyword set
where people use the same Arabic dialect in writing the posted tweets (Kuwaiti and
Saudi). The crisis event in subplot (a), Dragon Storm, is considerably different from
the keyword set and source domain. For the last case, the source data or the key-
word set and the target domains share crisis features such as crisis type, proximal
locations and infrastructural damage, as in subplot (b). We note that the DS-TM re-
sult for the Kuwait Floods disaster changes in line with the number of the incoming
target tweets added to the training data. However, it is recorded as the best domain
adaptation model when the added data reaches 2,000 tweets for each class.

The most significant finding here is that DS-TM consistently performs well at
the start of the studies (number of instances = 50 per class). For all four settings,
the F1 score of DS-TM is always higher than 0.80. This suggests that this domain

adaptation model can be used to categorise unseen tweets from current events at the
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start of a crisis.

In conclusion, our findings imply that DS-TM is a reliable model that may be
applied in real-world scenarios. To properly identify tweets from current events,
only 50 pseudo-labelled tweets from both related /informative and not related / not
informative classes are required. However, not related / not informative instances
can be extracted from tweets sent before the onset of the disaster, thus reducing the
amount of time required to gather these examples. We believe that our technique is
ideal for real-time crisis scenarios in which humanitarian organisations must make
urgent judgments to assist individuals in need.

Statistical analysis

As shown in Table 7.7, the p-value for the factor ‘model type” is 0.000000e+00 < 0.05,
which rejects the null hypothesis that all seven model types have the same impact
on average model performance. On its own, model type definitely generates dif-
ferences in model performance when classifying tweets related to Covid-19. The
p-value for the number of tweets and the combination of both are 1.252120e-71 <
0.05 and 1.216327e-121 < 0.05, respectively. This means that the number of tweets
in isolation and the combination of number of tweets and model type constitute a
statistical difference on average model performance. However, model type is the
most statistically different compared to the remaining factors, as the p-value is the
smallest. In this case, a Tukey test is required to determine which group of factors

caused the significant difference in the results.

TABLE 7.7: Results of two-way ANOVA test for Arabic tweets.

sum_sq | Df |F PR(>F)
C(model type) 8.787645 | 6 849.192261 | 0.00E+00
C(number of tweets) 0.674109 | 6 65.142397 | 1.25E-71
C(model type, number of tweets) | 1.506123 | 36 24257315 | 1.22E-121
Residual 2.450808 | 1421 | NaN NaN

Model type

In Table 7.8, only DS-FT and DS-FX fail to reject the null hypothesis, indicating that
the results of both model types are similar regardless of the number of tweets. All
the other groups of model types show a statistical difference on model performance

in classifying Arabic Covid19 Twitter data. This reflects the importance of using the
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right model type in the experiment to obtain desirable results.

TABLE 7.8: Model type, Multiple Comparison of Means - Tukey HSD,

FWER = 0.05.

Group 1 Group 2 Meandiff | Lower | Upper | Reject
"DS-FT” "DS-EX’ 0.0156 -0.0006 | 0.0318 | False
"DS-FT’ "DS-TM’ 0.1312 0.115 0.1475 | True
"DS-FT’ ‘SelfL-FT’ 0.0876 0.0714 | 0.1038 | True
'DS-FT’ "SelfL-FX’ 0.1124 0.0962 | 0.1286 | True
"DS-FT’ "SelfL-TM’ 0.044 0.0278 | 0.0602 | True
"DS-FT’ ‘Standalone’ | -0.1143 -0.1305 | -0.098 | True
"DS-FX’ 'DS-TM’ 0.1157 0.0995 | 0.1319 | True
DS-FX’ 'SelfL-FT’ 0.0721 0.0559 | 0.0883 | True
'DS-FX’ "SelfL-EX’ 0.0968 0.0806 | 0.1131 | True
"DS-FX’ 'SelfL.-TM’ 0.0285 0.0123 | 0.0447 | True
'DS-EX’ ‘Standalone’ | -0.1298 -0.146 | -0.1136 | True
"DS-TM’ 'SelfL-FT’ -0.0436 -0.0598 | -0.0274 | True
'DS-TM’ "SelfL-FX’ -0.0188 -0.035 | -0.0026 | True
"DS-TM’ 'SelfL.-TM’ -0.0872 -0.1034 | -0.071 | True
'DS-TM’ ‘Standalone’ | -0.2455 -0.2617 | -0.2293 | True
‘SelfL-FT” | ’SelfL-EX’ 0.0248 0.0086 | 0.041 True
‘SelfL-FT" | ’SelfL-TM’ -0.0436 -0.0598 | -0.0274 | True
‘SelfL-FT’" | ’‘Standalone” | -0.2019 -0.2181 | -0.1857 | True
‘SelfL-FX" | ’'SelfL-TM’ -0.0684 -0.0846 | -0.0522 | True
‘SelfL-FX’ | ‘Standalone’ | -0.2267 -0.2429 | -0.2105 | True
‘SelfL.-TM’ | 'Standalone’ | -0.1583 -0.1745 | -0.1421 | True

Number of tweets
According to Table 7.9, most of the number groups that reject the null hypothesis
contain 50 as the number of tweets used to run the experiment. This shows that 50
is the greatest number of tweets that has a significant difference on model perfor-
mance. On review, we find that the F1 score increases from 25 to 50 and decreases
from 50 to any other number. Clearly, then, 50 is the number of tweets required to
build a good tweet classifier when testing on Covid’19 data.

Model type and number of tweets (top 30)
Standalone is the most model type that rejects the null hypothesis; however, the
Tukey test does not reveal the best model based on model performance. On review,
we can say that standalone does indeed have a significant difference to the other
models with the same number of tweets, but it produces the worst results. Unlike
standalone, DS-TM with 50 and SelfL-FX with 50 have a significant difference but
with the best results. As shown in Table 7.10, the model type in DS-TM with 50 and
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TABLE 7.9: Number of tweets, Multiple Comparison of Means -
Tukey HSD, FWER = 0.05.

Group 1 | Group 2 | Meandiff | Lower | Upper | Reject
25 50 0.046 0.0191 | 0.0729 | True
25 100 0.0088 -0.0181 | 0.0357 | False
25 200 -0.0206 -0.0475 | 0.0063 | False
25 500 -0.0121 -0.039 | 0.0148 | False
25 1000 -0.0059 -0.0328 | 0.021 False
25 2000 -0.0204 -0.0473 | 0.0065 | False
50 100 -0.0372 -0.0641 | -0.0103 | True
50 200 -0.0666 -0.0935 | -0.0397 | True
50 500 -0.0581 -0.085 | -0.0312 | True
50 1000 -0.0519 -0.0788 | -0.025 | True
50 2000 -0.0664 -0.0932 | -0.0395 | True
100 200 -0.0294 -0.0563 | -0.0025 | True
100 500 -0.0209 -0.0477 | 0.006 False
100 1000 -0.0147 -0.0416 | 0.0122 | False
100 2000 -0.0291 -0.056 | -0.0022 | True
200 500 0.0085 -0.0184 | 0.0354 | False
200 1000 0.0147 -0.0122 | 0.0416 | False
200 2000 0.0002 -0.0266 | 0.0271 | False
500 1000 0.0062 -0.0207 | 0.0331 | False
500 2000 -0.0083 -0.0352 | 0.0186 | False
1000 2000 -0.0145 -0.0414 | 0.0124 | False

SelfL-FX with 50 rejects the null hypothesis (36 and 37) more than the number of

tweets (9 and 8).

7.5 Conclusion

This chapter is the first attempt at a domain adaptation approach for Arabic tweet
classification for crisis response using an adaptive distant supervision-based frame-
work to label the unlabelled Arabic target tweets. Our Arabic framework follows the
English version in providing a new set of keywords rather than the ones extracted
from other events, thereby helping add new features to the training data. This step
minimises the gap between source and target domains caused by the domain shift
of different crisis events.

In this chapter, we experiment using keyword sets from the same crisis types
of the target event. Results show that building a target model using the pseudo-

labelled target domain data generated by DS and the available source domain data
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TABLE 7.10: Results of Tukey test for (model type and number of
tweets) factor.

Reject1 | Reject 2 | total_sum
500 /’Standalone’ 0.0 46.0 46.0
1000 / ‘Standalone’ | 33.0 13.0 46.0
2000 / ‘Standalone’” | 20.0 26.0 46.0
50 /’SelfL-FX’ 8.0 37.0 45.0
50 /'DS-TM’ 9.0 36.0 45.0
100 /’Standalone’ 38.0 6.0 44.0
200 / ‘Standalone’” | 24.0 19.0 43.0
500 / 'DS-EX’ 5.0 35.0 40.0
500 / 'DS-FT” 5.0 35.0 40.0
25 / ‘Standalone’ 11.0 29.0 40.0
50 / ’‘Standalone’ 5.0 32.0 37.0
100 / 'DS-FT” 37.0 0.0 37.0
25 / 'DS-TM’ 13.0 23.0 36.0
200 / 'DS-FT’ 25.0 11.0 36.0
200 / 'DS-EX’ 25.0 11.0 36.0
500 / ‘SelfL-FX’ 1.0 34.0 35.0
100 / 'DS-TM’ 33.0 2.0 35.0
100 / 'SelfL-FX’ 33.0 2.0 35.0
50 / 'SelfL-FT” 5.0 30.0 35.0
1000 / 'DS-TM’ 28.0 6.0 34.0

always improves model performance (average of 3.7% absolute gain in F1 score). It
is also reported the best domain adaptation model on 3 out of 5 datasets.

We also experiment using keyword sets from different crisis types of the target
event. The results show that our framework’s labelling method (DS) performs better
than self-labelling (SelfL) in three different adaptation methods. It always improves
the model performance (average of 5.5% absolute gain in F1 score). It is also re-
ported the best domain adaptation model on 7 out of 9 settings. As with the English
approach, we conduct further analysis to determine the amount of pseudo-labelled
target data needed to build a robust target classifier. The results show that 50 tweets
from each class (related and informative and not related or not informative) are suf-
ficient. This outcome perfectly suits our task because it requires only a short time at
event onset. Unlike the other methods, it can be considered a general approach with-
out the need to predefine the similarity between the source and target domains. In
addition, our framework proves that it can be adopted in any language, even those
with limited resources.

Besides the limitations stated in previous chapters, the adaptive method in this
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chapter presents its own drawbacks. One is the need to address the problems caused
by the nature of the language used in the tweets. In Arabic, in particular, signs are
vital because a word with different signs has different meanings. For example, our
data show that the word " &' has two meanings according to the used sign: while
“ j&" means explosion, “ Ji” means the sunrise. To solve this issue, we can add tweets
that contain the undesirable word to the irrelevant or not informative class. In doing
so, the classification model with the absence of word signs can learn the meaning
of the shaped words from the context of the tweets. For future work, we can use
keyword sets from both the same and different crisis types to the target event to
increase the accuracy of our automated labelling process. We would also look to use

our framework for tweets in other languages, such as French and Spanish.
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Chapter 8

Conclusion

In Chapter 1, we addressed the context in which this research is valuable: primarily
by classifying tweets to simplify and improve the work of humanitarian organisa-
tions to make quick and correct key decisions in the name of helping people in need
during crises. Our proposed method is able to build a good and reliable classifier
using a relatively low number of tweets (50 relevant tweets) from the current events,
which gives the opportunity for organisations to respond in short time (minutes or
hours) after the event onset. We discussed the relevant research topics in Chapter 2:
tweet classification for crisis response, distant supervision and transfer learning, in-
cluding domain adaptation applications. We outlined the experimental setup used
in this thesis, including the datasets, classification models and evaluation metrics, in
Chapter 4.

Section 8.1 outlines the contributions of this thesis in response to the research
questions introduced in Chapter 1. Finally, Section 8.2 discusses some future re-

search directions.

8.1 Summary of Contributions

We proposed a simple yet effective distant supervision-based framework to auto-
matically label tweets from crisis events to improve the performance of tweet classi-
fication models. Our main contributions are summarised below.

Chapter 3 represented the first attempt in the field of TCFCR to search for the
best neural network and word embedding to build a good tweet classifier. The main

goal was to find the best model to start our research. We achieved this goal by
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investigating the effect of using domain-specific and general word embeddings with
two deep learning architectures: BILSTM and CNN. We showed that BILSTM with
GloVe produced the highest F1 score among the other classifiers. As a result, we
used this model in conducting experiments for the rest of our contributions ( for
English) in this thesis.

Chapter 5 introduced a novel framework to answer the first research question
from Chapter 1. The framework was utilised to produce automatically labelled data
from new events to be used in addition to the available human-labelled data in train-
ing crisis-related classifiers. The main objective here was to solve the problem of the
lack of labelled data as a means to enhance the performance of the tweet classifica-
tion models. We showed that our framework can produce good-quality automat-
ically labelled training data compared to the human-labelled data. Furthermore,
automatically labelled training data may be substituted for a proportion of the man-
ually labelled training data with little effect on model performance, demonstrating
that automatically labelled data can be utilised when hand-labelled data are unavail-
able.

In Chapter 6, to respond to the second research question presented in Chapter 1,
we combined our framework from Chapter 5 with the adaptation method to auto-
matically label unseen tweets from emerging incidents to be adopted in the training
phase. The main goal here was to minimise the gaps between source and target
domains by using common crisis-type keywords. These keywords were then ex-
panded to include new linguistically similar keywords from an external knowledge
base. Our framework achieved this goal by identifying tweets with these new key-
words, which brought target-specific features into the training data. Our two-stage
approach - labelling and adaptation — boosts the tweet classifiers’ performance by a
value ranges from 0.1% to 11.4% and outperformed the state-of-art domain adaption
method for TCFCR (iterative self-training). It is also suitable for practical real-time
situations because it only requires 50 automatically labelled tweets to perform well.

Chapter 7 adapted the domain adaptation method introduced in Chapter 6 to
automatically labelled Arabic tweets rather than English from the current disasters.
This was achieved by changing some of the details in the pseudo-labelling stage

from the labelling method. Our goal was to overcome the issues of low-resource
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languages in applying solutions to domain shifts between source and target data.
We accomplished this and answered our third research question by using clusters
instead of manually labelled tweets and using an Arabic-specific resource, Almaany,
to extend the initial keyword list. Results showed that our adaptive method always
improves the model performance (average of 3.7% absolute gain in F1 score).We also
ran experiments to use keyword sets from different crisis types to the target incident.
As a result, we found that our framework can classify unseen tweets from a given
disaster using a keyword set from different disasters. Results showed that adoptive
DS-TM always improves model performance (average of 5.5% absolute gain in F1
score). To this end, we can say that our original and adaptive domain adaptation ap-
proaches represent robust models to classify tweets from emerging events, even for
languages with limited resources. We hope that leveraging automatically labelled
data will accelerate the research on classifying Arabic tweets in crisis response.

We also noted that languages differ in many aspects, and the distribution of the
classes in the corpora or the dataset is not similar. For example, most of the tweets
posted in Arabic, unlike in English, reflect political opinions after a crisis or ad-
vertising for a product or service, which increases the number of irrelevant or not
informative tweets. In addition, selecting training data is an essential step in train-
ing crisis-related classifiers. The source data should be similar to the target data in
terms of crisis type [132]. However, the different dialects that come with languages
like Arabic should be considered when choosing the data to train crisis-related clas-
sifiers. Moreover, the availability of resources varies from one language to another,
and language-based specific word embeddings and external resources are lacking
for crisis response in Arabic. Ultimately, the nature of the language plays a vital role

in detecting tweets during a disaster.

8.2 Future Work

In Chapter 5, we defined the areas where our framework is not applicable for En-
glish tweets, including rare events like Volcano incidents. For these events, labelled
data are not available, which restricts the application of our original framework. An

interesting future approach would be to use our adaptive framework, which utilises
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clustering on unlabelled data and treats these events as events from low-resource
languages.

We also highlighted our work’s limitations, including weak keywords in the la-
belling method without any restrictions, which introduces noise to the automatically
labelled data generated by our framework. We believe that adding some constraints
in using such keywords can improve the labelling process. The noise caused when
using the distant supervision technique in Chapter 6 can also be reduced by apply-
ing co-training, tri-training or active learning to domain adaptation models that use
DS to generate pseudo-labels from target data using unseen tweets and choose the
agreed labels.

Our work in this thesis presents other future research directions. Expanding our
methods to include multi-class classification tasks for information types could be
helpful. The authors in [131] use our framework presented in Chapter 5 as a base-
line in their experiments. They have shown the effectiveness of our proposed distant
supervision method in classifying tweets in different categories based on their infor-
mation types. Our proposed methods can also be applied to tweet classification for
other purposes, such as identifying tweets from terrorist events or cyberbullying ac-
tivities. These topics can have unique keywords that express such events or actions.
They can also be used to classify texts rather than tweets, such as emails, text mes-
sages, medical texts, resident feedback texts, and other complex people-generated
texts. We believe that tweets share features with these ill-formed texts, which points
to the potential of our methods to identify specific events, behaviors or feelings ex-
pressed on these communication platforms. In addition, the proposed methods in
this thesis can be tested to address NLP problems besides tweet classification, in-
cluding sentiment analysis. In our opinion, this could be achieved by combining
two keyword sets: one for given topics and the other for sentiment expressions.
Although the adaptive domain adaptation method introduced in Chapter 7 aimed
to improve the performance of classifying Arabic tweets from emerging events, this
method is flexible enough to be extended to other low-resource languages like Span-
ish.

We have also recognised several future works in tweet classification for crisis re-

sponse. Several problems can be addressed in the future for classification models,
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such as misinformation labelling, metadata extraction, onsite event detection and
cross-language models. For training data, more approaches can be considered to in-
clude crisis images and crisis video in the training data as well as crisis tweet texts;
in our opinion, this could be used in multi-source models to improve situational
awareness during crises. For transfer learning, zero-shot learning or few-shot learn-
ing can be applied to solve the problem of classifying unseen crisis types. Finally,
building a language model for crisis response could be of great value in enhancing

tweet classifier performance.
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Appendix A

Initial and Expanded Keyword
Lists

Table A.1 gives examples of the initial and the final keyword lists used in our distant-
based framework mentioned in Chapter 5 to pseudo-label tweets from new or emerg-
ing crisis events in Chapters 5, 6, and 7. Note that the external resource for English

tweets is FrameNet and Almaany dictionary for the Arabic tweets.
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Appendix A. Initial and Expanded Keyword Lists
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Statistical analysis of results of DA
for English tweets

Tables B.1, B.2 , B.3 and B.4 show the results for two-way ANOVA test for English

tweets.
TABLE B.1: Results of two-way ANOVA test for English tweets.
sum_sq | Df F PR(>F)
C(model type) 7.570986 | 6 891.628465 | 0.00E+00
C(number of tweets) 0.093237 | 5 13.176558 | 1.61E-12
C(model type, number of tweets) | 2.475226 | 30 58.301049 | 2.67E-211
Residual 1.723711 | 1218 | NaN NaN

TABLE B.2: Number of tweets, Multiple Comparison of Means -
Tukey HSD, FWER = 0.05.

Group 1 | Group 2 | Meandiff | Lower | Upper | Reject
25 50 0.0071 -0.0199 | 0.034 | False
25 100 0.0157 -0.0113 | 0.0427 | False
25 200 0.016 -0.011 | 0.043 | False
25 500 0.0188 -0.0082 | 0.0458 | False
25 1000 0.027 0.0001 | 0.054 | True
50 100 0.0086 -0.0183 | 0.0356 | False
50 200 0.0089 -0.0181 | 0.0359 | False
50 500 0.0118 -0.0152 | 0.0387 | False
50 1000 0.02 -0.007 | 0.047 | False
100 200 0.0003 -0.0267 | 0.0273 | False
100 500 0.0031 -0.0239 | 0.0301 | False
100 1000 0.0113 -0.0156 | 0.0383 | False
200 500 0.0028 -0.0242 | 0.0298 | False
200 1000 0.0111 -0.0159 | 0.038 | False
500 1000 0.0082 -0.0188 | 0.0352 | False
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TABLE B.3: Model type, Multiple Comparison of Means - Tukey
HSD,FWER = 0.05.

Group 1 Group 2 Meandiff | Lower | Upper | Reject
"DS-FT’ "DS-EX’ 0.0181 -0.0001 | 0.0363 | False
"DS-FT’ "DS-TM’ 0.0836 0.0653 | 0.1018 | True
"DS-FT”’ 'SelfL-FT” -0.129 -0.1473 | -0.1108 | True
"DS-FT’ 'SelfL-FX’ -0.109 -0.1272 | -0.0907 | True
"DS-FT’ 'SelfL-TM’ -0.1156 -0.1339 | -0.0974 | True
"DS-FT” ‘Standalone’ | -0.1053 -0.1235 | -0.0871 | True
"DS-FX’ "DS-TM’ 0.0654 0.0472 | 0.0837 | True
"DS-FX’ "SelfL-FT” -0.1472 -0.1654 | -0.1289 | True
"DS-FX’ "SelfL-FX’ -0.1271 -0.1453 | -0.1089 | True
"DS-FX’ 'SelfL-TM’ -0.1337 -0.152 | -0.1155 | True
'DS-EX’ ‘Standalone’ | -0.1234 -0.1416 | -0.1052 | True
"DS-TM’ 'SelfL-FT” -0.2126 -0.2308 | -0.1944 | True
'DS-TM’ "SelfL-FX’ -0.1925 -0.2107 | -0.1743 | True
"DS-TM’ "SelfL-TM’ -0.1992 -0.2174 | -0.181 | True
'DS-TM’ ’Standalone’ | -0.1889 -0.2071 | -0.1707 | True
"Self L.-FT” | 'SelfL-FX’ 0.0201 0.0019 | 0.0383 | True
‘SelfL-FT” | 'SelfL-TM’ 0.0134 -0.0048 | 0.0316 | False
‘SelfL-FT’" | ‘Standalone’ | 0.0237 0.0055 | 0.0419 | True
‘SelfL-FX’ | 'SelfL-TM’ -0.0067 -0.0249 | 0.0115 | False
"SelfL-FX’ | ‘Standalone’ | 0.0037 -0.0146 | 0.0219 | False
‘SelfL-TM’ | ’Standalone’ | 0.0103 -0.0079 | 0.0285 | False

TABLE B.4: Results of Tukey test for (model type and number of
tweets) factor.

Reject1 | Reject 2 | total_sum
100 / 'Standalone’ | 35.0 6.0 41.0
100 / 'SelfL-FT’ 37.0 3.0 40.0
50 / ’'Standalone’ 7.0 33.0 40.0
50 / 'DS-TM’ 11.0 25.0 36.0
25 / 'DS-FT’ 16.0 19.0 35.0
200 / 'DS-FT’ 22.0 13.0 35.0
1000 / 'DS-FT’ 28.0 7.0 35.0
500 / 'DS-TM’ 4.0 30.0 34.0
200 / 'DS-EX’ 23.0 11.0 34.0
500 / ‘Standalone’ | 0.0 34.0 34.0
1000 / "DS-FX’ 27.0 7.0 34.0
100 / 'DS-TM’ 34.0 0.0 34.0
100 / 'DS-FT’ 33.0 0.0 33.0
1000 / ‘Standalone’ | 22.0 11.0 33.0
200 / 'DS-TM’ 21.0 12.0 33.0
500 / 'DS-EX’ 4.0 29.0 33.0
500 / 'DS-FT” 4.0 29.0 33.0
100 / 'DS-FX’ 33.0 0.0 33.0
25 / 'DS-TM’ 15.0 18.0 33.0
50 / 'DS-EX’ 11.0 22.0 33.0
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Appendix C
Results of DS-A for Arabic Tweets

Table C.1 shows the results of DS-A — DS without expanding the initial keyword list
via Almaany when the keyword set related to the same crisis type to the target event.
Refer to Table 7.4 for the settings and Table 7.5 for results of DS, with expanding the
keyword list.

It is clear from the results in Tables 7.5 and C.1 that using our framework without
distant supervision drops the performance for all the DS models except for setting

5. This setting represents Hafer-albatin Floods event data, which has 5 out of 10 top

Floods keywords including powerful ones (" k" and "3 ,&"). In addition, less than

39% of the expanded keyword list is shared with the target data.

TABLE C.1: Experimental results in F1 score for DS-A models tested
on 5 crisis events from the same crisis type as the keywords set (with-
out expanding the initial keyword list).

Model/Setting ‘ S1 ‘ S2 ‘ S3 ‘ S4 ‘ S5

SSL-DS-TM 0.738 (0.025) | 0.788(0.021) 0.811 (0.012) | 0.613 (0.020) | 0.751 (0.015)
SSL-DS-FX 0.591 (0.000) | 0.594 (0.000) | 0.654 (0.000) | 0.647 (0.009) | 0.731 (0.000)
SSL-DS-FT 0.600 (0.0160) | 0.587 (0.0130) | 0.679 (0.034) | 0.612 (0.072) | 0.729 (0.029)
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