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Abstract

Structural health monitoring (SHM) technologies seek to detect, localise, and charac-

terise damage present within structures and infrastructure. Arguably, the foremost

incentive for developing and implementing SHM systems is to improve the quality of

operation and maintenance (O&M) strategies for structures, such that safety can

be enhanced, or greater economic benefits can be realised. Given this motivation,

SHM systems can be considered primarily as decision-support tools. Although

much research has been conducted into damage identification and characterisation

approaches, there has been relatively little that has explicitly considered the decision-

making applications of SHM systems. In light of this fact, the current thesis seeks to

consider decision-making for SHM with respect to risk. Risk, defined as a product of

probability and cost, can be interpreted as an expected utility.

The keystone of the current thesis is a general framework for conducting risk-based,

SHM generated by combining aspects of probabilistic risk assessment (PRA) with the

existing statistical pattern recognition paradigm for SHM. The framework, founded

on probabilistic graphical models (PGMs), utilises Bayesian network representations of

fault-trees to facilitate the flow of information between observations of discriminative

features to failure states of structures of interest. Using estimations of failure proba-

bilities in conjunction with utility functions that capture the severity of consequences

enables risk assessments – these risks can be minimised with respect to candidate

maintenance actions to determine optimal strategies. Key elements of the decision

framework are examined; in particular, a physics-based methodology for initialis-

ing a structural degradation model defining health-state transition probabilities is

presented.

The risk-based framework allows aspects of SHM systems to be developed with
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explicit consideration for the decision-support applications. In relation to this aim,

the current thesis proposes a novel approach to learn statistical classification models

within an online SHM system. The approach adopts an active learning framework in

which descriptive labels, corresponding to salient health states of a structure, are

obtained via structural inspections. To account for the decision processes associated

with SHM, structural inspections are mandated according to the expected value of

information for data-labels. The resulting risk-based active learning algorithm is

shown to yield cost-effective improvements in the performance of decision-making

agents, in addition to reducing the number of manual inspections made over the

course of a monitoring campaign.

Characteristics of the risk-based active learning algorithm are further investigated,

with particular focus on the effects of sampling bias. Sampling bias is known

to degrade decision-making performance over time, thus engineers have a vested

interest in mitigating its negative effects. On this theme, two approaches are

considered for improving risk-based active learning; semi-supervised learning, and

discriminative classification models. Semi-supervised learning yielded mixed results,

with performance being highly dependent on base distributions being representative

of the underlying data. On the other hand, discriminative classifiers performed

strongly across the board. It is shown that by mitigating the negative effects of

sampling bias via classifier and algorithm design, decision-support systems can be

enhanced, resulting in more cost-effective O&M strategies.

Finally, the future of risk-based decision-making is considered. Particular atten-

tion is given to population-based structural health monitoring (PBSHM), and the

management of fleets of assets. The hierarchical representation of structures used

to develop the risk-based SHM framework is extended to populations of structures.

Initial research into PBSHM shows promising results with respect to the transfer of

information between individual structures comprising a population. The significance

of these results in the context of decision-making is discussed.

To summarise, by framing SHM systems as decision-support tools, risk-informed

O&M strategies can be developed for structures and infrastructure such that safety

is improved and costs are reduced.
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Chapter 1

Introduction

Structural health monitoring (SHM) is a field of engineering concerned with the devel-

opment and implementation of online damage-identification strategies for mechanical,

aerospace, and civil infrastructure [1]. Although many technological advances have

been made in structural damage detection, relatively little research has been con-

ducted into one of the primary motivations for SHM – asset management decision

support. This thesis presents novel risk-based approaches to decision-making under

uncertainty in the context of SHM.

1.1 Structural Health Monitoring: Aims,

Approaches and Challenges

In the context of SHM, damage can be defined as material and/or geometric changes

that may presently, or at some future time, adversely affect the performance of a

structure [1]. SHM systems aim to provide information regarding the damage present

in a structure of interest; characteristically, this information is interpreted from

measured data via some online process. Once extracted, this information can be

used to improve decisions associated with the operation and maintenance (O&M) of

high-value and/or safety-critical assets, such that the required level of performance

is maintained. The damage information sought by SHM systems, and the engineers

tasked with asset management, can be evaluated with respect to levels in a hierarchy,

originally presented by Rytter in [2], and later extended in [3]:

1



2 1.1 SHM: Aims, Approaches and Challenges

1. Detection: information related to the presence of damage.

2. Localisation: information related to the position of damage.

3. Classification: information related to the type of damage.

4. Quantification: information related to the extent of damage.

5. Prognosis: information related to progression of damage and the remaining

useful life of a structure.

Rytter’s hierarchy highlights somewhat of a double-edged sword in SHM. In general, as

one progresses further in the hierarchy, the information available becomes increasingly

useful for decision-making; however, the effort necessary to extract the information

also escalates.

Damage is typically difficult, if not impossible, to measure directly [1]. Therefore, in

order to parse damage information from indirect measurements, SHM systems rely on

models. There are two fundamental approaches to the development of such models:

physics-based and data-based. Physics-based (also referred to as white-box ) models

are developed using knowledge of the laws of nature that seek to causally describe

the observable behaviours exhibited by systems operating at various scales and when

subject to various constraints. On the other hand, data-based (or black-box ) models

are inferred using empirical measurements of the behaviours exhibited by systems and

generally seek to represent correlations that exist between the obtained observations1.

Finally, there exists a third ‘hybrid’ approach that combines the physics-based and

data-based approaches in what are referred to as grey-box models.

While the physics-based, data-based and hybrid approaches each have their own

merits and drawbacks [5, 6], they ultimately all warrant the use of observed data.

Data-based elements naturally require measurements from which correlations can be

inferred. Likewise, physics-based models require data for validation to ensure they

accurately represent system behaviours. To develop any form of robust model for

SHM, it is often necessary to use data from a wide range of damage, operational

and environmental conditions. Prior to a monitoring campaign, such data are

typically prohibitively expensive to obtain, or otherwise infeasible because of physical

1Some correlations may, of course, correspond to causal relationships; however, this is famously
not guaranteed. Causality can be preserved in data-based models via causal inference algorithms.
For further details on this topic, the reader is directed to [4].
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limitations and/or safety reasons. This scarcity of informative data poses a significant

challenge in the development of SHM systems.

1.2 SHM for Decision Support

As mentioned previously, SHM technologies are highly desirable for asset management

applications in a variety of high-value and safety-critical engineering sectors, such as

civil, aerospace, manufacturing and nuclear. Nonetheless, until recent years, little

attention had been given to decision-making and risk analyses in the context of SHM.

This failure to quantify the value of SHM systems has hindered the adoption of SHM

systems into industry, despite the significant technological advances [7].

Online monitoring systems are particularly useful for structures that are difficult to

inspect in situ; for example, structures that are in remote locations, such as offshore

wind farms (Figure 1.1), or satellites.

Figure 1.1: The Lillgrund Wind Farm, located off the southern coast of Sweden.
Image credit: Hans Blomberg, Vattenfall, CC BY-NC-ND 2.0.

More specifically, damage information provided by monitoring systems can be used

to inform, or even automate, various O&M decisions, including:
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� when inspections are required;

� when maintenance is required;

� where maintenance is required;

� what maintenance is required;

� when downtime/closures are required.

Historically, such decisions have been alleviated by the adoption of O&M strategies

in which systems are inspected at predetermined intervals; however, this approach

can result in unnecessary inspections being made. Moreover, because of the nonlinear

manner in which many types of damage progress, inspections may fail to recognise

imminent structural failures. In contrast, O&M decisions supported by an SHM

system can be based upon up-to-date damage information, thereby allowing for

bespoke inspection and maintenance strategies. Such strategies yield numerous social

and economic benefits including [8]:

� improved structural safety;

� increased availability/capacity/output;

� reduced expenditure on inspections;

� reduced cost of maintenance;

� lifetime extension.

A compelling approach by which bespoke O&M strategies can be generated, and the

aforementioned benefits can be realised, is to use the damage information provided

by a monitoring system to aid in the quantification of risk.

1.3 Risk-Based Decision-Making

The concept of risk is a useful tool for decision-making, capturing both the likelihood

and severity of an adverse event. It follows that, in order to quantify the risk of an
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event, one must quantify the uncertainty surrounding its occurrence, in addition to

the costs associated with the consequences.

Uncertainty is pervasive throughout existence; arising as a result of incomplete

information (epistemic), or inherent stochasticity (aleatoric), in fields such as physics,

economics, medicine, and engineering. Uncertainty arises in the context of SHM for

several reasons. As previously stated, structural damage often has to be inferred

from indirect measurements; yet, even in scenarios when damage can be measured

directly, systematic error and finite measurement precision can cause some degree of

uncertainty, thus rendering obtainable damage information imperfect. Furthermore,

decision-making in SHM often requires predictions of future damage; as the future

is seldom known, the process of forecasting such information introduces further

uncertainty. Structural health monitoring systems provide information that improves

damage prediction twofold; both by increasing the accuracy of the predictions, and

by reducing the prediction uncertainty. There are several approaches for quantifying

uncertainty – the current thesis opts to use the well-established notion of probability.

Without context, the word ‘consequences’ can sound ominously vague. To elucidate

this term, one can return to the definition of structural damage provided in Section

1.1. This definition indicates that the consequence of damage is some adverse impact

on performance. It then follows that the severity of a consequence corresponds to

the degree to which performance is impacted. Here, it is also worth recognising that

a given structure/system may be required to perform well with respect to several

(potentially competing) criteria; for example, both economic output and safety.

In general, the severity of consequences can be quantified via costs, or utilities. For

engineering applications, it is often useful to express such costs in terms of monetary

value; this is because it facilitates direct comparison to decidable actions, such as

maintenance, that also tend to have monetary costs associated. A challenging aspect

of using a monetary basis for the quantification of cost, is that determining exact and

consistent values can be difficult, being highly variable with respect to the elicitation

process. This issue holds particularly true if one attempts to assign costs directly to

the damage states of a structure, which do not intrinsically have costs associated. A

key tenet of the current thesis is that, where possible, costs should be assigned to

performance criteria, with a mapping established between damage and performance.

As a product of probability and cost, risk can be interpreted as an expected utility.

When adopting a risk-based approach to decision-making, asset management actions
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can be selected such that risk is minimised, or expected utility is maximised.

1.4 Thesis Contribution

This thesis aims to move towards a generalised holistic framework for risk-based

decision-making in the context of structural health monitoring. The modelling

techniques used to establish the framework are developed to address the primary

challenges, mentioned previously, associated with SHM decision support. Specifically,

three core contributions to the fields of SHM and physical-asset management are

presented:

� A risk-based paradigm for conducting SHM campaigns is presented. The

foundation of the paradigm is a framework based upon probabilistic graphical

models, which allows uncertainty to be accounted for throughout the decision-

making process. The approach utilises technologies from probabilistic risk

assessment (PRA), to establish mappings between local damage states of a

structure and global failure criteria. Importantly, by considering specific failure

modes of a structure, the framework facilitates the assignment of costs within

the framework.

� Built upon the decision framework established, an algorithm for developing

damage-classification models is presented. The methodology adopts an active-

learning approach and is therefore applicable in scenarios where labelled data

are scarce, such as SHM. The algorithm builds classification models in an online

manner, using limited damage information obtained via structural inspections.

As part of the algorithm, inspections are mandated according to value of

information, thereby considering risk in the context of the SHM decision

process.

� By adapting the risk-based active-learning algorithm, it is shown that decision-

making performance can be improved via classifier design. In particular,

discriminative classifiers and semi-supervised generative classifiers are shown

to reduce the number of structural inspections made throughout a monitoring

campaign, and result in an overall improvement in decision-making performance.

The results are significant as they indicate that the costs of a monitoring

campaign can be reduced via classifier design.
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The limitations of the techniques developed are discussed. Additionally, potential

avenues for future research are highlighted, in the hope that the SHM community

generates further research surrounding decision-making techniques.

1.5 Chapter Summary

The outline for the remainder of this thesis is as follows:

Chapter 2 — An up-to-date summary of literature on the topic of decision-making

for structural health monitoring is provided.

Chapter 3 — The established paradigm for conducting SHM campaigns is presented.

In addition, probabilistic risk assessment is introduced and details of the methodology

are provided.

Chapter 4 — Background theory relevant to decision-making under uncertainty is

provided. Firstly, probability theory is established as an approach for reasoning under

uncertainty. Subsequently, decision theory and the concept of expected utility are

introduced as a manner of making decisions under uncertainty. Finally, probabilistic

graphical models (PGMs), are presented as a tool for representing structured inference

and decision problems.

Chapter 5 — Here, similarities and differences between SHM and PRA are high-

lighted and discussed. A mapping from PRA onto SHM is developed and an

augmented risk-based paradigm for SHM is detailed. The mapping is founded on a

hierarchical representation for structures, reminiscent of the fault-tree models utilised

in PRA. This representation is used to define key variables used within PGMs for

SHM decision processes.

Chapter 6 — The risk-based framework developed in the previous chapter is

demonstrated via an experimental case study; specifically, a four-bay truss. An O&M

decision-making process is formulated around the dataset, and the necessary models

are developed with the use of a finite element model.

Chapter 7 — In this chapter, a closer look is taken at one of the key models

utilised in the risk-based decision framework – the transition model. Returning to

the four-bay truss case study, a probabilistic degradation model is developed for the

truss by Monte Carlo sampling from a finite element model. The approach considers
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multiple failure modes of the individual members comprising the structure.

Chapter 8 — Statistical classifiers, another vital component in the risk-based

decision framework, are the focus of this chapter. Here, a risk-based approach to

active learning is developed that seeks to overcome one of the primary challenges in

SHM - data scarcity. The algorithm utilises expected value of information to mandate

structural inspections; thus providing a methodology for risk-based inspection. Risk-

based active learning is demonstrated using a numerical visual example, and using

an experimental dataset; namely, the Z24 Bridge benchmark.

Chapter 9 — Further insights into the role of statistical classifiers in decision-making

are provided. Here, novel algorithms for risk-based active learning are presented

that seek to overcome one of the drawbacks of the original approach – sampling bias.

Discriminative classifiers and semi-supervised learning algorithms are incorporated

into the risk-based active learning process. These new algorithms are demonstrated

again using a visual example and the Z24 Bridge benchmark.

Chapter 10 — This chapter investigates a new perspective for SHM decision-

making, based upon populations of structures. The hierarchical representation of

structures outlined in Chapter 5 is extended such that a hierarchical representation

is obtained for populations of structures. Within this hierarchy, inferences and

decisions are defined and related to the core technologies underpinning population-

based structural health monitoring (PBSHM), such as irreducible element models,

and transfer learning.

Chapter 11 — Conclusions: The consonant themes throughout the thesis are

highlighted with respect to the novel technologies presented. In addition to the

advantages of the proposed methodologies being highlighted, challenges with risk-

based approaches to decision-making for SHM are discussed. Finally, areas for future

research are offered.



Chapter 2

Literature Survey: Risk-based

SHM

Thus far, much of the research in the field of SHM has focussed on the identification,

localisation and classification of damage; with numerous advancements having been

achieved for these tasks. Decision-theoretic approaches to SHM have received

comparatively little attention from the research community, nonetheless, in recent

years some progress has been made. The current chapter provides a brief review

of the literature that takes a risk-based, or decision-theoretic, approach to SHM.

Broadly speaking, the existing research into risk-based SHM can be assigned to one

of three categories: (1) inspection and maintenance planning, (2) monitoring system

optimisation, and (3) value of information quantification.

2.1 Inspection and Maintenance Planning

Research into risk-based inspection and maintenance planning aims to find methods

by which cost-optimal O&M strategies can be determined.

Cost-informed decision-making for miter gates was demonstrated in [9]; this involved

using a Bayesian neural network trained on a finite element model to infer damage

and forecast performance using a transition matrix. An approach proposed in [10],

facilitates cost-efficient reliability-based maintenance. As the latter is a reliability-

based approach rather than a risk-based approach, the costs of failure events and

9
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maintenance are not explicitly modelled. Hence, whilst the maintenance strategies

developed may be cost-efficient for given safety parameters, they are not necessarily

cost-optimal. In [11], expected utility theory is used as an approach for O&M

decision-making for civil infrastructure from monitoring observations. In [12, 13], a

heuristic risk-based approach to inspection planning is formulated around value of

information. In [14], Di Francesco et al. use Bayesian multi-level models to partially

pool information between several corrosion ‘hot spots’ on a simulated structure.

This model is subsequently used to compute expected value of information within a

risk-based inspection setting.

Probabilistic graphical models have been applied several times to risk-based inspection

and maintenance planning. In particular, dynamic Bayesian networks and influence

diagrams for various Markov decision processes have received the most attention.

Dynamic Bayesian networks are also employed in [15] for the diagnosis and prognosis

of the structural health of an aircraft wing; this includes the probabilistic temporal

modelling and prediction of crack growth. In [16], partially-observable Markov

decision processes (POMDPs) are used in conjunction with heuristics to find optimal

inspection strategies for deteriorating structural systems. In [17], Nielsen details a

risk-based approach for the operation and maintenance of off-shore wind turbines,

the approach is furthered using probabilistic graphical modelling of POMDPs in

[18, 19]. Similarly, Hovgaard and Brincker provide a case study demonstrating a

risk-based approach to the monitoring and maintenance of a finite element model of

a wind turbine tower experiencing circumferential cracking in [20].

In [21], a continuous-state POMDP was demonstrated on artificial data for mainte-

nance planning via a deteriorating bridge case study. A comparison of grid-based and

point-based POMDP solvers with respect to structural inspection and maintenance

planning is presented in [22] – favouring the latter for their ability to efficiently

solve large decision problems, point-based POMDPs are applied to various structure

management case studies in [23–27]. Finally, POMDPs are used in conjunction

with deep reinforcement learning in [28]. In doing so, inspection and maintenance

planning are accomplished under budgetary constraints.
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2.2 Value of Information Quantification

Research into value of information quantification seeks to develop methods that can

quantitatively express the value that SHM systems contribute to inspection and

maintenance planning, in terms of expected utility.

The value of information provided by monitoring systems is introduced in [29] and [30].

The method presented in the former, based upon decision theory, is demonstrated

using a pedestrian footbridge as a case study. Methods for computing the life-

cycle value, and the initial investment payback period for monitoring approaches

supporting O&M decisions are detailed. The latter provides a general framework for

quantifying the value of SHM information derived from Bayesian decision analysis

and comprehensively details the influence of structural system characteristics on the

value of information.

Memarzadeh and Pozzi present an approach for assessing value of information in

sequential decision problems modelled via POMDPs in [31]. They show that value

of information at the component level can be used to simplify system-level decision-

making, at the expense of global optimality. Similarly, in [32], value of monitoring

information is considered for time-dependent decision processes for the purpose of

adaptive risk-based inspections.

Several studies have been conducted into the value of monitoring systems for sup-

porting the management of bridge structures. In [33], a comparison is made between

the value of information provided by scour monitoring systems and vibration-based

SHM systems for mitigating failures of bridges subject to flood conditions. Bayesian

methodologies for quantifying the benefit of an SHM system for roadway bridges

with seismic hazards are presented in [34]. In [35], a similar Bayesian decision

analysis approach is used to quantify the value of monitoring information for a bridge

degrading as a result of corrosion and seismic effects.

Giordano et al. examine the value of seismic structural health monitoring information

for various decision scenarios for a building existing in a seismically active zone in

[36].
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2.3 SHM System Optimisation

Research into risk-based SHM system optimisation is concerned with finding expected

utility maximal or risk minimal arrangements for monitoring systems; this includes

aspects such as sensor types, sensor locations, and data acquisition rates.

Flynn and Todd successfully applied a Bayes-risk approach to the decision problem of

active-sensor placement for an SHM system on square, gusset and T-shaped plates in

[37]. The approach considered the risk of false positives and false negatives of damage

identification in discrete regions of the plates. In [38], Pozzi and Der Kiureghian

propose value of information as a means to rank competing measurement systems

such that those that yield the greatest benefit to the decision-making process can be

selected.

Spatial distributions of sensors are optimised with respect to value of information in

[39]. This task is accomplished for Gaussian random fields by constructing objective

functions representative of the decision process that the monitoring system supports.

Sensor quantities and positions are selected such that the value of information

acquired from the random field is maximised. In [40], value of information is used

to select quantities of interest to be measured by a monitoring system. Finally,

Long et al. use value of information to optimise several key characteristics of a

monitoring system, including the number of sensors, the location of sensors and the

noise characteristics of the sensors [41].



Chapter 3

Background

3.1 Structural Health Monitoring

Structural health monitoring involves implementing damage identification strategies

to determine the damage, or health state, of a structure throughout its operational

lifetime. Statistical pattern recognition (SPR) offers a natural approach to SHM

as it allows the associated uncertainties mentioned in Chapter 1 to be dealt with

robustly. It is for this reason that the SPR approach has been the focus of much

research over the past few decades. The established SPR paradigm for an SHM

campaign is composed of four procedures [1]:

1. Operational Evaluation.

2. Data acquisition.

3. Feature selection.

4. Statistical modelling for feature discrimination.

3.1.1 Operational Evaluation

Operational evaluation seeks to answer several questions concerning the implementa-

tion of an SHM system, specifically:

13
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� What is the justification (safety and/or economic) for implementing an SHM

system?

� How is damage defined for the system and what are the critical damage states?

� What are the environmental and operational conditions that the monitoring

system is required to perform under?

� How does the operational environment limit data acquisition?

For an SHM system to be successfully developed and implemented, a substantial

amount of information must be collected during the operational evaluation process.

Examples of required information include: monetary cost and reliability of the

proposed SHM system; pertinent damage states of the structure and the thresholds

at which they can deemed to have occurred, and the expected temperature and load

variations to be experienced by the structure during operation.

3.1.2 Data Acquisition

The data acquisition process is informed by the operational evaluation. The process

aims to finalise the types, number and locations of sensors to be used in the SHM

system. The data acquisition, storage and transmittal hardware must also be

selected. The process is typically constrained by both economic restrictions and the

limitations enforced by the expected environmental conditions; for this reason, the

data acquisition process is context dependent and relies heavily on the information

gathered during the operational evaluation stage.

3.1.3 Feature Selection

Once the data have been acquired, a set of features must be constructed that

indicate whether or not there is damage present in the structure. Here, a damage

sensitive feature refers to a quantity that can be extracted from measurable data that

varies between structural health states of interest1. This procedure often involves

1The sensitivity of a given feature can be evaluated with respect to Rytter’s hierarchy. For
example, the first few natural frequencies of a structure (global properties of a system) can be a
good indicator of the presence of damage; however, may provide little information regarding the
location of damage.
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processing the data acquired from the structure; common practices include domain

transformation, dimensionality reduction, and normalisation [1].

3.1.4 Statistical Modelling for Feature Discrimination

Statistical models must be developed to exploit the discrepancy in the features such

that differing damage states can be identified. The degree of knowledge regarding the

damage state obtained from an SHM system is highly dependent on the statistical

model employed and can be evaluated in terms of Rytter’s Hierarchy. As mentioned,

as SHM systems progress up the hierarchy, the information they yield becomes

increasing useful to agents tasked with deciding upon a course of action for a

structure.

3.2 Probabilistic Risk Assessment

Probabilistic risk assessment (PRA) is a method that is widely used for evaluating

risks and making decisions associated with the design and management of safety-

critical systems and high-value assets. In the context of PRA, risk is characterised by

the likelihood of an adverse event occurring, and by the severity of the consequences

of the event. The likelihood of occurrence for uncertain adverse events is quantified

via probabilistic event-sequences and system modelling. The consequences and

expected costs/gains are compared and evaluated by finding an appropriate utility

metric - obvious examples include financial cost and loss of human life; however, in

many applications these can be overly simplistic [42]. Probabilistic risk assessment

is applied in a range of industries including nuclear [43–45], aerospace [46, 47] and

chemical process [48]. Whilst the exact methodology used for conducting PRA

differs between industries, they generally adhere to the key steps as outlined by the

US Nuclear Regulatory Commission (USNRC) and the Internation Atomic Energy

Agency (IAEA) [49]:

1. Initial information collection.

2. Event-tree development.

3. System modelling.
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4. Reliability modelling.

5. Failure-sequence quantification.

6. Consequence analysis.

Here, some historical background is provided before each key step in the PRA

methodology is detailed further.

3.2.1 The History of PRA

In ancient Mesopotamia, around 3200 BCE, priest-like figures known as ašipu were

consulted to provide guidance for important decisions such as marriage arrangements

and selecting building sites [50]. To aid in making such decisions, the ašipu would

identify courses of action and use ‘data’ to assess the possible outcomes, such as

profit or losses, for each alternative. At the time, the state-of-the-art method for

obtaining ‘data’ was to divine signs from the deities. Nonetheless, findings were

recorded in a grid, etched into a clay tablet, and presented to the client [51]. It

is said that the ašipu provide the first recorded version of a primitive form of risk

analysis [50].

Today, more modern forms of risk analyses are used in a variety of disciplines including

epidemiology, finance, and politics. The probabilistic risk assessment methodology

used in modern engineering contexts has its roots in the aerospace sector [42]. In

the January of 1967, three astronauts were killed after a fire destroyed the command

module during an Apollo 1 launch rehearsal test. In addition to the deaths, the

disaster cost the National Aeronautics and Space Administration (NASA) millions

of dollars and public support. As a result, an overhaul of NASA’s safety policies

was initiated; beginning with quantitative goals specifying probabilities for mission

success and injury per mission.

Despite the severe consequences of the 1967 disaster, quantitative risk analyses

faced opposition from NASA management, as estimates of failure probabilities were

considered to undermine the political viability of the space program. A 1983 risk

analysis found the failure probability of solid rocket boosters in the Challenger

Space Shuttle to be as as high as 1 in 35; this value was rejected by management in

favour of a figure based on engineering judgement in the region of 1 in 100,000 [52].
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Sadly, in the April of 1986, the Challenger Space Shuttle broke apart shortly after

launch as a result of gasket failures in a solid rocket booster. The disaster resulted

in seven fatalities. After a congressional report concluded that NASA could not

effectively direct resources without quantitative analyses identifying probabilities of

failure, risk assessments were broadly adopted to support safety during the design

and operations phases of manned space-travel projects. In 2003, the Space Shuttle

Columbia disintegrated upon re-entry to the atmosphere, again resulting in seven

fatalities. The investigative board found that the flaws in the risk assessment;

specifically, that the consequences of the type of damage responsible for the failure

were significantly under estimated as a result of organisational deficiencies.

Although the basic risk assessment methodologies originated in the aerospace sector,

the first modern PRA was conducted and published by the United States Nuclear

Regulatory Commission (USNRC) in 1975 [42]. In addition to the quantification

of failure probabilities, the Reactor Safety Study also presented analysis of the

consequences of failure, quantifying the costs associated with the release of radioactive

material into the biosphere [53]. Although the fundamental approach to PRA was

considered valid, the study was criticised for mishandling probabilities. Subsequently,

the USNRC distanced itself from the report. In 1979, a core-damage accident occurred

at the Three Mile Island Nuclear Generating Station (TMI) in Pennsylvania, USA.

The accident resulted in the release of radioactive krypton-85 and iodine-131 into

the environment. Fortunately, studies have deemed there to have been minimal

health implications as a result of the release. Investigations into the event revealed

that the Reactor Safety Study predicted the loss-of-coolant events, such as the one

that occurred at TMI, as being a significant threat to safety. As a result, it was

recommended that probabilistic analyses should be utilised more for assessing the

risks associated with nuclear power plants. The recommendation spawned a series of

publications that sought to rectify the deficiencies of the Reactor Safety Study and

standardise the risk-assessment methodology. Notably, the 1983 USNRC Procedures

Guide outlined the key steps involved in PRA, presented above [49].

The years between 1983 and present day were not without nuclear accidents. Most

significant, were the accident at the Chernobyl Nuclear Power Plant that occurred in

1986 in the former Soviet Union (now Ukraine), and the accident at the Fukushima

Daiichi Nuclear Power Plant that occurred in 2011 in Japan. Subsequent investiga-

tions have partially attributed both events to management neglecting information

provided in risk assessments [54].
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The experiences in the aerospace and nuclear sectors over the past 50 years highlight

that probabilistic risk assessment provides a valuable tool for decision support,

but also indicates that the results of such analyses must be carefully interpreted

as subjective estimations of risk, and scrutinised and evaluated with disregard for

politics. The following subsections outline the key steps involved in conducting PRAs

as presented by the USNRC in [49].

3.2.2 Initial Information Collection

The first step in the PRA methodology relates to the acquisition of contextual

information. Specifically, information regarding the design and operation of the

structure in question is collated. Details such as component specifications, loading

and environmental conditions are considered, such that information gathered at

this stage can be used to inform the subsequent steps. Given the large quantity of

information required for conducting PRA, an important factor to be considered at

this stage is the method by which the necessary information is represented, stored

and managed. A common practice is to utilise a database [42]. There is a clear

analogy here with the operational evaluation stage for SHM.

3.2.3 Event-tree Development

Event trees outline potential accident sequences - combinations of initiating events

and the subsequent system failures or successes that may result in an adverse

consequence. The sequences of system failures and successes are known as top events.

The system failures identified in the event-tree development stage are subsequently

modelled as fault trees. An example event tree for a system designed to prevent

injury following a jump from a plane is shown in Figure 3.1.

3.2.4 Fault-tree Development

Fault trees are used in PRA to facilitate the quantification of system failure proba-

bilities. The development of fault trees involves expressing the causal relationships

between component failures and subsystem failures using Boolean logic gates. The

level of detail captured in the fault tree (the level of components which are incorpo-
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event:
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chute
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event:
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ksfails

System successful: Injury prevented
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ks

Figure 3.1: An example event tree for a parachute system to prevent fall injuries
[55].

rated) is determined by the component level for which meaningful reliability data

can be obtained. Failures of components belonging to the most fundamental level

incorporated in the fault tree are known as basic events and are represented in a

fault-tree diagram as circles. Intermediate and top events are defined as combinations

of other intermediate, and basic events through Boolean logic gates such as the

AND-gate and OR-gate. The fault-tree diagram notation for the AND-gate and

OR-gate are shown in Figure 3.2. An example fault tree for the deployment of a

reserve parachute is shown in Figure 3.3.

Figure 3.2: Fault-tree diagram representations of the AND-gate (left) and OR-gate
(right).

3.2.5 Reliability Modelling

Reliability is defined as the probability that a system, or component, is functioning

at a given time. It follows that the complement of reliability provides information

regarding the probability that a system or component is failed at a certain time.

Determining the reliability of components in a system/structure is vital in PRA

such that failure probabilities can be propagated through the fault tree in order

to determine the probability of top events. Typically, information regarding the

reliability of system components and the frequency of initiating events is gleaned

from analysis of the physics of failure or by applying appropriate reliability models

to data. Examples of such approaches include the first- and second-order reliability

methods, and surrogate-modelling methods [56–59].
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Top event:
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Basic event:
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malfunctions

Basic event:
Dead battery

Basic event:
Chute
tangled

Figure 3.3: An example fault tree for a reserve parachute system [55].

3.2.6 Failure Sequence Quantification

By assigning the components in the fault trees with reliabilities/failure rates, the

probability of top events may be computed. Propagating the probabilities of the

initiating events and top events through the event tree allows the probability of each

possible outcome in the event tree to be calculated.

3.2.7 Consequence Analysis

Consequence analysis involves determining the effects of system failures/adverse

events and assigning representative costs such that risk can be assessed. The risk

assessment may then be used to inform design decisions, such as increasing safety by
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introducing additional redundancies in the system, or optimising cost by removing

components that do not cause the risk to fall below an acceptable threshold. The

risk assessment may also be used to inform risk-based inspection for a system that is

in operation. In some applications, consequences analysis is an extremely involved

process. For example, the consequence analysis for a loss of containment accident at a

nuclear facility requires modelling of radionuclide transport through the environment

and assessing the impact it has on populations.

3.3 Summary

In this chapter, the established paradigms for conducting SHM campaigns and PRAs

were presented. In both cases, a multi-step procedure is undertaken. In Chapter 5,

similarities and differences between the paradigms are identified and useful aspects of

PRA are incorporated into a risk-based framework for SHM. Before a framework is

established, the theoretical basis for decision-making in SHM is provided in Chapter

4.



Chapter 4

Decision-making Under

Uncertainty

It was stated previously that, within SHM, there are various sources of uncertainty;

arising because of imperfect damage information and via predictions of future events.

In this context, the term ‘uncertainty’ refers to one’s knowledge, or rather lack thereof,

regarding the truth conditions of a declarative statement. In order to make decisions

for structural-asset management, engineers may wish to reason about declarative

statements such as: ‘There is damage in this aeroplane wing’ or ‘The bridge will

collapse next week’. There are several approaches for representing uncertainty such

as intervals [60], and fuzzy logic [61]. The current thesis opts to use probability theory.

One advantage of using probability, is that, built upon the theory, there exists a

well-established field in mathematics for decision-making known as decision theory.

The current chapter presents the fundamental concepts from probability theory and

decision theory used in risk-based decision-making. In addition, probabilistic graphical

models (PGMs) are introduced as a powerful tool for reasoning and decision-making

under uncertainty.

4.1 Probability Theory

Probability theory is now founded upon Kolmogorov’s axioms [62], the in-depth

details of which are not presented here but can be found in [42, 63, 64]. Instead, a

22
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short overview of the foundations of probability theory are presented in Appendix

A.1. Conceptually, it is important to understand that probabilities are bounded by

the interval [0, 1]. The probability that an event X holds true is denoted by P (X),

with P (X) = 1 implying that X certainly does hold true, and P (X) = 0 implying it

certainly does not hold true. It then follows that when 0 < P (X) < 1, it is implied

that there is some degree of uncertainty about whether X holds true.

In many applications, including engineering and SHM, it is useful to consider events

as random variables taking certain values, or being in certain states, within a given

domain. Here, the domain of the random variable X is denoted as X . If X is a

discrete random variable then X = {1, . . . , N} and,

P (X = x) ∀ x ∈ X (4.1)

where P (X = x) is the probability mass function (pmf) for the variable X. An

important property of the pmf, known as the normalisation condition, is as follows,

∑
x∈X

P (X = x) = 1. (4.2)

If X is a continuous random variable, then X ∈ R, and as such, rather than a pmf,

it will have an associated probability density function (pdf) p(x) such that,

P (a < X ≤ b) =

∫ b

a

p(x) dx (4.3)

and,

∫
X
p(x) dx = 1. (4.4)

The basic rules required to manipulate probabilities are provided in Appendix A.2.

From these rules, one can arrive at the notion of a conditional probability P (X|Y ),

and Bayes’ theorem. Bayes’ Theorem is given by the expression,

P (X|Y ) =
P (Y |X)P (X)

P (Y )
. (4.5)
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The conditional probability P (X|Y ) denotes the probability of X occurring given that

Y occurs, thereby implying a dependence between the variables X and Y . Further

insight into Bayes’ theorem and the Bayesian interpretation of probability is provided

in Appendix A.3. Here, it is worth acknowledging that Bayesian probabilities do not

explicitly differentiate between epistemic and aleatoric uncertainty. In the Bayesian

setting, it is typically assumed that as a belief is update using evidence, any reduction

is variance can be attributed to epistemic effects. It then follows that, in the limit of

infinite data, it can be assumed that any remaining variance captured by a model is

associated with aleatoric uncertainties.

4.2 Decision Theory

Whereas probability theory provides a formal approach to reasoning under uncertainty,

decision theory provides a formal approach to decision-making under uncertainty.

According to decision theory, decision-making can be formulated as an expression of

preferences over a set of actions A.

4.2.1 Fundamentals of Decision Theory

The axioms underpinning decision theory (detailed in [42, 65, 66]) define the notion

of a ‘rational’ decision-maker. Simply put, a decision-maker is said to be rational if

they act so as to maximise their expected utility. More formally, the von Neumann-

Morgenstern theorem states that, for two decidable actions a, b ∈ A,

a ⪰ b ⇐⇒ EU(a) ≥ EU(b) (4.6)

where ⪰ denotes a weak preference, indicating that a decision-maker favours a at

least as much b; and EU(·) denotes the expected utility associated with doing an

action.

In [67], von Neumann and Morgenstern derive the expected utility. Consider a

stochastic event X, the mutually-exclusive outcomes of which x ∈ X are conditionally

dependent on a decision D between actions a and b. The expected utility of action a

is computed as follows,
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EU(a) =
∑
x∈X

P (X = x|D = a) · U(X = x,D = a) (4.7)

Here, P (X|D = a) represents the uncertainty in the outcome of X given that action

a is executed. U denotes a utility function that provides a mapping, U : X ×A → R.
From equation (4.7), one can realise that expected utility has an equivalence to risk.

Here, it is worth noting that U(X,D) may be additively separable and thus may

be conveniently expressed as the sum of two utility functions U(X) and U(D), that

respectively describe the utilities associated with outcomes and actions independently.

In such cases, equation (4.7) can be rewritten as,

EU(a) =

[∑
x∈X

P (X = x|D = a) · U(X = x)

]
+ U(D = a) (4.8)

For a single decision D over a finite set of actions A, an optimal action a∗ can be

defined such that the maximum expected utility (MEU) is achieved, where,

MEU(D) = max
a∈A

EU(a) (4.9)

and,

a∗ = argmax
a∈A

EU(a) (4.10)

The utility theorem, as originally presented by von Neumann and Morgenstern, as-

sumes that a decision-maker has an objective quantification for both the probabilities

and utility functions necessary for assessing expected utility. In [68], Savage extends

the von Neumann-Morgenstern theorem such that it applies in scenarios where the

decision-maker does not know precisely the required probabilities and utilities, but

instead must rely on subjective quantifications. Although the introduction of subjec-

tive probabilities and utilities does not change the form of equations (4.6) and (4.7),

they must be interpreted in a slightly different way. Savage’s theorem states that,

in the absence of objective quantifications of probabilities and utilities, a rational

decision-maker must act so as to maximise their perceived expected utility; as if

holding beliefs regarding the probabilities and utilities of outcomes. The theorem
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implies that an agent’s subjective expected utilities can be inferred by observing

preferred actions.

In general, the work presented in the current thesis will assume that utility functions

are known but that precise probability distributions are unknown, and subjective

quantifications must be obtained via Bayes’ Theorem (equation (4.5)).

4.2.2 Limitations

Utility-based decision theory has several well-documented limitations.

It is proven that, for a given decision problem, the preferable strategy remains

unchanged for positive affine transformations of the utility function. This charac-

teristic means that one cannot make absolute comparisons between the utilities

associated with specific actions and outcomes. As an example, consider two possible

outcomes, x1 with U(X = x1) = 10, and x2 with U(X = x2) = 20. One cannot say

that x2 is two times more preferable than x1 since an agent with a utility function

U ′(X) = U(X) + 5 – a positive affine transformation of U(X) – would act indistin-

guishably from an agent using the original utility function U(X). In a similar vein,

as utility functions are only defined up to an affine transformation and, in the case of

Savage’s theorem, may be subjective, there is no canonical way to make comparisons

between the utility functions of multiple different agents. This limitation means

that quantities, such as average expected utility across a population of agents, are

ill-defined without some prior assumptions.

Here, it is worth acknowledging that there are several well-known examples demon-

strating that, in reality, humans do not always behave rationally in the von Neumann-

Morgenstern or Savage sense. The St. Petersburg paradox, originally conceived by

Nicolas Bernoulli, is presented as a game of chance with infinite expected utility; a fair

coin is tossed until a tails occurs, then a prize with utility 2k is awarded where k is the

number of consecutive heads. A von Neumann-Morgenstern rational agent would be

willing to pay an arbitrarily large (but still finite) sum to play such a game; however,

in practice it is observed that people hold upper limits to the amounts they would

pay. The paradox highlights some of the psychological and sociological aspects that

influence decision-making; in particular, the notion of diminishing marginal utility

[69]. The law of diminishing marginal utility is well-established in economics and

simply states that each unit of a finite resource accumulated has an ever-decreasing
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subjective value when compared to the previous unit. This effect means agents with

more limited resource availability are less inclined to risk what resource they possess,

even for gambles with favourable expected utilities.

Other related phenomena are demonstrated by the Allais paradox and the Ellsberg

paradox, the details of which can be found in [70] and [71], respectively. The Allais

paradox provides an example of the certainty effect [72], which states that in some

scenarios people prefer guaranteed, or zero-variance, outcomes as opposed to more

variable outcomes, even when the more variable outcomes hold a higher expected

utility. Similarly, the Ellsberg paradox provides evidence for ambiguity aversion.

The theory of ambiguity aversion suggests that people prefer to take actions where

the consequences are known over actions where there is some ambiguity surrounding

the them, even when the actions with ambiguous consequences are perceived to

yield higher expected utility. These phenomena suggest that certainty has some

psychological value that is not captured by the von Neumann-Morgenstern and

Savage formulations of expected utility theory.

Despite the limitations, decision theory provides a rigorous and formal methodology

for selecting optimal actions under uncertainty and as such it is a valuable tool for

physical-asset management and SHM. Further discussions surrounding the limitations,

and in particular, the ethical implications that arise when attributing utilities to

outcomes in the context of SHM, are left as future work.

4.3 Probabilistic Graphical Models

Many of the core concepts in probability theory and decision theory are elegantly

captured by probabilistic graphical models (PGMs) [73–75]. Fundamentally, PGMs

are graphical representations of joint probability distributions, in which the nodes

of the graph represent random variables and the edges connecting nodes imply

dependencies between variables. Probabilistic graphical models provide two key

benefits over the flat (non-graphical) representation of joint distributions [74]:

� They provide a compact and intuitive representation of probability distributions,

which makes complex distributions more easily interpreted, understood and

communicated.
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� They facilitate efficient computation by exploiting local independence structures

within the graphs.

A PGM over a set of N variables X may be specified by a set of M local functions

f(Yi) where Yi ⊆ X, and a graph G comprised of nodes/vertices V and edges E.

The joint probability distribution over the variables in X is then given by,

P (X1, ...XN) = K

K∏
i=1

f(Yi) (4.11)

where K is a normalisation factor ensuring that the conditions given in equations

(4.2) and (4.4) hold.

There are two classes of problem associated with traditional PGMs: inference and

learning. Inference is concerned with obtaining marginal or conditional probabilities

for a subset of variables Z, given observed values for another subset of variables

Zobs, i.e. P (Z|Zobs). Learning is concerned with obtaining the graph structure and

parameters given some complete, or incomplete, set of observations over the variables

in X, i.e. G, f(Yi)|Zobs. For the graphical models used in the current thesis, it is

assumed that the structure of the graphs is known; therefore, the problems presented

are centred around inference, or learning parameters that specify local functions.

4.3.1 Bayesian Networks

Bayesian networks (BNs) are a form of PGM. Specifically, they are directed acyclic

graphs (DAGs) in which nodes represent random variables and edges connecting

nodes represent conditional dependencies between variables. For discrete random

variables, the local functions (i.e. the pmfs) that describe the conditional probability

distributions between variables are conditional probability tables (CPTs). In the

case of continuous random variables, the local functions are specified by conditional

pdfs.

X Y Z

Figure 4.1: An example Bayesian network.

Figure 4.1 shows a simple Bayesian network where X is a parent of Y and an ancestor
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of Z; Z is said to be the child of Y and a descendant of X. Node X is independent

of other nodes and so is specified by the unconditional distribution P (X). A node

that has children but no parents may sometimes be referred to as a root. Similarly,

a node that has parents but no children may sometimes be referred to as a leaf.

Observed variables are shaded grey.

Given observations on a subset of nodes in a BN, inference algorithms can be

applied to obtain posterior distributions over the unobserved random variables. In

some cases, analytical solutions of posterior distributions may be found by using

exact inference methods. In general, inference in BNs is NP-hard [76]. Fortunately,

algorithms have been developed that allow efficient computation, such as Pearl’s belief

propagation algorithm for polytree-structured BNs [77]. When finding analytical

posterior distributions is an intractable problem, approximate solutions can be found

via stochastic simulation methods such a Monte Carlo sampling [78–80]. Efficient

inference algorithms for Bayesian networks typically exploit local independence

structures – an overview of these structures is provided in Appendix A.4.

Learning the local functions of a BN amounts to learning conditional probability

distributions from observed data which comprises an extensive field bridging statistics

and computer science known as probabilistic machine learning. Comprehensive

introductions to the subject are provided in [63, 81]. For the current thesis, specific

machine-learning algorithms are introduced when required.

4.3.2 Dynamic Bayesian Networks

Dynamic Bayesian networks (DBNs) are an extension of Bayesian networks that allow

for convenient modelling of temporal stochastic processes [82]. As with standard

BNs, nodes within DBNs represent the states of system at discrete instances in time,

or ‘time-slices’. DBNs differ in that they also incorporate a probabilistic model that

defines transitions between states from time-slice to time-slice. Edges between nodes

that exist in the same time slice are known as intra-time-slice edges, and edges

between nodes that exist in different time-slices are known as inter -time-slice edges.

In practice, two simplifying assumptions are commonly made about DBNs [75].

Firstly, it is assumed that the Markov property holds. The property arises as a

result of the independence that is induced in Bayesian networks when a variable

centred within a serial connection is observed. The Markov property asserts that
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future states of a stochastic process are conditionally independent of past states,

given the present states. Secondly, it is often assumed that a process is stationary,

meaning that the structure and parameters of the model do not change over time.

The simplest DBN, a Markov chain, follows both of these assumptions. A slight

modification to the Bayesian network shown in Figure 4.1 yields the Markov chain

shown in Figure 4.2.

Xt−1 Xt Xt+1

Figure 4.2: A simple Markov chain for the variable X over three time-slices.

In many applications – with SHM as an apt example – one may be unable to directly

observe the states of interest for a system, and instead, these states must be inferred

from indirect observations of the system. Systems that possess hidden, or latent

states are said to be partially observable. One can extend the Markov chain model

such that it accounts for partial observability in order to arrive at the hidden Markov

model (HMM). HMM-type models are ubiquitous, allowing probabilistic modelling

of time-series, and other sequential datasets, in fields such as natural language

processing and economics. A basic HMM is shown in Figure 4.3.

Xt−1 Xt Xt+1 Xt+2

Yt−1 Yt Yt+1 Yt+2

Figure 4.3: A hidden Markov model showing four time-slices.

In a given time-slice, there are two nodes in a basic HMM; a state variable and an

observation variable. In Figure 4.3, it can be seen that the observation Yt is only

dependent on the latent state Xt; this assumption implies a generative model, i.e.

the observations are generated according to the state of the system.

Inference problems in DBNs fall into one of four categories [83]:

� Filtering – the prediction of the current state based on observations up to the

current time, i.e. P (Xt|Y1:t).

� Prediction – the prediction a future state based on observations up to the

current time, i.e. P (Xt+n|Y1:t).
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� Smoothing – the prediction of the current state based on past and future

observations, i.e. P (Xt|Y1:T ).

� Decoding – the estimation of the most likely sequence of latent states based on

past and future observations, i.e. argmaxX P (X1:T |Y1:T ).

Here, the subscript notation 1 : T is used to denote all instances of a variable up

from time 1 to T , with 1 ≤ t ≤ T .

DBNs provide a suitable framework for reasoning under uncertainty, accounting for

both the partially observable and the temporal nature of the problems that arise in

SHM. To consider the decision theoretic aspect of PGMs, one can turn to influence

diagrams.

4.3.3 Influence Diagrams

Influence diagrams (IDs) are a form of augmented Bayesian network. IDs draw a

distinction between states that are observable and actions that are decidable. As such,

IDs incorporate an ancillary node-type representing decisions, denoted as squares.

In addition to decision nodes, influence diagrams incorporate utility nodes, denoted

in the graph by rhombi. An example influence diagram is provided in Figure 4.4.

WcWf

D U

Figure 4.4: An example influence diagram representing the decision D of whether
to go outside or stay in under uncertainty in the future weather condition Wc given
an observed forecast Wf . Preferences for the various combinations of actions and
weather conditions are specified by U .

In influence diagrams, edges between random variable nodes still indicate conditional

dependence; however, other edge-types are also possible and carry different meaning.

An edge from a decision node to a random variable node indicates that the random

variable has some conditional dependence on the the decidable actions of the decision.

An edge from a decision or random variable node to another decision node is known
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as an informational link, and it denotes that the random variable is observed, or

the former decision is made, prior to the latter decision being made. Utility nodes

can receive incoming edges from both random variable nodes and decision nodes,

indicating that the utility function associated with the utility node is dependent on

the random variable states and decidable actions, respectively.

Whereas the BN forms of PGMs represent factorisations of joint probability distri-

butions, influence diagrams essentially represent factorisations of expected utilities.

Recalling from Section 4.2 that one can define optimal actions with respect to ex-

pected utility, one can also find optimal actions for decisions within an influence

diagram I. In general, influence diagrams may contain multiple decision nodes for

which optimal actions must be selected. The problem of inference in an influence

diagram containing n decision nodes can therefore be summarised as determining an

optimal strategy a∗ = {a∗1, . . . , a∗n} that, when executed, yields MEU(I). If the ith

decision node receives informational links from variables or decisions that are not

yet determined, then a∗i can be interpreted as an optimal policy that maps from all

possible states for the undetermined variables/decisions to possible actions. Here, it

is worth noting that any given a∗i ∈ a∗ is not necessarily optimal in isolation, but

can be only considered so with respect to the other actions or policies in the optimal

strategy a∗.

Compared to Bayesian networks, inference in influence diagrams is somewhat compli-

cated by the presence of interventions. In scenarios where the analytical computation

of all expected utilities across a decision-space is intractable, approximate optimisa-

tion algorithms may be employed. Typically, these algorithms involve searching the

decision-space for strategies that yield increasingly high expected utilities. Examples

include the single policy updating (SPU) algorithm [84] and the Monte-Carlo tree

search algorithm [85]. Details of inference algorithms for influence diagrams are

provided in [73, 75].

4.3.4 Markov Decision Processes

As mentioned earlier in the current section, BNs can be extended to DBNs in order

to model temporal processes. In much the same way, influence diagrams can be

extended to model temporal decision processes; such models are known as Markov

decision processes (MDPs). Of particular interest here, are partially-observable
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Markov decision processes (POMDPs) – the influence diagram counterpart to the

HMM. The influence diagram representation of a POMDP is shown in Figure 4.5.

Xt Xt+1 Xt+2 Xt+3

Yt Yt+1 Yt+2

Dt Dt+1 Dt+2

UDt
UDt+1

UDt+2

UXt+2

Figure 4.5: A partially observable Markov decision process showing four time-slices.

It can be seen from the ID shown in Figure 4.5, that a latent state Xt, is only

dependent on the state and decision in the previous time-slice.

An important distinction between static decision problems and temporal decision

problems is that the latter require a horizon to be specified. The horizon of a decision

problem specifies how far into the future an agent considers when selecting strategies.

In general, there are three types of horizon; finite horizon, infinite horizon, and

indefinite horizon. For finite horizon problems, the number of time-slices over which

the expected utility is to be maximised is known and finite; for infinite horizon

problem, the number of time-slices is known to be infinite; and for indefinite horizon

problems the number of time-slices is finite but undetermined.

In the field of SHM, structures typically have predefined operational lifetimes and,

as such, related decision processes tend to be finite horizon. In some applications,

for example indefinite lifetime extension, it may be necessary to consider indefinite

horizon decision processes. The current thesis will generally focus on finite horizon

decision problems.
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4.4 Summary

To summarise, together, probability theory and decision theory provide a rich foun-

dation for representing the O&M decision processes that arise in the context of

structural health monitoring. Importantly, the theories allow for the quantification

of uncertainty and risk, whilst also providing axioms and criteria by which optimal

actions can be selected. Probabilistic graphical models provide a powerful tool

for representing probability distributions and expected utilities; they have two key

benefits with respect to decision-making for SHM. Firstly, they facilitate efficient

computation of posterior risks. Secondly, they allow (often complex) decision pro-

cesses to be communicated effectively and clearly – a benefit the importance of which

cannot be overstated for engineering applications.



Chapter 5

Mapping PRA onto SHM

Risk-informed operation and maintenance strategies have the potential to reduce

costs and improve safety of structures and infrastructure. To determine optimal

strategies for the operation and maintenance of the subject of a monitoring campaign,

agents require access to information about the likely current and future health states

of the structure of interest. These engineering structures may come in a variety of

complexities, ranging from those comprised of just a few parts to those comprised

of thousands. Because of the potential complexity of the structures which must be

operated and maintained, and of the associated decision problems, a framework for

SHM decision-making demands a thorough and systematic approach akin to PRA.

The current chapter aims to address the lack of a generalised framework for conducting

risk-based monitoring of structures at the full-system scale by augmenting the current

SHM paradigm with practices employed in probabilistic risk assessment; thereby

facilitating the decision-making processes that motivate the implementation of SHM

systems. In the previous chapters, current paradigms for conducting PRA and

SHM were outlined, in addition to background theory regarding the key technologies

required for mapping PRA onto SHM; namely, probabilistic graphical models in

the form of Bayesian networks and influence diagrams. In the current chapter, a

notation is established before an augmented risk-based paradigm for SHM is detailed.

Finally, a discussion around the framework is made and further challenges in the

SHM decision-process are identified.

35
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5.1 Definitions

To establish a framework for mapping PRA onto SHM, some fundamental concepts

will first be defined. In addition, a notation will be established for describing

structures that can be expressed as hierarchical graphs. This notation facilitates

the generalisation of the approach to any structure that can be represented as a

hierarchical graph.

One begins with the full structure of interest S. It is assumed that S may be

decomposed into a discrete number of constituent elements, which are referred to as

substructures. Substructures are considered to be entities which may, in principle, be

available for independent testing prior to incorporation into the full-scale structure.

This decomposition allows a hierarchical framework, where substructures may be

further decomposed. At the base of the hierarchy are components, which are

substructures that cannot be decomposed further. A joint is the physical mechanism

by which substructures are joined together, thus moving up the hierarchy until S

itself is finally obtained. Joints themselves may be physically complex to the extent

that they may be deemed substructures.

S1

j21s21 s22

c31j31 j32s31 s32

jL1 jL
NL

j
cL1 cL2 cLNL

c −1 cLNL
c

Figure 5.1: A hierarchical graphical representation of a generic structure S. Super-
scripts denote the level in the hierarchy and subscript indexes each type of constituent
unit in a given level. Dotted edges imply an arbitrary structuring between levels.

Figure 5.1 depicts a graphical representation of a hierarchical structure that may

be considered without loss of generality. Nodes represent the global structure and

its constituent units and edges represent the dependence of a (sub)structure on its

constituent units. At the top, or Level 1, of the hierarchy is the global structure with
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the hierarchy level denoted in the superscript. It can be seen that the global structure

S1 is comprised of two substructures s21, s
2
2 and a joint j21 , i.e. S

1 =
{
s21, j

2
1 , s

2
2

}
.

These units form the second level of the hierarchy. s21 and s22 may in turn be expanded

to yield S1 =
{
{s31, j31 , c31}, j21 , {c31, j32 , s32}

}
. Progressing down the hierarchy levels,

one can continue to expand the substructures into constituent units until the Lth

level of the hierarchy which is comprised solely of base units (components and joints).

By taking the expansion of S1 into its constituent base units and discarding the

repeated units arising from substructures that share components, one obtains a list

of the base units that form a given structure S. Within each level of the hierarchy,

units are numbered via a subscript from 1 to N i
u, where N

i
u is the number of a

constituent unit type u in the ith level of the hierarchy. The notation uin, where i is

an integer from 1 to L and n is an integer from 1 to N i
u, provides a unique identifier

for each unit within a structure. To further elucidate this notation; with reference

to Figure 5.1, one can consider the joint units (u = j) within the third level of the

hierarchy (i = 3) of which there are in total two (N3
j = 2). Thus, if one is required to

reference the second joint in the third level of the structure’s hierarchy, the notation

j32 may be used.

It is assumed that there exists a set of features ν, observable from S, that are

produced according to a generative latent state model with latent state H∗(t), where

H∗(t) is the true health state of S and may be expressed in terms of the true health

states of the constituent components and joints h∗cin(t) and h
∗jin(t), respectively, i.e.

H∗(t) =
{
h∗c21(t), . . . , h

∗cLNL
c
(t), h∗j21(t), . . . , h

∗jL
NL

j
(t)

}
.

The structure S also has a predicted time-dependent health state vector H(t) ={
hc21(t), . . . , hc

L
NL

c
(t), hj21(t), . . . , h

jL
NL
j (t)

}
. Health-state vectors can be constructed

from any subset of components and joints.

For the structure/system S, there exists a set of failure modes of interest F ={
F1, . . . , FNF

}
whereby S ceases to be fit for purpose with respect to critical perfor-

mance criteria. It is assumed that a given failure mode is dependent on the health

states of a subset of components, joints and substructures for which a health-state vec-

tor can be constructed. In addition to structural health states, failure modes may also

be conditionally dependent on specific operational conditions o =
{
o1(t), . . . , ono(t)

}
and environmental conditions e =

{
e1(t), . . . , ene(t)

}
. Here, it is worth noting

that operational conditions may relate to aspects of the environment that can be

controlled.
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The operational and environmental conditions may also have the potential to alter

the distribution of ν, and the time-dependent function H(t).

For the structure S, there also exists a set of decisions d =
{
d1, . . . , dNd

}
which

affect H∗(t), directly, or indirectly by altering o(t). Finally, there will be a utility

function U(F ,d,o, e) that reflects the economic gains and costs associated with

the possible failure states, operational states, and environmental states, subject to

decidable actions.

5.2 Mapping PRA onto SHM

Upon examination, it becomes apparent that there are both differences and similarities

between the paradigms for SHM and PRA that can be considered in order to determine

which aspects of PRA will be useful for SHM. Whilst it is clear that both SHM and

PRA are utilised for the purpose of making decisions in the face of uncertainty, PRA

is typically conducted offline for a system experiencing a set of anticipated initiating

events. In contrast, the decision processes for which SHM is implemented are online

and require continual predictions of the damage state of the structure. It is for this

reason that the event-tree development stages and failure-sequence quantification

stages in PRA are less applicable to SHM.

Both paradigms begin with collating information regarding the structure and defining

the context in which decisions are to be made. In fact, the first three stages of

the PRA paradigm involve expressing the structure and context in a logical way

which facilitates the quantification of risk and the decision-making process. It is

in this formal expression of the structure that the decision-making process in the

SHM paradigm stands to benefit. An overview of the risk-based SHM paradigm is

as follows:

1. Operational evaluation.

2. Failure-mode modelling.

3. Decision modelling.

4. Data acquisition.

5. Feature selection.
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6. Statistical modelling for feature discrimination.

5.2.1 Operational evaluation

With the aim of justifying the use, and defining the context of a risk-based SHM

system, the operational evaluation stage seeks to answer many of the same questions

as in the standard paradigm. However, some questions require an approach that

facilitates the failure-mode modelling and decision-modelling stages.

Foremost, information regarding the components c, joints j, substructures s, and

the dependencies between them is required.

When identifying the critical damage states of the structure S, one should aim to

identify the failure modes of interest F . Critical components, joints and substruc-

tures/subsystems that contribute to F should also be identified at this stage. The

anticipated damage states of these components h should be defined. The damage

states of the critical substructures/subsystems H should be defined as a vector in

terms of h.

For each failure mode in F , potential decidable interventions d should be identified

and the ways in which the actions influence the structure, or likelihood of failure

modes occurring, should be determined. Utility values U for all failure-action

combinations given by F ×d should be quantified. The selection of utility values will

determine the behaviour of the decision-making agent, and is analogous to setting a

decision threshold in a standard SHM paradigm.

Environmental influences e should also be identified. It should also be decided whether

the SHM system is to evaluate the health of the structure at static, independent

instances in time, or predict future health states, thereby requiring a model forecasting

the degradation of the structure.

For large, complex structures it may be beneficial to borrow the data management

techniques used in PRA, such as databases, to organise the information obtained

during the Operational Evaluation stage. This practice will allow for a rigorous and

structured approach to the information collection and allow for the identification of

aspects of the SHM system that require further specification or more information.

Having a formal information structure will also expedite the subsequent failure-mode

modelling step which requires detailed knowledge of the physical structure.
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F 1
1

c21 s21

s31

c41 j41 c42

j31 s32

c43 j42 c44

j21

Figure 5.2: A fault tree of a (single) failure mode F1, where the superscript denotes
the hierarchy level and the subscript is an identifier.

F 1
1

hs21hc21 hj21

hj31hs31 hs32

hj31 hj32hc42 hc43hc41 hc44

H

Figure 5.3: A Bayesian network representation of the failure mode F1.

5.2.2 Failure-mode Modelling

For each of the failure modes of interest in F , one should proceed to construct a

fault tree, such as that shown in Figure 5.2, based upon the health states of the

relevant components, joints and substructures/subsystems. It should be noted here

that, in many cases, the exact nature of the failure modes will be unknown and so it
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may be necessary to use a best estimate based on engineering judgement.

Fault trees offer a rigorous and consistent structure for expressing the failure modes;

however, as statements in Boolean logic they are limited in their flexibility. In the

context of SHM, it is desirable to represent the components in a fault tree as having

multiple damage states, and it is for this reason that one should map the constructed

fault trees into Bayesian networks. Bobbio et al. outline a convenient mapping from

fault trees into Bayesian networks in [86], whilst also highlighting the additional

flexibility that is granted by doing so. Additionally, Bayesian networks are used to

represent structural failures in [87].

In the example shown in Figure 5.3, the component health states, substructure health

states and failure event are represented as random variables, where the substructure

health states are conditioned on the component health states and the failure events is

conditioned on the substructure health state. The random variables are defined using

a conditional probability distribution (CPD) which may be discrete or continuous.

A node representing the health-state vector of the critical components and joints H

should be included in the fault tree, as this latent state will be predicted during the

statistical modelling process. To define the vector H within the Bayesian network,

the conditional dependence between the nodes representing the local health states of

the components and joints and H are expressed as a binary logic table.

The primary function of the failure-mode Bayesian network is to allow the flow of

information regarding the health states of a structure to determine a probability of

failure. The fault-tree structure of the network facilitates the process of defining

the failure events in F . In addition, the network also allows the computation of

marginal distributions for the probability of failure in each component, joint, or

substructure allowing damage to be conveniently localised to individual components,

or substructures.

5.2.3 Data Acquisition

The data acquisition process should not differ greatly from that in the standard SHM

paradigm. However, there is a subtlety that, where possible, the data acquisition

system should be designed so as to optimise the decision-making rather than damage

identification.
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5.2.4 Feature Selection

The feature-selection process, in general, should not differ from that in the standard

SHM paradigm. Although,it is worth restating that there is the subtlety that the

features should be selected so as to optimise the decision-making and this may lead

to novel feature-selection approaches in the future.

5.2.5 Statistical Modelling

For decision-making in SHM, two statistical models are required.

The purpose of the first statistical model is to predict the critical health states H,

given the selected feature set ν. As aforementioned, it is assumed that ν is produced

via a generative latent state model, with latent-state H, though the classification

models used to predict H do not necessarily need to be generative. Probabilistic

classifiers that output a probability distribution over all possible states of H , such

as Gaussian mixture models (GMMs) and relevance vector machines (RVMs), are

compatible and are discussed further in Chapter 9. Probabilistic classifiers are

instrumental in building robustness to the uncertainty surrounding the true health

state of S into the decision process. Ideally, the chosen statistical model will be

capable of consistently identifying the actual health state under all identified operating

and environmental conditions e, or at least appropriately reflect the uncertainty

caused by varying conditions in the prediction.

Secondly, if a model describing the degradation of S (i.e. a transition model for

H) is required. The purpose of the transition model is to forecast health-states

forward in time, such that future failure probabilities can be determined via the

failure-mode model. The transition model corresponds to the CPD, P (Ht|Ht−1,d),

and is discussed further in Chapter 7.

As with other stages in the current risk-based paradigm for SHM, the statistical

models may be developed so as to optimise decision-making. This notion, in the

context of statistical classifiers, forms the basis for Chapters 8 and 9.
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5.2.6 Decision Modelling

Incorporating decision-theoretic aspects into the framework involves augmenting

the Bayesian network developed in the previous stages with nodes for each decision

in d and for the utility function U(F ,d,o, e) to produce an influence diagram.

The manner in which decisions alter future states should be accounted for in the

transition model CPDs accordingly. Multiple utility nodes may be introduced if the

utility function is additively separable, as discussed in Chapter 4. Utility nodes are

constrained to be leaf nodes and should be dependent on the appropriate failure

events, decisions, or operational conditions.

5.3 Discussion

The framework described provides an approach to conducting risk-based SHM that

incorporates useful stages of the PRA procedure into the SHM paradigm. Decision-

making is facilitated via the inclusion of risk, thereby allowing for the comparison of

actions and the selection of one that maximises expected utility.

The PRA paradigm currently practised in industries such as aerospace and nuclear

provides a basis for the formalisation of the operational evaluation procedure. Organ-

ising the information, specifying the structure, and monitoring system in a database

will assist with ensuring all the necessary information required for subsequent stages

is acquired and it will also provide a structured method for the retrieval of applicable

information at each stage.

The fault tree development process of PRA provides the key novelty of this risk-based

approach to SHM. Firstly, it facilitates the definition of key failure modes of interest

and provides a structured method for identifying pertinent components whose health

states should be targeted by a statistical classifier. The size of decision space for any

given structure in the context of SHM is vast and an intimidating problem to begin

addressing, with further implications for the tractability of decision problems. By

targeting selected failure modes of interest for a structure and modelling them as fault

trees, the scope of the decision-maker may be limited, thereby making the problem

more approachable; additional failure modes may subsequently be incorporated as an

SHM system is further developed/expanded. Mapping the fault trees into Bayesian

networks enables the framework to retain information regarding the uncertainties
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in the health states thereby allowing robustness in the decision-making. Moreover,

intermediate nodes within the Bayesian network representation of a fault tree may

be queried, yielding marginal distributions that provide information about the

probability of damage within components and/or substructures that will streamline

the localisation of damage. This localisation information may be utilised to guide

inspection and maintenance engineers to specific locations, potentially saving time

and reducing the cost of the actions, particularly for larger structures.

5.4 Summary

To summarise, a risk-based framework for structural health monitoring was presented.

Borrowing practices frequently used in probabilistic risk assessment – such as the use

of fault trees to model system failures – the framework facilitates robust decision-

making under uncertainty. In the next chapter, the risk-based decision framework

will be demonstrated via an experimental case study.



Chapter 6

Case Study: Four-bay Truss

In the current chapter, the probabilistic risk-based paradigm for SHM, introduced in

the previous chapter, is applied to a practical case study. Specifically, by following the

steps outlined, an influence diagram representing a maintenance decision process for a

four-bay truss is developed, and subsequently analysed with respect to experimental

data.

6.1 Four-bay Truss

To demonstrate the risk-based approach to decision-making for SHM, the framework

was applied to a four-bay truss structure, identical to that used in [88], and visualised

in Figure 6.1. For clarity, the example will be limited to consider a single failure

mode and a single binary decision. The failure of joints will also be ignored.

The truss itself was composed of 20 members – eight horizontal, four vertical and

eight cross – each with a cross-sectional area of 177 mm2. The overall length of the

structure was 1 m and the height was 0.25 m, The members were pinned together

with steel bolts in lubricated holes.

To generate an experimental dataset, the truss was subjected to a preload of 5 kg at

point P and additional consecutive loads of 10, 20 and 30 kg at each of the eight

points L in turn. For each of the 24 load cases, microstrains were measured at the

midpoints of the 12 horizontal and vertical members. This process was performed

45
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Figure 6.1: A two-dimensional four-bay truss comprised of 20 members, eight of
which are removable and denoted by a dashed line. Loads are applied at points L,
and a preload is applied at point P. Load positions are shown as blue dots. The bays
are numbered left to right from 1 to 4.

eight times in total, once with each cross-member removed.

In addition to the experimental data, a finite element simulation of the truss was

developed whereby removal of a cross-member was achieved by assigning a highly-

reduced Young’s modulus of 1 MPa. As well as the 10, 20 and 30 kg loads used in

the experiment, the truss was simulated with loads of 5, 15 and 25 kg. Furthermore,

strains were obtained for the truss under each load case in its undamaged condition,

i.e. with all cross-members intact.

6.1.1 ‘Operational Evaluation’ of Truss

In order to construct a risk-based decision framework for the truss, one must first de-

fine it formally. As it was elected to ignore joints, the global truss structure T can be

defined as four substructures, one for each bay i.e. T =
{
b1, b2, b3, b4

}
. As only the

failures of cross-members were considered, each bay can in turn be defined as two com-

ponents, for example, b1 =
{
m9,m13

}
. Consequently, the critical health states of the

global structure may be summarised as T =
{
m9,m10,m11,m12,m13,m14,m15,m16

}
.

A single failure mode FT of the truss was considered; the full or partial collapse

of the structure. This failure mode corresponds to the event where the truss is no

longer able to support the load/preload, hence, FT occurs when both cross-members

in a single bay fail.

In an attempt to minimise the occurrence of the failure mode of interest FT , a
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single binary decision d was identified; a choice between ‘do nothing’ and ‘perform

maintenance’. In addition, utilities were assigned to the failure event and the decidable

actions somewhat arbitrarily, though in a manner which intends to reflect the relative

costs associated with failure and maintenance in real-world engineering applications.

There is a small positive utility associated with the structure being in its operational

state, and a large cost associated with the structure being in its failed state. The ‘do

nothing’ action is given zero utility and the ‘perform maintenance’ action is given a

cost greater than the utility gained from the structure being operational in a given

time-step, although less than the cost of failure. The utilities assigned to the failure

and decision are shown in Tables 6.1 and 6.2, respectively. It is worth noting that,

in many practical applications, the specification of utility function is non-trivial and

is an active topic of research outside the scope of the current chapter. For further

reading related to the specification of utility functions, the reader is directed to [89].

Hence, for this case study, relative utility values are selected to be only somewhat

representative of the SHM context. Further discussion of the challenges associated

with assigning utilities is provided in Section 6.2.

Table 6.1: A table showing the entries of the utility function U(FT ) where FT = 0
and FT = 1 denote the truss being operational and failed, respectively.

FT U(FT )

0 15
1 −285

Table 6.2: A table showing the entries of the utility function U(d) where d = 0 and
d = 1 denote the ‘do nothing’ and ‘perform maintenance’ actions, respectively.

d U(d)

0 0
1 −100

For the purposes of demonstration, it is assumed that the load on the truss will

be uncertain, varying in discrete time within the interval [0, wmax] where wmax is

defined in subsection 6.1.3. Furthermore, it is assumed that the location of the load

also varies in discrete time and that, in the limit of infinite time-slices, each of the

eight locations is visited an equal number of times.
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6.1.2 Truss Failure Modelling

The failure mode FT of the truss can be represented by the fault tree shown in Figure

6.2, where the failure of a bay b is defined as the AND-gate of two cross-member m

failures, and the failure of the truss FT is defined as the or-gate of the bay failures.

FT

b1

m9 m13

b2

m10 m14

b3

m11 m15

b4

m12 m16

Figure 6.2: A fault tree of failure mode FT for a four-bay truss. The failure mode
FT occurs if at least one bay b fails. A bay b will fail if both cross-members m fail.

To map the fault tree for the failure event FT into a probabilistic graphical model,

hb and hm will be used to denote the random variables that represent the local

binary health states of the bays and cross-members, respectively, where 0 corre-

sponds to intact and 1 corresponds to failed. Additionally, H will be used to

denote the random variable vector for the health state of the global structure where

H =
{
hm9, hm10, hm11, hm12, hm13, hm14, hm15, hm16

}
. For conciseness, the vector

H will, on occasion, be summarised as H = H, where H is the decimal representa-

tion of the 8-bit binary number specified by the vector. Finally, the FT notation will

be retained to represent the random variable corresponding to the failure event. The

Bayesian network corresponding to the fault tree shown in Figure 6.2 is shown in Fig-

ure 6.3. The conditional probability distributions specifying P (FT |hb1, hb2, hb3, hb4)
(or P (FT |hb) for brevity) and P (hb1|hm9, hm13) (or P (hb1|hmb1) for brevity) are

shown in Tables 6.3 and 6.4, respectively.

6.1.3 Health-state Transition Modelling

The purpose of health-state transition modelling is to develop the conditional proba-

bility distribution P (Ht+1|Ht, d) that predicts the future health state of the truss

forward in time, given the current health state and the decided action.
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FT

hb2hb1 hb3 hb4

hm14hm10hm13hm9 hm11 hm15 hm12 hm16

Figure 6.3: A Bayesian network representation of failure mode FT for a four-bay
truss.

Table 6.3: A table showing the entries of the conditional probability distribution
P (FT |hb1, hb2, hb3, hb4) where hb = 0 and hb = 1 denote a bay being intact and
failed, respectively, and FT = 0 and FT = 1 denote the truss being operational and
failed, respectively.

hb1 hb2 hb3 hb4 P (FT = 1|hb) P (FT = 0|hb)

0 0 0 0 0 1
1 0 0 0 1 0
0 1 0 0 1 0
1 1 0 0 1 0
0 0 1 0 1 0
...

...
...

...
...

...
0 1 1 1 1 0
1 1 1 1 1 0

For the purpose of this demonstration, it was decided that the ‘perform maintenance’

action simply returns the structure to its undamaged state, i.e. with no cross-members

failed, with probability 1, independent of Ht.

With regard to the ‘do nothing’ action, it was first assumed that the truss would not

spontaneously transition from a more advanced damaged state to a lesser one, that is

to say, cross-members would not self-repair in the absence of intervening maintenance,

or, without maintenance the health-state of the structure monotonically degrades as

a function of time.

The assumed loading range [0, wmax] was discretised into 100 evenly-spaced incre-

ments; combined with the eight possible load locations, this resulted in 800 unique

considered load cases Lc.

For a given load case Lc, a transition in health state was defined as Ht+1 = Ht +
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Table 6.4: A table showing the entries of the conditional probability distribution
P (hb1|hm9, hm13) where hm = 0 and hm = 1 denote a member being intact and
failed, respectively, and hb = 0 and hb = 1 denote a bay being intact and failed,
respectively.

hm9 hm13 P (hb1 = 1|hmb1) P (hb1 = 0|hmb1)

0 0 0 1
1 0 0 1
0 1 0 1
1 1 1 0

δHt→t+1. δHt→t+1 is an 8-bit binary vector with ith entry equal to 1 if the yield stress

of aluminium (300 MPa) is exceeded in member mi+8 when the truss is simulated in

health state Ht subject to load case Lc, and equal to 0 otherwise. The conditional

probability of transitioning from Ht = Ht to Ht+1 = Ht+1, P (Ht+1 = Ht+1|Ht =

Ht, Lc), was assigned unity if δHt→t+1 = Ht+1 −Ht for Ht = Ht and Ht+1 = Ht+1

for load case Lc, and assigned zero otherwise. The full transition matrix P (Ht+1|Ht)

was then populated, where the entry P (Ht+1 = Ht+1|Ht = Ht) is given by,

P (Ht+1 = Ht+1|Ht = Ht) =

∑NLc
Lc=1 P (Ht+1 = Ht+1|Ht = Ht, Lc)

NLc

(6.1)

where NLc is the total number of load cases considered and NLc = 800.

For illustrative purposes, the maximum load wmax was determined by asserting

P (Ht+1 ̸= 0|Ht = 0) = 0.005 and the value of wmax that satisfied the condition was

found to be approximately 6900 kg. This is obviously somewhat arbitrary, and in

practice the maximum load for a structure may be estimated during the operational

evaluation stage.

The transition model developed provides a means of forecasting future health states

of the truss, a heatmap representation of the transition matrix is shown in Figure

7.1.

6.1.4 Statistical Classifier Development and Training

The purpose of the statistical classifier is to obtain a probability distribution over the

current health state, given a set of observed features, i.e. P (Ht|ν). In the current case
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Figure 6.4: A heatmap showing the conditional probability distribution transition
matrix P (Ht+1|Ht).

study, the damage indicative features are the strains measured from the horizontal

and vertical members of the truss. The classifier selected for the current case study

was comprised of two components; a detector and a localiser, corresponding to the

first two stages of Rytter’s hierarchy. Whilst generative models may better reflect the

causality of the problem at hand, where it is assumed that the features are generated

as a result of the latent state and P (Ht|ν) may be computed via Bayes’ Theorem,

discriminative classifiers that directly learn a mapping from the feature space to the

label space are also applicable in the risk-based decision framework.

A Gaussian novelty detector was implemented to determine the probability that the

structure is currently in its undamaged state P (Ht = 0|ν), and, as its complement,

the probability that the structure is currently in a damaged state P (Ht ̸= 0|ν).
The first two principal components of the simulated strain data for the undamaged

structure are compared to those from the damaged structure in Figure 6.5. Inspection

of Figure 6.5 reveals that it is possible to discriminate between the undamaged and

damaged finite element simulation data using only the first principal component

of the strains, hence the novelty detector uses the first principal component as the
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Figure 6.5: A comparison of the distributions of the first two principal components
of the strain data obtained from the finite element model of the undamaged and
damaged truss.

discriminative feature. As such, this principal component projection was learned

from the training data and the detector was formed by computing the mean µ and

standard deviation σ of the univariate distribution of the first principal component.

If the first principal component of an incoming set of strains were to lie within the

range µ± 3σ, it was asserted that the observed strains came from the structure in

its undamaged condition with confidence 0.997, i.e. P (Ht = 0|ν) = 0.997. If the

first principal component lay outside the ±3σ confidence interval, P (Ht = 0|ν) was
given by the probability mass in the tail of the Gaussian probability density function

parametrised by µ and σ.

The function of the localiser component of the statistical classifier is to distribute

P (Ht ̸= 0|ν) over the remaining 255 health states corresponding to the various

combinations of cross-member failures. For consistency with [88], the classifier

selected for this purpose was an artificial neural network (ANN) with an input node

for each of the twelve strain measurements, an output node for each cross-member, and

three hidden layers with twelve, twelve and eight nodes, respectively. The activation

function used was the hyperbolic tangent function. As an identical classifier to that

used in [88] was implemented, only health states Ht =
{
1, 2, 4, 8, 16, 32, 64, 128

}
are

considered by the localiser in this case study.
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In accordance with [88], a training dataset was constructed from the finite element

data for the loads of 10, 20 and 30 kg and a validation dataset from the finite element

data for the loads of 5, 15 and 25 kg. In both instances, 100 repetitions of the

datasets were produced and superimposed with a noise pattern of 1 microstrain RMS.

The optimal weights were computed using the scaled conjugate gradient (SCG) back-

propagation algorithm [90] and evaluated and selected based on the classification

performance of the network on the validation dataset. Although not inherently

probabilistic, a pseudo-probabilistic interpretation for the activations of the output

nodes was acquired via the use of a softmax function [91].

6.1.5 Overall Probabilistic Graphical Model

The failure model, transition models, classifier, decisions and utilities can be combined

to form a partially-observable Markov decision process represented by the limited

memory influence diagram (LIMID) shown in Figure 6.6. Figure 6.6 shows the

decision process for two decisions over three time-slices. The informational link

connecting νt+0 to dt+0 implies that the features are observed prior to the decision

being made. Similarly, the edge connecting dt+0 to dt+1 implies dt+0 is decided before

dt+1.

It should be noted that the model shown in Figure 6.6 assumes a generative model

for the features ν; for discriminative classifiers the direction of the conditioning edge

connecting nodes Ht+0 and νt+0 would be reversed.

6.1.6 Results

Novelty Detector

When applied to the experimental strain data from the damaged truss, the univariate

Gaussian novelty detector was able to correctly identify 175 out of the 192 observations

as novel with respect to the simulated undamaged data, thereby yielding an overall

accuracy of 91.1% and shown in the confusion matrix in Figure 6.7.

The 8.9% misclassification can be elucidated by examining the distribution of the

experimental data as projected through the principal component mapping learned

from the finite element simulation data, shown in Figure 6.8. Separability between
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UFt+0

FT

hb2hb1 hb3 hb4

hm14hm10hm13hm9 hm11 hm15 hm12 hm16

UFt+1

F ′
t+1

Ht Ht+1

νt

dt+0

Udt+0

dt+1

Ht+2

UFt+2

F ′
t+2

Udt+1

Figure 6.6: An influence diagram representing the partially observable Markov
decision process for determining the utility-optimal maintenance strategy for the
cross-members of a four-bay truss given observations of strains made from the
horizontal and vertical members. Observed variables are shaded grey. The fault-tree
failure models for the latter time steps have been represented as the nodes F ′

t for
compactness.

the projected damaged and undamaged datasets is absent where values of the first

principal component are approximately 3.9. Finally, it is worth acknowledging that

the NaN1 arises in Figure 6.7 as there are no examples of the undamaged structure

(Class 1) in the experimental dataset.

1Here, NaN denotes ‘not a number’ – the typical result of a division by zero in many programming
languages.
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Figure 6.7: A confusion matrix detailing the classification performance of the novelty
detector on the experimental data.

Localiser

When applied to the experimental strain data, the neural network localiser has an

overall classification accuracy of 59.9%. The full confusion matrix is shown in Figure

6.9. Whilst 60% classification accuracy may be considered low, for a eight-class

problem the neural network provides a significant improvement over simply guessing,

which would yield an accuracy of 12.5%. The imperfect classifier has been deliberately

chosen here as a possible source of uncertainty to highlight that improvements in

decision performance can be realised even with imperfect information.

The misclassification error of 40.1% can be explained by considering the physics of

the problem at hand. The selected damage sensitive features were the strains in the

horizontal and vertical members of the truss; however, significant changes in the

strains are only expected of members in the load path between the end fixture and

applied mass. Therefore, the features are largely insensitive to damage when the

mass is closer to the fixture than the damaged cross-member and any differences can

be attributed to the strains induced by the preload. In 72 of the 192 (37.5%) cases,

the damaged cross-member is not in the load path.
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Figure 6.8: A comparison of the distributions of the first two principal components
of the strain data obtained from the finite-element model of the undamaged truss
and the strain data from the experiment performed on the damaged truss mapped
through the projection learned from the simulated training data.

Decision Process Results

The decision algorithm was tested on a dataset comprised of the experimental strains

for the truss in its damaged conditions and, due to the lack of experimental data,

finite element simulation data for the truss in its undamaged condition. Equal

proportions of the undamaged and damaged data were used; 192 sets of strains from

each.

The decision algorithm used for testing was similar to that shown in Figure 6.6,

except using the discriminative pseudo-probabilistic ANN classifier rather than a

generative model. The graphical model was implemented in MATLAB using the

Bayes Net Toolbox [92] and solved using the junction-tree algorithm for influence

diagrams described in [93]. Utilities were as shown in Tables 6.1 and 6.2. Three

failure events in consecutive time-steps were considered in conjunction with two ‘do

nothing’/‘perform maintenance’ decisions in the first two time-steps with a single

observation made during the first time-step.

The performance of the decision process was evaluated with a metric similar to that
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Figure 6.9: A confusion matrix detailing the classification performance of the artificial
neural network localiser on the experimental data.

Figure 6.10: A confusion matrix detailing the ‘accuracy’ of the decision algorithm
for both decisions in the three time-slice problem for U(FT = 1) = −285.
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of a classifier’s overall accuracy. Whereas, in the simplest sense, a classification

accuracy is a comparison between the predicted outputs and the target outputs,

‘decision accuracy’ is defined as a comparison between the actions selected by an

agent using the statistical classifier being evaluated, and the optimal actions selected

by an agent given perfect information, i.e. an agent in possession of the true target

outputs of the classifier. A decision is considered ‘correct’ if the agent utilising the

classifier selects the same action as an agent with perfect information up to the

current time. It follows that a decision can be considered incorrect if the decided

action differs from that selected by an agent operating with perfect information. A

quantitative value for ‘decision accuracy’ may be calculated by taking the ratio:

decision accuracy =
number of correct decisions

total number of decisions
(6.2)

The target and output classes ‘0’ and ‘1’ for Figures 6.10, 6.11 and 6.12 correspond

to the ‘do nothing’ and ‘perform maintenance’ actions, respectively.

Figure 6.10 shows the performance of the decision algorithm across all 786 decisions

associated with the test dataset. It can be seen that an overall ‘accuracy’ of 93.2%

was achieved, meaning that the optimal decision given perfect information of the

health state was selected in 716 of the cases when the statistical classifier was used

to infer the health state. In 40 of the cases, the ‘perform maintenance’ action was

selected unnecessarily, this is a result of the uncertainty in the health state triggering

a more, conservative action to be taken; this form of error is akin to a ‘false positive’

or type I error. In 12 of the cases the ‘do nothing’ action was deemed to be optimal

whereas, had perfect information of the structures health state been available, the

optimal decision would, in fact, have been ‘perform maintenance’. This form of error

is akin to a ‘false negative’ or type II error.

The severity/significance of type I and type II errors is dependent on the context of

the SHM system. For example, for an offshore wind structure, erroneously sending

inspection/maintenance engineers has a higher cost relative to the failure event,

whereas for a bridge the cost of inspection/maintenance is relatively lower with

respect to the cost of failure. In this risk-based decision-framework, the costs are

explicitly modelled and may be used to inform a preferential selection of classifier

with regard to type I and type II errors.

Figures 6.11 and 6.12 provide a breakdown of the ‘decision accuracy’ shown in Figure
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Figure 6.11: A confusion matrix detailing the ‘accuracy’ of the decision algorithm
for the first decision in the three time-slice problem for U(FT = 1) = −285.

Figure 6.12: A confusion matrix detailing the ‘accuracy’ of the decision algorithm
for the second decision in the three time-slice problem for U(FT = 1) = −285.
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6.10 for the first and second decisions, respectively. Figure 6.11 shows that, for the

first decision, the algorithm was able to select the correct action in 332 of the 384

cases, yielding an overall ‘decision accuracy’ of 86.5%. Additionally, it can be seen

that in 40 cases the ‘perform maintenance’ action was selected incorrectly, and in

12 cases the ‘do nothing’ action was selected incorrectly. Comparing Figures 6.10

and 6.11 reveals that all type I and type II errors occur during the first decision.

Logically, Figure 6.12 shows that the algorithm has a ‘decision accuracy’ of 100%

with respect to the second decision. Moreover, Figure 6.12 shows that all optimal

decisions during the second time slice are ‘do nothing’. This result can be explained

by considering two possibilities. During the first time step, if the algorithm has

decided that maintenance is warranted, then, under the assumed transition model

P (Ht+1|Ht+0, d = 1), the structure is guaranteed to be in its undamaged health

state in the second time step in which case further maintenance is unwarranted

given P (Ht+2|Ht+1, d = 0) and U(FT = 1) = −285. Alternatively, if, during the

first time step, the algorithm deems ‘do nothing’ to be the optimal decision, then

the degradation forecast over two time steps is not sufficient to warrant a ‘perform

maintenance’ action in the second time step; however, this decision, of course, is

dependent on the utilities specified within the model.

Figure 6.13 shows the number of state transitions that an initial undamaged state

may go through before a ‘perform maintenance’ action is decided when the cost of

the failure event and cost of maintenance are varied and all other utilities remain as

specified in Tables 6.1 and 6.2. It can be seen that the number of transitions decays

exponentially as the cost of failure increases. This result is in accordance with the

intuitive understanding that, as the cost of failure tends to infinity, the number of

transitions before maintenance should be decided asymptotically approaches zero.

It can also be seen from Figure 6.13 that for a given failure event cost the time

until maintenance decreases with cost of maintenance. It should also be noted that,

logically, if the cost of maintenance exceeds the cost of failure, the structure will be

allowed to operate until failure.

To investigate the influence of the cost of failure upon the overall ‘accuracy’ of the

decision algorithm, the decision process used to produce Figure 6.10 was repeated

for varying U(FT = 1). It should be noted that the utility of ‘perform maintenance’

action was fixed at U(d = 1) = −100. In addition to varying U(FT = 1), the

decision algorithm was executed assuming a uniform distribution over the health

states targeted by the classifier rather than the distribution as predicted by the
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Figure 6.13: The variation in the number of state transitions the undamaged structure
will go through before maintenance is decided, as a function of the failure event cost
and maintenance cost. Failure event cost is defined as −U(FT = 1).

classifier. Figure 6.14 shows how the ‘decision accuracy’ of each algorithm varies

with the cost of the failure event.

Figure 6.14 shows that the agents using the classifier and the uniform distribution

assumption all have perfect ‘accuracy’ when U(FT = 1) = −100. This result can be

attributed to the fact that when the cost of maintenance is less than or equal to the

cost of failure, the optimal decision is always ‘perform maintenance’; therefore, the

algorithms all select this action independent of the information available regarding

the health state of the structure.

It can be seen from Figure 6.14 that, with the exception of the somewhat trivial case

of U(FT = 1) = −100, the agent utilising the classifier to incorporate probabilistic

information about the health state of the structure into the decision, consistently

performs better than the agent that assumes a uniform distribution over health states.

This result is to be expected, as the use of the classifier allows for the identification

of the undamaged condition and differing damage states. On the other hand, as

assuming a uniform distribution is entirely ignorant of the health state, the selected

decision will be invariant for a given failure-event cost. Therefore, even when the

structure is undamaged, assuming a uniform distribution will result in a maintenance
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Figure 6.14: A comparison of the ‘accuracy’ of the decision process as a function of
the cost of the failure event when the health state is inferred using the statistical
classifier and a uniform distribution over health states is assumed. Failure event cost
is defined as −U(FT = 1).

action to be selected whilst the failure event cost is sufficiently high.

The ‘accuracies’ achieved by agents utilising the classifier and the uniform assumption

follow similar trends for the range of failure costs shown in Figure 6.14. For U(FT =

1) ≤ −450 the accuracy is constant. This result likely arises because of the high cost

of failure – given the perfect knowledge of the health state, the optimal decision for

all damage cases other than undamaged is ‘perform maintenance’. For the agent

utilising the classifier, misclassification of damage location does not influence the

decided action in this cost range. As previously mentioned, the uniform assumption

is ignorant of the health state and the decided actions are invariant in the range

U(FT = 1) ≤ −450.

In Figure 6.14, a lower ‘decision accuracy’ is seen in the failure cost range −450 <
U(FT = 1) ≤ −225. This observation can likely be explained by the fact that,

given perfect information, some locations of damage warrant the ‘do nothing’ action.

It follows that, the uncertainty in health state reflected by the classifier and uni-

form distribution assumption cause the ‘perform maintenance’ action to be deemed

appropriate instead.
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In the failure cost range U(FT = 1) ≥ −200, an increase in accuracy is seen for the

algorithm assuming a uniform distribution over the health states. This observation

is a result of the health-state invariant optimal decision becoming ‘do nothing’; in

this failure cost range this assumption is able to correctly decide actions for the

undamaged cases and the less severe damage locations. The ‘decision accuracy’ of

the algorithm employing the classifier fluctuates in this range, this may be because

the decided actions are sensitive to the distribution of uncertainties over the health

states.

6.2 Discussion

The framework described and demonstrated in the current chapter provides an

approach to risk-based decision-making in the context of SHM. Decision-making is

facilitated via the inclusion of aspects of PRA such as fault-tree modelling and risk,

thereby allowing for the comparison of actions and the identification of a strategy

that maximises expected utility.

Although a relatively simple case study - specifically a truss - is used for illustrative

purposes, the probabilistic risk-based framework may be extended straightforwardly

to many of the other structural types that exist in mechanical or civil infrastructure.

This approach is conditional on there being sufficient information available in the

SHM operational evaluation stage that health states of interest and key failure modes

may be identified and precisely defined with respect to the hierarchical representation

of the structure. Furthermore, the framework is not specific to the sensor and data

type used in the case study; in fact, for certain SHM applications, where information

of the dynamics is required, different sensors and data types will be a necessity.

The framework may be applied in such cases via the actions taken during the data

acquisition, feature extraction and statistical modelling stages of the risk-based SHM

paradigm.

Whilst the framework demonstrated addresses some of the problems surrounding

the SHM decision process, there remain a number of challenges. One challenge,

that has been widely acknowledged in the SHM community, is that data from

the damage states of interest for a structure are seldom available prior to the

implementation of an SHM system. This issue hinders the development of the

probabilistic classifiers on which the decision process is highly dependent, and a



64 6.2 Discussion

choice must be made regarding the approach to the statistical modelling (discussed

further in Chapters 8 and 9). One option is to take a model-driven approach [94],

that utilises outputs from physics-based models of the structure in its damage states

of interest to learn a classifier in a supervised manner, pre-implementation of the

SHM system. Subsequently, the classifier can be continuously updated and validated

with data obtained during the monitoring campaign. Alternatively, a semi-supervised

approach can be taken in which a clustering algorithm is applied to the data acquired

throughout the monitoring campaign. Clusters are attributed damage-state labels

via the incorporation of labelled data into the clustering algorithm with damage-state

labels for data points that may be obtained from inspection of the structure [95, 96].

The results presented here show that the performance of a probabilistic risk-based

decision algorithm is dependent on the available information regarding the health

state of the structure. As demonstrated, gains with regards to utility can be made in

the absence of high-accuracy classifiers, provided uncertainty is accounted for. This

result provides motivation for moving towards the use of true probabilistic classifiers

in the context of SHM, be they discriminative (such as relevance vector machines

(RVMs) [97]) or generative (such as GMMs [98]).

In addition to being dependent on the statistical classifier used, the optimality of

decisions is highly contingent on the appropriateness of the transition model used;

if the degradation of the structure is not accurately modelled, erroneous actions

may be taken. Facing a similar issue to the statistical modelling process, oftentimes,

data describing the transitions between the health states of interest are not held

a priori. Again, one is faced with the choice of taking a model-driven approach

involving the simulation of the degradation, or a data-driven approach that utilises

data obtained during the monitoring campaign. The development of data-driven

transition models, or validation of model-driven transition models is an awkward

problem. Due to the fact that one is performing interventions on the structure during

operation, information on transitions between health states is regularly censored,

meaning the quantities of data spanning all state transitions of interest required for

developing/validating transitions models may never be acquired, and particularly

troublesome for one-off/bespoke structures. This issue is revisited in Chapter 7.

To ensure the desired performance of the decision algorithm, a vital stage in the risk-

based framework is to assign utilities/costs to failure events and actions. Currently,

within the literature there is no general formalised approach to how these values

should be elicited, nor is there a consensus on how the risk preferences of an SHM
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decision-maker should be specified; should an agent be risk averse, risk neutral, or

risk seeking? The issue at hand is one of both a technical and ethical nature, and

whilst it will not be discussed in further detail in the current chapter, it is highlighted

to stimulate the conversations required for progress in the area of risk-informed

decision-making for SHM.

6.3 Summary

In summary, a probabilistic risk-based framework for structural health monitoring

was presented. Borrowing practices frequently used in probabilistic risk assessment –

such as the use of fault trees to model system failures – the framework facilitates

robust decision-making under uncertainty and provides advancements in the utility-

optimal operation and maintenance of structures. In Chapters 7 and 8, the role

played by two of the key sub-models underpinning the decision process will be

discussed in further detail; specifically, the health-state transition model and the

statistical classifier/observation model.



Chapter 7

Health-state Transition Models

As discussed previously, an agent tasked with making decisions regarding the opera-

tion and management of a structure may utilise health-state information inferred

via an SHM system to make better informed and more optimal decisions. However,

given solely information regarding the structural health state at the current instance

in time, the agent may only make well-informed decisions ad hoc. In order to make

well-informed decisions on policies that include preventative interventions, an agent

requires information about the future health states of the structure. This information

can be gained by developing transition models that forecast future health states

given the current health state, decidable actions, and operational and environmental

conditions.

The current chapter presents a methodology for determining a health-state transition

matrix for use in a probabilistic risk-based decision paradigm for the operation and

maintenance of structures as developed in [99], with particular focus on the modelling

of degradation. The methodology relies on utilising physics-based models in con-

junction with knowledge of anticipated operational conditions that may be obtained

during the operational evaluation stage of an SHM campaign. The methodology is

demonstrated using the four-bay truss study introduced in the previous chapter. Fi-

nally, the importance of health-state transition models within the risk-based decision

framework is discussed, and the notable challenges associated with their development

will be highlighted.

66
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7.1 Degradation Modelling: An Overview

Transition models for which the conditional decided action is ‘do nothing’ essentially

forecast the unchecked degradation of a structure.

Degradation models of differing complexities have been used within the field of

engineering for reliability assessment, maintenance planning and prognosis [100]. In

general, the models can be categorised in terms of a combination of the following

criteria; physics-based or data-based, deterministic or probabilistic, and continuous

state or discrete state. A commonly used degradation model is Paris’ law for

fatigue-crack growth, given by the following equation,

da

dN
= C(∆K)m (7.1)

where a is the crack length, N is the load cycle, ∆K is the stress intensity range and

C and m are constants. After a little thought, one can reason that equation (7.1) is

a deterministic, physics-based model of a continuous state. Different categories of

degradation model are applicable in different scenarios, depending on the context.

For example, in a situation where little is known of the underlying physics governing

the degradation, but data are readily available, one may opt for a data-based model.

Conversely, if the physics are known but data availability is low a physics-based

model may be more suitable. Whether continuous or discrete states are modelled

also depends on the nature of the application; considerations for this include the

required model fidelity and the computational cost/time. Without delving too far

into metaphysics, it is reasonable to assert that, in general, the future is inherently

uncertain. For this reason, with regard to the use of deterministic versus probabilistic

models, the latter have a distinct advantage, as they are capable of representing

uncertainty. Fortunately, many deterministic degradation models can be used to

obtain probabilistic outputs via methods such as sequential Monte Carlo sampling

[101].

In the context of SHM and decision-making, a variety of health-state transition

models have been employed. In [20], a probabilistic interpretation of Paris’ law

is used to develop a degradation model in a maintenance decision process for a

simulated wind turbine tower. In [21], a continuous health-state variable is given

nonlinear Gaussian transition models in a partially-observable Markov decision
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process (POMDP) based on a normalised unscented Kalman filter; this approach has

the property that there is a non-zero probability that the health-state transitions to a

less-damaged state, meaning that the structural degradation is not strictly monotonic.

In [9], qualitative data obtained from the inspection of miter gate components is

used to derive a health-state transition matrix for a Markovian decision process for

optimal maintenance decisions.

7.2 Transition Models in Risk-based SHM

The approach proposed in Chapter 5 and demonstrated in Chapter 6 facilitates

decision-making in the context of SHM by incorporating aspects of probabilistic

risk assessment into a probabilistic graphical model framework. An underlying

assumption of the decision framework presented previously, that facilitates the

modelling process, is that structures can be represented as a hierarchical combination

of discrete substructures/regions [99]. A consequence of this assumption is that the

health-states of interest are all represented as discrete random variables, hence, the

transition models required are matrices. For a given decided action a, and assuming

a finite number N of possible discrete global health states, the conditional probability

table P (Ht+1|Ht, dt = a) is given by an N ×N square matrix. In such a matrix, the

i, jth entry is the probability of transitioning from the ith to the jth health state and

i, j ∈ Z : 1 ≤ i, j ≤ N . Additionally, it is currently assumed that the Markov decision

process is time-homogeneous, i.e. P (Ht+1|Ht, dt = a) is invariant with respect to t.

This assumption implies that, given no intervention is made (dt = ‘do nothing’ ∀ t),
the future global structural health-state is forecast as,

P (Ht+n) = P (Ht) · P (Ht+1|Ht, dt = ‘do nothing’)n (7.2)

where n is the number of discrete time-slices forecast over, and P (Ht) and P (Ht+n)

are 1×N multinomial probability distributions over the global health-states at times

t and t+ n, respectively. For conciseness and clarity, the conditional dependence of

the transition process on environmental and operational conditions is omitted.
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7.3 Generating Transition Models

As with the established paradigm for conducting an SHM campaign (detailed in [1]),

the risk-based approach is formed of several distinct stages. The risk-based approach

consists of: operational evaluation, failure-mode modelling, decision modelling,

data acquisition, feature selection and statistical modelling. Most crucial to the

development of transition models is the operational evaluation stage. The current

section outlines the information that must be obtained for the development of

transition models, provides discussion around the quantification of the uncertainty

in operational conditions and offers an explanation of how the quantified uncertainty

may be used in conjunction with a physics-based model to develop transition models.

7.3.1 Operational Evaluation

As mentioned previously, the operational evaluation stage, for both the traditional

and probabilistic risk-based structural health monitoring paradigms, seeks to assess

the context in which a structural health monitoring campaign is to be conducted. It is

during this stage that the operational and environmental conditions for the structure

of interest are considered. Furthermore, failure modes of interest are determined and

key health-states of the structure identified.

For the development of transition models in the probabilistic risk-based approach,

during the operation evaluation stage, it is necessary to identify factors that will

influence the way in which the structure will degrade. Many of these factors may

be specific to the type of structure on which SHM is being conducted. Information

regarding the operational conditions that must be obtained includes the anticipated

forcing amplitudes, locations and temporal variations. These operational condi-

tions will influence the fatigue life of the structure. Environmental conditions are

also important to consider. Examples of important environmental factors include

operating temperatures and the presence/absence of water. The anticipated opera-

tional temperature ranges are important to consider as these potentially introduce

thermally-induced stresses in addition to other temperature effects on material prop-

erties such as fracture toughness. Furthermore, whether the structure will be in

the presence of water is a key factor as this may introduce structural degradation

mechanisms such as corrosion and erosion. An important consideration to make
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when considering operational and environmental conditions is that degradation mech-

anisms may interact with one another. A notable example of this effect occurring

is within the core of light-water nuclear reactors, where stainless steel structural

components experience accelerated brittle fracturing as a result of interplay between

multi-physical phenomena in a process known as irradiation-assisted stress corrosion

cracking (IASCC) [102].

With the operational and environmental conditions of the structure considered and

potential degradation mechanisms determined, the failure modes of interest for the

structure and critical substructures, components and joints can be identified. Subse-

quently, it is important to define damage for each critical substructure, component

and joint, i.e. the possible local health-states. As per the ‘classification’ stage of

Rytter’s hierarchy, different components/joints may be susceptible to different types

of damage, depending on factors such as materials and local operational and environ-

mental conditions. For example, composite components may experience delamination

whereas metallic components may experience fatigue cracking. For each component,

criteria for each of the relevant failure mechanisms should be specified.

Irrespective of the type of damage associated with each component/joint, it is

reasonable to assert that the discrete random variables corresponding to the local

health states will have a cardinality of at least two. In the most simple case, each

local health-state variable could possess states corresponding to ‘undamaged’ and

‘failed’, where the ‘failed’ state represents the component being unfit-for-purpose. In

some scenarios, it may also be desirable to consider extents of damage (as indicated

by Rytter’s hierarchy), and the functionality of the component/joint at varying

damage extents. Some components/joints may possess health states associated with

the presence of damage whilst continuing to function at their full, or partial capacity.

Although these states are not necessarily associated with any immediate risk with

regard to the failure of the global structure, they may still be important to consider

as they may increase the propensity for transitioning to other more advanced damage

states that do have high risk associated. An example of a component that may require

this consideration is a load-bearing structural member in which partial thickness

cracks may form.
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7.3.2 Handling Uncertainty

For most applications of structural health monitoring, perfect knowledge of the

operational and environmental conditions will not be available prior to the imple-

mentation of the system. It is for this reason that uncertainties should be considered

and quantified where possible. While there exists a number of methodologies for

the quantification of uncertainty, as discussed in Chapter 4, here, it is elected to

continue using probability theory for consistency with the probabilistic risk-based

decision framework.

For each of the key environmental and operation conditions, statistical distributions

quantifying the ranges, likely values and/or variance in the conditions should be

elicited from an expert judgement, and where possible, observed data. In a Bayesian

setting, these distributions may be updated as measurements are collected, and the

transition models re-estimated.

7.3.3 Generating Degradation Models

To generate the degradation transition models, physics-based models are used in the

approach proposed in the current chapter. For SHM applications, the advantage of a

physics-based model is that it can be used without prior data. A drawback of the

approach is that the physics-based model will be in an unvalidated state. Nonetheless,

in many ways, this is a natural approach as, prior to the implementation of an SHM

system, the physics-based model can simply be considered as an informative prior.

Updating and validation of transition models are discussed later in the current

chapter.

The purpose of the model is to simulate the structure and specifically its critical

components in each of the global health-states and under specified operational and

environmental conditions. The simulated structure can then be evaluated with respect

to the failure criteria identified in the operational evaluation stage, to determine

whether state transitions occur.

With respect to modelling the degradation of a structure, the purpose of the physics-

based model is to determine a distribution over the quantities of interest in which the

failure criteria are specified, conditioned on the uncertain operational and environ-

mental conditions. In the case that the physics-based model employed is inherently
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stochastic (such as a probabilistic fracture mechanics model), this conditional distri-

bution may be determined analytically. In the case that the physics-based model

employed is deterministic (such as a finite-element model), this distribution may be

determined by applying sampling methods to the probability distributions for the

operational and environmental conditions, and querying the physics-based model

accordingly.

Once a distribution over the quantities of interest has been determined, a distribution

over local failure events can be produced by considering the logical operations defining

the failure criteria. Again, this distribution is conditioned on the operational and

environmental conditions. This conditional distribution over local failure events can

then be mapped into transitions in the global health state by utilising the definition

of H as a vector containing the local health-states of the critical components, joints,

and substructures.

At this stage, it is necessary to marginalise out the variable operational and envi-

ronmental conditions to obtain the distribution P (Ht+1|Ht, d = 0). Additionally,

to ensure a valid probability distribution is produced, normalisation should be

conducted.

7.3.4 Generating Intervention Models

In addition to degradation models, transition models must include probability dis-

tributions specifying how structural health-states transition given each possible

intervention in the decision space, i.e. P (Ht+1|Ht, d ≠ 0). Naturally, developing

transition models for specific actions (such as repairs) is a problem that is highly

dependent on the context.

In many respects, the simplest intervention one can make to a structure is replacement

of a component or components. For such interventions, it can be assumed that the

replaced components return to an undamaged condition with high probability.

More nuanced interventions, such as repairs, are more challenging to model for

reasons discussed in Section 7.4.2. In general, it can be assumed that maintenance

interventions improve the health-state of a structure, though this is not necessarily

always the case as it is possible an intervention may inadvertently compromise struc-

tural integrity. As with the degradation model, it is important that the intervention
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models within the transition model reflect the uncertainties surrounding the outcomes.

When modelling the effects of interventions on structural health, it is important

to consider causality. Generally, it is desirable to know that a given intervention

causes a change in the structural health, or operational, states, rather than simply

being correlated with the change. If only a correlation is known, then it is feasible

that an intervention may in fact be ineffective, with the effect being explained by

confounding variables1. For this reason, it may be necessary to learn probabilistic

health-state transition models via causal inference techniques to precisely determine

the effects of interventions [103, 104].

7.3.5 Case Study: Truss

To demonstrate how probability distributions quantifying uncertainty in operational

conditions may be used in conjunction with a physics-based model to generate a

transition model for a risk-based SHM decision process, the methodology was applied

to the four-bay truss case study introduced in Chapter 6, and shown in Figure 6.1.

For illustrative purposes, fictitious operational conditions were assumed.

To avoid obfuscating the development of the transition model, it was elected to ignore

the failure of joints and the horizontal and vertical members and again focus on the

failures of the cross-members. Denoting the local health states of the eight cross-

members as hm9 to hm16, the global health state of the structure can be expressed as

the vector H = {hm9, . . . , hm16}. Additionally, for the purposes of demonstration,

binary health-states for each of the eight cross-members were considered resulting in

256 possible global health states. Once again, a convenient referencing scheme for

the global health-states is adopted where H is given a superscript of the decimal

number represented by the 8-bit binary number (with ascending powers of two

from left to right) specified by the vector H, i.e. the undamaged health state

H = {0, 0, 0, 0, 0, 0, 0, 0} is denoted as H0, and the health-state corresponding to

the failure of the cross-members in the first bay H = {1, 0, 0, 0, 1, 0, 0, 0} is denoted
as H17.

Finally, a binary decision d was considered for the structure, with possible courses of

action ‘do nothing’ and ‘perform maintenance’; for conciseness, these actions will be

denoted with d = 0 and d = 1, respectively. In this case study, it is assumed that the

1Here, confounding variables refers to a variable that influences both an independent and
dependent variable.
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‘perform maintenance’ action is equivalent to the replacement of all cross-members

with the structure consequently returned to its undamaged state.

7.3.6 Operational Conditions

Operational conditions were assumed for the structure such that the stress experienced

in cross-members has a degree of stochasticity. Specifically, it was assumed that there

would be uncertainty in both the load and the location that the load is applied to

the structure at each time step. In addition to the variable load, a constant preload

of 5 kg was applied to the structure at point P.

The magnitude of the load w was assumed to vary in accordance with the discrete

uniform distribution,

w ∼ DU(0, wmax;n) (7.3)

where wmax was determined such that P (H0
t+1|H0

t , dt = 0) = 0.8 and each load

magnitude had probability of P (w) = 1
n
with n = 100.

The position of the load was also assumed to vary according to a discrete uniform

distribution over eight candidate locations labelled L1 to L8 in Figure 6.1. This

distribution may be formalised as:

L ∼ DU(1, 8) (7.4)

Hence, the operational conditions can be summarised as a vector co = {w,L}. In
total, 800 possible operational conditions were considered.

7.3.7 Failure Criteria

For each cross-member, three modes of failure were considered; yielding under tension,

buckling under compression, and supercritical crack growth.

A cross-member was considered to have failed by yielding, if the tensile stress in the

member exceeded the ultimate tensile stress of aluminium, where σUTS = 300 MPa.
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The event of a cross-member mi failing via yielding is denoted as Yi.

A cross-member was considered to have failed by buckling when the compressive

stress within a member exceeded the buckling stress σb. The critical buckling stress

for a slender beam is given by the following equation [105],

σb =
π2EI

A(KL)2
(7.5)

where E is the Young’s modulus, I is the cross-sectional second moment of area,

A is the cross-sectional area, K is the effective length factor and is dependent on

the boundary conditions, and L is the length of the member. As the truss was

constructed in a way that allows in-plane rotation at the ends of each member, a

pinned-pinned boundary condition was assumed, resulting in an effective length

factor of K = 1. Taking the Young’s modulus of aluminium to be E = 70 GPa, the

critical buckling stress was found to be a compressive stress of σb = 270 MPa. The

event of a cross-member mi failing via buckling is denoted as Bi.

The final failure method considered for the cross-members was supercritical crack

growth. For this failure mechanism, it was assumed that each member possessed a

crack in the centre across the entire width of the member and at the midpoint along

the length with probability 0.1. The size of the crack in meters was assumed to be

continuous uniformly distributed according to,

2a ∼ U(0, b) (7.6)

where 2a is the crack size and b = 0.0125 is the half width of the cross-members.

Assuming the cross-members can be modelled as a finite plate and with plane strain

conditions, the mode I stress intensity factor KI for a cracked member can be given

by the following equation [106],

KI = Gσ
√
πa (7.7)

where σ is the applied stress, and G is a geometric factor given by,
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G =
1− a

2b
+ 0.326(a

b
)2√

1− a
b

(7.8)

A cracked cross-member was considered to have failed when the stress intensity

factor exceeded the critical stress intensity factor Kc. For the aluminium members,

it was taken that Kc = 24 MPa ·m 1
2 . The event of a cross-member mi failing via

supercritical cracking is denoted as Ci.

The initial variable structural conditions can be summarised in a vector cs =

{2a9, . . . , 2a16}, where 2ai is the crack length present in cross-member mi. Here, it

should be noted that the cs is considered independently of H .

7.3.8 Transition Modelling

As previously mentioned, the truss finite element model was used. The finite element

model was validated with a set of strain measurements taken from the physical truss

in its undamaged condition.

A wrapper function was produced to iterate over the global health states Ht. Ad-

ditionally, the function was used to generate random samples c∗ from the proba-

bility distributions specifying the uncertain operational and structural conditions

c = {co, cs}. Afterwards, the function queried the finite element model to obtain the

stresses in the cross-members for the given global health-state and a random sample

of operational and structural conditions.

Asserting d = 0, for an initial global health-state Ht and a randomly-sampled set

of conditions c∗, a health-state transition was defined as Ht+1 = Ht + δH where

δH = {δhm9, . . . , δhm16} is an 8-bit binary vector and,

δhmi = 1[(Yi ∨Bi ∨ Ci)|Ht, d = 0, c∗] (7.9)

where 1 denotes the indicator function and ∨ denotes the inclusive-or logical operator.

Here, equation (7.9) corresponds to evaluating cross-member failures with respect to

the previously-discussed criteria for yielding, buckling and cracking. Subsequently,

the conditional probability of transitioning from H i
t to Hj

t+1 given c∗ was specified

such that,
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Figure 7.1: A heatmap showing the transition matrix P (Ht+1|Ht, d = 0).

P (Hj
t+1|H i

t , d = 0, c∗) =

1 if δH = Hj
t+1 −H i

t

0 otherwise.
(7.10)

To populate the transition matrix P (Ht+1|Ht, d = 0), the variability in the conditions

c must be marginalised out and the distribution normalised; this was achieved by

calculating the i, jth entry of the transition matrix as,

P (Hj
t+1|H i

t , d = 0) =

∑Ns

1 P (Hj
t+1|H i

t , d = 0, c∗)

Ns

(7.11)

where Ns is the number of queries of the finite-element model per Ht.

The transition model for the action corresponding to ‘do nothing’ was estimated with

the described procedure using Ns = 104. The heatmap of the resulting transition

matrix P (Ht+1|Ht, d = 0) is shown in Figure 7.1. A dominant lighter colour line

can be seen along the diagonal in Figure 7.1; this indicates that the structure has a

tendency to remain in the same health-state over a single time-step. Furthermore,

it can be seen that the elements in the lower-right triangle of the graph (which



78 7.3 Generating Transition Models

Figure 7.2: A heatmap showing the log probability of the transition matrix with an
offset, log10(P (Ht+1|Ht, d = 0) + 0.01).

corresponds to the lower-left triangle of the transition matrix) consists entirely

of zero elements; a result of the implicit constraint imposed through Equations

(7.9) and (7.10) that the structure monotonically degrades. Taking the log10 of the

conditional probability distribution (with an offset of +0.01 so that zero elements

may be plotted with finite values) reveals further structure in the transition matrix

as lower probability transitions are made more visible, as can be seen in Figure 7.2.

Figure 7.2 shows that the transition matrix has fractal pattern akin to the Sierpiński

triangle. Because the global health-state is represented as an 8-bit binary vector,

the set of all allowable transitions assuming only monotonic degradation (i.e. once a

bit is ‘turned on’, it cannot be ‘turned off’), form a Sierpiński triangle [107]. The

possible transitions shown in Figure 7.2 are a subset of the Sierpiński triangle with

some elements missing because of physical effects disallowing some transitions; for

example, if the truss were to collapse because of the failure of the first bay, then the

members in the other bays would no longer be able to fail as the structure would

cease to support the load.

For completeness, the transition matrix for the ‘perform maintenance’ action

P (Ht+1|Ht, d = 1), was specified by making the assumption that the replacement of
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all cross-members returns the structure to the undamaged health states, as shown

by the following function:

P (Hj
t+1|Ht, d = 1) =

1 for j = 0

0 otherwise.
(7.12)

The current section has demonstrated a methodology for developing a health-state

transition model for a structure by means of a case study. The next steps would be

to evaluate and test the transition model, though this is omitted here as it is outside

the scope of the current chapter.

7.4 Discussion

The current sections aims to highlight and discuss the importance of health-state

transition models in the context of risk-based decision-making for SHM and for the

specific problem of prognosis. Additionally, discussion will be made around the

challenges associated with the development of the transition models.

7.4.1 Importance of Transition Models

In general, when it comes to decision-making, possessing information or beliefs

regarding future events/states is crucial. This statement becomes most apparent

when taking this notion ad extremum. At one extreme, if one possesses no information

or belief regarding future events/states, then there is no reason for one to expect

that any single course of action is better than any other. At the other end, if one

somehow becomes clairvoyant and possesses perfect information regarding future

events/states, then it follows that one would be able to make perfect decisions such

that maximum rewards may be reaped.

As it happens, almost all decision problems, including those pertaining to SHM, fall

somewhere between these two extremes, where belief and partial knowledge regarding

future events/states is possessed. Nonetheless, in the context of SHM, increased

expected utility gain provides a strong argument for striving towards improved

knowledge regarding future health states by the development of transition models.
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In addition to allowing closer-to-optimal decisions to be made within the risk-based

framework, a good transition model allows for a pseudo-prognosis for the structure

to be made by utilising equation (7.2). By propagating the belief in the current

health-state forward in time according to equation (7.2), and by evaluating the risk

of failure associated with the predicted distribution over future health-states, at each

time step until the risk exceeds the cost of one of the candidate courses of action,

one can obtain an estimate for the anticipated number of time-steps until an action

should be taken. Whilst this result is not as powerful as a true-prognosis that yields

remaining useful life, this information is still beneficial, as it provides the expected

time available to execute a course of action.

7.4.2 Challenges

There are numerous challenges associated with the development of transition models.

A primary challenge pertains to the validation of transition models. For many

applications of SHM, the monitoring campaign will be for a newly-built structure

from which data are yet to be acquired at the time that the transition model must be

developed. Without any observed state transitions to validate the model, one must

rely solely on prior knowledge of the underlying physics that govern the degradation.

One possible option is to independently validate the physics-based models used to

develop the transition model via hybrid testing [108, 109], or performing experiments

on individual components or substructures. Alternatively, in situations where an

SHM system is being retrofitted to an existing structure, there may be data from

historical inspections detailing health-state transitions that may be used to validate

the degradation model. Finally, it is worth reiterating here that the transition model

should be updated using data obtained throughout the monitoring campaign; a

Bayesian approach for achieving this is demonstrated in [110].

The issue of validation is further complicated if the structure of interest is unique.

For such a structure, even in a scenario where one is able to update the transition

model with observed state transitions, it is possible, and in many cases likely, that

only a small subset of the total possible state transitions will be observed throughout

the operational lifetime; thereby leaving potentially large portions of the transition

model without validation. In the context of population-based SHM [111–113], a

single transition model may be applied to all members of a fleet of homogeneous
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structures and also updated with state transitions observed from each instance of

the structure. This idea is discussed further in Chapter 10.

Another challenge is the cost, both in terms of money and time, associated with the

development of transition models. The development cost of a transition model will

depend highly on the complexity of the structure for which a model is being developed,

and the range of operational and environmental conditions that must be considered.

For complex structures, the high-fidelity models capable of the multi-physics that

may be required to simulate all the necessary failure mechanisms to develop a

transition model are expensive and time-consuming to develop, often requiring teams

of highly-skilled engineers. The financial argument for the development of such

models should be constructed and evaluated during the operational evaluation stage

of the SHM process, taking into account whether the structure is of high-value, or

safety-critical.

The computational cost of the development and implementation of the transitional

model should also be considered. During the development of the transition model,

it is possible that a physics-based model is queried numerous times. For complex

structures, and high-fidelity models, these simulations require large computing times.

As the number of influential operating and environmental conditions increases, the

number of samples required to adequately cover the input space will also increase.

Taking this factor into account, with the possibility that high-fidelity physics-based

simulations may need to be queried many many times, the calculation of the transition

models may have prohibitively-long computation times. A possible solution to this

issue would be to use a surrogate model, where an interpolation function that is

relatively cheap to query is trained on a subset of the outputs of the comparatively-

expensive physics-based model [114].

Finally, a challenge pertaining to maintenance action transition models is left as an

open topic for research and discussion. In a few (limited) cases, such as when repair

corresponds to replacement of all failed components (as is assumed for the case study

in the current chapter), it may be reasonable to assert that the structure returns

to its original undamaged case. However, in general, for less extreme and more

realistic approaches to structural repair, this does not hold. In fact, it is possible that

the state to which the structure transitions was not considered during the original

development of the transition model; in other words, an undamaged original structure

may behave in substantially different manner to an undamaged repaired structure

[115]. Here, the challenge lies with determining reasonable assumptions that allow
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one to avoid redeveloping the transition model after every intervention, or to conceive

of methods for adapting the health states considered within the risk-based decision

framework.

7.5 Summary

The aim of the current chapter has been to present a general methodology for

developing structural health-state transition models for use in a probabilistic risk-

based decision framework for SHM. Using a four-bay truss for a case study, a

degradation model in the form of a probabilistic transition matrix was developed

by considering uncertain operational conditions in conjunction with a physics-based

model. Finally, discussions were made focussing on the challenges with developing

health-state transition models, but also on the importance of the models for both

the risk-based decision framework, and their application to the problem of prognosis

in SHM.



Chapter 8

Statistical Classifiers for

Decision-making

As discussed in Chapters 5 and 6, one can approach decision-making in SHM by

adopting a probabilistic risk-based framework [99], in which failure events and

decidable actions - like maintenance - are assigned costs and utilities, respectively.

Decisions are made so as to maximise expected utility gain or minimise expected

utility loss. In accordance with [1], the framework presented in Chapter 5 utilises a

statistical pattern recognition (SPR) approach to damage detection and localisation

in the inference of structural health states. The current chapter examines the role

of statistical classifiers within SHM decision processes and proposes a risk-based

active-learning algorithm for the development of classifiers with explicit consideration

for decision-making performance.

8.1 Statistical Classifiers for SHM

A critical challenge associated with the learning of statistical classifiers when adopting

an SPR approach to SHM, is a lack of labelled data corresponding to health-states of

interest. This challenge arises in SHM, and high-value engineering asset management

in general, as obtaining such a comprehensive dataset would require expensive testing

programmes that would involve deliberately damaging the asset. This lack of labelled

83
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data severely limits the use of supervised learning in SHM applications1. While

unsupervised methods may be used to find statistical patterns within data, such

patterns are of limited use in decision-support, because of the lack of contextual

information that would be provided by data labels. Several methods have been

investigated as a means to overcome this challenge, including the use of physics-based

models [116] and transfer learning [113, 117]. An alternative approach, that also

enables the online development of classifiers, is active learning. An active-learning

framework for SHM has been developed in [95], in which probabilistic classifiers

direct the acquisition of new labelled data according to an uncertainty measure, given

the current model. Within the active-learning framework for SHM, newly-acquired

labelled data correspond to diagnostic information provided by an engineer, following

an inspection of a structure. While this formulation provides a principled methodology

for allocating inspection resources in a manner that optimises classification accuracy,

in some scenarios it may be desirable/utility-optimal to consider the active learning

of a classifier with respect to the context in which the classifier is being applied;

supporting O&M decision-making.

Active learning has seen limited use in health and performance monitoring applica-

tions. A study applying active-learning methods to a generative model for predicting

machining tool-wear is presented in [118]. Artificial neural networks with active

sampling have been utilised for an image classification task to detect defects in civil

structures [119]. In [120], a Bayesian convolutional neural network incorporating

entropy-based active sampling is proposed as an approach for monitoring tools.

Additionally, a particle filter-based damage progression model is aided by actively

selected data in [121]. Previously, applications of active learning to SHM have all

adopted an information-theoretic perspective. The novelty of the work presented in

the current chapter lies with the formulation of the active-learning process from a

decision-theoretic perspective. This novelty is achieved by applying active learning

in the context of probabilistic risk-based SHM and considering the expected value of

perfect information (EVPI) with respect to a maintenance decision process.

1In some cases, when it can be assumed that a structure is undamaged initially, novelty detectors
can be constructed in a supervised manner.
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8.2 Machine Learning Paradigms

8.2.1 Supervised and unsupervised learning for SHM

In taking a data-based statistical pattern recognition approach to SHM, one employs

machine-learning tools to learn patterns in data acquired from structures in order to

infer information about structural health states such as the presence, location, and

type of damage. For classification in general, the ith measured data point xi ∈ X can

be categorised according to a descriptive label yi ∈ Y where yi corresponds to the

ground truth of the classification problem. For SHM, observations xi correspond to

features extracted from the raw data acquired from a structure via signal processing,

and the descriptive labels yi relate to structural health-state information.

As aforementioned, probabilistic classifiers are desirable in SHM. For probabilistic

classifiers, the features xi are defined as random vectors existing in a D-dimensional

feature space X ∈ RD. Additionally, the descriptive labels yi are defined by a discrete

random variable such that yi ∈ Y = {1, . . . , K}, where Y is the label space and K is

the number of classes required to uniquely identify the structural health states of

interest.

Traditionally in SHM, classifiers are learned using one of two frameworks; supervised

or unsupervised learning [81].

For a supervised classifier f , a mapping between the feature space and the label space

is learned, i.e. f : X → Y . Supervised learning requires a fully-labelled training-set

Dl such that [122],

Dl = {(xi, yi)|xi ∈ X , yi ∈ Y}ni=1 (8.1)

for n collected data points. In the context of SHM, a fully-labelled training-set is

often prohibitively expensive to obtain, or otherwise unavailable.

Conversely, unsupervised-learning techniques (e.g. k-means clustering [123]) may be

applied when only unlabelled data are available and the training-set Du is of the

form,
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Du = {xi|xi ∈ X}mi=1 (8.2)

for m collected data points. The issue with unsupervised techniques is that, without

label information corresponding to the structural health conditions, the models

learned are of limited usefulness for decision-making. This drawback arises as there

is no context associated with the model and thus a related decision process cannot be

specified. For a more in-depth discussion of the use of supervised and unsupervised

learning in SHM, the reader is directed to [95].

8.2.2 Active Learning for SHM

Active learning is a form of partially-supervised learning [122]. Partially-supervised

learning algorithms are characterised by their use of both labelled and unlabelled

data, such that the dataset is,

D = Dl ∪ Du (8.3)

Active-learning algorithms automatically query unlabelled data in Du to obtain

labels allowing the labelled dataset Dl to be extended. A generalised active learning

heuristic is presented in Figure 8.1.

Provide
unlabelled
input data

Establish
which

data are
the most

informative

Provide
labels for
these data

Train a
classifier
on this
informed
subset

Figure 8.1: The general active-learning heuristic from [95].

The probabilistic active-learning framework for SHM developed in [95] details an

approach built around a supervised probabilistic mixture model, trained and retrained

on Dl as it is extended via the active querying process. The approach presented in [95]

uses measures of uncertainty to guide querying of incipient data points; specifically,

preferentially obtaining labels for data points that have high entropy (information)

[124], or low likelihood, given the current model.
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Provide
unlabelled
input data

Establish
which

data have
highest

value of in-
formation

Provide
labels for
these data

Train a
classifier
on this
informed
subset

Figure 8.2: The general risk-based active learning heuristic.

After some thought, one can realise that the active-learning approach overcomes

several of the challenges associated with supervised and unsupervised learning in

SHM, as decision-making may be facilitated by the acquisition of class labels, whilst

limiting the expenditure necessary to obtain them.

8.3 Risk-based Active Learning

The current chapter proposes a variation on the active-learning framework presented

in [95] where, instead of using uncertainty measures to guide querying of data points

according to their information or likelihood, incipient data are queried according

to the expected value of perfect information with respect to the decision process,

modelled using the risk-based SHM framework, in which the classifier is being applied.

A generalised framework for risk-based active learning is presented in Figure 8.2.

8.3.1 Classifier Initiation

To begin the risk-based active learning process, one must initiate the classifier to

be learned. Typically, this initialisation is done in a supervised manner with the

available labelled data Dl. In the case that there are no available labelled data, i.e.

Dl = ∅, and one has opted for a Bayesian learning approach, the classifier may be

initiated using only the prior distribution.

Here, it is worth noting that the risk-based approach to active learning assumes

that the number of classes (health states of interest) to be targeted by the model is

known a priori. Within an uncertainty-based approach to active learning, one can

infer the number of classes from data [95]. In contrast, for the risk-based approach

to active learning, it is required that the classes targeted by the classifier correspond
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to those represented in the decision process. The prescription of the target classes

limits the flexibility of the classifier, while also facilitating the computation of value

of information.

8.3.2 Value of Information

The expected value of perfect information (EVPI) is often understood as the price

that a decision-maker should be willing to pay in order to gain access to perfect

information regarding an otherwise uncertain or unknown state. More formally,

EVPI can be defined as [73],

EVPI(d|X) := MEU(IX→d)−MEU(I) (8.4)

where EVPI(d|X) is the expected value of observing (with perfect information) a

variable X before making a decision d, I corresponds to an original influence diagram

for a decision process involving a decision node d and a random variable node X,

and IX→d corresponds to a modified influence diagram incorporating an additional

edge from X to d. The MEU for the decision process modelled by I is as follows,

MEU(I) = max
d

∑
y∈Y

P (y|d) · U(y, d) (8.5)

where Y is the subset of random variables in I with utility functions specified by U .

The EVPI has the important characteristic that it is strictly non-negative (when

disregarding the cost of making the additional observation), i.e. EVPI(d|X) ≥ 0. This

proposition can be realised by considering the conditional probability distributions

over which the expected utility is optimised; the conditional probability distributions

defined by the influence diagram I are a subset of those defined by IX→d. Furthermore,

EVPI(d|X) = 0 if, and only if, the optimal policy for d in I remains optimal for d in

IX→d; put simply, information has non-zero value when its possession results in a

policy change.

In the context of an SHM decision process, the expected value of inspection can

be represented as EVPI(dt|Ht), where the influence diagram I corresponds to the

decision process where the health state of the structure is inferred only via the
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observation of discriminative features with use of the statistical classifier. The

modified influence diagram includes an additional edge from Ht to dt indicating the

inspection of the structure within the discrete time-slice t. The modified influence

diagram IHt→dt is shown in Figure 8.3. In Figure 8.3, the edge highlighted in red

denotes inspection, thus is not present in the original influence diagram I. For the
computation of the EVPI, it is assumed that inspection of the structure returns the

ground-truth health state at the current time.

UFt

FS

hs2hs1

hc3 hc4hc1 hc2

UFt+1

F ′
t+1

Ht Ht+1

νt

dt

Udt

H Global health state

hc Component health state

hs Substructure health state

FS Failure state

ν Observed features

d Decision

U Utility

Figure 8.3: A modified influence diagram IHt→dt . The additional edge, not present
in I, is shown in red.
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start:
initial training-set, Dl

train model
p(ν,H|Dl)

new
data?

stop

update unla-
belled set, Du

new
observa-
tion, νt

predict
p(Ht|νt,Dl)

compute
EVPI(dt|Ht)

EVPI >
Cins?

query health-state
information for νt

Ht pro-
vided via
inspec-
tion by
engineer

update Dl to include
new queried labels

no

yes

yes

no

Figure 8.4: Flow chart to illustrate the risk-based active learning process for classifier
development and inspection scheduling.

An example calculation of EVPI is provided in Section 8.4.3.

8.3.3 Inspection Scheduling

The EVPI of an unlabelled data point provides a convenient measure for determining

whether a structure warrants inspection; if the EVPI for a data point νt exceeds

the cost of inspection Cins, the structure should be inspected prior to dt and the

corresponding health-state label for Ht obtained. Subsequently, (νt,Ht) can be

incorporated into Dl and the classifier retrained. The risk-based active-learning

process for inspection scheduling and the development of statistical classifiers for

risk-based SHM is shown in Figure 8.4.

8.3.4 Assessing Performance

Typically, classifier performance is evaluated using measures of classification accuracy

– a popular choice being the f1-score. As the focus of this chapter is the development

of classifiers in the context of decision-making, classification accuracy is of secondary
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concern. Rather here, the ‘decision accuracy’ metric introduced in Chapter 6 is

adopted for evaluating the more salient measure of decision-making performance.

By virtue of its similarities with classification accuracy, decision accuracy provides a

simple and intuitive metric to assess decision-making performance and is therefore

deemed appropriate for the current thesis. However, it is worth acknowledging here

a limitation of ‘decision accuracy’ as a measure of performance. In the same way

that classification accuracy weights false-positives (type-I errors) and false-negatives

(type-II errors) equally, decision accuracy considers the decision-making equivalents

to be of equal concern. Naturally, in many SHM applications, one may prefer

unnecessary action over neglectful inaction so as to avoid catastrophic structural

failures. To account for such nuances, one may opt to use a utility-based metric [125],

or a weighted receiver operating characteristic (ROC) [126]. Additionally, these types

of performance metric can also be extended to problems with non-binary decision

domains and can reflect the relative preferability of candidate actions within such

domains.

8.4 Numerical Example

To demonstrate risk-based active learning for SHM in a visual manner, the framework

was applied to a representative numerical case study. Consider a structure S with

four distinct health states of interest H ∈ {1, 2, 3, 4}:

� State 1 corresponds to the structure being undamaged and fully functional.

� State 2 corresponds to the structure possessing minor damage whilst being

fully functional.

� State 3 corresponds to the structure possessing significant damage whilst

operating at a reduced operational capacity.

� State 4 corresponds to the structure possessing critical damage and being

non-operational, i.e. failed.
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8.4.1 Decision Process

One can consider a decision process for the structure S, in which an agent at time t

is tasked with making a decision dt, such that some degree of operational capacity is

maintained and the structure is not in the failed state at time t+ 1. The influence

diagram for such a decision process is shown in Figure 8.5.

UHt+1

Ht+1Ht

νt

dt

Udt

Figure 8.5: An influence diagram representation of the decision process associated
with structure S.

Here, the decision dt is a binary choice where, dt = 0 corresponds to ‘do nothing’

and dt = 1 corresponds to ‘perform maintenance’. The utilities associated with dt

are specified by the utility function U(dt) and are shown in Table 8.1. It is assumed

that the ‘do nothing’ action has no utility associated with it, whereas the ‘perform

maintenance’ action has negative utility relating to the expenditure associated with

material and labour costs for structural maintenance. In practice, the specification

of utility functions is non-trivial; however, may be achieved via expert elicitation

during the operational evaluation stages of an SHM campaign. The elicitation of

utility functions is an active area of research [89] but is beyond the scope of the

current thesis. Hence, for the purposes of the current case study, the relative values

of utilities are selected to be somewhat representative of the SHM context.
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Table 8.1: The utility function U(dt) where d = 0 and d = 1 denote the ‘do nothing’
and ‘perform maintenance’ actions, respectively.

dt 0 1

U(dt) 0 −30

For the ‘do nothing’ action dt = 0, it is assumed that the structure monotonically

degrades, with a propensity to remain in its current health state. This assumption is

reflected in the CPD P (Ht+1|Ht, dt = 0) shown in Table 8.2.

Table 8.2: The conditional probability table P (Ht+1|Ht, dt) for dt = 0.

Ht+1

1 2 3 4

Ht

1 0.8 0.18 0.015 0.005
2 0 0.8 0.15 0.05
3 0 0 0.8 0.2
4 0 0 0 1

For the ‘perform maintenance’ action dt = 1, it is assumed that the structure

is returned to its undamaged health state with probability 0.99 and remains in

its current state with probability 0.01. The conditional probability distribution

P (Ht+1|Ht, dt = 0) is shown in Table 8.3.

Table 8.3: The conditional probability table P (Ht+1|Ht, dt) for dt = 1.

Ht+1

1 2 3 4

Ht

1 1 0 0 0
2 0.99 0.01 0 0
3 0.99 0 0.01 0
4 0.99 0 0 0.01

For brevity, within the current decision process it is assumed that utilities may be

attributed directly to the future health state Ht+1 of the structure without the need

for modelling a specific failure mode. The utility function used for the current case

study was specified so as to reflect the relative utility values that may be expected

in a typical SHM application. The utility function U(Ht+1) is given in Table 8.4.

Here, States 1 and 2, in which the structure S is fully functional, are assigned

some positive utility; State 3 in which the structure is functional but with reduced

capacity is assigned a lesser positive utility; and State 4, for which the structure is
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non-operational, is assigned a relatively-large negative utility to reflect the loss of

functionality and some additional severe consequence associated with the failure, e.g.

risk to human life.

Table 8.4: The utility function U(Ht+1).

Ht+1 1 2 3 4

U(Ht+1) 10 10 5 −75

Finally, it is also assumed that the health state Ht may be inferred via the use of a

statistical classifier by observing a set of discriminative features νt = {ν1t , ν2t }. The
ground-truth health state at time t may be obtained via inspection at the cost of

Cins = 7.

8.4.2 Statistical Classifier

While the risk-based active learning algorithm is not restricted to any particular

type of classifier, the statistical model employed for the current case study is one

similar to that used in [95] - a mixture of four multivariate Gaussian distributions

learned in a supervised manner from the initial labelled dataset Dl. Each Gaussian

component defines a generative model for the discriminative features νt, given each

of four possible health states of interest in the domain of Ht,

p(νt|Ht = k) = N (µk,Σk) (8.6)

where µk and Σk are parameters of the multivariate Gaussian distribution corre-

sponding to the mean and covariance, respectively. In addition to the mean and

covariance parameters of the Gaussian components, the mixture model requires

specification of p(Ht); it is assumed that,

Ht ∼ Cat(λ) (8.7)

where the categorical distribution is parametrised by a set of mixing proportions

λ = {λ1, λ2, λ3, λ4} such that,
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P (Ht = k) = λk (8.8)

and,

4∑
k=1

P (Ht = k) =
4∑

k=1

λk = 1 (8.9)

The parameters of the Gaussian mixture model that describe the generative statistical

distribution p(Ht,νt) can be summarised as,

Θ = {(µ1,Σ1, λ1), . . . , (µ4,Σ4, λ4)} (8.10)

In order to learn the parameters Θ from Dl in a manner that avoids over-fitting,

a Bayesian approach was adopted here. In this approach, the parameters Θ were

treated as random variables with a prior placed over them. For conjugacy with

the multivariate Gaussian distribution, a Normal-inverse-Wishart (NIW) prior was

chosen such that,

µk,Σk ∼ NIW(m0, κ0, v0, S0) (8.11)

where m0, κ0, v0 and S0 are hyperparameters of the probabilistic mixture model.

These hyperparameters can be interpreted in the following way [81]: m0 is the

prior mean for each class mean µk, and κ0 specifies the strength of the prior; S0

is proportional to the prior mean for each class covariance Σk, and v0 specifies the

strength of that prior. The hyperparameters were specified such that each class Ht

was initially represented as a zero-mean and unit-variance Gaussian distribution.

As a conjugate to the categorical distribution, a Dirichlet prior was placed over the

mixing proportions λ,

λ ∼ Dir(α) (8.12)

and
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p(λ) ∝
4∏

k=1

λαk−1
k (8.13)

where α = {α1, . . . , α4} are hyperparameters of the mixture model. The hyperpa-

rameters were specified such that the prior probability of each class in the mixture

model was 1
4
, i.e. each state is equally weighted.

Posterior estimates of the parameters may be calculated using the labelled dataset

Dl. As conjugate priors were used, updates of the parameters may be computed

analytically to obtain the posterior NIW distribution given by [64],

µk,Σk|Ht = k,Dl ∼ NIW(mn, κn, vn, Sn) (8.14)

where mn, κn, vn, Sn are the updated parameters and are computed as follows,

mn =
κ0

κ0 + nk

m0 +
nk

κ0 + nk

ν̄k (8.15)

κn = κ0 + nk (8.16)

vn = v0 + nk (8.17)

Sn = S0 + S + κ0m0m
⊤
0 − κnmnm

⊤
n (8.18)

where nk is the number of observations in Dl with label k, ν̄k is the sample mean

of observations with label k, and S is the empirical scatter matrix given by the

uncentered sum-of-squares for observations in class k, S =
∑

i∈Ik νiν
⊤
i where Ik is

the set of indices for observations with label k.

The posterior distribution of the mixing proportions λ remains Dirichlet, and is

given by [64],
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p(λ|Dl) ∝
4∏

k=1

λnk+αk−1
k (8.19)

To make class predictions for unlabelled data in Du, the posterior predictive dis-

tributions over the labels and observations can be obtained by marginalising out

the parameters of the model. The posterior predictive distribution for unlabelled

observations is obtained via the following marginalisation,

p(νt|Ht = k,Dl) =

∫ ∫
p(νt|µk,Σk)p(µk,Σk|Ht = k,Dl)dµkdΣk (8.20)

resulting in the Student-t distribution [81],

νt|Ht = k,Dl ∼ T (mn,
κn + 1

κn(vn −D + 1)
Sn, vn −D + 1) (8.21)

where mn, κn, vn, Sn are the updated hyperparameters and D is the dimensionality

of the feature space. Here, the first two parameters of the Student-t distribution

correspond to the mean and scale, respectively. The third parameter specifies the

degrees of freedom. The full functional form of the Student-t distribution can be

found in [81].

Similarly, the posterior predictive distribution over the labels is obtained via the

following marginalisation,

p(Ht|Dl) =

∫
p(Ht|λ)p(λ|Dl)dλ (8.22)

resulting in,

p(Ht = k|Dl) =
nk + αk

n+ α0

(8.23)

where n =
∑4

k=1 nk and α0 =
∑4

k=1 αk.

Finally, the predictive distribution for the class labels, given a new unlabelled

observation νt, can be obtained using the posterior predictive distribution and

applying Bayes’ rule [95],
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p(Ht = k|νt,Dl) =
p(νt|Ht = k,Dl)p(Ht = k|Dl)

p(νt|Dl)
(8.24)

In summary, a Gaussian mixture model was trained in a supervised Bayesian manner

on Dl and subsequently retrained as Dl was extended via the risk-based active

querying process. The classifier developed allows a probability distribution over

possible health states to be obtained following an observation of the discriminative

features.

8.4.3 Example EVPI Calculation

To further elucidate the risk-based active-learning approach, an illustrative calculation

of the EVPI is provided. This calculation is based upon the current case study as

presented in Section 8.4.

Consider Figure 8.5 as the influence diagram of the original decision process I. The
corresponding modified influence diagram IHt→dt is shown below in Figure 8.6.

UHt+1

Ht+1Ht

νt

dt

Udt

Figure 8.6: An influence diagram representation of the modified decision process
associated with structure S.
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With the EVPI given by equation (8.4), one must first calculate the MEU for the

decision process represented by I. The MEU for I is given by,

MEU(I) = max
dt

[∑
Ht

∑
Ht+1

P (Ht|νt)P (Ht+1|Ht, dt)U(Ht+1) + U(dt)
]

(8.25)

For the purposes of the demonstration, it will be assumed that the classifier presented

in Section 8.4.2 has predicted P (Ht|νt) = {0.4, 0.3, 0.2, 0.1}, otherwise, the remaining

conditional probability distributions and utility functions are as specified in Section

8.4. Employing equation (8.25), one can compute that MEU(I) = −4.4.

Next, one must calculate the MEU for the decision process represented by the

influence diagram IHt→dt . This is given by,

MEU(IHt→dt) =
∑
Ht

max
dt

[ ∑
Ht+1

P (Ht|νt)P (Ht+1|Ht, dt)U(Ht+1) + U(dt)
]

(8.26)

Applying equation (8.26) and again taking P (Ht|νt) = {0.4, 0.3, 0.2, 0.1}, one deter-

mines MEU(IHt→dt) = 1.015.

Finally, the EVPI of observing Ht prior to making the decision dt, or the expected

value of inspecting the structure, can be trivially calculated with equation (8.4) to

be,

EVPI(dt|Ht) = 1.015−−4.4 = 5.415

As per the risk-based active-learning procedure outlined in Figure 8.4, calculated

values of EVPI, such as the one presented above, can be compared to Cins to determine

whether an inspection is necessary.

8.4.4 Results

The complete dataset associated with the structure S in its various health states of

interest Ht ∈ {1, 2, 3, 4} was comprised of 1997 data points and is shown in Figure 8.7.

The data were generated to be representative of typical changes in SHM feature
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spaces as a result of progressive damage. One half of the data were randomly selected

and set aside to form an independent test set, the remaining data were used to form

the dataset D.

Figure 8.7: The 2-dimensional feature space of the complete dataset.

A small (1.5%) random subset of D was annotated with the corresponding labels to

initialise Dl and the statistical classifier; it was ensured that at least one data point

from each of the four classes was included in Dl upon initialisation. The remaining

data Du were left unlabelled to be sequentially presented to the decision model in

the risk-based active-learning process. An example of an initial model learned from

Dl is shown in Figure 8.8 with data points in Dl circled.

It can be seen from Figure 8.8 that, in general, the initial model fits the data poorly

as a result of insufficient data. The best fitted Gaussian component of the mixture

model is for Ht = 2; this is to be expected, since this cluster lies close to the zero-mean

of the prior distribution. The EVPI across the feature space given the initial model

is shown in Figure 8.9.
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Figure 8.8: An initial statistical classifier p(νt, Ht,Θ) learned from the original
labelled dataset Dl; maximum a posteriori (MAP) estimate of the mean (+) and
covariance (ellipses represent 2σ).

Figure 8.9: The EVPI over the two-dimensional feature space, given the initial model
shown in Figure 8.8.
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Figure 8.9 shows the regions of high and low value of information. At this stage,

it is worth reminding oneself that the expected value of information arises when

obtaining information results in a change in policy; areas of high EVPI correspond to

regions in the feature space where there is classification uncertainty in the vicinity of

decision boundaries given the current model. Bearing this in mind, one can justify the

observation that the feature space around the learned Gaussian component for Class

1 (corresponding to the structure being undamaged) has low EVPI. Additionally, the

region of the feature space in the overlap between the learned Gaussian distributions

for Class 1 and Class 2 (minor damage), where there is uncertainty between the

two classes, has low EVPI, as the optimal policy is unchanged regardless of whether

the structure is in State 1 or State 2. On the other hand, areas with high EVPI

correspond to regions of the feature space where there is classification uncertainty

between a benign state and a more worrisome state; an example of this is the

dominant vertical band of high EVPI feature space that corresponds to the set of

points equidistant (Mahalanobis distance) from the learned clusters for State 1 and

State 4.

The labelled dataset Dl was extended according to the risk-based active learning

process presented in Section 8.3. Data points νt in Du were considered in random

order one-at-a-time and had their EVPI computed given the current model. A data

point was queried, annotated with a label, and incorporated into Dl if the data

point met the condition EVPI > Cins. After each query, the statistical classifier was

retrained on the newly-extended Dl. After being presented with each data point in

Du one at a time, a final model trained on the fully-extended dataset in Dl is shown

in Figure 8.10.

It can be seen from Figure 8.10 that data in Classes 2 and 3 have been preferentially

queried, particularly in the overlap between clusters; this is to be expected because

of the associated classification uncertainty between states that warrant different

maintenance policies. It can be seen that very few samples have been made for data

points belonging to States 1 and 4, resulting in poorly-fitting learned distributions.

This result can be explained by again considering the EVPI of the feature space

shown in Figure 8.8, which shows low value of information in the regions around

those data.

Figure 8.11 shows the EVPI over the feature space after the statistical classifier has

been trained on the fully-extended version of Dl. Similarities can be seen between

Figure 8.9 and Figure 8.11 such as areas of low EVPI and the bands of high EVPI
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Figure 8.10: A final statistical classifier p(νt, Ht,Θ) learned from the extended
labelled dataset Dl; maximum a posteriori (MAP) estimate of the mean (+) and
covariance (ellipses represent 2σ).

Figure 8.11: The EVPI over the two-dimensional feature space given the final model
shown in Figure 8.10.
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in regions equidistant from clusters corresponding to states that warrant differing

maintenance actions. Figure 8.11 also shows a region of high EVPI that lies between

the estimated means for the distributions learned for States 3 and 4; this is where

the boundary between the structure being operational, and the structure being non-

operational and requiring repair, lies. This result may indicate that the risk-based

active learning approach preferentially incorporates data that strengthen decision

boundaries.

To evaluate the change in classifier decision performance throughout the active

learning process, the decision accuracy achieved on the independent test set was

computed after each retraining of the classifier. The active learning process was

repeated 1000 times using different random number generator seeds, so that the data

selected to be in D and the initial subset Dl were randomly varied. The mean and

standard deviation of the decision accuracy as a function of the number of queries is

shown in Figure 8.12. The mean and standard deviation of the decision accuracy for

a classifier trained on Dl when extended with randomly-queried data points is also

shown for comparison.

Figure 8.12: The variation in decision accuracy with number of label queries for an
agent utilising a statistical classifier trained on Dl extended via (i) risk-based active
querying (EVPI) and (ii) random sampling (Random). The dashed lines show ±1σ.



8.5 Experimental Case Study 105

The decision accuracy can be seen to increase more rapidly when guided by querying

according to EVPI, rather than random sampling, which suggests that incorporating

data labels with high expected value into a classifier will improve an agent’s decision-

making. After approximately 20 queries, the improvement in decision accuracy

gained per query is greatly reduced. Upon close examination, it can be seen that

after 28 queries, the decision accuracy begins to decrease slightly. This may be a

result of sampling bias introduced via the active learning process and will be further

discussed in Section 8.6. The variability in the decision accuracy can be seen to

collapse for number of queries greater than 50; this result is simply due to the fact

only one of the 1000 trials queried more than 50 times from the unlabelled data.

In summary, a risk-based approach to active learning was demonstrated for a repre-

sentative numerical case study. A simple maintenance decision problem was formed

for a structure with four key health states of interest; EVPI was used to trigger

‘inspections’ to obtain class-label information corresponding to structural health

states.

8.5 Experimental Case Study

The risk-based active-learning framework was applied to a dataset obtained from

the Z24 Bridge [127]. The Z24 bridge was a concrete highway bridge near Solothurn

in Switzerland, between the municipalities of Koppigen and Utzenstorf. Prior

to demolition, the bridge was the focus of a cross-institutional research project

(SIMCES), the goal of which was to provide a benchmark and prove the feasibility of

vibration-based SHM [128, 129]. The Z24 Bridge benchmark has been widely used

for SHM and modal analysis applications. The monitoring campaign on the bridge

spanned a period of 12 months, during which time the bridge was instrumented with

sensors to capture both the dynamic response of the structure and environmental

conditions including air temperature, deck temperature, humidity and wind speed

[130].

From the dynamic response measurements acquired, the first four natural frequencies

of the structure were obtained. The variations in these natural frequencies through-

out the monitoring campaign are shown in Figure 8.13. The dataset contains 3932

observations of the natural frequencies in total. Towards the end of the campaign,

incremental damage was introduced to the structure artificially, beginning at ob-
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servation 3476. Additionally, throughout the campaign, the bridge exhibited cold

temperature effects, particularly prominent between observations 1200 and 1500.

These effects are believed to be a result of the stiffening of the asphalt layer in the

bridge deck induced by very low ambient temperatures.

Figure 8.13: Time history of the first four natural frequencies for the Z24 bridge.

To define a classification problem on which to apply risk-based active learning, the

first four natural frequencies of the bridge were selected as the discriminative features

such that νt ∈ R4. Furthermore, there are assumed to be four distinct classes of

interest Ht ∈ {1, 2, 3, 4}:

� Class 1: normal undamaged condition (green)

� Class 2: cold temperature undamaged condition (blue)

� Class 3: incipient damaged condition (orange)

� Class 4: advanced damaged condition (pink).

Here, it has been assumed that the damaged data may be separated into two halves;

the earlier half corresponding to incipient damage and the later half corresponding
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to advanced damage. It is believed that this is a reasonable assumption, given the

incremental addition of damage during the monitoring campaign [127]. Furthermore,

it is supported by the unsupervised clustering achieved using the Dirichlet process

in [96]. The ‘ground truth’ labels for the normal undamaged data are separated

from the cold temperature effects using outlier analysis via the Minimum Covariance

Determinant algorithm [131, 132].

8.5.1 Decision Process

Again, to undertake risk-based active learning, one must consider the decision

process for the structure. As the bridge is long-since demolished, here, a similar

decision process to that considered for the visual example presented in Section 8.4

will be considered. This decision process focusses on a binary decision dt where

dt = 0 corresponds to ‘do nothing’ and dt = 1 corresponds to ‘perform maintenance’.

Because of the similar nature of the problems, the influence diagram shown in Figure

8.5 can be used to represent the decision process considered for the Z24 bridge.

However, the utility functions and conditional probability distributions defined by

the influence diagram must be altered to reflect the operational context of the bridge.

The utilities associated with the decision dt, specified by the utility function U(dt),

are presented in Table 8.5. It is assumed that the ‘do nothing’ action has zero utility,

whereas the ‘perform maintenance’ action has negative utility. Once again, the

utilities for the current case study have been selected such that the relative values are

appropriate for demonstrating the risk-based active learning approach. As discussed

earlier, more representative or exact utilities may be obtained with the aid of expert

judgement.

Table 8.5: The utility function U(dt) for the Z24 bridge where d = 0 and d = 1
denote the ‘do nothing’ and ‘perform maintenance’ actions, respectively.

dt 0 1

U(dt) 0 −100

For the decision action ‘do nothing’, the state transitions are specified such that

the structure monotonically degrades, with a propensity to remain in its current

state. For the current case study, however, there is the subtlety that States 1 and 2

both correspond to the undamaged health state but under differing environmental
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conditions. Here, the earlier assumption that there is a propensity to remain in the

current state is exploited; simply, asserting that if the temperature is cold for any

given measurement, it is more likely than not that the subsequent measurement will

also be made at a cold temperature. The same reasoning is also applied to normal

temperature conditions (if only weather forecasting really were so simple!). These as-

sumptions are reflected in the conditional probability distribution P (Ht+1|Ht, dt = 0),

shown in Table 8.6. Here, the assumed distributions are sufficiently representative to

demonstrate the risk-based active-learning process. However, in practice, one may

use degradation modelling, climate modelling and expert elicitation to develop these

transition models. Moreover, it is worth acknowledging that, for some applications,

it may be desirable to remove the effects of environmental and operational variables.

This removal process has been demonstrated in [133].

Table 8.6: The conditional probability table P (Ht+1|Ht, dt) for dt = 0.

Ht+1

1 2 3 4

Ht

1 0.7 0.28 0.015 0.005
2 0.43 0.55 0.15 0.05
3 0 0 0.8 0.2
4 0 0 0 1

The counterpart to the conditional probability distribution shown in Table 8.6,

P (Ht+1|Ht, dt = 1), specifying the state transition probabilities given dt = 1 is shown

in Table 8.7. This conditional probability distribution is based on the assumption that

the ‘perform maintenance’ action returns the structure to one of the two undamaged

states with high probability. The probabilities constituting this distribution, given

that the structure is in one of the two undamaged states initially, are specified such

that the future undamaged state is independent of the action being undertaken. This

assumption is, of course, a natural one to make, if one reasons that (chaos theory

aside) the act of repairing the bridge does not influence the weather. The remaining

probabilities, conditional on the structure being in one of the two damaged states

initially, are specified in a similar manner. Firstly, it is assumed that there is a

small probability that the maintenance has no effect and the structure remains in its

damaged state. Secondly, it is assumed that the remaining probability is attributed

to each of the undamaged states in accordance with the stationary distribution

obtained when considering the probability of being in normal or cold temperatures in

the distant future. This assumption is made as the classes corresponding to damaged

states do not distinguish between temperatures and therefore provide no information
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regarding which of the undamaged states the structure is likely to be returned to.

More formally, it is asserted that,

P (Ht+1 = 1 ∨Ht+1 = 2|Ht = 3 ∨Ht = 4, dt = 1) =

P (Ht+1 = 1 ∨Ht+1 = 2|Ht = 1 ∨Ht = 2, dt = 1)n (8.27)

as n → ∞, and where ∨ is the OR logical operator. As it is implicitly assumed

that the states Ht are mutually exclusive this is also equivalent to the XOR logical

operator.

Table 8.7: The conditional probability table P (Ht+1|Ht, dt) for dt = 1.

Ht+1

1 2 3 4

Ht

1 0.7143 0.2857 0 0
2 0.4388 0.5612 0 0
3 0.5996 0.3904 0.01 0
4 0.5996 0.3904 0 0.01

For simplicity, it is once again assumed that utilities may be attributed directly to

the states of interest for this decision problem. The utility function U(Ht+1) is shown

in Table 8.8. Here, the undamaged states associated with the bridge are assigned

small positive utilities as reward for the bridge being functional with minimal risk

of failure. The incipient damage state is assigned moderately-sized negative utility

to reflect possible reduced functionality or low-to-moderate risk of failure. The

advanced damage state is assigned a very large negative utility to reflect the high

risk associated with the failure of the bridge.

Table 8.8: The utility function U(Ht+1).

Ht+1 1 2 3 4

U(Ht+1) 10 10 −50 −1000

Finally, the cost of inspection is specified to be Cins = 30. This moderate cost reflects

the time required to inspect a large-scale structure such as a bridge.
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8.5.2 Statistical Classifier

Once again, a probabilistic Gaussian mixture model was used as the statistical

classifier; trained repeatedly in a supervised manner as Dl was extended via a risk-

based querying process. As previously mentioned, the discriminative features used

were the first four natural frequencies of the bridge, normalised with respect to the

mean and standard deviations. The targets of the classifier were the four states of

interest corresponding to two undamaged and two damaged states.

8.5.3 Results

As previously mentioned, the Z24 dataset comprises 3932 observations. Once again,

these data were divided in half to form a training dataset and a test dataset. A

small (1%) random subset of the training dataset D was assigned to the initial

labelled dataset Dl, and the remaining data assigned to the unlabelled dataset Du

to be sequentially presented to the decision model in the risk-based active-learning

process. To facilitate visualisation, the four-dimensional feature space was projected

down onto two-dimensions using principal component analysis (PCA) [134]. The

two-dimensional projection of the Z24 dataset is shown in Figure 8.14.

An example of an initial model learned from the subset Dl is shown in Figure 8.15

with data in Dl circled. It can be seen from Figure 8.15, that it appears that the

best-learned Gaussian distribution corresponds to the class Ht = 1. The reasons for

this are twofold, the data for this class are positioned closest to zero-mean of the

prior, and more datapoints belonging to this class were, by chance, included in the

initial labelled dataset Dl. The other three distributions appear to have been learned

poorly, being heavily influenced by the prior.

Figure 8.16 shows the EVPI contours over the projected feature space. It can

be seen that there are regions of high expected value around the edges of the

normal undamaged cluster (Class 1); this is intuitively understood by considering

the adjacent regions of low expected value. The low-value region bounded by the

high-value region occurs as a result of the classifier being confident that the structure

is in its undamaged condition and therefore the decision-maker is confident that

the optimal decision is ‘do nothing’. Conversely, the low-value region enclosing the

high-value region occurs as a result of the tolerable risk of damage/failure having
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Figure 8.14: A two-dimensional PCA projection of the feature space for the complete
Z24 dataset.

Figure 8.15: A two-dimensional projection of an initial statistical classifier p(νt, Ht,Θ)
learned from the initial labelled dataset Dl; maximum a posteriori (MAP) estimate
of the mean (+) and covariance (ellipses represent 2-sigma).
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been exceeded; as such, the decision-maker is confident that the optimal decision for

data in this region is ‘perform maintenance’. Again, Figure 8.16 shows that there are

larger swathes of high-value, corresponding to regions of high uncertainty between

undamaged and damaged states.

Figure 8.16: The EVPI over the two-dimensional PCA projection of the feature
space given the two-dimensional projection of the initial model shown in Figure 8.15.

The labelled dataset Dl was extended via the risk-based active learning process as

data were presented to the decision process in sequential order, one-at-a-time. Again,

labels for datapoints were queried and the classifier retrained on the extended dataset

when the criterion EVPI > Cins was satisfied. The final model, corresponding to the

updated version of the initial model shown in Figure 8.15 following risk-based active

learning, is shown in Figure 8.17.

It can be seen in Figure 8.17, that the active learner has preferentially queried

datapoints belonging to Class 1 and, to a lesser extent, Class 2. Data on the

boundary between Classes 1 and 3 appear to have been particularly heavily sampled.

This observation is, again, to be expected when considering the distribution of EVPI

shown in Figure 8.16, which shows low-value regions in the vicinity of advanced-

damage data and high-value regions on the boundary of Class 1.

Figure 8.18 shows the EVPI over the projected feature space given a projection of the
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Figure 8.17: A two-dimensional PCA projection of a final model statistical classifier
p(νt, Ht,Θ) learned from the extended labelled dataset Dl; maximum a posteriori
(MAP) estimate of the mean (+) and covariance (ellipses represent 2-sigma).

final model. Figure 8.18 shows very well-defined ‘rings’ of high expected value. Once

again, the areas inside these rings can be considered regions on the feature space

where the classifier is sufficiently confident that the structure is currently, and will be

in the subsequent time-step, in an undamaged state such that the decision-maker can

be confident that ‘do nothing’ is the optimal action without the need for inspection

of the structure. Likewise, areas outside of the rings correspond to regions of the

feature space where the decision-maker may be confident that ‘perform maintenance’

is the optimal action.

By comparison of Figures 8.16 and 8.18, it can be seen that the swathes of high-

value feature space are replaced with a ring of high-value, associated with the cold

temperature undamaged class. Additionally, the ring associated with the normal

undamaged class becomes tighter. These phenomena indicate that, with hindsight,

one can deem an agent utilising the initial classifier to be over-confident in its

decision-making. For the current case study, it is to be expected that the areas in

which a decision-maker can be confident in the ‘do nothing’ action are small because

of the large negative utility associated with the advanced damage class and the large
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Figure 8.18: The EVPI over the two-dimensional PCA projection of the feature
space given a two-dimensional projection of the final model shown in Figure 8.17.

resulting risk. In fact, if one reduces the cost associated with the bridge being in its

advanced damage state, then one can expect the rings to grow larger as the region

of tolerable risk expands. This can be observed in the merging of the rings shown

in Figure 8.19. The final model shown in Figure 8.19 was learned with the cost

associated with the advanced damage state reduced from 1000 to 500.

Throughout the active-learning process, the decision-making performance of an agent

was evaluated by estimating the decision accuracy for data in the independent test

set. The active-learning process was repeated 1000 times with differing random

number generator seeds, such that the data in D and the initial subset Dl were

randomly varied. The mean and standard deviation of the decision accuracy as a

function of the number of queries is shown in Figure 8.20. For comparison, the

decision accuracy for a classifier training on a labelled dataset extended via random

sampling is also shown.

The decision accuracy can be seen to improve almost monotonically when using

risk-based active learning, as opposed to random sampling which initially results in

a degradation in performance before improving. For risk-based active learning, in

addition to the mean value of decision accuracy reaching close to unity with fewer
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Figure 8.19: The EVPI over the two-dimensional PCA projection of the feature space
given a 2-dimensional projection of the final model learned when U(Ht = 4) = −500.

Figure 8.20: The variation in decision accuracy with number of label queries for an
agent utilising a statistical classifier trained on Dl extended via (i) risk-based active
querying (EVPI) and (ii) random sampling (Random). The dashed lines show ±1σ.
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queries than random sampling, the variance of the decision accuracy also converges

more rapidly. This result indicates that using risk-based active learning may result

in more consistent decision-making performance. Upon closer examination, it can

be seen that, for higher numbers of queries, the decision accuracy slightly declines.

This observation and the initial decrease in accuracy for random sampling can be

explained by sampling bias, which is discussed further in Section 8.6. Once again,

the variability in decision accuracy can be seen to collapse for high numbers of

queries and, again, this is explained by the fact that only one of the 1000 trials made

more than 220 queries. In the case of random querying, a sharp drop-off in decision

accuracy is observed at the point that the variability collapses – such an observation

is expected as it is logical that a model that is performing poorly at a given time

will to proceed to make further queries in order to improve.

To summarise, risk-based active learning was applied to a ‘real-world’ case study,

specifically the Z24 Bridge benchmark for SHM. A simple maintenance decision

problem was constructed for the bridge. A probabilistic Gaussian mixture model

was employed to distinguish between four salient states of interest using natural

frequencies as a discriminative feature. The EVPI of incipient data points with

respect to the decision process was used to guide the querying of health-state labels

where querying would correspond to the inspection of the bridge.

8.6 Discussion

The results presented in Sections 8.4 and 8.5 indicate that making inspections of

structures according to a risk-based active-learning heuristic may provide a cost-

effective method of developing statistical classifiers for use in decision processes in

situations when no, or limited, labelled data are available a priori. Moreover, it is

interesting to note from Figures 8.10 and 8.17 that classifiers do not necessarily need

to accurately model the entire feature space to be useful in decision processes, and

in fact, well-fitting models can be foregone in favour of decision performance. That

being said, a statistical model that is able to accurately predict health-state labels has

the potential to provide additional information such as damage locations and types

that may be useful in directing more specific types of maintenance and coordinating

repair teams - albeit at a potentially higher cost. Indeed, as the dimensionality of

a decision space increases, the need for high classification accuracy becomes more
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crucial. Nevertheless, it can be said with confidence that the appropriate machine

learning paradigm to be used for statistical classifier development in SHM is highly

dependent on the context in which the monitoring system is being employed; taking

into account factors such as: data availability, knowledge of relevant physics, and

the decision-support application of the monitoring system itself.

The risk-based approach to active learning presented in the current chapter is not

without its limitations. Notably, in order to evaluate EVPI as presented, it is

necessary to assume that the number of classes (i.e. health states of interest) are

known prior to the implementation of a monitoring system. This limits the flexibility

of the classifier and may result in the mistreatment of unforeseen health states

and associated failure events within the decision framework. Additionally, it is

assumed that perfect information of the health state can be acquired by means

of inspection. During the inspection procedure, human error may be introduced,

and in some scenarios it may be vital to account for this uncertainty in the active

learning framework by relaxing the perfect information assumption when possible.

For interesting research on how imperfect information from inspections can be

modelled, the reader is directed to [16, 135, 136].

8.6.1 Sampling Bias

A noteworthy observation from Sections 8.4 and 9.3 that bears further discussion

is that, whilst decision accuracy may be increased via risk-based active learning,

after a certain number of queries have been made, any incipient data points whose

true labels may have high expected value with respect to a structural maintenance

decision process, may, in fact, be detrimental to the performance of a decision-maker

when incorporated into the statistical classifier on which it relies.

A likely explanation for this observation is the phenomenon known as sampling

bias; a known issue associated with active learning that has been documented to

impact upon classification performance [95, 137]. Sampling bias occurs when specific

regions of feature-space are over/under-sampled resulting in a training dataset that

is not representative of the underlying distributions; this can clearly be observed

in Figure 8.10. In the numerical example presented in Section 8.4, sampling bias

manifests as unrepresentative mixing proportions λ, which may result in overconfident

misclassifications that subsequently cause erroneous actions to be decided.
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To overcome the dangers of sampling bias, there are several potential solutions

which could be considered. One option would be to establish a heuristic-based

methodology for switching between value of information-based and uncertainty-based

measures for guided sampling. This approach would have the effect of establishing

decision boundaries by querying regions of the feature space with high value of

information, while also exploring low likelihood and high information (including low-

value) regions of the feature space. An alternative approach would be to incorporate

semi-supervised learning techniques [138, 139], such that the label predictions for the

unlabelled data Du may be utilised to retain representative estimates for the mixing

proportions. Alternatively, discriminative classifiers, that relax the assumptions

required for generative models, could be employed. Semi-supervised learning and

discriminative classifiers are examined further in the next chapter.

8.7 Summary

The aim of the current chapter has been to present a risk-based active learning

approach for SHM. The approach utilises the expected value of perfect information of

incipient data points to instigate inspections, such that structural health information

may be obtained and incorporated into probabilistic classifiers. The methodology was

demonstrated on a numerical case study to aid in visualisation and understanding of

the risk-based active-learning process. Additionally, the approach was demonstrated

on an experimental dataset obtained from a previously-existing bridge, thereby

highlighting its potential applicability to ‘real-world’ engineering problems. The

results of the case studies indicated that the risk-based approach to active learning

has the potential to provide a cost-effective solution to the development of decision-

supporting SHM systems. This finding is valuable as, ordinarily, the comprehensively

labelled datasets necessary for the fully-supervised learning of statistical classifiers

are seldom available at the inception of a monitoring system. The next chapter

investigates how statistical classifiers and learning algorithms may be designed to

improve decision-making performance.



Chapter 9

Improving Decision-making via

Classifier Design

As discussed previously, statistical pattern recognition (SPR) has been established

as the state of the art for making data-informed predictions in the context of

physical-asset management technologies such as structural health monitoring (SHM)

systems [1] and digital twins [140, 141]. Statistical classifiers are a fundamental

component of the SPR approach to these decision-supporting technologies – enabling

the categorisation of acquired data into groups, or classes. For example, in the context

of SHM, by associating the target classes of a classifier with salient health-states (e.g.

undamaged, nascent damage, severe damage), inferences can be made regarding the

condition of a structure of interest.

It was mentioned in the previous chapter that the traditional supervised and unsu-

pervised machine-learning paradigms are of limited applicability. This predicament

arises because, oftentimes, there is a scarcity of labelled data corresponding to salient

damage, operational, and environmental states of a structure. As demonstrated in

Chapter 8, risk-based active learning provides a methodology capable of overcoming

the challenges associated with data scarcity when a statistical classifier is being used

within a predefined decision process.

While being apt for dealing with challenges associated with online decision-support

systems, active-learning algorithms are not without their own pitfalls. Notably,

generative models (such as those used in [95, 142]), learned via active learning, are

119
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often susceptible to sampling bias because the preferential nature of the querying

process causes inequity in the amount of data observed for each class. This problem is

pertinent, as sampling bias has been found to degrade the performance of classifiers,

and decision-making agents alike [95, 142, 143].

The current chapter proposes and examines two novel methods for addressing sam-

pling bias in active-learning algorithms for improving the performance of decision-

makers utilising the learned classifiers in the context of SHM decision-support.

The first approach involves adapting the algorithm presented in [142], via the

introduction of semi-supervised learning. Here, two formulations of semi-supervised

learning are considered; expectation-maximisation with respect to the generative

model learned in a supervised manner, and latent-state smoothing with respect to

the hidden Markov model that underpins the asset-management decision processes.

The second novel approach replaces the generative Gaussian mixture model, used

in previous literature [95, 142], with discriminative classifiers. Specifically, two

formulations of multiclass relevance vector machines (mRVMs) [144] are considered.

In total, these approaches result in four new formulations of risk-based active learning.

Finally, further novelty is provided in the form of valuable discussions on the role of

statistical classifiers in asset management technology, and how decision-support can

be improved via classifier design.

9.1 Effects of Sampling Bias

Although active learning has been found to be an effective way of constructing

highly-informative and valuable datasets when labels are costly to obtain, such

algorithms are somewhat of a double-edged sword because of a phenomenon known

as sampling bias [137, 143]. Sampling bias occurs because of an active learning scheme

preferring data labels obtained in specific regions of a feature space, as guided by

the specified query measures and heuristics. Consequently, unrepresentative training

datasets are formed in which the data diverges from the underlying generative

distribution. In some applications, sampling bias can degrade the performance of

classifiers [137, 143]. Risk-based approaches to active learning are more susceptible

to the effects of sampling bias than traditional information-based approaches because

data with high-value of information are often a subset of data with high-information

content [95, 142]. This characteristic can be understood if one realises that not all
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data are equally informative from a classification perspective, and further, that not

all information is equally valuable from a decision-making perspective.

Thus far, active learning algorithms for SHM have centred around generative classifiers

[95, 142]; learning joint probability distributions across the input and label space.

Specifically, mixtures of Gaussian distributions, or Gaussian mixture models (GMMs),

were utilised in [95, 142]. To highlight the effects of sampling bias, a case study on a

representative synthetic dataset is presented. In particular, the case study focusses

on the performance of a decision-making agent utilising a risk-based active-learning

algorithm for the development of a GMM.

9.1.1 Case Study: Visual Example

To draw attention to the effects of sampling bias in risk-based active-learning

algorithms, a modified version of the synthetic dataset used in [142] and the previous

chapter is adopted. Once again, the dataset consists of a two-dimensional input

space xt = {x1t , x2t} and a four-class label space yt ∈ {1, 2, 3, 4}, where the Classes

1 through 4 correspond to increasing severities of damage. Here it is worth noting

that, for convenience and for consistency with the relevant literature, a minor change

of notation has been adopted for the current chapter; specifically, inputs are now

denoted as x (previously ν) and health-state labels are denoted with y (previously

Ht).

While the original dataset comprised 1997 data points ordered according to health

state – from Class 1 through to Class 4; for the current case study, the dataset was

extended by drawing additional independent samples from a generative distribution

learned from the original dataset. This procedure was conducted a total of five times

resulting in 11997 data points that repeatedly progress from Class 1 through to Class

4, thereby emulating the process of structural deterioration and subsequent repair -

a pattern that could conceivably be experienced by the fictitious structure of interest

S. A visualisation of the extended dataset is presented in Figure 9.1.

In order to employ risk-based active learning for the development of a statistical

classifier, a decision process for the structure S must first be specified. Here, an

identical binary maintenance decision process to that used in the previous chapter is

selected for the current study. As such, the relevant utility functions and conditional

probability distributions can be found in Tables 8.1 to 8.4.
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(a) (b)

Figure 9.1: Visualisation of the extended synthetic dataset in: (a) the feature space
and (b) discrete time t.

It is again assumed that the ground-truth health state at discrete-time instance t

can be obtained via inspection at the cost of Cins = 7.

As previously discussed, generative classifiers, specifically GMMs, have garnered

the vast proportion of attention with regard to active learning for SHM [95, 142].

As such, the current case study adopts a classifier specified by a mixture of four

multivariate Gaussian distributions learned in a supervised manner from a labelled

dataset Dl.

Concisely, a Gaussian mixture model was trained in a supervised Bayesian manner on

Dl. Within the risk-based active learning algorithm, the learning procedure presented

in Chapter 8 is reapplied each time the labelled dataset Dl is extended following the

inspection of structure S that is mandated when EVPI(dt|yt) > Cins.

Results

In order to assess the effects of sampling bias, the risk-based active-learning approach

was used to learn a GMM within the decision process outlined previously. This

process was repeated 1000 times. For each repetition, the dataset was randomly

halved into a test set and a training set D. From the training set, a small (∼0.2%)

random subset retain their corresponding ground-truth labels. These data form the

initialised labelled dataset Dl. The remaining majority of data from D have their
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ground-truth labels hidden, forming the unlabelled dataset Du.

Figures 9.2 and 9.3 show a GMM from one of the 1000 repetitions, before and after

the risk-based active-learning process, respectively.

It can be seen from Figure 9.2a that, initially, the model fits poorly; the means and

covariances for each class being heavily influenced by the zero-mean and unit-variance

priors because of the lack of data. Figure 9.2b shows the EVPI over the feature

space induced by considering the initial model within the context of the decision

process. The near-symmetric ‘sharp’ regions of high EVPI (pink) can be attributed

to the cluster for Class 4; in particular, the major axis of the covariance ellipse (i.e.

the dominant eigenpair of the covariance matrix). Intuitively, the regions of high

value of information occur between the clusters for classes with severe and milder

consequences.

(a) (b)

Figure 9.2: A statistical classifier p(yt,xt,Θ) prior to risk-based active learning;
maximum a posteriori (MAP) estimates of the mean (+) and covariance (ellipses
represent 2-sigma) are shown. (a) shows the initial model overlaid onto the data with
labelled data Dl encircled and (b) shows the resulting EVPI over the feature space.

From Figure 9.3a, one can see that during the active-learning process, querying is

concentrated in highly-localised regions of the feature space. Specifically, regions

between the clusters for Class 3 (moderate damage) and Class 4 (severe damage),

have been queried preferentially. It is clear from Figure 9.3a that the subset of data

Dl is not representative of the underlying distribution, indicating that sampling bias

is present. Nonetheless, the queried data have been somewhat successful in learning a

decision boundary - as can be deduced by observing the region of high EVPI between
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the means of clusters for Class 3 and Class 4 in Figure 9.3b.

(a) (b)

Figure 9.3: A statistical classifier p(yt,xt,Θ) following risk-based active learning;
maximum a posteriori (MAP) estimates of the mean (+) and covariance (ellipses
represent 2-sigma) are shown. (a) shows the final model overlaid onto the data with
labelled data Dl encircled and (b) shows the resulting EVPI over the feature space.

Figures 9.4 and 9.5 provide further evidence of sampling bias in the risk-based active

learning approach.

Figure 9.4 shows the means and standard deviations, calculated from the 1000

repetitions, of the relative representation of each class within Dl. Figure 9.4a shows

the class proportions for Dl subject to risk-based active learning whereas Figure

9.4b shows the class proportions for Dl subject to an equivalent number of random

queries. As one would expect, the random querying is initially biased, as the learning

algorithm is presented with ordered data. However, as more random queries are made,

the proportion for each class converges to approximately 25%. In stark contrast,

under querying guided according to EVPI, the class proportions diverge early in the

querying process. Figure 9.4a shows that, on average, Class 3 garners a majority

representation after fewer than 50 queries. This disparity in class representation is

maintained throughout the risk-based active-learning process with Class 3 reaching

a peak representation of approximately 80%.

Figure 9.5 compares the total number of queries for data point indices in Du over the

1000 repetitions for EVPI-based and random querying. Although individual data

points within the training data D are not fixed within Du because of the random

selection of Dl, only a small proportion of data are in Dl and therefore the index
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(a) (b)

Figure 9.4: Variation in class proportions within Dl with number of label queries
for an agent utilising a GMM learned from Dl extended via (a) risk-based active
querying and (b) random sampling. Shaded area shows ±1σ.

of a datapoint will differ by no more than 12 between D and Du. Furthermore, the

histogram ‘bins’ represent groups containing 25 indices each, thereby minimising the

amount of leakage from differing indices. As one would expect, random sampling

results in each data point being queried approximately by an equal amount, as is

indicated by the class proportions shown in Figure 9.4. Figure 9.5 shows risk-based

active learning results in data corresponding to Class 3 being queried preferentially

which, of course, results in a biased labelled dataset on which the classifier is trained.

Both the positive and negative consequences of sampling bias can be realised by

considering Figure 9.6. Figure 9.6a shows the median and interquartile range

(calculated from 1000 repetitions) of the decision accuracy for an agent utilising

the learned GMMs, evaluated throughout the risk-based active-learning process.

For comparison, also shown in Figure 9.6a, is the same performance measure for

an agent utilising GMMs learned from a labelled dataset comprised of an equal

number of randomly-queried data points. Here, ‘decision accuracy’ is the measure of

decision-making performance as used in the previous chapters [99].

It can be seen from Figure 9.6a, that a high level of decision-making performance

can be achieved with fewer queries by adopting a risk-based approach to active

learning, when compared to random sampling. This result is achieved because of

the preferential querying process that induces sampling bias in the labelled dataset.

That being said, the performance of the agent utilising risk-based active learning
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Figure 9.5: Histograms showing the distribution of the number of queries for each
observation in Du over 1000 runs when adopting: (a) risk-based active learning (EVPI)
and (b) random sampling (Random) in order to learn a GMM. The average locations
of classes within Du are numbered on the upper horizontal axis and transitions
between classes are denoted as a dashed line.

(a) (b)

Figure 9.6: Variation in median: (a) decision accuracy and (b) f1-score with number
of label queries for an agent utilising a GMM learned from Dl extended via: (i)
risk-based active querying (EVPI) and (ii) random sampling (Random). Shaded area
shows the interquartile range.

gradually degrades as more queries are made. While randomly obtaining queries

improves decision accuracy at a lesser rate, a decline in performance is not observed

and, in fact, random sampling eventually surpasses guided querying in terms of

decision-making performance. These results indicate that the decline in decision

accuracy is a result of the sampling bias that is exacerbated by the latter queries in
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the active learning process. This proposition is further supported by Figure 9.6b.

Figure 9.6b shows the average classification performances (f1-score [145]) of agents

utilising EVPI-guided and random approaches to querying. The f1-score is defined

as,

f1 =
tp

tp + 0.5(fp + fn)
(9.1)

where tp is the number of true-positives, fp is the number of false-positives and fn is

the number of false negatives.

It can be seen from Figure 9.6b, that active querying and random querying in-

crease classification performance at similar rates initially. However, the classification

performance for risk-based active learning plateaus at a lower value than that of

random sampling. This observation provides supplementary evidence that classifiers

developed via risk-based active learning represent the underlying distribution poorly1.

Once again, this observation is to be expected when considering the disparity in class

representation within Dl for risk-based active learning. The drastic difference be-

tween the decision accuracy and classification accuracy demonstrates that risk-based

active learning algorithms prioritise decision-making performance over classification

performance.

9.1.2 Further Comments

As an archetypal example of a probabilistic generative model, one can rationalise the

effects of sampling bias on decision-making agents utilising such models by examining

the posterior parameter estimates for the GMM, given in equations (8.21) and (8.23).

Here, a reminder is provided that, as a result of the Bayesian inference on distribution

parameters, components of the posterior GMM are Student-t distributed, rather

than Gaussian as the name would imply.

One way in which bias is introduced to a posterior model is via the estimation of the

posterior means and covariances (equations (8.14) and (8.18), respectively). These

updates depend on weighted averages of the prior mean and sample mean. The

1In the limit of infinite queries, random sampling will achieve classification performance equivalent
to the ‘gold standard’ of fully-supervised learning.
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sample mean x̄k becomes biased because, for a given label, regions of the feature space

that are shared with or close to another label are sampled preferentially. Whilst these

parameters do introduce bias, this bias facilitates the rapid improvement in decision-

making performance achieved via risk-based active learning. These biased estimates

cause the distributions corresponding to classes of differing optimal strategies to

drift closer together, thereby narrowing the decision boundary region inferred via

the model.

The bias introduced via the posterior mixing proportions (equation (8.23)) can likely

be ascribed to the deterioration in decision performance. This posterior update is

simply a summation of the prior weight for a given class and the number of samples

corresponding to that class in Dl. As is demonstrated in Figure 9.4, the risk-based

active-learning process causes the class proportions in Dl to greatly deviate from those

in the underlying distribution. This effect undoubtedly results in misclassifications,

and therefore erroneous decisions, particularly for data points close to decision

boundaries.

Finally, an additional effect of sampling bias, not immediately obvious from the

case study presented above, arises via the posterior estimates for the Student-t

distribution’s degrees of freedom parameter. As previously mentioned, this parameter

governs the weightedness of the distribution tails; distributions with fewer degrees

of freedom possess tails that are weighted more heavily and thus hold a greater

probability mass away from the mean. In contrast, distributions with a greater

number of degrees of freedom have more probability mass concentrated around the

mean. From equations (8.17) and (8.21), it can be seen that degrees-of-freedom

is a monotonically-increasing function of the number of samples for a given class.

This characteristic has implications for how an agent utilising an actively-learned

model responds when presented with outlying observations. As some classes are

seldom queried during risk-based active learning, a classifier trained accordingly will

make overconfident predictions on outlying data in favour of classes that are under-

represented in the training data. This result has particularly concerning consequences

for structural-maintenance decision processes if benign classes are under-represented,

as extreme structural damage states may go ignored. Further discussion around the

treatment of outlying data for classifiers used in an SHM decision-support context is

provided in Section 9.5.

In essence, risk-based active learning provides a useful methodology for developing

statistical classifiers for decision-support applications because of its ability to consider
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the value of information with respect to the cost of obtaining said information and

thereby improve decision-making performance in a cost-effective manner. Never-

theless, in some scenarios, because of inherent issues with sampling bias, the use

of generative models alone may not serve as the most appropriate foundation for

risk-based active-learning algorithms. Although the decline in decision performance

observed in the previous subsection is small, ultimately, it corresponds to a loss

in resource/utility and therefore it is desirable to rectify this issue. The following

sections outline and demonstrate approaches to curtail the detrimental effects of

sampling bias in such algorithms.

9.2 Approaches to Address Sampling Bias

As discussed previously, sampling bias can occur in generative models learned by

risk-based active learning. The problem is from posterior estimates of distribution

parameters and a result of imbalanced class representation and non-uniform coverage

of the feature space within Dl.

The current section aims to address these issues by considering two main ap-

proaches; semi-supervised learning, and discriminative classifiers. Two methods

for semi-supervised learning are considered; expectation-maximisation, and latent-

state smoothing. The multiclass relevance vector machine (mRVM) is considered as

the discriminative classifier. Two formulations of the mRVM are considered; mRVM1

and mRVM2 [144, 146].

9.2.1 Semi-supervised Learning

Alongside active learning, semi-supervised learning is a form of partially-supervised

learning – utilising both Dl and Du to inform the classification mapping. The

fundamental principle of semi-supervised learning that distinguishes it from active

learning is as follows; data in the unlabelled dataset Du can be given pseudo-labels

that are informed by the ground-truth labels available in Dl. By incorporating

pseudo-labels for unqueried data into the risk-based active learning algorithm, class

imbalance and inadequate coverage of the feature space can be rectified.

There are several approaches to semi-supervised learning. The simplest approach,
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self-labelling, involves training a classifier using Dl in a supervised manner [138].

Pseudo-labels can then be assigned to the unlabelled data according to the predictions

of this classifier. The model can subsequently be retrained, incorporating both

ground-truth labels and pseudo-labels. The effectiveness of self-labelling is strongly

conditioned on the implementation and the underlying supervised-learning algorithm.

More advanced approaches that utilise low-density-separation [138], and graph-based

learners [147], are available.

Semi-supervised learning has been applied to pattern recognition problems for SHM

[148]. This method of learning brings several benefits, such as an increased utilisation

of information obtained via costly structural inspections.

Expectation-Maximisation

The first of the approaches to semi-supervised learning considered here, aims to

exploit the generative mixture model form of the statistical classifier presented in

Section 8.4.2. Generative models can conveniently account for labelled and unlabelled

data; this is achieved by modifying the expectation-maximisation (EM) algorithm

[149], typically used for unsupervised density estimation, such that the log-likelihood

of the model is maximised over both unlabelled and labelled data.

The aim of semi-supervised learning via the EM algorithm is to infer updated

distribution parameters Θ from D = Dl ∪ Du. The maximum a posteriori (MAP)

estimate of these updated parameters is specified as follows,

Θ|D = argmaxΘ

{
p(D|Θ)p(Θ)

p(D)

}
= argmaxΘ

{
p(Du|Θ)p(Dl|Θ)p(Θ)

p(Du,Dl)

}
(9.2)

Implicit in the factorisation of p(D|Θ) in equation (9.2), is the assumption that Dl

and Du are conditionally independent. This assumption holds for random querying,

as samples selected in this manner are independent and identically distributed (iid).

Unfortunately, active learning violates this assumption, as data in Dl are not iid

because of the preferential querying process and iterative model updating [137, 143].

Convenient assumptions such as this are frequently relied upon in statistical and

engineering analyses (particularly in active-learning contexts [95]). As such, the

assumption is embraced for the current case study in order to demonstrate the
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decision-making performance that one may achieve despite the violation.

To circumvent numerical instabilities, the MAP estimate in equation (9.2) is formu-

lated as a maximisation of the expected joint log-likelihood across D [138],

L(Θ|Dl,Du) ∝
m∑
t=1

log
K∑
k=1

p(x̃t|yt = k,Θ)p(yt = k|Θ)

+
n∑

t=1

log[p(x|yt = k)p(yt = k|Θ)] + log p(Θ) (9.3)

where the first term corresponds to the log-likelihood of the model over Du, the

second term corresponds to the log-likelihood of the model over Dl and the final

term is the log-prior-likelihood of the model parameters. It should be noted that the

first term contains a summation over the label space; this marginalises out yt, which

is considered a latent variable for data in Du.

During each E-step of the EM algorithm, the unlabelled observations are classified

using the current estimate of the model parameters. During the M-step, updates

for parameters Θ are found using the predicted labels determined via the E-step, in

addition to the acquired labelled data.

The E-step and M-step are more formally defined as follows [149].

E-step: A responsibility matrix R is computed for the unlabelled data, corresponding

to the posterior label prediction,

R[t, k] = rtk = p(ỹt = k|x̃t,Θ), ∀x̃t ∈ Du (9.4)

The posterior label predictions for observations in Dl are given by the known labels

yt, and can be represented using discrete delta functions [63],

p(yt = k|xt) = δk,yt , ∀(xt, yt) ∈ Dl (9.5)

where δk,yt is the Kronecker delta function – equal to 1 when yt = k, and 0 otherwise.

Whereas, for Dl, the number of observations corresponding to each class nk are
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known, these values are indeterminate for data in Du. As such, it is convenient to

define for each class their effective counts rk in Du; these may be calculated from

the responsibility matrix as follows [81],

rk =
m∑
t=1

rtk (9.6)

The total (effective) counts per class over D can be summarised as,

Nk = nk + rk (9.7)

M-step: Updates for Θ are computed via modified versions of equations (8.14) to

(8.18) and equation (8.23). The mean and covariance parameters are updated as

follows,

mn =
κ0

κ0 +Nk

m0 +
Nk

κ0 +Nk

x̄k (9.8)

x̄k
∆
=

∑n
t=1 δk,ytxt +

∑m
t=1 rtkx̃t

Nk

(9.9)

κn = κ0 +Nk (9.10)

vn = v0 +Nk (9.11)

Sn = S0 + Sk + κ0m0m
⊤
0 − κnmnm

⊤
n (9.12)

Sk
∆
=

n∑
t=1

δk,ytxtx
⊤
t +

m∑
t=1

rtkx̃tx̃
⊤
t (9.13)

which lead to MAP estimates given by,
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µ̂k = mn (9.14)

Σ̂k =
Sn

vn +D + 2
(9.15)

The mixing proportions λ are updated as follows,

αk +Nk − 1

α0 +N −K
(9.16)

where N = |D| = n+m.

The EM algorithm iterates between E-steps and M-steps, resulting in a hill-climbing

search that terminates when the log-likelihood (equation (9.3)) converges to a local

maximum in the parameter space. The EM algorithm is sensitive to initial conditions,

and in many applications requires multiple random initialisations. For the current

application, however, the model is initialised using the labelled dataset; this additional

information mitigates the need to re-initialise. Examination of the parameter updates

provided in equations (9.8) to (9.16) reveals that the information introduced by the

incorporation of unlabelled data via EM learning has the ability to reduce the bias

in parameter estimates by considering a broader span of the feature space.

Within the risk-based active learning algorithm, it is possible to apply EM every time

a new unlabelled observation is acquired; however, this would be computationally

expensive. To limit the computational cost of the modified active-learning algorithm,

the EM update was only applied following the retraining of the model subsequent to

the acquisition of a new ground-truth label obtained via inspection. A flow chart

detailing the risk-based active-learning algorithm modified to incorporate EM is

shown in Figure 9.7.

Latent Health-State Smoothing

The second approach to semi-supervised learning aims to exploit the Markovian model

underpinning the decision processes outlined in Chapter 5. The Markov property

asserts that future states of a stochastic process are conditionally independent of past

states, given the present states, i.e. p(yT+1|y1:T ) = p(yT+1|yT ). Here, the notation
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start:
initial training-set,
D = Dl ∪ Du, Du = ∅

train model
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Figure 9.7: Flow chart to illustrate the risk-based active learning process incorporating
expectation-maximisation.

1:T is employed to refer to all instances from 1 to T , inclusive.

Hidden Markov models (HMMs) are a statistical state-space representation of stochas-

tic processes for which the Markov property holds. Within HMMs, it is typically

assumed that latent states are partially-observable and must be inferred via indirect

observations. For the current application, one can form a HMM for latent states

between inspections at times t = a and t = b. As they have occurred in the past,

modifications can be made to the HMM such that decisions between a and b are

treated as observed exogenous inputs that influence the subsequent latent state. A

Bayesian network of this process can be seen in Figure 9.8.

Given that a modified HMM can be formed for states between two inspections,

posterior marginal distributions conditioned on both inspections and intermediate

observations can be obtained for the latent states via a smoothing algorithm. For

this application, the forward-backward algorithm was employed to infer the smoothed

distributions [150]. The forward-backward algorithm is a message-passing algorithm
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Figure 9.8: A Bayesian network representation of a modified HMM with latent states
conditionally dependent on known historical actions.

and involves three key steps: (1) computing forward messages, (2) computing

backward messages, and (3) computing smoothed distributions.

The forward messages ϕt relate to the joint probability distribution p(x̃a+1:t, ỹt|ya)
∀t ∈ (a, b), and can be computed recursively by invoking the Markov property,

ϕt = p(x̃t|yt)
∑
yt−1

ϕt−1 · p(yt|yt−1, dt−1) (9.17)

where the message ϕa is initialised as δk,ya . Here, p(yt|yt−1, dt−1) is equivalent to the

transition matrix p(yt+1|yt, dt) and p(x̃t|yt) is the posterior predictive distribution of

the statistical classifier.

The backward messages ψt relate to the conditional distribution p(x̃t:b−1|ỹt:b−1, yb)

∀t ∈ (a, b), and can again be computed recursively as follows,

ψt =
∑
yt+1

ψt+1 · p(x̃t+1|yt+1) · p(yt|yt−1, dt−1)
⊤ (9.18)

where the message ψb is initialised as δk,yb . Here, it is worth recalling that p(yt+1|yt, dt)
can be considered to be a square K ×K matrix for a given dt.

To obtain the posterior smoothed distributions p(ỹt|ya, yb, x̃a+1:b−1, da:b−1), one can

simply multiply together the forward and backward messages and normalise to unity

[151],
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p(ỹt|ya, yb, x̃a+1:b−1, da:b−1) ∝ ϕtψt (9.19)

By taking the MAP of the smoothed distribution, pseudo-labels ŷt may be assigned

to x̃ such that,

Du = {(x̃t, ŷt)|x̃t ∈ X, ŷt ∈ Y }mt=1 (9.20)

and where,

ŷt = argmaxỹtp(ỹt|ya, yb, x̃a+1:b−1, da:b−1) (9.21)

Using the pseudo-labels provided for Du, in addition to Dl, updated estimates for Θ

can be computed in a supervised manner via equations (8.14) to (8.18) and (8.23).

As with the decision process underpinning risk-based active learning, latent-state

smoothing relies on the specified observation and transition models. If poor models

are chosen, erroneous pseudo-labels may be provided for unlabelled data.

Similar to the EM approach, the smoothing approach to semi-supervised learning

addresses sampling bias by reducing the class imbalance and generating a training

dataset that is more representative of the underlying distribution. Unlike the EM

approach, latent-state smoothing utilises information encoded within the decision

process transition model, which can yield some powerful inferences. One can imagine

a scenario where it is determined via inspection that the structure is undamaged at

time a, and time b, and furthermore, it is known that no interventions were performed

on the structure inside the interval (a, b). Under these conditions, and given that

the relevant transition model allows only monotonic degradation, it can be inferred

that the structure is undamaged with unit probability for all instances in (a, b).

Latent-state smoothing fits naturally within the risk-based active-learning framework

and can be applied after each inspection. When applied immediately following the

first inspection, it is assumed that at the onset of the active-learning algorithm,

the structure was in its undamaged state. For the current chapter, latent-states

are smoothed only once, using the version of the classifier available up to the most

recent inspection. An alternative approach in which all historical latent-states are
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smoothed after every inspection using the most up-to-date classifier available may

yield better performance, however, would be more computationally expensive. A

flow chart detailing the risk-based active-learning algorithm modified to incorporate

smoothing is shown in Figure 9.9.

start:
initial training-set,
D = Dl ∪ Du, Du = ∅

train model
p(x, y|Dl,Du)

new
data?

stop

update Du

with x̃t

new
observa-
tion, x̃t

predict
p(ỹt|x̃t,Dl)

compute
EVPI(dt|yt)

EVPI >
Cins?

query
health-state
information

for xt

yt pro-
vided via
inspec-
tion by
engineer

update Dl to include
new queried labels

smooth p(ỹt|ya, yb, . . .
x̃a+1:b−1, da:b−1),
∀t ∈ (a, b)

update Du with ŷt

no

yes

yes

no

Figure 9.9: Flow chart to illustrate the risk-based active learning process incorporating
latent-state smoothing.

Results

The EM and smoothing approaches to semi-supervised learning were each incor-

porated into the risk-based active-learning process and applied to the case study

presented in Section 9.1.1. Once again, 1000 repetitions were conducted, each with

randomly-selected training and test datasets and with Dl randomly initialised as

a small subset of the training data. For the smoothing approach, decisions were

specified according to the hidden labels associated with Du, such that the state
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transitions present in the dataset were consistent with the transition models specified

in Tables 8.2 and 8.3.

Figures 9.10 and 9.11 show a GMM for one of the 1000 runs after the risk-based

active-learning process incorporating EM and smoothing, respectively. The initial

model, prior to risk-based active learning, is unchanged from that shown in Figure

9.2.

It can be seen from Figures 9.10a and 9.11a that, similar to the GMM without

semi-supervised learning, risk-based active learning with semi-supervised learning

results in labels being obtained for localised regions of the feature space, with Class 3

(moderate damage) being preferentially queried. Nonetheless, these figures show that

the clusters learned in a semi-supervised manner fit the data very well. Furthermore,

examination of Figures 9.10b and 9.11b, reveals that the resulting EVPI distributions

over the feature spaces distinctly differ from that in Figure 9.3b. For both the EM

and smoothing approaches, the introduction of semi-supervised learning into the

risk-based active-learning process has enabled the inference of a well-defined decision-

boundary indicated by the band of high EVPI separating the 2-sigma clusters for

Class 3 and Class 4.

(a) (b)

Figure 9.10: A statistical classifier p(yt,xt,Θ) following risk-based active learning
with semi-supervised learning via EM; maximum a posteriori (MAP) estimates of
the mean (+) and covariance (ellipses represent 2-sigma) are shown. (a) shows the
final model overlaid onto the data with labelled data Dl encircled and (b) shows the
resulting EVPI over the feature space.

Figure 9.12 shows the effective class proportions in the training data D averaged over
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(a) (b)

Figure 9.11: A statistical classifier p(yt,xt,Θ) following risk-based active learning
with semi-supervised learning via smoothing; maximum a posteriori (MAP) estimates
of the mean (+) and covariance (ellipses represent 2-sigma) are shown. (a) shows
the final model overlaid onto the data with labelled data Dl encircled and (b) shows
the resulting EVPI over the feature space.

the 1000 runs for both the EM and smoothing approaches to active learning. These

figures, when considered in the context of the equations specifying the relevant model

parameter updates, provide some explanation as to why incorporating semi-supervised

learning yields improved model fits over standard risk-based active learning. It can

be seen from Figures 9.12a and 9.12b that the effective class proportions in the

latter stages of the querying process are much more representative of the underlying

data distribution when semi-supervised learning is employed - approximately 25% of

the dataset represented by each of the four classes. As postulated in Section 9.2.1,

having a more representative training dataset results in better-fitting generative

distributions, and consequently, a better-defined decision boundary.

Figure 9.13 shows how the number of queries varies between each approach to risk-

based active learning. It is immediately obvious from Figure 9.13, that incorporating

semi-supervised learning, via either EM or smoothing, substantially reduces the

number of queries made. The significance of this result becomes most apparent if

one recalls that, in the proposed SHM decision context, the number of queries can be

mapped directly onto inspection expenditure. This result is to be expected as, when

employing semi-supervised learning, supplementary information from the unlabelled

dataset is utilised to specify the model each time a query is made. This characteristic

allows clusters to become well-defined more quickly, reducing the area of high-EVPI
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(a) (b)

Figure 9.12: Variation in effective class proportions within Dl with number of label
queries for an agent utilising a GMM learned from Dl extended by risk-based active
learning with semi-supervised updating via: (a) expectation-maximisation and (b)
latent-state smoothing. Shaded area shows ±1σ.

regions (as is visible in Figures 9.10 and 9.11) meaning fewer queries are made later

in the dataset. This result is evident from Figure 9.14.

Figure 9.13: Histograms showing the distribution of the number of queries from
1000 runs of the risk-based active learning of: (i) a GMM (blue) (ii) a GMM semi-
supervised via expectation-maximisation (green) and (iii) a GMM semi-supervised
via latent-state smoothing (red).

Figure 9.14 compares the total number of queries for each index in Du over the 1000

repetitions of risk-based active learning conducted with a GMM, a GMM with EM

and a GMM with smoothing. It can be seen from Figure 9.14, that the incorporation
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of semi-supervised learning into the risk-based active approach results in relatively

more queries being obtained during the first occurrence of each class, with relatively

fewer queries being made at later occurrences. It can be seen that Class 3 is heavily

investigated at each occurrence when semi-supervised methods are not employed.

This phenomenon is to be expected when one considers the differences between the

high-EVPI regions shown in Figure 9.3b and Figures 9.10b and 9.11b; as previously

discussed semi-supervised learning results in a well-defined decision boundary thereby

reducing the likelihood that data will have high value of information.

Figure 9.14: Histograms showing the distribution of the number of queries for each
observation in Du from 1000 runs of risk-based active learning for: (i) a GMM
(blue) (ii) a GMM with EM (green) and (iii) a GMM with smoothing (red). The
average locations of classes within Du are numbered on the upper horizontal axis
and transitions are denoted as a dashed line.

Figure 9.15 shows median decision accuracies and f1-scores throughout the query

process, and compares those measures for risk-based active learning with, and without,

semi-supervised learning. From Figure 9.15a, one may be inclined to deduce that the

introduction of semi-supervised learning has been detrimental to the performance of

risk-based active learning, as both EM and smoothing result in a delayed increase

in decision accuracy. However, when considered alongside Figure 9.14, one can

realise that, because semi-supervised learning results in increased querying early in

the dataset, decision accuracy over the whole dataset is improved. Furthermore,

a decline in decision performance is not observed for the algorithms incorporating

semi-supervised learning; this result is because of the reduction in sampling bias

obtained via the inclusion of unlabelled data. Figure 9.15b shows the f1-score

classification performance; these results provide further indication that the models



142 9.2 Approaches to Address Sampling Bias

learned via semi-supervised risk-based active learning better represent the underlying

distribution of data and that the detrimental effects of sampling bias have been

reduced.

(a) (b)

Figure 9.15: Variation in median: (a) decision accuracy and (b) f1-score with number
of label queries for an agent utilising a GMM learning via risk-based active learning:
(i) without semi-supervised updates, (ii) with semi-supervised updates via EM and
(iii) with semi-supervised updated via smoothing. Shaded area shows the interquartile
range.

In summary, the case study has shown that, for some applications, semi-supervised

learning provides a suitable approach to reducing the effects of sampling bias. The

generative distributions obtained via these semi-supervised risk-based active learning

approaches better fit the underlying data distributions, whilst also establishing well-

defined decision boundaries in a cost-effective manner. The semi-supervised learning

approach to reducing the negative impact of sampling bias on decision-making

performance is re-examined with respect to an experimental dataset in Section 9.3.3.

9.2.2 Discriminative Classifiers

Probabilistic discriminative models (sometimes referred to as conditional models)

provide an alternative approach to generative models for developing statistical

classifiers. Whereas generative models seek to first represent the underlying joint

probability distribution p(x, y), discriminative models seek to learn the predictive

conditional distribution p(y|x) directly. For discriminative classifiers, the mapping

f : X → Y is typically specified via boundaries that partition the feature space X
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according to Y . In probabilistic discriminative models, these classification boundaries

are ‘soft’, allowing for nondeterministic classification. For example, data lying on

a binary classification boundary will be attributed equal probabilities of belonging

to each class. Unlike with generative models, discriminative models do not require

assumptions to be made regarding the underlying distribution of data (e.g. it was

assumed earlier that data were Gaussian distributed), as only separating boundaries

are learned. Thus, discriminative models do not necessarily require training datasets

to be representative of the base distribution – rather, they rely on data being

representative of the classification boundaries. Because of this characteristic, and

considering the proximity of queries to decision-boundaries, it is believed that

discriminative classifiers may provide improved robustness to the type of sampling

bias prevalent in risk-based active learning.

There are numerous approaches to probabilistic discriminative modelling. Arguably,

logistic regression is the simplest example of such a model. For logistic regression,

a separating plane (or hyperplane) between two classes is learned. A sigmoid

function then maps the distance of a data point from the plane to the probability

of class membership. Support vector machines (SVMs) are also a popular form

of discriminative classifier that have found application in many domains including

engineering [152]. SVMs seek to find (hyper)planes with maximal margins between

classes such that classification errors in the training dataset are minimised; a principal

in statistical learning theory known as empirical risk minimisation2. Furthermore,

SVMs are capable of determining nonlinear classification boundaries by utilising

nonlinear kernels to project data into higher dimensions in which the data are more

separable. Fundamentally, SVMs are deterministic classifiers; however, the outputs

can be modified to have a probabilistic interpretation via post-processing in the form

of Platt scaling [91].

For its robust uncertainty quantification, a Bayesian extension of the SVM, known

as the relevance vector machine (RVM) is selected as the probabilistic discriminative

classifier for the current chapter. Additionally, as RVMs are sparse models utilising

a small subset of the training data, they potentially have enhanced robustness to

sampling bias as problematic data can be ignored. Details of RVMs and their

multiclass extension (mRVMs) are provided in the following subsection.

2Here, ‘risk’ is distinct from the definition used elsewhere in the current thesis. A mapping
between the two could be formulated by considering the costs associated with misclassifications,
however, this is outside the scope of the current thesis.
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Relevance Vector Machines

Originally introduced by Tipping in [97], the RVM is a computationally-efficient

Bayesian model capable of achieving high accuracies for both regression and clas-

sification tasks, via the use of basis functions specified via a kernel function and a

sparse subset of the training data. In [146, 153], the RVM is extended from binary

classification to multiclass classification via the multinomial probit link and multi-

nomial probit likelihood. As previously mentioned, RVMs are able to achieve high

computational efficiency; this is achieved by using a subset of n∗ ‘relevant’ samples

from Dl such that n∗ << n. This reduced subset is denoted A. Two approaches for

achieving this sparsity are presented in [144], and termed mRVM1 and mRVM2.

For the multiclass classification of an unlabelled data point x̃t, mRVMs employ a

fundamentally (generalised) linear model-form as a foundation,

ft = W⊤k(xl, x̃t) (9.22)

where ft = {f1, . . . , fK}⊤ is a vector of K auxiliary variables that provide a ranking

system by which the class membership of an unlabelled data point may be assessed.

k(xl, x̃t) is an n×1 vector for which the ith element is specified by the kernel function

k(xi, x̃t). The kernel function specifies a set of basis functions that reflect the

similarity between x̃t and training inputs xl = {xi|(xi, yi) ∈ Dl}ni=1; nonlinearity can

be introduced into the RVM by selecting a nonlinear kernel function. For compactness,

the vector k(xl, x̃t) is denoted as kt herein. W = {w1, . . . ,wK} is an n×K matrix

of tunable parameters referred to as weights, and where wk = {w1,k, . . . , wn,k}⊤.
These weights act as a voting system that indicates which data in Dl are important,

or ‘relevant’, for discriminating between classes.

In accordance with [144], the auxiliary variables in ft are assumed to adhere to a

standardised noise model:

fk|wk,kt ∼ N (w⊤
k kt, 1) (9.23)

Predicted class labels ŷt are assigned to otherwise unlabelled data via the auxiliary

variables ft by using a criterion specified by the multinomial probit link,
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ŷt = k ⇐⇒ fk > fj ∀j ̸= k (9.24)

Moreover, a probabilistic representation of class membership can be obtained via the

following marginalisation,

p(ỹt = k|W,kt) =

∫
p(ỹt = k|ft)p(ft|W,kt)dft (9.25)

where p(ỹt = k|ft) = δk,ŷt . This marginalisation yields the multinomial probit

likelihood [146],

p(ỹt = k|W,kt) = Ep(u)

[∏
j ̸=k

Φ(u+ (wk −wj)
⊤kt)

]
(9.26)

where u ∼ N (0, 1) and Φ denotes the Gaussian cumulative distribution function.

Here, it is worth noting that, in practice, equation (9.26) cannot be computed

analytically and is instead approximated via Gauss-Hermite quadrature [144].

Having specified the predictive model, the relevant supervised-learning problem

for mRVMs can be expressed as the Bayesian inference of weights W from Dl. In

order to conduct Bayesian inference, a prior must first be placed upon the model

parameters W; in this case,

wi,k ∼ N (0, α−1
i,k ) (9.27)

where the scale parameters αi,k can be summarised in an n×K matrix A and are

assigned the following hyperprior,

αi,k ∼ Γ(τ, ν) (9.28)

where τ and ν are hyperparameters related to the shape and scale, respectively. Given

small values for the hyperparameters τ and ν, the prior and hyperprior presented

above result in a Student-t distribution with zero-mean and small variance over

the weights in W. This restrictive distribution causes few weights to be non-zero,

thereby inducing sparsity in the model [97, 144].
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The training of the mRVM model is accomplished by updating the model parameters

via an EM algorithm [149]. For a detailed exposition of the learning procedure, the

reader is directed to [153]. Here, the EM steps are provided.

The model weight parameters are updated as the MAP estimate of the posterior

distribution over the weights; given by Ŵ = argmaxW p(W|Fl,Kl,A,Dl), where

Fl = {f1, . . . , fK}⊤ are auxiliary variables for data in Dl, and Kl denotes K(xl,xl).

It follows that, for a given class, the update for the weights across data in Dl is given

by,

ŵk = (KlK
⊤
l +Ak)

−1Klf
⊤
k (9.29)

where Ak is a diagonal matrix formed from the kth column of A, i.e. Ak =

diag(α1,k, . . . , αn,k).

Following the formulation in [144, 153], the posterior distribution over the auxiliary

variables is derived to be a product of truncated Gaussian distributions3. For a given

class j, the auxiliary variables can be updated ∀k ̸= j as follows,

f̃k,i ← ŵ⊤
k ki −

Ep(u)

[
N (ŵ⊤

k ki − ŵ⊤
j ki, 1)

∏
κ̸=j,k Φ(u+ ŵ⊤

j ki − ŵ⊤
κ ki)

]
Ep(u)

[
Φ(u+ ŵ⊤

j ki − ŵ⊤
k ki)

∏
κ̸=j,k Φ(u+ ŵ⊤

j ki − ŵ⊤
κ ki)

] (9.30)

and for class j,

f̃j,i ← ŵ⊤
j ki −

∑
κ̸=j

(f̃κ,i − ŵ⊤
κ ki) (9.31)

where f̃k,i denotes the mean of the distribution over the latent auxiliary variable

corresponding to class k for data point i in Dl.

By continuing to follow [153], one can derive the update for the hyperpriors αi,k as

the mean of the posterior distribution p(A|W,Dl), given by,

3Derivations and visualisations for conically-truncated Gaussian distributions are shown in [154].
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α̃i,k =
2τ + 1

w2
i,k + 2ν

(9.32)

The iterative learning process requires the repeated application of the updates given

in equations (9.32), (9.29), (9.30) and (9.31), until a convergence criterion is met.

Suitable convergence criteria are provided in [144].

As discussed in Section 9.2.2, RVMs utilise a subset of ‘relevant’ samples to construct

basis functions, with mRVM1 adopting a bottom-up approach and mRVM2 adopting

a top-down approach.

For mRVM1, A is initialised as an empty set with samples subsequently added or

removed from A based upon their contribution to the objective function given by

the marginal log-likelihood L(A) = log p(Fl|Kl,A) = log
∫
p(Fl|Kl,W)p(W|A)dW.

In accordance with [144], to ensure L(A) is differentiable such that the fast type-II

Maximum-Likelihood approach [155], can be employed, it is assumed that the scale

parameter for each sample is common across classes, i.e. ∀k ∈ {1, . . . , K}, αi,k = αi.

By following the procedure detailed in [155], one arrives at the following marginal

likelihood decomposition,

L(A) = L(A−i) + ℓ(αi) (9.33)

where,

L(A−i) =
K∑
k=1

−1

2

[
N log 2π + log |C−i|+ f⊤k C−1

−i fk

]
(9.34)

and,

ℓ(αi) =
K∑
k=1

1

2

[
logαi − log(αi + si) +

q2k,i
αi + si

]
(9.35)

with C−i = In−1+K⊤
l,−iA

−1
−iKl,−i, where In−1 denotes the identity matrix of size n−1,

and where the subscript −i is used to indicate matrices with entries corresponding to

the ith data point in Dl removed. The quantities si and qk,i, introduced in equation

(9.35) are given by [155],
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si = k⊤
i C−1

−i ki and qk,i = k⊤
i C−1

−i fk (9.36)

and can be interpreted as a ‘sparsity factor’ and ‘quality factor’, respectively. The

sparsity factor indicates how much the descriptive information provided by the ith

data point is already provided by the existing samples. The quality factor provides

a measure of the ith sample’s ability to describe class k. Maximising L(A) with

respect to αi by following the procedure presented in [144, 155], one can quantify

the contribution of data point i to the objective function as,

θi =
K∑
k=1

q2k,i −Ksi (9.37)

For each iteration in the learning procedure, the contribution θi is then used to

construct A with samples satisfying θi > 0 included, and other samples excluded.

The model parameter update in equation (9.29) can be expressed utilising the sparse

subset of data A as follows:

Ŵ∗ = (K∗K
⊤
∗ +A∗)

−1K∗F̃
⊤ (9.38)

where K∗ denotes K(xl,A) and is n∗ × n, and A∗ is n∗ × n∗. Finally, the update

given in equation (9.32) becomes,

αi =
Ks2i
θi

(9.39)

Whereas mRVM1 provides a constructive approach to the formation of A of relevance

vectors, the approach termed mRVM2 sculpts A from Dl. This is achieved by

excluding samples with scales αi,k sufficiently large that wi,k is negligible. The

ith data point can be considered insignificant and can be removed from A when

αi,k > 105 ∀k ∈ {1, . . . , K}. Here, it is worth noting that, within the mRVM2

approach, once a sample has been removed from A it cannot be reintroduced to the

model. This characteristic is in contrast to mRVM1, which allows a previously pruned

sample to be reintroduced if, during a later iteration, the sample is deemed to have

positive contribution. In the context of risk-based active learning, this constraint of

mRVM2 should prove to be insignificant as, within the active-learning process, the
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model is repeatedly retrained, with all data in Dl considered.

By using the sparse subset A to form the basis functions for the mRVM classification

model, improvements in computational efficiency are achieved. Furthermore, in the

context of risk-based active learning, it is hypothesised that probabilistic discrimina-

tive classifiers will show robustness to sampling bias over the generative classifiers

– in part because detrimental or superfluous data are excluded from the model by

virtue of its sparsity, and because discriminative classifiers in general, do not rely

upon assumptions regarding the underlying distribution of the data.

Results

Both mRVM1 and mRVM2 were incorporated into the risk-based active-learning

process and applied to the case study presented in Section 9.1.1. As it is well-studied

and flexible, both models were formed using a Gaussian kernel. The Gaussian kernel

function has the following form,

k(xt,xi) = exp(−γ ∥ xt − xi ∥2) (9.40)

where γ is introduced as a hyperparameter and is fixed at 1
D

in accordance with

[144, 156].

As with the previous statistical classifiers, the risk-based active-learning process was

applied to each model 1000 times with randomly-selected initial labelled datasets Dl.

Figures 9.16 and 9.17 show, from one of the 1000 repetitions, an mRVM1 classifier

before and after the risk-based active-learning process, respectively.

Figure 9.16 shows that the mRVM1 model, subject to the convergence criteria

presented in [144], was unable to effectively discriminate between classes when

learned from the initial limited subset of training data. In Figure 9.16a, the absence

of contours corresponding to p(yt = k|xt) = 0.5 indicates that, if using the initial

model shown, one would be unable to classify data with a high degree of confidence.

This result is corroborated by the approximately uniform EVPI over the feature

space, presented in Figure 9.16b.

Figure 9.17 indicates that, following the risk-based active learning procedure, the
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updated mRVM1 classifier has established classification boundaries – the contours

corresponding to p(yt = k|xt) = 0.5 are now visible and, in general, are a good fit

to the data. In Figure 9.17a, similar to the GMM, the risk-based active-learning

algorithm preferentially queries data close to the boundary between Class 3 (significant

damage) and Class 4 (critical damage). From Figure 9.17b, it can be seen that a

band of high EVPI has been established close to the classification boundary between

classes 3 and 4. Again, this band corresponds to a decision boundary and indicates

the region of the feature space where a decision-making agent should inspect the

structure; below this band the agent can be confident that the optimal decision is ‘do

nothing’, and above this band the agent can be confident that the optimal decision

is ‘perform maintenance’.

(a) (b)

Figure 9.16: An mRVM1 statistical classifier p(yt|xt;W) prior to risk-based active
learning; relevance vectors are shown (×). (a) shows the final model overlaid onto
the data with labelled data Dl encircled and (b) shows the resulting EVPI over the
feature space.

Similar to Figures 9.16 and 9.17, Figures 9.18 and 9.19 show, from one of the 1000

repetitions, an mRVM2 classifier before and after the risk-based active-learning

process.

Unlike mRVM1, the mRVM2 approach to relevance-vector selection resulted in an

initial model capable of discriminating between the four classes – as demonstrated by

the contours corresponding to p(yt = k|xt) = 0.5 visible in Figure 9.18. In general,

the discriminative boundaries fit the data well, except for that corresponding to Class

2 (minor damage). The resulting EVPI distribution over the feature space, shown in

Figure 9.18b, indicates that a decision boundary (albeit somewhat nebulous) has
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(a) (b)

Figure 9.17: An mRVM1 statistical classifier p(yt|xt;W) after risk-based active
learning; relevance vectors (×) and contours (lines) denoting p(yt = k|xt) = 0.5
are shown. (a) shows the final model overlaid onto the data with labelled data Dl

encircled and (b) shows the resulting EVPI over the feature space.

been established, even from the very limited labelled data.

(a) (b)

Figure 9.18: An mRVM2 statistical classifier p(yt|xt;W) prior to risk-based active
learning; relevance vectors (×) and contours (lines) denoting p(yt = k|xt) = 0.5
are shown. (a) shows the final model overlaid onto the data with labelled data Dl

encircled and (b) shows the resulting EVPI over the feature space.

It can be seen from Figure 9.19a that, once again, the active-learning algorithm

results in data being queried preferentially close to the boundary between Classes 3

and 4. It can be seen from the probability contours that the updated model fits the
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(a) (b)

Figure 9.19: An mRVM2 statistical classifier p(yt|xt;W) after risk-based active
learning; relevance vectors (×) and contours (lines) denoting p(yt = k|xt) = 0.5
are shown. (a) shows the final model overlaid onto the data with labelled data Dl

encircled and (b) shows the resulting EVPI over the feature space.

data marginally better than the initial model. From Figure 9.19b, it can be seen that

the inferred decision boundary is now more well-defined, represented by the narrow

band of high EVPI close to the classification boundary between Classes 3 and 4.

From the EVPI surfaces shown in Figures 9.16b, 9.17b, 9.18b, and 9.19b, it is

apparent that, when using an mRVM model, data far from those already observed

are classified with high uncertainty, meaning that high EVPI would be associated

with any outlying observations. This result is in contrast to EVPI surfaces obtained

when utilising generative models, where, as discussed in Section 9.1.2, sampling

bias resulted in over-confident predictions for outlying data. The decision support

implications for the differing ‘attitudes’ towards outliers, induced by the choice of a

generative versus discriminative classifier, are discussed further in Section 9.4.

Figures 9.20a and 9.20b show the class proportions in the labelled datasetDl, averaged

over the 1000 runs of risk-based active learning applied to mRVM1 and mRVM2,

respectively. Both figures show similar trends in class proportions as the original

GMM, with Class 3 disproportionately represented (∼60%) in the final iteration of

Dl, above Classes 1, 2, and 4. Here, it is worth recognising from Figures 9.17 and

9.19, that within the sparse subset A, the classes are more equally represented. For

mRVM1, Class 1 corresponds to two of the eight relevance vectors, Classes 2 and 4

each correspond to one, and Class 3 corresponds to four of the eight relevance vectors.
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Similarly, for mRVM2, Classes 1, 2 and 4 are each represented by one relevance

vector, with Class 3 represented by two out of the five relevance vectors. This result

suggests that utilising a sparse subset of data somewhat mitigates the prevalence of

sampling bias in the training data.

(a) (b)

Figure 9.20: Variation in class proportions within Dl with number of label queries
for an agent utilising an: (a) mRVM1 and (b) mRVM2 statistical classifier learned
from Dl extended via risk-based active learning. Shaded area shows ±1σ.

The histograms presented in Figure 9.21 show the distributions of the number of

queries made by the risk-based active-learning algorithm as applied to mRVM1 and

mRVM2 for each of the 1000 runs. Both mRVM1 and mRVM2 result in fewer queries

than the GMM. Again, this result is significant, as it indicates that expenditure on

queries has been reduced. Furthermore, the variance of the distributions correspond-

ing to the mRVM algorithms is reduced compared to that for the GMM, indicating

that relatively few queries are made, consistently.

Figure 9.22 compares the total number of queries for each index in Du over the

1000 repetitions of risk-based active learning conducted using a GMM, an mRVM1

classifier, and an mRVM2 classifier. It can be seen from Figure 9.22, that data

points queried by the GMM formulation also tend to be queried by the mRVM

formulations, though with a greatly-reduced total. In contrast to the semi-supervised

approaches presented in Section 9.2.1, the risk-based active learning algorithms built

upon mRVMs query data more heavily from the later occurrences of Classes 3 and 4.

This observation can, in part, be attributed to the fact that the high-EVPI regions

associated with the decision boundary inferred via the mRVM models are slightly
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Figure 9.21: Histograms showing the distribution of the number of queries from 1000
runs of the risk-based active learning of: (i) a GMM (blue) (ii) an mRVM1 (green)
and (iii) an mRVM2 (red) statistical classifier.

Figure 9.22: Histograms showing the distribution of the number of queries for each
observation in Du from 1000 runs of risk-based active learning for: (i) a GMM
(blue) (ii) an mRVM1 (green) and (iii) an mRVM2 (red) statistical classifier. The
average location of classes within Du are numbered on the upper horizontal axis and
transitions are denoted as a dashed line.

more nebulous than those obtained via semi-supervised learning. In addition, when

using the mRVM classifiers, one would expect outlying data to be queried at any

time during the risk-based active-learning process because of the uncertainty in the

class-label prediction.

Figure 9.23 provides a comparison of the median decision accuracies and f1-scores

throughout the querying processes aggregated from the 1000 runs of the risk-based
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(a) (b)

Figure 9.23: Variation in median: (a) decision accuracy and (b) f1-score with number
of label queries for an agent utilising: (i) a GMM (ii) an mRVM1 and (iii) an mRVM2

statistical classifier learned via risk-based active learning. Shaded area shows the
interquartile range.

active-learning process, applied to the mRVM1 and mRVM2 classifiers. It can be seen

from Figure 9.23a, that both mRVM1 and mRVM2 result in superior decision accuracy

performance over the GMM, plateauing at a slightly higher decision accuracy and

reaching that plateau earlier. Although mRVM1 begins with a lower decision accuracy

than the GMM, the performance of the decision-maker rapidly improves with queries

made. On the other hand, mRVM2 begins with significantly higher decision accuracy

than both the GMM and the mRVM1 classifiers, yet still improves rapidly with the

early queries. From Figure 9.23a, an important observation regarding the use of the

discriminative models is that, for later queries, there is no decline in decision-making

performance as additional labelled data are obtained, indicating that such models, as

hypothesised, possess improved robustness to sampling bias. Figure 9.23b shows the

f1-score classification performance of the models on the test dataset. Both models

achieve improved classification performance over the GMM.

In summary, for the current case study, substituting the generative GMM classifier

out of the risk-based decision process, in favour of RVM-based discriminative models,

has mitigated the adverse effects on decision-making performance caused by the

inherent bias introduced via the risk-based active-learning process. Furthermore,

well-defined decision boundaries were inferred from a reduced number of queries as

compared to the generative model. These results were achieved as discriminative

models do not rely on prior assumptions regarding the distribution of data.
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9.3 Case Study: Z24 Bridge Dataset

In the previous section, the effects of sampling bias on decision-making performance,

and approaches for counteracting these effects, were demonstrated on a somewhat

idealised case study, in which data were Gaussian distributed and classes were fairly

separable. In the current section, the effectiveness of semi-supervised learning, and

discriminative classifiers, at mitigating the effects of sampling bias, are assessed using

the experimental dataset obtained from the Z24 Bridge introduced in the previous

chapter [127]. For reference, visualisations of the Z24 Bridge dataset are provided in

9.24.

(a) (b)

Figure 9.24: Visualisation of the Z24 Bridge dataset in: (a) the discrete time and (b)
the projected feature space.

Upon examination of Figure 9.24b, it becomes apparent that there is significant

overlap between Class 1 and Class 2. There is also some degree of overlap between

the data corresponding to Classes 1 and 3, Classes 2 and 3, and Classes 3 and 4.

Moreover, the distribution of Z24 Bridge data deviates somewhat from Gaussianity.

Finally, it is obvious that class imbalance is present in the dataset, with most

observations corresponding to Class 1. Combined, these characteristics of the Z24

Bridge dataset should represent a greater challenge to the risk-based active-learning

approaches demonstrated on a more idealised case study in Section 9.2.
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9.3.1 Decision Process

As with the previous case study, an O&M decision process must be specified for the

Z24 Bridge dataset in order to apply a risk-based active learning approach to classifier

development. A decision process identical to that used for the Z24 Bridge case study

in the previous chapter is adopted here. As such, the graphical representation of the

process provided by the influence diagram in Figure 8.3, applies also to the current

case study. The parameters populating the conditional probability distributions and

utility functions must be specified to reflect the operational context of the Z24 Bridge

and can be found in Tables 8.5 to 8.8.

Again, the cost of inspection is specified to be Cins = 30. The moderate cost is

intended to reflect resources required to inspect a large-scale structure such as the

Z24 Bridge.

9.3.2 Results: Gaussian Mixture Model

To facilitate comparison, risk-based active learning was applied to a Gaussian mixture

model learned via the Bayesian approach outlined in Section 8.4.2. For the Z24

Bridge case study, the features used to discriminate between the four health states

of the structure were the first four natural frequencies shown in Figure 9.24a, such

that xt ∈ R4.

The dataset was separated into two halves. One half formed the training dataset

D, with the other half forming an independent test set. A small (0.3%) random

subset of D was used to initialised the labelled dataset Dl. The remaining data were

assigned to Du to be sequentially evaluated with respect to the decision process in the

risk-based active-learning process. Once again, 1000 repetitions of the active-learning

process were conducted, each with randomly-initialised Dl.

Figure 9.25 shows the median and interquartile range for the decision accuracy and

f1-score as a function of number of queries. Additionally, the performance measures

are provided for an agent utilising a GMM trained using an equivalent number of

samples obtained via unguided (random) querying. From Figure 9.25a, it can be seen

that risk-based active learning results in decision-making performance improving

at an increased rate compared to random sampling. However, yet again, a gradual

decline in decision accuracy can be observed over later queries when said queries
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are guided by EVPI. Figure 9.25b shows that the classification performances of

the predictive model are fairly similar for EVPI-based and random querying. Each

gradually improves with number of queries, albeit non-monotonically. The large

interquartile ranges for both approaches to querying indicate that the classification

performance is highly sensitive to which data are available in the supervised learning

process – a phenomenon reported in [95].

(a) (b)

Figure 9.25: Variation in median: (a) decision accuracy and (b) f1 score with number
of label queries for an agent utilising a GMM learned from Dl extended via: (i)
risk-based active querying (EVPI) and (ii) random sampling (Random). Shaded area
shows the interquartile range.

Figure 9.26 shows the mean proportions that each class contributes to the labelled

dataset Dl throughout the learning process. Figure 9.26a provides the class pro-

portions for EVPI-based querying, whereas Figure 9.26b provides the proportions

for random querying. Logically, both datasets show an increase in the proportion

for Class 1, as this is the first class to present itself from the perspective of the

decision-maker. One difference between datasets is that the risk-based active-learning

approach results in Class 2 (cold temperature) gaining an elevated level of representa-

tion in Dl; this is perhaps understandable if one considers the overlap present in the

dataset, especially that between Class 2 and Class 3. Throughout later queries, one

can see that Class 1 gains increased representation in Dl. This increase correlates

with the slight decline in decision accuracy observed, indicating that data acquired

during this time cause the cluster corresponding to Class 1 to be altered such that it

is suboptimal for decision-making.
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(a) (b)

Figure 9.26: Variation in class proportions within Dl with number of label queries
for an agent utilising a GMM learned from Dl extended via: (a) risk-based active
querying and (b) random sampling. Shaded area shows ±1σ.

Figure 9.27 shows the total number of times each observation in Du was queried

throughout the 1000 runs, with the observations in Du presented for reference. As one

would expect, random sampling results in uniform querying across the dataset. On the

other hand, the risk-based active learning approach exhibits definite preferences for

specific observations. One tends to see an increase in observation data corresponding

to previously-unseen classes; however, the exception to this is Class 4 (advanced

damage) – indicating that the data in the vicinity of the cluster corresponding to Class

4 have low value of information. This result is, of course, because a decision-maker

observing data in this region of the feature space can be certain that the optimal

policy is ‘perform maintenance’ because of the extremely high cost associated with

this class. The most heavily-queried data points are in the vicinity of observation

number 1600. These data belong to Classes 1 or 2 – both undamaged classes. The

fact that they are so heavily queried, however, implies that they consistently lie close

to the decision boundary between the candidate actions ‘do nothing’ and ‘perform

maintenance’.

To summarise, when utilising a GMM as the statistical classifier within a decision

process for the Z24 Bridge dataset, one can obtain improved decision-making per-

formance; however, as with the previous case study, a decline in performance still

occurs with queries that are made later in the learning process.
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Figure 9.27: Histograms showing the distribution of the number of queries for each
observation in Du over 1000 runs when adopting: (a) risk-based active learning
(EVPI) and (b) random sampling (Random) in order to learn a GMM. For reference,
the unlabelled dataset is also provided.

9.3.3 Results: Semi-supervised Learning

The modified approaches to risk-based active learning, incorporating semi-supervised

learning via EM and latent-state smoothing, were each applied to the Z24 Bridge

case study.

Figure 9.28 shows, for each algorithm, the median decision and classification perfor-

mances as a function of the number of queries. Additionally, the performances for

the risk-based active-learned GMM are provided for comparison.

It is immediately apparent from both Figure 9.28a and Figure 9.28b, that the semi-

supervised approaches have failed in improving robustness to sampling bias; in fact,

the semi-supervised learning approaches have been detrimental to decision-making

performance. Neither expectation-maximisation updates to the generative model

parameters, nor pseudo-labelling of unlabelled data via a smoothing algorithm,
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result in a classifier that surpasses the standard GMM in terms of decision accuracy.

Similarly, both approaches fail to surpass the standard GMM in terms of classification

performance.

For the current case study, the poor performance of the semi-supervised methods

can be attributed to the fact that the algorithms further increase dependence on the

key assumption required for learning generative models; namely, that the density

estimations selected are representative of the underlying distribution. This increased

dependence arises as the generative models, learned from an unrepresentative dataset,

are being used to inform the pseudo-labels that are subsequently used to update the

model. As the Z24 Bridge data is non-Gaussian and as Gaussian density estimation

was used, the semi-supervised steps in the modified risk-based learning algorithm

yield biased pseudo-labels and therefore exacerbate the effects of sampling bias.

These results correspond with the results of the active-learning EM approach in [157],

in which introducing EM to the active-learning process degrades the classification

performance of a GMM on the Z24 Bridge dataset.

Figure 9.28 shows that the smoothing approach to semi-supervised learning out-

performs EM in terms of decision accuracy and f1-score. This observation is likely

because the smoothing algorithm utilises temporal information from the transition

model. This additional information source somewhat tempers the dependence on

the (biased) classification model that one solely relies on in the EM approach.

Figure 9.29 shows the effective class proportions for data in the training set D,
throughout the risk-based active learning of semi-supervised GMMs. From these

figures one can see that the semi-supervised algorithms initially induce a heavy bias

in favour of Class 1 within the training dataset. These class proportions are likely

to inflate both the component mixture weights and the covariance for the cluster

belonging to Class 1. This initial bias explains the dramatic decrease in decision

accuracy and f1-score that can be observed over the first few queries in Figure 9.28.

In addition to decreasing the decision-making performance, the introduction of semi-

supervised learning to risk-based active learning also has a detrimental effect on the

number of queries made. Figure 9.30 shows the distribution of the number of queries

made over 1000 randomly-initialised repetitions. It is clear from Figure 9.30, that

both EM and latent-state smoothing result in a higher mean for the number of queries

made, when compared to the standard GMM. This result implies that using these

modified approaches to risk-based active learning result in increased expenditure on
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(a) (b)

Figure 9.28: Variation in median: (a) decision accuracy and (b) f1 score with number
of label queries for an agent utilising a GMM learning via risk-based active learning:
(i) without semi-supervised updates, (ii) with semi-supervised updates via EM and
(iii) with semi-supervised updated via smoothing. Shaded area shows the interquartile
range.

(a) (b)

Figure 9.29: Variation in class proportions within Dl with number of label queries for
an agent utilising a GMM learned from Dl extended risk-based active learning with
semi-supervised updating via: (a) expectation-maximisation and (b) latent-state
smoothing. Shaded area shows ±1σ.

structural inspections. Interestingly, the distribution of the number of queries made

using the risk-based active learning algorithm that incorporates EM, is bimodal. The

dominant mode corresponds to worsened performance in comparison to the standard

GMM; however, the secondary mode corresponds to an improved performance. This



9.3 Case Study: Z24 Bridge Dataset 163

Figure 9.30: Histograms showing the distribution of the number of queries from
1000 runs of the risk-based active learning of: (i) a GMM (blue) (ii) a GMM semi-
supervised via expectation-maximisation (green) and (iii) a GMM semi-supervised
via latent-state smoothing (red).

Figure 9.31: Histograms showing the distribution of the number of queries for each
observation in Du from 1000 runs of risk-based active learning for: (i) a GMM (blue)
(ii) a GMM with EM (green) and (iii) a GMM with smoothing (red).
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result suggests that there exists a modality of the learning algorithm in which the EM

algorithm can converge to a classifier that results in a well-defined decision boundary.

As the variability in results arises because of the randomisation of the initial labelled

dataset Dl, it can be inferred that the occurrence of this secondary modality is

conditional on which labelled data are available for learning the fully-supervised

model, prior to the EM updates. It can be seen from Figure 9.30 that more than

400 queries were made in very few trials; this explains the collapse in the variability

in decision and classification performance observed in Figure 9.28.

Figure 9.31 shows the total number of queries for each observation index in Du, over

the 1000 repetitions conducted for each of the two variants of the risk-based active

learning process. Additionally, the queries made by the agent utilising the standard

GMM are provided for comparison. As one would expect, given the histograms in

Figure 9.30, the queries made by the semi-supervised algorithms all but obscure

those made when using the standard GMM. These semi-supervised algorithms result

in data being heavily queried across many observations in Du, indicating that a

well-defined decision boundary is not obtained - an effect of the exacerbated sampling

bias. Here, it is worth noting that, despite numerous queries elsewhere in the dataset,

Class 4 remains more-or-less unqueried. Again, this result indicates that, because

of the extreme cost associated with the advanced damage state, a decision-maker

will confidently select the action ‘perform maintenance’ when in the vicinity of the

cluster corresponding to Class 4.

In summary, the introduction of semi-supervised learning via EM, and latent-state

smoothing, resulted in a degradation in the performance of an agent tasked with

selecting actions within a maintenance decision process defined around the Z24 Bridge

dataset. This degradation occurred because of the interaction between important

characteristics of the dataset (class imbalance, non-Gaussianity, and non-separability)

and the strengthened assumptions (iid training data, and representative distribution

forms) invoked via the semi-supervised learning algorithms. These interactions

resulted in the amplification of sampling bias, leading to worsened performance.

9.3.4 Results: Discriminative Classifiers

Discriminative classifiers, in the form of mRVM1 and mRVM2, were substituted into

decision processes in place of the GMM. Risk-based active learning was employed to
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develop these classification models for the Z24 Bridge dataset.

The decision accuracy and f1-score as functions of the number of queries made are

provided for the risk-based active learning of mRVM1 and mRVM2 in Figure 9.32.

From Figure 9.32a, it can be seen that both mRVM1 and mRVM2 surpass the GMM

in terms of decision-making performance. mRVM1 begins with very low performance,

once again indicating that the constructive approach to selecting relevance vectors

was unable to converge, because of the limiting size of Dl. Over the first few queries,

however, the performance rapidly increases as Dl expands such that convergence

of the relevance-vector selection can be achieved. As with the previous case study,

mRVM2 achieves good performances on even the limited initial Dl. Furthermore,

improvements in decision accuracy are gained at a similar, if not a slightly greater,

rate when compared to the GMM. This result means that superior decision-making

performance is obtained throughout the querying process when adopting an mRVM2

classifier. It is again worth noting that neither formulations of RVM suffer from a

degradation in decision-making performance over later queries - indicating robustness

to sampling bias in Dl. Again, this result can be attributed to the discriminative

nature of the models, in addition to the fact that extraneous data are excluded from

A.

From Figure 9.32b, it can be seen that the RVMs have inferior f1-scores in comparison

to the GMM. Distinct improvements in classification performance arise in correlation

with the appearance of new classes in Du (see Figure 9.35). The performances plateau

at approximately 0.6 as data corresponding to Class 4 are not queried, resulting in the

classifiers struggling to discriminate between Classes 3 and 4. Nonetheless, as these

classes share an optimal policy with respect to the decision process, decision-making

performance in not impacted by these misclassifications – as demonstrated in Figure

9.32a.

Figure 9.33 shows the class proportions in Dl throughout the risk-based active

learning of the mRVM classifiers. If one compares Figures 9.33a and 9.33b with

Figure 9.26b, it becomes apparent that the class proportions following the active

learning of mRVM1 and mRVM2 are not representative of the overall dataset. In

fact, the class imbalance present in the full dataset is lessened in Dl, with Classes 1

and 2 garnering approximately 40% representation each, and Class 3 possessing the

remaining 20%. This deviation in class representation can be attributed to the RVM’s

sparsity – as only a few prototypical examples are required to sufficiently represent
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(a) (b)

Figure 9.32: Variation in median: (a) decision accuracy and (b) f1 score with number
of label queries for an agent utilising: (i) a GMM (ii) an mRVM1 and (iii) an mRVM2

statistical classifier learned via risk-based active learning. Shaded area shows the
interquartile range.

(a) (b)

Figure 9.33: Variation in class proportions within Dl with number of label queries
for an agent utilising an: (a) mRVM1 and (b) mRVM2 statistical classifier learned
from Dl extended via risk-based active learning. Shaded area shows ±1σ.

each class; once a class is established following a few queries, data associated with the

class need not be queried further. This result is further supported by the step-like

improvements in f1-score.

The distributions for the number of queries made by each active learner are shown

in Figure 9.34. Similar to the previous case study, mRVM1 and mRVM2 both query
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Figure 9.34: Histograms showing the distribution of the number of queries from 1000
runs of the risk-based active learning of: (i) a GMM (blue) (ii) an mRVM1 (green)
and (iii) an mRVM2 (red) statistical classifier.

Figure 9.35: Histograms showing the distribution of the number of queries for each
observation in Du from 1000 runs of risk-based active learning for: (i) a GMM (blue)
(ii) an mRVM1 (green) and (iii) an mRVM2 (red) statistical classifier. A visualisation
of Du is provided for reference.
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fewer times on average when compared to the GMM. This result can also be explained

by the RVM’s ability to represent classes of data using only a few prototypical samples.

Between mRVM1 and mRVM2, mRVM2 yields superior performance in terms of

the number of queries made, with both lower mean and variance. As previously

mentioned, fewer queries corresponds to a reduced expenditure on inspections, with

lower variance indicating more consistent performance.

Finally, Figure 9.35 shows the total number of queries for each observation index in

Du. As with Figure 9.34, it is apparent from Figure 9.35 that, overall, the use of

RVMs as a statistical classifier reduces the total number of queries made. It can be

seen that mRVM1 results in increased querying early in the dataset; this is to be

expected as it was previously observed that this formulation struggles to construct

a model capable of discriminating between classes, resulting in high EVPI for all

regions of the feature space. As with the GMM, both RVM approaches result in

an increase in the number of queries made as new patterns in the data present –

specifically around observation indices 200, 700, and 1800 in Du. Again, this result

is in agreement with the trends in the f1-score shown in Figure 9.32b. The relative

reduction in the number of queries made between observations 800 to 1600, for

the RVMs compared to the GMM, can be attributed to the sparse representation

achieved by the RVMs; as data for these classes had already been obtained, the EVPI

associated with the classes was sufficiently low that inspection was not necessary,

with the exception of outlying data.

In summary, substituting mRVMs in place of the GMM, results in improved decision-

making performance and robustness to sampling bias. Notably, the number of

queries made throughout the learning process is also decreased by the introduction

of discriminative classifiers into the decision process. These benefits are obtained by

virtue of the RVM’s characteristic sparsity, in addition to the reduced reliance on

assumptions regarding the distribution of data. Whilst mRVM1 did yield noteworthy

improvements in decision-making performance, mRVM2 proved to be the stand-out

model formulation.

9.4 Discussion

The results presented in Sections 9.2 and 9.3 hold several implications with respect

to the development of decision-supporting SHM systems and thus bear further
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discussion.

From the case studies presented, it is abundantly clear that variability in performance

arises according to several factors. Specifically, variation was observed between the

various types of classifier employed within a decision process, and the approach by

which the models are learned.

In general, the discriminative classifiers consistently yielded better performance

than the GMM (standard and semi-supervised), both in terms of decision accuracy,

robustness to sampling bias, and the number of queries made. In contrast, the

decision-making performance of the semi-supervised generative models were highly

dependent on the assumed distributions used for density estimation and the under-

lying distribution of data. Based on these results, faced with the conundrum of

selecting a classifier to be used in a decision-supporting SHM system, an engineer

may opt to use a discriminative classifier without second thought. However, the

selection may require more nuanced deliberations. For example, digital twins are

a form of asset management technology highly applicable to structures and infras-

tructure [140, 158, 159]. In this context, SHM systems are a necessary component of

digital twins. Furthermore, recent work has identified generative models as being a

core component of digital twin technology [160]. It follows that, if the context in

which SHM system is being applied necessitates a generative model, such as within a

digital twin, a discriminative model can be deemed an unsuitable choice of classifier.

In this scenario, one may have to accept the effects of sampling bias, or find a

method of accounting for them within a generative model. If a priori knowledge of

data distributions is available (such as via expert elicitation, or transfer learning

[113]), then density estimates can be carefully selected such that EM, latent-state

smoothing, or an alternative approach to semi-supervision can be incorporated into

the risk-based active learning algorithm.

Some degree of performance variability was also observed between mRVM1 and

mRVM2. While fundamentally, these two classifiers share identical model-forms,

they differ in the approach used to select relevance vectors. It was observed that

mRVM2 outperformed mRVM1. This result occurred as mRVM2 has the advantage

of beginning the training process by considering the relevance of all data in Dl

simultaneously in the initial set A. In contrast, mRVM1 is constrained to consider

the contribution of data in the context of the current active set A, which is initialised

as empty. Although mRVM2 proved the better of the two formulations for case

studies presented in the current chapter, for applications where Dl grows very large,
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mRVM2 becomes computationally inefficient compared to mRVM1, as discussed

in [144]. It follows that, the quantity of data one expects to obtain throughout a

decision-supporting SHM campaign must also factor into the selection of classification

models learned via a risk-based active approach.

Another consideration that must be made in the selection of statistical classifiers used

within SHM decision processes, risk-based active learning, and asset management

technologies in general, is the uncertainty quantification with respect to outlying data,

or out-of-distribution (OOD) data. As previously mentioned, the generative models

presented in the current chapter make overconfident predictions for the class labels of

outlying data – a result of data scarcity. This observation has concerning implications

for the decision-support systems, as an agent utilising a model that overconfidently

classifies OOD data will be especially prone to making suboptimal decisions. While

these decisions could yield benign consequences, such as an unwarranted down-time,

they could also lead to missed inspections and ultimately structural failures with

potentially severe consequences. Fortunately, the discriminative classifiers considered

for the current chapter proved to have excellent uncertainty representation for

outlying data, yielding high EVPI and therefore reliably triggering inspections where

necessary.

Finally, a notable observation is that the number of queries made during the risk-

based active learning can be reduced via the choice of statistical classifier within a

decision process. This result is highly significant in the context of SHM decision-

support because queries correspond to structural inspections. This correspondence

indicates quite directly, that monetary savings can be achieved by selecting a classifier

that results in minimal queries, thereby reducing the total operational costs incurred

over the lifetime of structure. The aforementioned result highlights the great value to

be gained via SHM systems, and provides further motivation for their development

and implementation.

9.5 Summary

Risk-based active learning provides a methodology for the online development of

statistical classifiers, specifically those being used in decision-supporting systems. In

the context of SHM, this process is accomplished by querying labels for observed data

via structural inspection, according to the expected value of the label information with
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respect to an O&M decision process. Although risk-based active learning has been

demonstrated to yield improvements to decision-making performance, the generative

classification models considered prior to the current chapter suffer ill-effects related

to the sampling bias introduced by the guided querying. This bias typically manifests

as deterioration in decision-making performance later in the querying process.

The current chapter proposed two approaches to address the issue of sampling bias;

semi-supervised learning and discriminative classification models. Each approach

was applied to a visual example, and an experimental case study. From these case

studies, it was found that semi-supervised learning yielded variable performance,

dependent on the correspondence between the underlying data distributions and

the density estimates selected for the generative models. On the other hand, the

discriminative models were found to mitigate the deterioration in decision-making

performance. In addition, the case studies provided results with high significance to

SHM decision-support in general. Specifically, attention was drawn to the fact that

utilising differing classifiers in a decision process model can result in the decision-

making agent possessing drastically different attitudes towards outlying data. Finally,

it was also shown that the choice of classifier used in the process model can greatly

affect the number of queries – and therefore inspections – made throughout an SHM

campaign. This finding was particularly significant as it implies that, with the careful

selection of the classifier within an SHM system, resource expenditure can be greatly

reduced.



Chapter 10

Towards Risk-based

Decision-making for Populations

of Structures

As previously discussed, SHM technologies aim to detect damage within mechanical,

civil and aerospace structures and infrastructure [1]. By inferring information about

the health of a structure from discriminative features extracted from data acquired

throughout a monitoring campaign, these systems can facilitate informed predictions

relating to one or more of the problems regarding the health of a structure, as

summarised in Rytter’s hierarchy [2]; namely, detection, localisation, classification,

quantification, and prognosis. By informing predictions with data from a monitoring

system, one can also inform decision-making regarding the operation and maintenance

of structures, and this can yield benefits such as improved safety, reduced operation

costs and operational-lifetime extension.

The approach to decision-making for SHM presented in previous chapters adopts

a probabilistic risk-based perspective. Several submodels have been identified as

elements that are required to sufficiently define SHM decision processes; these

submodels include statistical classifiers for inferring health-states and health-state

transition models for forecasting damage. In order to achieve robust decision-making,

these submodels require labelled data for learning and/or validation.

As has been highlighted throughout the current thesis, a critical challenge associated
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with the development of SHM systems is the scarcity of the data necessary for the

learning and validation of models. Population-based structural health monitoring

(PBSHM) provides a holistic framework for alleviating data scarcity in the develop-

ment of predictive models for SHM [111–113, 161]. The core principal of PBSHM

is that predictions about individual structures can be improved with the use of

information transferred from other similar structures.

The current chapter aims to examine PBSHM in the context of the decision-making

processes necessary for the operation of both individual structures and populations of

structures, and introduce some key concepts and definitions necessary for furthering

risk-based decision-making for populations of structures. This aim is achieved by

extending the hierarchical representation of structures, introduced in Chapter 5, to

hierarchical representations of populations of structures. Throughout the current

chapter, an inventory of offshore wind farms are referenced as a motivating example.

10.1 Population-based SHM

The foundations of PBSHM have been presented in a series of journal papers, each

detailing the fundamental concepts of the approach; homogeneous populations [111],

heterogeneous populations [112], mapping and transfer [113], and the geometric

spaces in which structures exist [161]. By adopting a population-based approach

to SHM, such that knowledge and information can be transferred between similar

structures, there is the potential for improved diagnostic and prognostic capabilities

[162].

In the most general sense, a population can be considered to simply be a set of

structures. Given the broad nature of this definition, in order to achieve useful

transfer of knowledge and information between structures, it is discerning to consider

specific classes of populations based upon the similarity of the constitutive structures.

Thus, the notions of homogeneous and heterogeneous populations are introduced in

[111–113].
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10.1.1 Homogeneous and Heterogeneous Populations

Within a population, structures may share common characteristics such as geometries,

topologies, materials, and boundary conditions. Consider a population of wind

turbines in an offshore wind farm and suppose these turbines are of the same model;

developed to the same ISO standards and possessing common components, materials,

aerodynamic design and so on. Qualitatively, these structures can be regarded

as nominally identical. Populations comprised exclusively of nominally-identical

structures are termed homogeneous populations. Specific instances of structures in a

homogeneous population can be considered to be perturbations of a population form

[111]. For further discussions on population forms, the reader is directed to [111].

Other examples of homogeneous populations include a fleet of Airbus A380s, an

array of small modular nuclear reactors, and the Global Positioning System (GPS)

satellite constellation.

Variation between structures in homogeneous populations may arise because of

factors such as environmental conditions and manufacturing defects. Returning to

the example of an offshore wind farm, one could imagine that two turbines at differing

locations in the farm may experience different geotechnical conditions – perhaps as a

result of varying geological composition in the seabed. Variability in such conditions

could affect the boundary conditions of the monopile turbine towers and therefore

modify the behaviours and data exhibited by these otherwise nominally-identical

structures.

In essence, heterogeneous populations form the complement of the set of homogeneous

populations [162]; that is, heterogeneous populations are not exclusively comprised

of structures that are nominally identical. Heterogeneous populations represent

more general sets of structures and allow for differing designs, large variability in

boundary conditions, and even multiple types of structure. While there may be stark

differences between individual structures in a heterogeneous population, there may

nonetheless be similarities that can be exploited to achieve useful knowledge and

information transfer.

Consider again the offshore wind farm example and suppose that the population is

comprised of wind turbines each with three blades. Suppose also that the operating

company manage an additional wind farm in a distinct location, comprised of four-

blade turbines. Useful inferences could be achieved by considering these wind farms
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as two homogenous populations, however, further insights could also be gained by

considering them as a single heterogeneous population. For example, similarities

may be present in the tower design between both types of wind turbine; hence, by

considering a larger population from which to make observations, improved predictive

models can be developed for this specific substructure. Other types of heterogeneous

populations that may be useful to consider include inventories of aircraft comprised

of a variety of models, and multiple suspension bridges with differing designs (e.g.

single-span, multi-span).

Thus far, similarities between structures have been described somewhat qualitatively,

however, to better indicate where information transfer may work, it is useful to

quantify this similarity.

10.1.2 Similarity Between Structures

Graph theory provides a rigorous and rich framework for representing and comparing

discrete structured objects and has proved to be an invaluable modelling tool in

fields such as chemistry and proteomics.

In [112], the notion of the irreducible element (IE) model for structures is introduced

as a representation of structures with relatively low-dimension when compared to

alternatives such as finite element, or CAD models. The IE representation involves

abstracting a structure into discrete elements having geometrical and material

information (e.g. beams, plates, shells), and relationships (e.g. joints), so as to

sufficiently capture the nature of a structure. Here, the ‘nature’ one wishes to

capture pertains to health monitoring problems associated with a structure.

Once an IE representation of a structure has been obtained, the information can

be encoded into an attributed graph (AG). Whereas the purpose of the IE model

is to present key characteristics of a structure in a human-readable format, the

purpose of the AG is to embed a structure into a metric space, so as to facilitate the

efficient pair-wise comparison of structures. With structures embedded into such a

space via AGs, one can utilise graph-matching algorithms to find common subgraphs

between sets of structures. These subgraphs indicate substructures that are common

within sets of structures and can be used to inform where transfer may be applicable.

Furthermore, measures of closeness within the space of AGs (or common subgraphs)

can be used to quantify similarity; in [112] the Jaccard index is used and in [163] a
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variety of graph kernels are demonstrated.

In summary, structures can be mapped into a graphical domain to facilitate com-

parison, identify common substructures and quantify similarity. By conducting this

similarity assessment for structures within a population, one can determine where

it is likely that information and knowledge can be successfully transferred between

individual structures.

10.1.3 Mapping and Transfer

As mentioned previously, the primary benefit in taking a population-based approach

to SHM is in gaining the ability to transfer knowledge and information between

sufficiently-similar individual structures; thereby overcoming issues associated with

data scarcity.

The sharing of knowledge and information between individual structures can be

achieved via a number of methodologies. One manner in which this can be achieved

is by having a statistical representation of the aforementioned population form, as

demonstrated in [111]. Another approach, presented in [164], shares datasets in joint

hierarchical statistical models of a population. Methodologies founded upon transfer

learning have also been successfully demonstrated [113]. The principal of transfer

learning is closely aligned with the goals of PBSHM; specifically, a branch of transfer

learning known as domain adaptation. In domain adaptation, datasets are adapted

in a manner that allows a model constructed for a source domain to generalise to a

target domain.

For knowledge/information transfer to be successful, it is imperative that these

source and target domains are comparable. This constraint can be adhered to by

employing the similarity assessment outlined in the previous section.

Thus far, PBSHM has been considered with respect to predictions and inferences.

Before incorporating decisions into the PBSHM framework, background on the

risk-based approach to decision-making for traditional SHM is provided.
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10.2 Structures as Hierarchies

A key assumption implicit in the development of the fault-tree failure models within

the risk-based SHM decision framework, is that structures can be represented as a

hierarchy, or, in other terms, as a system of systems of systems. As discussed in

Chapter 5, to obtain a hierarchical representation for S, one must first decompose S

into a discrete number of constituent elements, which are referred to as substructures.

A simplified diagram illustrating the hierarchical representation of a structure is

shown in Figure 10.1. The levels in the hierarchy that specifies the system of systems

of systems shown are denoted as S1, S2, and S3 – corresponding to the component,

substructure and substructure levels, respectively. Within each level of the hierarchy,

elements can be listed.

S3 : Structure, S

S2: Substructure, s1 s2 s3 · · ·

S1: Component, c1 · · · c2c1 · · · c2c1 · · · · · ·

Figure 10.1: A structure as systems of systems.

Returning to the example of a wind farm, it would be perfectly reasonable to consider

a single turbine as an individual structure, representing the S3 level in a hierarchy.

In the S2 level one may consider substructures such as the drive train, blades, or

tower. Finally, in the S1 level one may have components such as the gearbox or

bearings comprising the drive train, or the web and shells comprising the blades.

The hierarchical representation of structures facilitates the specification of the decision

processes that motivate the development and implementation of SHM technologies.

This facilitation is achieved by decomposing structures into constituent substructures

and components which can then be used to define failure modes of the structure.

Given a finite set of failure modes of interest, one can then specify critical components,

and therefore health states, to be targeted by a monitoring system.
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10.3 Populations of Structures as Hierarchies

A natural method for incorporating decision-making into PBSHM, is to extend the

hierarchical representation of structures to hierarchical representations of populations.

The number of levels required in a hierarchy is of course dependent on context.

However, it is deemed that an additional three levels provide sufficient generality for

most PBSHM applications, and indeed the discussions in the current chapter.

The additional levels necessary to extend the hierarchical representation to popula-

tions of structures can be summarised as follows:

� S4 – Type/Model Inventory: This level of the hierarchy corresponds to the

lowest population level and represents an organisational grouping in which all

individual structures in the population are of the same type/model and can

be considered to be nominally identical. Thus, populations at this level in the

hierarchy are homogeneous.

� S5 – Group Inventory: This next population level corresponds to a set of S4

inventories for which it is necessary or convenient to consider it as a group for

operational reasons such as asset management. As a group inventory may be

formed of disparate type/model inventories, in general, group inventories are

heterogeneous populations.

� S6 – Global Inventory: This level of the hierarchy corresponds to the total set

of structural assets operated or owned by an organisation or company. Again,

this level will generally represent a heterogeneous population.

Figure 10.2 depicts the continuation of the hierarchical representation from S3 to

S6. In Figure 10.2, an inventory I is considered as a system of systems of systems of

systems. Once again, a list can be formed of the constituent elements for each level

in the hierarchy.

To further elucidate this extension of the hierarchy, once again, consider the example

of an organisation operating offshore wind farms. As previously indicated, a wind farm

comprised exclusively of turbines of a single type or model can form a homogeneous

population; this corresponds to S4 in the hierarchy. In the case that the organisation

is responsible for multiple wind farms, or a single farm with a mixture of turbine types,
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S6: Inventory, I (Het. Pop.)

S5: Group Inventory, G1 (Het. Pop.) G2 · · ·

T2
S4: Type Inventory,
T1 (Hom. Pop.)

· · · T1 · · · · · ·

S1,2

S3:
Struc-
ture,
S1,1

· · · S2,2S2,1 · · · · · · S1,1 · · · · · · · · ·

...
...

...
...

...

Figure 10.2: An inventory as a system of systems of systems of systems.

one may wish to organise these type/model inventories into group inventories. For

example, these group inventories may be formed from type inventories according to

the geographical jurisdiction of sub-divisions within the organisation, or even formed

from a collection of type inventories that are overseen by a single maintenance crew.

Should these populations each be comprised of a different model of wind turbine,

the group inventories formed would be heterogeneous populations and correspond to

S5 in the hierarchy. Alternatively, if all the wind farms consist of a single type of

turbine, S4 and S5 can be merged and the group inventories are instead homogeneous

populations. Finally, the group inventories owned by the wind farm organisation

can be aggregated as an inventory in the S6 level of the hierarchy. This level would

represent the organisation’s total structural assets and could amount to, for example,

multiple wind farms spread across the globe, maritime vessels, and aircraft that may

be used for inspection, maintenance or other operational activities.

As is the case for traditional SHM, the hierarchical representation of structures and

populations of structures can help facilitate decision-making for PBSHM in several

ways. These decision processes are discussed further in the following section.

10.4 Risk-informed PBSHM

Numerous decisions must be made throughout the life cycle of a PBSHM system.

Most obvious are the operation and maintenance decisions an organisation may have
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to make, following the installation of a monitoring system, such as inspections and

repairs. Equally important, however, are the decisions that must be made prior to

implementation, such as those made in the operational evaluation stage of PBSHM.

10.4.1 Operational Evaluation

One significant way in which adopting a hierarchical risk-based approach to PBSHM

facilitates decision-making occurs very early on, in the operational evaluation stage.

By considering specific failure modes and constructing fault trees for individual

structures, one can decide the key elements of a structure which should be modelled

in IEs and AGs. In other words, the specification of failure modes as combinations of

component and substructure failures can be used to inform the granularity at which

IEs and AGs are constructed. A further benefit of the population-based approach

is that, as structures are considered nominally identical, large proportions of the

fault trees may be mapped across a homogeneous population, with the exception of

perhaps environment-specific failure modes.

The extension of the hierarchy to represent populations of structures via the inclusion

of levels S4 to S6 prompts one to consider how failures may be defined at the

population level. One possible way to approach the failure of a population would be to

consider the critical missions for the operating organisation. Depending on the nature

of the organisation – whether they are non-commercial or commercial – these missions

may be related to performance measures such as availability and/or profitability.

Consider the wind farm example. Suppose that the operating organisation are

required to supply energy from the wind farm to an electrical grid while maintaining

a total population availability of 99%. This population can then be considered to

have failed if the population structural availability falls below 99%. This population

failure may be specified then by extending the fault tree; defining the population

failures as a combination of individual failures. In addition, the organisation may

wish to specify a failure condition based upon profitability, perhaps based upon a

performance criterion related to a moving-average of the total power output. Again,

this failure could be represented as a combination of individual structure failures and

environmental conditions. This distinct failure mode is likely to be highly correlated

with the availability failure mode; fortunately, the probabilistic graphical models

employed in the risk-based approach can account for these ‘common-cause’ failures.

This approach to defining population failures can be applied at any of the population
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levels within the hierarchical representation by considering combinations of failures

in the levels below.

Defining failures at the population level within the hierarchy allows one to assign costs

during the operational evaluation stage. Following on from this, population-scale

actions can be also be defined.

10.4.2 Inferences and Decisions

A fundamental process of decision-making for PBSHM is reasoning under uncertainty.

This is typically achieved via inferences. Within the hierarchical framework for

PBSHM, different types of inferences can be defined:

� I-inference: This type of inference corresponds to those usually made in tra-

ditional SHM, and occur within the individual structure levels S3 to S1. An

example of an I-inference is the process of determining a probability distribution

over the health states of an individual structure using data acquired from that

structure.

� L-inference: This type of inference occurs between levels in the hierarchical

representation of structures. These may also be types of I-inference, for example

determining the probability of failure for a (sub)structure given local component

health states. Other L-inferences may include those relating to the validation

and verification of predictive models (V&V). For example, one may be able to

validate a predictive model for a structure at the S3 level with data measured

from substructures or components at the S2 and S1 levels, respectively.

� P-inference: This type of inference occurs across populations. If the inference

is across a type inventory in S4, i.e. a homogeneous population, they can

be denoted as HomP-inferences. These inferences across populations may

utilise technologies such as forms [111]. An example of a HomP-inference is

inferring the health state of a member in a population using data aggregated

across all members in the population. On the other hand, if a P-inference is

between populations containing different types of structure, such as within

a group inventory in S5, then the inferences can be referred to as HetP-

inferences. HetP-inferences may involve using transfer learning techniques such

as domain adaptation [113]. An example of a HetP-inference is transferring
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the degradation (transition) model for a blade from a population of four-blade

wind turbines to a population of three-blade wind turbines.

These inferences within the hierarchical representation of populations, facilitate

reasoning under uncertainty using PBSHM systems; this can naturally be extended

to decision-making under uncertainty, by considering the following types of decision:

� I-decision: This type of decision is made at the individual structure levels in

the hierarchy, S1 to S3. Again, this type of decision corresponds to decisions

one may make with a traditional SHM system. An example of an I-decision is

selecting a maintenance strategy for an individual structure, substructure, or

component for repair. Unlike in traditional SHM, in the risk-informed PBSHM

approach, I-decisions can be informed by I-, L- and P-inferences alike.

� L-decision: The actions selected via this type of decision operate between levels

of the hierarchical representation. As with L-inferences, these decisions may

pertain to the V&V of predictive models. For example, deciding whether one

can proceed with using a structural model validated on substructures. Another

example of this type of decision relates to resource allocation. Suppose one has

a limited budget to carry out some structural testing to acquire data for mode

updating. Under these circumstances, one should aim to decide on a set of

tests, and the levels at which these tests are carried out, such that the largest

improvement in model performance is obtained for the given budget.

� P-decision: This type of decision is made at the population levels in the

hierarchy, S4 to S6. These actions may pertain to resource management. For

example, one may decide to send a team of engineers to perform inspections on

a type inventory based on the probability of failure for a population rather than

the probability of failure of an individual structure. Scheduling inspections in

this manner could save both time and expenditure. Again, these decisions may

be informed via I-, L- and P-inferences.

To summarise, the hierarchical representation of populations of structures facilitates

both making inferences and making decisions for PBSHM, by allowing for the

definition of specific types of inferences and decisions.
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10.4.3 Value of Information Transfer

Introduced in Chapter 8, value of information is a concept in decision theory defined

as the amount of money/resource a decision-maker should be willing to pay to gain

access to information prior to making a decision. VoI has seen some application

to SHM in recent works [142, 165, 166]. Extending the risk-based approach to

decision-making from traditional SHM to PBSHM opens up the possibility of value

of information transfer, i.e. the price a decision-maker should be willing to pay in

order to gain information via transfer, prior to making a decision. This value arises

as a result of change in maximum expected utility that can be achieved should

a change in optimal policy occur as a result of the additional information made

available via transfer. This notion of value of information-transfer yields the thought-

provoking implication that, in some contexts, it may be an optimal decision to allow

a (sub)structure to fail, since the data obtained throughout the failure process may

improve the management of the other individuals in a population.

10.5 Conclusions

To conclude, PBSHM provides a general framework for overcoming issues of data

scarcity associated with developing predictive models for detecting and forecasting

damage within structures. This advantage is achieved via technologies that allow for

the transfer of information between individual structures within a population. Adopt-

ing a probabilistic risk-based approach to SHM, allows inferences made about the

health-states of individual structures to inform operation and maintenance decisions

via the use of hierarchical representations of structures and fault trees. The current

chapter extends this hierarchical representation of structures to representations of

populations, such that decision processes can be defined over populations. Other

advantages can be gained by adopting a risk-based approach to PBSHM; for example,

the identification of critical components and substructures can be used to inform the

development of irreducible element models and the associated attributed graphs.

Risk-based PBSHM provides an exciting avenue for future research, promising

improved decision-support capabilities beyond asset management for individual

structures. The final chapter of this thesis suggests further topics for future work,

and summarises the main contributions, conclusions, and limitations of the work.
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Conclusions and Future Work

Enhanced decision support for asset management provides one of the primary mo-

tivations for the development and implementation of SHM technologies; however,

actual uptake of SHM has been limited by the (lack of) availability of cost-benefit

analyses. Framing SHM systems in the context of decision-support allows the value

of the technology to be quantified, thereby giving impetus to the broader adoption

of SHM system into industry. The work presented in the current thesis focusses on

topics related to risk-based approaches to decision-making in the context of SHM, in

which operation and maintenance strategies are selected so as to maximise expected

utility.

To recap, the primary technological contributions of this thesis were as follows.

Firstly, a risk-based paradigm for conducting SHM campaigns was proposed. By

adopting hierarchical representations of structures, and augmenting the traditional

SHM paradigm with elements of probabilistic risk analysis, the framework developed

facilitates constructing SHM decision processes as probabilistic graphical models.

These models are capable of representing the inherent uncertainty associated with

structural damage detection and forecasting. Furthermore, the failure-mode models

borrowed from probabilistic risk assessment aid in defining the scope of an SHM

campaign and facilitate the specification of costs and utilities – a vital component

required for risk-based decision-making.

Next, risk-based active learning was developed as an approach for developing statisti-

cal classification models with explicit consideration for decision-support applications.

184
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Within the risk-based active-learning algorithm, data are queried according to their

expected value of information with respect to an O&M decision process. By compar-

ing the value of information for incipient data to the cost of inspection, the algorithm

provides a natural way for mandating structural inspections. Moreover, the online

algorithm can be applied when comprehensive labelled datasets are unavailable – a

primary challenge with learning statistical classification models in SHM.

Finally, modified risk-based active-learning algorithms were designed so as to im-

prove decision-making performance. In particular, discriminative classifiers and

semi-supervised learning techniques were used to mitigate the detrimental effects

of sampling bias. Significantly, this research demonstrated that the choice of clas-

sification model used within a decision-support system can drastically impact the

decision-making performance of an agent.

In addition to several technological contributions, discursive contributions were

provided on the topic of transition models, and the promising prospect of risk-based

O&M of populations of structures. The following subsection will provide a summary

of the work presented in the current thesis and highlight the significant conclusions

with respect to risk-based decision-making for SHM.

11.1 Summary and Conclusions

Chapter 1 introduced SHM systems as a decision-support tool and outlined the main

approaches for conducting SHM; namely, data-based, physics-based, and hybrid. The

key challenges that arise within SHM were also introduced in the context of decision-

making – most notably, the scarcity of comprehensive datasets representative of all

pertinent damage conditions, prior to the implementation of monitoring systems.

Chapter 2 provided a literature review surrounding risk-based approaches to decision-

making in the context of SHM. Chapters 3 and 4 provided background information

of probabilistic risk assessment and SHM, and probability theory and decision theory,

respectively.

In order to make reasoned O&M decisions for structures of interest, an agent requires

some belief regarding the risks (or expected utilities) associated with structural

failures, and how differing strategies influence those risks. The keystone of the

current thesis was established in Chapter 5 – a risk-based paradigm for conducting
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SHM, using salient principals and technologies from probabilistic risk analysis to

augment the established paradigm for SHM. The generalised risk-based framework,

based upon probabilistic graphical models, sought to provide a means for relating

monitoring data to the crucial information required for assessing risks and making

informed decisions regarding the operation and maintenance of physical assets. The

decision framework was demonstrated via an experimental case study in Chapter 6.

The case study demonstrated that SHM information can be used to improve O&M

decision-making – even, in certain scenarios, with imperfect classification models.

Chapter 7 focussed on transition models – a fundamental component of Markov

decision processes. Transition models are used in the context of SHM to forecast

predictions for future structural health states, such that preventative actions can be

taken. In Chapter 7, a Monte Carlo sampling was used to generate a degradation

model using prior knowledge of physical failure mechanisms and operational condi-

tions. While being a principled approach that overcomes the challenge associated

with lack of observed state transitions prior to the implementation of monitoring

systems, the purely physics-based methodology lacks validation, because of the

absence of data. Validating transition models, particularly those used in maintenance

decision processes remains a significant challenge in SHM and is discussed further in

Section 11.2.

Statistical classifiers were the topic of Chapter 8. Within partially-observable decision

processes, classification models are used to provide probability distributions over

discrete latent states. For SHM, classifiers are used to predict current structural

health states via features extracted from monitoring data. In Chapter 8, risk-based

active learning was proposed as an online approach to developing statistical classifiers

with explicit consideration for decision-support applications. It was shown that

learning a GMM, using data labelled via structural inspections guided by expected

value of information, increased the rate at which decision-making performance

improves throughout a monitoring campaign. This result is significant in the context

of decision-making for SHM, as it demonstrates that O&M costs can be reduced via

risk-informed machine learning.

Statistical classifiers were also the subject of Chapter 9. The performance of active-

learning algorithms, such as that presented in Chapter 8, can degrade over time

because of the preferential nature of the querying process – a phenomenon known as

sampling bias. Chapter 9 presented an investigation into approaches for mitigating

the effects of sampling bias. Two approaches for mitigating sampling bias were
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investigated; semi-supervised learning, and discriminative classifiers. Both approaches

found some degree of success in mitigating the detrimental effects of sampling bias.

However, on the case studies presented, the multiclass relevance vector machine - the

chosen form of discriminative model - was shown to be dominantly superior in terms

of maintaining strong decision-making performance. In addition to improvements in

‘decision accuracy’ over the course of a monitoring campaign, it was found that the

design of classification algorithms have a significant impact on the number of queries

made during the active-learning process. In particular, this result is notable in the

context of SHM decision-support as it indicates that the number of inspections made

throughout a monitoring campaign is dependent on the classification models used.

It follows that the overall O&M costs over the lifetime of a structure can be reduced

by classifier design.

Chapter 10 presented ideas on the topic of decision-making for populations of

structures. The hierarchical representation of structures used to specify structural

failure modes in Chapter 5 was extended to accommodate levels of homogeneous

and heterogeneous populations. With reference to the hierarchical representations

of populations, aspects of risk-based decision-making that could be improved via

PBSHM were highlighted. Particularly exciting, is the prospect of gaining additional

data for learning and validating models within decision processes via knowledge

transfer technologies such as transfer learning.

11.2 Limitations and Challenges

There are several limitations of the works presented in the current thesis. In addition,

there remain several unaddressed challenges associated with decision-making for SHM

that must be overcome in order to achieve robust cost-optimal O&M of structural

assets.

One limitation associated with the probabilistic risk-based decision framework de-

tailed in Chapter 5, arises as a result of specifying the scope of an SHM system. In

predetermining which failure modes, health states, operational conditions, and envi-

ronmental conditions are targeted by a monitoring system, and which interventions

are considered in the decision process, one risks misinterpreting data generated from

conditions outside the scope of the system as data generated by conditions from

within the scope. This effect could potentially result in severe ramifications, such as
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catastrophic structural failures, should out-of-distribution (OOD) data originating

from malignant states be misclassified as benign. As discussed in Chapter 9, using

models that possess good uncertainty quantification for OOD data can provide

some degree of protection from such misclassifications. Nonetheless, where there

are unknown or unaccounted-for confounding influences, there remains a heightened

risk of misclassification. In addition, misclassifications may arise in the form of

examples produced via an adversarial attack. Here, an important consideration is

that adversarial examples can become increasingly common for high-dimensional

feature spaces and label spaces, which may arise in SHM when trying to discriminate

between numerous combinations of health, environmental, and operational conditions

[167].

Two limitations of the work presented in the current thesis relate to the temporal

nature of SHM decision-making. Work presented in the current thesis largely

considered decision processes comprised of only a few time-slices. By considering

only small definite-horizon problems, the decision-making approach is akin to a

greedy algorithm – for each time-slice, locally-optimal actions are selected. This

approach does not guarantee globally-optimal strategies over the operational lifetime

of a structure, and only approximates globally-optimal strategies. Where there are

discrepancies between the globally-optimal strategy and the greedy approximation,

there will be unrealised potential gains, or avoidable losses, associated with the asset

management. While the approaches presented previously are general and can be

extended to larger horizons, doing so will incur greater computational costs and so a

trade-off must be made between the time-horizon used to model decision processes

and the effort expended in solving them. Another limitation that must be considered

when applying the risk-based framework to online decision-making relates to the

fixed time-step size used to model the decision process. Three factors play a role

in the selection of the time-step used; the time-scales at which the degradation

mechanisms of the structure operate, the time required to process data and solve the

influence diagram, and the time required to execute any necessary actions. Ideally,

the time-step selected would allow sufficient time for both the computation of the

optimal strategy and the implementation of any strategy selected. However, the

time-scales at which these processes may be achieved do not necessarily align with the

time-scales at which structural degradation occurs – some degradation mechanisms

occur over very short time-scales (e.g. supercritical crack growth). In its current

fixed time-step form, an operator using the risk-based framework for online decision-

support would have to be reconciled with the impacts associated with any potential
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discrepancies between these time-scales and the time-step used to model the decision

process; either by accepting that some rapid failures may go undetected, or that

some detected failure sequences may be unpreventable.

Another limitation with the risk-based decision framework and risk-based approach

to active learning presented is that, in their current formulations, there is no consider-

ation of financial budgets and resource availability. Currently, the approaches select

maintenance strategies that yield locally-maximal expected utility and inspections

with positive net expected value. These decisions are made irrespective of whether

funds are available to meet the up-front costs of undertaking the decided actions.

This property means that potential expenditure on inspections and maintenance over

the course of a monitoring campaign is bounded only by the sum of the maximum

possible expenditure in each time-slice over all time-slices in a monitoring campaign.

This is an idealistic upper bound as, in practice, operators do not have unlimited

resources available for O&M, and in many applications the budgetary constraint will

supersede the maximal upper bound.

In addition to specific limitations with the approaches to decision-making presented

in the current thesis, there remain more general challenges that must still be overcome

in order to achieve broadly-applicable risk-based decision-support technologies that

incorporate information from SHM systems.

Arguably, the most significant challenges lie in the validation of transition models.

In order to develop trustworthy transition models, data that correspond to observed

state transitions are required; ideally, to comprehensively validate a transition model,

each possible transition would be observed multiple times. In the context of SHM

there are two compounding factors that limit the availability of such data; the size

of the transition space and the cost of inspections. For an SHM system targeting n

global health states of interest, c operational and environmental conditions, and a

potential actions, the transition space is, in general, O(n2ca), where n also grows

exponentially with the number of local health states considered. Over the course of

an operational lifetime, any single structure may only go through a small fraction of

the possible transitions, thereby limiting the subregions of the transition model that

can be validated online. Furthermore, given the magnitude of the transition space

and cost of inspections, obtaining sufficient data to achieve comprehensive validation

data would be prohibitively expensive in many applications.

A further challenge, minimally addressed by the work presented in the current
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thesis, pertains to the specification of the utility/cost functions used within the

decision-process models. Although considering a limited number of specific structural

failure modes via fault trees can facilitate the identification of adverse events, for

SHM applications there is no formal methodology for quantifying the severity of

the consequences in terms of cost/utility. The issue of cost quantification poses a

significant (and potentially contentious) challenge – strategies are generally sensitive

to transformations in utility functions, and performance criteria such as safety and

profitability are sensitive to O&M strategies. In many scenarios, critical performance

criteria such as these will have an inverse relationships; and so effort must be made

to specify utility functions that reflect the preferences of users, operators, and

owners. For certain safety-critical applications, determining such utility functions

may require grappling with uncomfortable ethical questions such as ‘what is the

cost of a human life?’. In addition to ethical considerations, there are technical and

logistical challenges with the elicitation of utility functions. In much the same way

that there is no standardised method for eliciting informative priors for Bayesian

models in engineering applications, there is no standard for eliciting utility functions.

11.3 Future Work

Considering the work presented in the current thesis, and the associated limitations

and challenges, new directions for research to be conducted in the future can be

identified. Here, a few directions for future research are highlighted.

� The risk-based approach to structural health monitoring presented in Chapters

5 and 6 recommends, and facilitates, new approaches to many of the tasks that

must be completed in order to fully specify an SHM system. In particular,

the framework opens up the possibility for decision-theoretic, or risk-based,

approaches to data acquisition, data processing, and feature selection. Tradi-

tionally, these tasks are accomplished using information-theoretic approaches;

however, by considering the decision-support application of an SHM system,

one can instead optimise these processes with respect to expected utility and

value of information. For data acquisition, one potentially-viable approach

would be to formulate a Bayesian experimental design problem for sensor types

and placements; however, rather than optimising with respect to an information

measure (e.g. Shannon information), one optimises with respect to value of
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information. For data processing and feature selection, one route to follow

would be to construct a risk-informed dimensionality reduction for classifier

inputs, such that separability for data around decision-boundaries is max-

imised. Accomplishing this would facilitate a cost-effective trade-off between

the computation times for predictions and decision-making performance.

� Considering longer or indefinite time-horizons is one potential avenue for further

work that may provide improved O&M of structures. Dynamic programming

methods and Bellman’s equations [168] provide a suitable approach and can

be naturally applied to the O&M Markov decision process presented in the

current thesis. A key aspect of Bellman’s equations is that future utilities are

reduced by a multiplier 0 < γ < 1 such that current rewards are prioritised1.

Importantly, this discounting of future utilities guarantees, under certain other

conditions, stationary strategies for infinite-horizon decision problems meaning

that by determining the current state of a structure, one can know the optimal

course of action at any time. A challenging extension to this problem, for

which a more involved future would be required, arises when considering non-

stationary utilities and costs. Such utility functions come into play as a result

of fluctuations in the value of resources; for example, the cost of labour, or the

price of certain materials.

� Another avenue of research worthy of further research pertains to the allocation

of finite resources; in the context of SHM, this resource may be monetary or

otherwise, e.g. labour. Giving decision-makers budgetary constraints will more

accurately reflect the manner in which most organisations operate and manage

structural assets in practice. Game theory and multi-agent reinforcement

learning provide suitable machinery for enacting such constraints. Multi-agent

reinforcement learning seeks to train multiple agents operating in a shared

environment. In the context of SHM, this shared environment can comprise of

both the states of a structure and the total budget allocated for the O&M of

that structure [28]. One novel approach may be to assign each agent with the

task of mitigating a specific failure mode of the structure, each with differing

risks. Within the shared environment, optimal strategies will be found such

that the overall risk of failure all while the budgetary constraints are adhered

to.

� Arguably, the most broad area worthy of future research is surrounding risk-

1A bird in the hand is worth 1
γ in the bush.
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based SHM for populations/fleets, as discussed in Chapter 10. One avenue for

future research in this area would be to extend the previous bulletpoint to exact

budgetary constraints at population level; again, multi-agent reinforcement

learning may be of use in achieving this. Perhaps the most impactful topic

of research within risk-based PBSHM, however, is the transfer of informa-

tion between structures for the development and validation of degradation

transition models. As discussed previously, transition models are particularly

challenging to develop, as the space of possible state transitions for a given

structure may be vast while the observations within the space will typically

be sparse. Overcoming this challenge is vitally important for the widespread

adoption of SHM technologies as decision-support systems, as without valid

forecasting models, operators and regulators cannot place confidence in the

recommendations of such systems. Further research into population-based

SHM is required to specify methodologies of aggregating data across similar

structures to develop transition models that can be shared across a population.

11.4 Closing Remarks

The primary tenet of this thesis is that structural health monitoring technologies are

fundamentally decision-support tools; and therefore, such systems should be designed,

developed, and implemented, accordingly. The novel research presented in the current

thesis adopts a risk-based approach to formulate structural health monitoring with

explicit consideration for the associated decision-support applications. Although

further work is necessary to expedite the adoption of SHM systems into industry, the

work in this thesis has demonstrated that by considering decision-theoretic quantities

– such as expected utilities and value of information – a risk-based approach to the

development of SHM systems can yield improved decision-making capabilities and

cost-effective O&M strategies that can enhance the safety of our structures and

infrastructure.



Notes on Probability

A.1 Foundations of Probability Theory

For completeness, the measure-theoretic formulation of probability theory is provided

in the current appendix.

The rigorous foundations of probability were established by Kolmogorov in 1933 [62].

Using aspects of set theory, Kolmogorov introduced the concept of a probability

measure space as a triple (Ω,F , P ):

� Often referred to as the sample space, or sometimes as the universe of discourse,

Ω is the set containing all possible outcomes from a random experiment [125].

To avoid a degenerate case, it is asserted that Ω ̸= ∅.

� Typically known as the event space, F is a subset of the power set of Ω, i.e.

F ⊂ P(Ω). The power set P(Ω) refers to the set of all possible subsets of

Ω, including the empty set ∅ and Ω itself. More strictly, F is a σ-algebra

(alternatively known as σ-field) on the set Ω. As a σ-algebra, the set F
is closed when considering three types of operation acting on subsets of Ω;

specifically, the complement, and (countable) unions and intersections. This

property carries with it the following implications [125]:

i. A ∈ F =⇒ A′ ∈ F , where A′ denotes the complement of A.

193
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ii. Aα ∈ F , ∀α =⇒
⋃

αAα ∈ F , where α indexes over a countably infinite

set A and
⋃

α denotes the repeated union over the set indexed by α.

� P is a probability measure on the measurable space (Ω,F). Measures are often

thought of as a generalisation of familiar concepts such as length, area, and

volume. In general, it can be said that a measure provides a mapping from a

measurable space into R – in the case of Kolmogorov probability, P acts as a

positive normalised measure, i.e. P : F → [0, 1].

From this definition of a probability measure space, Kolmogorov’s probability axioms

can be summarised as follows [125]:

1. P (A) ∈ [0, 1], ∀A ∈ F .

2. P (Ω) = 1 (and P (∅) = 0).

3. P is σ-additive; that is, any countable sequence of disjoint sets Aα satisfies

P
(⋃

αAα

)
=

∑
α P (Aα).

A random variable X can be thought of as a particular event or state of the world.

Formally they are defined as functions on the sample space, i.e. X(ω), ω ∈ Ω. To

elucidate this statement, and to relate the random variable notation used in the

current thesis, the reader is encouraged to consider X to be the outcome of a coin

toss. For this example, {heads, tails} ∈ Ω and one can define the random variable

function X(ω) = 1 if ω = heads and equal to zero otherwise. For conciseness,

and to improve readability, the current thesis suppresses the notation indicating

the underlying sample space. In addition, rather than assigning numeric values to

functions, states may be referred to by context-related words, i.e. X(ω) = 1 becomes

X = heads.

A.2 Basic Rules of Probability

In order to effectively use probabilities, some fundamental rules are required. A

comprehensive overview of these rules can be found in [63, 64, 81].

When considering two events, X and Y , the probability of a union, i.e. the probability

of X or Y , is given by,
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P (X ∪ Y ) = P (X) + P (Y )− P (X ∩ Y ) (A.1)

where P (X ∩Y ) is the probability of an intersection, i.e. the probability of X and Y .

If X and Y are mutually exclusive, then P (X ∩ Y ) = 0 and Equation A.1 reduces to,

P (X ∪ Y ) = P (X) + P (Y ). (A.2)

Often, P (X ∩ Y ) is referred to as the joint probability and denoted P (X, Y ). The

joint probability can be factorised using the product rule,

P (X, Y ) = P (X|Y )P (Y ) = P (Y |X)P (X). (A.3)

Here, P (X|Y ) denotes the conditional probability of X given Y . Similarly, P (Y |X)

denotes the probability of Y given X. Conveniently, the chain rule states that a

joint probability distribution over multiple variables can be factorised by successive

applications of the product rule.

Given P (X, Y ), one can marginalise out variables. For discrete random variables,

marginalisation amounts to a summation of the possible values for a given variable,

P (Y ) =
∑
x∈X

P (X, Y ) =
∑
x∈X

P (Y |X = x)P (X = x). (A.4)

For continuous random variables, marginalisation amounts to integration over the

domain,

P (Y ) =

∫
X
P (X, Y ) dX =

∫
X
P (Y |X = x)P (X = x) dX. (A.5)

In both cases, X, x, and X are interchangeable for Y , y, and Y .

Finally, independence relations between variables can be expressed. Marginal inde-

pendence is defined as follows,

X ⊥ Y ⇐⇒ P (X, Y ) = P (X)P (Y ) (A.6)
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and conditional independence,

X ⊥ Y |Z ⇐⇒ P (X, Y |Z) = P (X|Z)P (Y |Z) (A.7)

A.3 The Bayesian Interpretation of Probability

There are three main interpretations of probability; namely, classical, frequentist,

and subjective. An introduction to each interpretation is provided in [169]. As

it is the interpretation commonly used for risk analysis, the current thesis adopts

the subjective, or Bayesian interpretation. In adopting a Bayesian perspective, one

interprets P (X) as a ‘degree of belief’ regarding the state of X.

A trivial rearrangement of equation (A.3) yields Bayes’ Theorem (equation (4.5));

restated here for convenience,

P (X|Y ) =
P (Y |X)P (X)

P (Y )

Bayes’ Theorem is a powerful tool as it expresses how beliefs can be adjusted in

the light of new evidence. From equation (4.5), the goal is to obtain P (X|Y ) – a

posterior belief about the state of X, given that an observation has been made on

Y . P (X) denotes the prior belief. The prior encodes the belief about X before

any evidence is considered. P (Y |X) and P (Y ) denote the likelihood and evidence,

respectively. The likelihood captures the degree to which Y is supported by X. On

the other hand, the evidence captures the total support for Y over the domain X ; in
practice, P (Y ) is often computed via equation (A.4) or (A.5). It follows that the

quotient P (Y |X)
P (Y )

captures the support that Y provides to X.

In SHM applications, the significance of Bayes’ Theorem is most apparent – posterior

beliefs regarding structural damage, and failures, can be obtained by considering the

evidence provided by monitoring systems. Additionally, the subjective interpretation

of probability is a natural one. As mentioned earlier, in order to make decisions,

engineers must express their ‘degree of belief’ for hypotheses such as ‘The bridge

will collapse next week’. Fortunately, the Bayesian approach is amenable to decision

theory [68, 170].
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A.4 Bayesian Network Independence Structures

When considering the flow of information within BNs, there are three fundamental

structures of interest; serial connections, diverging connections and converging connec-

tions. Serial connections, also known as causal chains, are of the form X → Y → Z.

For a serial connection where the state of Y is unknown, X and Z are dependent; in-

formation about the state of X will influence one’s belief about the state of Z and vice

versa. For a serial connection where the state of Y is known, information regarding

the state of either X or Z cannot influence one’s belief about the state of Y , thereby

preventing the flow of information between X and Z; X and Z are independent

given Y . In causal chains, this independence structure is commonly referred to as the

Markov property. Diverging connections are of the form X ← Y → Z and represent

two possible effects X and Z of a common cause Y . As with serial connections,

for diverging connections X and Z are independent given Y and are dependent

otherwise. Converging connections are of the form X → Y ← Z and represent a

common effect Y of two possible causes X and Z. For converging connections where

the state of Y is unknown, X and Z are independent. However, if the state of Y is

known, information regarding the state of one of the possible influences one’s belief

about the state of the other cause; X and Z are dependent given Y . This dependence

property of converging connections is commonly referred to as explaining away or

inter-causal inference. To gain an intuitive understanding of the flow of information

within Bayesian networks, including explaining away and the Markov property, the

reader is directed to the Holmes and Watson example in [75].
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[21] R. Schöbi and E.N. Chatzi. Maintenance planning using continuous-state

partially observable Markov decision processes and non-linear action models.

Structure and Infrastructure Engineering, 12(8):977–994, 2016.

[22] K.G. Papakonstantinou and M. Shinozuka. Planning structural inspection and

maintenance policies via dynamic programming and Markov processes. Part I:

Theory. Reliability Engineering & System Safety, 130:202–213, 2014.

[23] K.G. Papakonstantinou and M. Shinozuka. Planning structural inspection and

maintenance policies via dynamic programming and Markov processes. Part

II: POMDP implementation. Reliability Engineering & System Safety, 130:

214–224, 2014.

[24] K.G. Papakonstantinou and M. Shinozuka. Optimum inspection and mainte-

nance policies for corroded structures using partially observable Markov decision

processes and stochastic, physically based models. Probabilistic Engineering

Mechanics, 37:93–108, 2014.

[25] K.G. Papakonstantinou, C. Andriotis, and M. Shinozuka. Point-based POMDP

solvers for life-cycle cost minimization of deteriorating structures. In Life-Cycle

of Engineering Systems, pages 427–434. 2016.

[26] K.G. Papakonstantinou, C.P. Andriotis, and M. Shinozuka. POMDP and

MOMDP solutions for structural life-cycle cost minimization under partial and

mixed observability. Structure and Infrastructure Engineering, 14(7):869–882,

2018.

[27] P.G. Morato, K.G. Papakonstantinou, C.P. Andriotis, J.S. Nielsen, and P. Rigo.

Optimal inspection and maintenance planning for deteriorating structural

components through dynamic Bayesian networks and Markov decision processes.

Structural Safety, 94:102140, 2022.

[28] C.P. Andriotis and K.G. Papakonstantinou. Deep reinforcement learning

driven inspection and maintenance planning under incomplete information and

constraints. Reliability Engineering & System Safety, 212:107551, 2021.



Bibliography 203
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