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Abstract

Dilute bismide materials have been of interest for various applications including
infra-red emitters, detectors and photovoltaics for many years. Incorporating bismuth
into semiconductor materials is a challenge though, which requires abnormal growth
conditions within a narrow window. This often leads to poor material quality which,
despite the many reports in the literature on optimising the growth of this material;

it is yet to be fully understood.

A major characteristic observed in bismide materials is the formation of a lo-
calised distribution of states above the valence band of the alloys containing it. The
first experimental chapter explores this state distribution via low-temperature power-
dependent photo-luminescence measurements. Through the development of an exist-
ing model and applying it to a comprehensive series gallium arsenide bismide layers
the effect of growth temperature and bismuth flux on this distribution of localised
states is analysed. From the modelling results it is shown that this technique can be
used to predict the growth regime the layer was synthesised under and inform on the

requirements for further optimising the growth conditions for devices.

The second experimental chapter investigates the impacts of bismuth in a more
conventional regime. Here it is used as a surfactant during the growth of indium ar-
senide quantum dots on gallium arsenide at two different growth temperatures. The
effect of changing the magnitude of the bismuth flux is investigated to provide deeper
understanding of its influence on quantum dot nucleation. Atomic force microscopy
results show that increasing the magnitude of the bismuth flux consistently increases
the quantum dot height. At low growth temperatures, bismuth is shown to induce the
formation of quantum dots where they would not form without it. Finally, combined
surface and optical studies reveal a anomalous morphology transition in the quantum
dot layer grown with a low bismuth flux at high temperature. The increased quantum
dot aspect ratio in this layer is believed to be the cause of its unexpected red-shift in

emission wavelength, relative to the other layers in the series.

The third experimental chapter details the growth of a quaternary alloy containing

bismuth, aluminium gallium arsenide bismide. The quality of this material and the
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way bismuth incorporates into it is compared to gallium arsenide bismide through
the use of crystallographic and ion beam techniques. Results confirm that bismuth is
incorporated substitutionally as in other ternary bismuth alloys. From the measure-
ment of bismuth contents greater than achieved in gallium arsenide it is confirmed
that the pathway of bismuth incorporation is not impeded by aluminium composition
and it is predicted that this alloy could be grown at higher temperatures to further

improve crystal quality.
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THESIS INTRODUCTION

The aim of this thesis is to further develop the literature understanding on the use of bismuth as a constituent
element in semiconductor alloys. Bismuth alloys have unique benefits which make them materials of interest for
future energy-efficient and sustainable electronic devices, as will be discussed later. Despite this, the growth of
bismuth containing alloys still requires further study with regard to optimising the quality of material produced
and understanding how their quality is impacted by the growth conditions used. Therefore, the objectives of
this work are to build upon the current literature work of the most studied bismuth alloy, gallium arsenide
bismide, to add to the limited literature coverage on the use of bismuth in quantum dot growth, both as a
surfactant and constituent, and finally to establish foundation work on the growth of an as yet undocumented
quaternary alloy, aluminium gallium arsenide bismide, which has potential in next-generation photo-detectors.
These subjects will be dealt with in separate experimental chapters, but before this, there is a summary of the

theoretical knowledge and techniques which underpin this work.

PARrT I

THEORETICAL BACKGROUND

This part of the thesis covers the core theoretical knowledge which this work is based on. Primarily this
includes a summary of semiconductor physics and an introduction to the semiconductor materials which are
used in this work. Following this is an overview of the molecular beam epitaxy (MBE) growth process by which
these materials are synthesised. Finally, the material characterisation techniques which are used to observe and

measure various structural and optical properties of these materials are discussed.

1 A BRIEF INTRODUCTION TO BISMUTH

Bismuth (Bi) is a post-transition metal sitting below antinomy (Sb) in the group V elements on the periodic
table with an atomic number of 83. It liquefies at ~ 271 °C' and has a boiling point of ~ 1564 °C'. Bi containing
semiconductors were first experimented with in the 1950s when synthesis indium bismide (InBi) was first
reported [1, 2]. Since then Bi has been incorporated into a variety of semiconductor materials including (but

not limited to) indium antimonide (InSb), indium arsenide (InAs), and gallium arsenide (Gads) [3].
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13 14 15

A IVA VA
3A 4A 5A
5 B 6 C 7 N
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49 50 51
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81 82 83 )
Tl || Pb || Bi
Thallium Lead Bismuth
204.383 207.2 208.980
113 114 115
Nh| FI || Mc
Nihonium Flerovium Moscovium
[286] [289] [289]

Figure 1.1: Excerpt from the periodic table showing metal groups III, IV and V. The element of interest in this
thesis, bismuth, has been highlighted in green.

2 III-V SEMICONDUCTORS

2.1 SEMICONDUCTOR BAND FORMATION

Semiconductors are crystalline materials made up of many atoms in an ordered, repeating structure. Due to
the overlapping electron orbitals used in bonding, the available electron energy levels split from discrete states
into quasi-continuous bands. This follows the Pauli exclusion principle which states that two fermions, in this

case electrons, cannot have the same quantum numbers.

The highest energy band occupied by electrons is referred to as the valence band, and the lowest unoccupied
energy level is referred to as the conduction band. Depending on the alignment of these bands, a material may

be classed as a metal, a semiconductor or an insulator, as shown in Figure 2.1.
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Conduction Band

/

" \

Valence Band

Insulator  Semiconductor Metal
E,>5eV  SeV>E,>0eV E,<0eV

Figure 2.1: The general band alignments for insulators, semiconductors and metals. Approximated band gap

energies are added for indicative purposes.

The actual band structures of semiconductors, however, are somewhat more complex than shown in Figure 2.1.
A more descriptive depiction is shown in Figure 2.2. This shows the band diagrams for Si and GaAs. Whilst
only the three higher, degenerate bands are displayed for GaAs; the valence band is made up of four sub-bands,
when neglecting electron spin. The conduction band is also made up of multiple sub-bands as seen in Figure

2.2 [4].
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Figure 2.2: Energy gaps of Si and GaAs with respect to wave vector. The alignment of the conduction and
valence bands shown for GaAs indicates a direct band gap. Adapted from [4].

As seen in Figure 2.2 for Si and GaAs, the conduction band minimum can occur at different k values. Where
the conduction band minimum meets the valence band maximum, at £ = 0, this results in a direct band gap. If
the conduction band minimum occurs elsewhere, k # 0, this is an indirect band gap. Direct band gap materials
are useful for optoelectronic applications as carrier energy transitions are much more likely to result in the
emission or absorption of a photon. Indirect band gaps, however, involve more phonon interactions due to the

difference in momentum between the bands.

Near the band edge, the E — k relationship is well approximated by Equation 2.1 [4]. Where m™* is the effective
mass, /i is the reduced Planck’s constant and k is the wave vector. From the form of Equation 2.1 it can be seen
that the gradient of the plot is proportional to the inverse of the effective mass, hence the relative curvatures

of the heavy and light hole bands.

K2 k2
- 2m*

In addition to the allowed energy levels indicated by Figure 2.2 another important energy relation for semi-

E(k) (2.1)
conductors is the density of states. This gives the density of available states for an electron with respect to
energy. For a bulk, 3D-system without any quantum confinement, this is proportional to the square root of

energy as shown in Equation 2.2, however, as will be seen in Section 2.5.1, this changes dramatically as carriers

are confined.
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2.2 CoMMON III-V SEMICONDUCTORS AND ALLOYING

Figure 2.3 below displays the lattice constants and band gaps of some of the most common group IV and III-V
semiconductors. The main materials of interest in this work are GaAs, InAs, aluminium arsenide (AlAs) and

the various alloys which be made from them and Bi.

251 AIP 1
GaP
2 L -
e
3 1.5+ N
g
O
ﬁ .
g 1 S 1
m
GaAs (Bl |
) Ge
05 B
InAs
0 1 1 1 1 1 1
54 55 5.6 5.7 5.8 59 6 6.1

Lattice Constant (A)

Figure 2.3: Lattice constant and band gap relation for multiple common semiconductor alloys [5]. Experimental

data for GaAs1_;Biy up to x = 0.1 has been added (red line) [6].

As it has been established that the band structure is determined by the physical structure of the crystal lattice,
it is also clear that physical changes to this lattice will therefore have a consequent effect on the band structure.
These changes can be manifested as compressive or tensile strain imparted from surrounding semiconductor
layers, environmental pressure which can be applied by sophisticated apparatus [7] or purely changes in atomic
spacing due to ambient temperature. The effect of temperature is quite possibly the most widely known and

will be shown in Section 4.1.1.

From Figure 2.3 it can be seen that when alloying two binary compounds to form a ternary alloy (the connecting
black lines) the relationship between the lattice constant and band gap is not linear. It is generally accepted

that the lattice constant of a ternary alloy is equivalent to the weighted mean of their individual lattice spacings,
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this is called Vergards law. For example, the lattice constant of Al,Ga;_,As can be calculated from the simple

formula shown in Equation 2.3 [8].

Al,Gay_,As(A) = 5.6533 + 0.0078z (2.3)

This same relation, however, does not apply to the band gap of a ternary compound. It is found that a non-linear
relation must be used to describe the change in band gap. This leads to the addition of a ‘bowing parameter’

to the equivalent formula.

Still, even this relationship does not suit all ternary compounds. On close inspection to the alloy lines in Figure
2.3 it can be seen that for the many of the mixed III-V alloys and SiGe there are abrupt transitions between two
different curves. The cause of this is a change in the relative minima of the different valleys of the conduction
band. Where the I'-valley is the lowest, at k = 0, the band gap is direct, as discussed earlier. In the case of
Al,Gay_zAs when x > 0.45, the X-valley minima becomes lower than that of the I'-valley which causes the
band gap to become indirect. This leads two different equations for the band gap depending on the composition,

which are shown in Equation 2.4 and 2.5 [9].

Al,Gay_,As (x < 0.45)(eV) = 1.424 4 1.155z + 0.372> (2.4)

Al,Gay_,As (x> 0.45)(eV) = 1.9 + 0.1242 + 0.1442° (2.5)

2.3 THE PN JUNCTION

Whilst this thesis only deals with material characterisation of various semiconductor alloys grown with Bi, the
scientific and commercial attraction of them is undoubtedly in their application to specific electronic devices.
Therefore there will be discussion on some of the requirements and properties of these devices, which first ne-

cessitates an overview of the foundation of all electronic devices. Semiconductor doping and the PN junction.

An un-doped semiconductor is referred to as intrinsic and the distribution of free charge carriers within an
ideal material is perfectly split between electrons and holes (bonding sites vacant of an electron which can
move through the crystal lattice). Electrons and holes are the carriers which transfer negative and positive
charge, respectively, through a semiconductor. Through doping of a semiconductor the balance between these
carriers can be shifted and the material becomes extrinsic. Doping involves replacing a small fraction of the
lattice atoms with different elements from different periodic table groups. For GaAs common dopants are sil-
icon (Si) and beryllium (Be) which are incorporated as donor or acceptor atoms. These preferentially occupy
Ga sites within the lattice and increase the number of electrons and holes, respectively. GaAs doped with
S1 therefore has a large number of free electrons and is referred to as n-doped, whereas Be-doped GaAs has

a large number of holes and is referred to as p-doped. An illustration of Be and S7 doping is shown in Figure 2.4.
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Figure 2.4: a) Be and b) Si doping in GaAs. Be, a group II element, leaves one acceptor state (pink dashed
oval) which can accept an electron from a neighbouring Ga-As bond thereby producing a hole. Si, a group IV
element, has a loosely bonded electron (blue dashed circle) which is easily delocalised producing a mobile electron

within the lattice and therefore acts as a donor.

A PN junction is formed when a p-doped layer is connected with an n-doped layer, as shown in Figure 2.5. In
reality this isn’t actually how PN junctions are made, practically these layers are grown sequentially or produced
using a post-growth doping method called ion implantation, but this example of two semiconductors being fused

together makes the explanation much more convenient and straightforward.
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Figure 2.5: PN junction diagram at various stages which indicates the movement of electrons (filled circles)
and holes (open circles). a) and b) demonstrate the initial concept of separate p and n materials. If connected,
or an invisible barrier were removed, carriers would diffuse across the boundary as shown in c¢) and d). When
the carriers recombine in these new regions an electric field is set up due to the net charge on the donor and
acceptor nuclei, shown in e) and f). This electric field produces a drift current which equals and opposes the
diffusion current, leaving the junction in equilibrium. The depletion region in the structure is marked with a

translucent white rectangle.

In Figure 2.5 the left-hand side illustrates a physical example of a PN junction and the right-hand side shows
a simplified band diagram for the structure. In 2.5a and 2.5b the two layers are separate with a uniform dis-
tribution of their respective majority carriers. When connected in 2.5¢ and 2.5d the electrons and holes begin
to diffuse across the boundary as indicated by the white and black gradient arrows. As these charge carriers
diffuse, the net charge left on the donor and acceptor becomes exposed, shown in 2.5e and 2.5f as red plus
and blue minus symbols. This results in a potential difference and electric field which cancels out the diffusion
current across the boundary with an equal and opposite drift current, as shown by the pink and blue coloured
arrows. The area around this boundary is referred to as the depletion region where there essentially no free

charge carriers and the material is highly resistive.
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This equilibrium condition can be altered with the application of an external bias. If a positive voltage is
applied to the p-region and a negative bias applied to the n-region, referred to as forward bias and shown in
Figure 2.6, the internal electric field is reduced. This allows further diffusion across the junction, injecting
minority carriers into each doped layer where the can recombine with the oppositely charged majority carriers.
This recombination leads to the emission of photons in direct band gap materials and is the basis of the light

emitting diode (LED).

p-layer n-layer

Figure 2.6: PN junction diagram under forward bias. a) Shows the reduction of the depletion region width and
the transport of carriers across the PN junction. b) Illustrates the equivalent band diagram where the barrier
to electrons and holes is reduced and a diffusion current flows across the junction, allowing minority carrier

recombination and photon emission [10].

In the case of a reverse bias being applied, the electric field within the structure is increased. As shown in
Figure 2.7. The depletion width of the junction is also increased due to majority carriers being attracted to the
opposing charge applied to their terminals. Any carriers which are generated in the depletion region, by photon
absorption for instance, are swept apart by the strong electric field to their respective majority regions. Holes
are swept into the p-region and electrons to the n-region, which represents a net charge flow across the junction
and through the device. This process is exploited using photo-detectors under reverse bias in order to measure

photon intensity.
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Figure 2.7: PN junction diagram under reverse bias. a) demonstrates how this widens the depletion region and

attracts the holes and electrons to their respective terminals.b) displays an equivalent band diagram where .

In practice, a current will still be measurable through a reverse biased device even with no incident photo-
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excitation. There are multiple causes for this. One is thermal excitation of carriers, this is a particular problem
for long wavelength (narrow band gap material) detectors, which require cooling to reduce this current. Another
is surface leakage where charge flows through un-passivated surface states of devices. At high reverse bias, large
currents will also flow through the depletion region due to avalanche multiplication and can cause damage to
the device in a process called avalanche breakdown. Collectively the currents which flow under a reverse bias
with no intended excitation are referred to as the dark current, this is a metric often used for photodetectors
and other diode based devices. Its magnitude can be related to the growth quality of the semiconductor layers,
as well as the fabrication process, where poor growth and increased defect density lead to higher device dark

currents.

In some applications the design of a PN (or equally NP) junction will include an un-doped (intrinsic, or I) region
between the two doped layers. These are called PIN or NIP junction devices and have several benefits. These
include reduced junction capacitance, higher breakdown voltages and increased detectivity for photo-detectors

due to the thicker absorbing regions [10].

2.4 GaAs

GaAs is a I1I-V semiconductor with a direct, room-temperature band gap of 1.424 eV and a lattice constant
of 5.6533 A (at 300 K). It forms a zinc blende structure as shown in Figure 2.8 which is equivalent to two
face-centred cubic (FCC) sub-lattices, one of arsenic (As) and one of gallium (Ga), superimposed over each
other with a relative displacement of 5.6533 A / 4 in the (001), (010) and (100) unit directions [11]. In a unit
cell diagram it appears as a single FCC lattice with four tetrahedral interstices. Although there appears to be
more of the light grey group in the unit cell; the corner and face centre atoms are shared between multiple cells

and each unit cell actually contains four As and four Ga atoms.

Figure 2.8: Zinc blende unit cell. FCC lattice (light grey) and tetrahedral interstices (dark grey).

2.5 InAs

InAs is another zinc blende III-V semiconductor. Structurally it is similar to GaAs but with a larger, 6.0583
A, lattice constant and a much lower room-temperature direct band gap of 0.354 eV. One of the primary

applications of this binary semiconductor in III-V epitaxy is in the growth of quantum dots (QDs) on GaAs.
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2.5.1 InAs QUANTUM DOTS ON GaAs

The nucleation of InAs QDs arises due to a shift between two different epitaxial growth modes during deposi-

tion. These are Frank-van der Merwe (FvdM) and Volmer-Weber (VM).

Consider a semiconductor substrate with a surface free energy of ~1, upon which another semiconductor film
with surface energy of s is grown, inducing an interface energy of v12. There are two possible conditions from
this which lead to either FvdM or VM growth [12]. The first is when 7 > 7412 + 72 in which the deposited film
will wet the surface and grow in the FvdM mode as a flat film. The second is when v < 712 + 2 where the

deposited material forms 3D islands in VM growth.

The build up of strain induced by lattice mismatch in heteroepitaxial growth cannot be ignored from this pro-
cess, however, and provides a third possibility. If the initial growth conditions satisfy v; > 712 + 72, for FvdM
growth, then the initial monolayers of deposition will form a 2D wetting layer across the surface. With the
addition of thickness dependent strain energy (p(t)), then at a critical thickness (¢.) the conditions may reverse
to y1 < 112 + 72 + p(te). This can result in either strain reduction through dislocation formation or 3D island
nucleation. Instances in which this results in 3D islands are referred to as Stranski-Krastanov (SK) growth. A

simplified illustration of this is shown in Figure 2.9

a)

Figure 2.9: Illustration of the Stranski-Krastanov growth process. a)-b) early growth proceeds as layer-by-layer

but when past the critical thickness growth turns to ¢) island nucleation.

InAs deposited on GaAs is one such instance of SK growth [13]. Historically this was reported to only occur
on the (001) surface orientation of GaAs [14] and was discussed be to enabled by In — Ga alloying through
substrate mass transport [15]. More recently, however, there have also been reports of 3D island nucleation on
the (110) GaAs surface through the application of a surfactant during growth [16] or through the use of an
AlAs intermediary layer [17].

The device applications of QDs have been of interest since they were suggested for improving the threshold
current of lasers in the 1980’s [18]. The source of this interest is from the unique density of states they exhibit

due to quantum confinement in three dimensions. This is illustrated in Figure 2.10 for all levels of confinement
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from bulk material, with three dimensions of freedom, down to QDs, with zero dimensions of freedom.

Figure 2.10: Illustration of the effect of quantum confinement. The example shown here is a general depiction
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of the density of states in GaAs at various dimensions of freedom.

There have been many literature reports investigating the synthesis and properties of QDs in various material

systems, but particular attention has been paid to growing InAs QDs on GaAs. Two of the main reasons for

this are:

1. InAs will readily nucleate QDs through strain-driven self-assembly, making them relatively simple to

synthesise on GaAs.

electronic devices.

1.55

. The GaAs material system is a mature commercial technology and has access to near perfectly lattice-

matched mirrors using AlGaAs superlattices. This is particularly useful for developing advanced opto-

There are some challenges with applying InAs/GaAs QDs to commercial devices though. These include:

These issues and the techniques which have been studied to overcome them are further discussed later in Chapter

I11.

2. Controlling QD uniformity and density.
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2.6 AlAs

AlAs, like InAs and GaAs, is another ITI-V semiconductor with a zinc blende structure. It has a room-
temperature band gap of 2.12 eV and a lattice constant of 5.6611 A. The interesting properties of this material
are that its band gap, unlike InAs and GaAs, is indirect. This means that it has very little radiative recombi-
nation of excited electron-hole pairs due to the conduction band and valence band not being vertically aligned
in k-space (momentum space). The other notable property of this material is that its lattice constant is almost
identical to that of GaAs (0.118 % difference) meaning thick layers of AlAs can be grown on GaAs without

issue, which allows for relatively easy grow of semiconductor mirrors as mentioned in Section 2.5.1.

These mirrors, referred to as distributed Bragg reflectors (DBRs), are extremely important in the production
of semiconductor lasers, and other devices. Structurally DBRs are composed of a repeating superlattice of two
semiconductor materials with differing refractive indices. By increasing the number of superlattice repetitions

or the contrast in refractive indices, the reflectivity of these mirrors is increased.

2.7 GaAsBi

Gallium arsenide bismide (GaAsBi), as previously mentioned, is a ternary alloy of GaAs. It is formed when Bi
bonds to Ga in sites normally occupied by As during GaAs growth. Out of the various Bi containing alloys,

GaAsBi has attracted the most interest for the following reasons:

e GaAsBi could be grown to cover the 1.3 and 1.55um wavelength ranges which are currently used in

telecommunications.

e (GGaAs alloys are used in many multi-junction photovoltaic cells. Given the large initial band gap reduction
caused by introducing Bi, there is the possibility for GaAsBi to be used to make a new small band gap

junction for multi-junction solar cells, leading to improved efficiencies.

e Bi also causes a large, downward shift in the spin-orbit (SO) split-off band. When the SO splitting energy,
the gap between the SO and valence band, is greater than the band gap (E,), Auger recombination and
inter-valence band absorption is expected to be suppressed [3]. This would be particularly beneficial for

telecommunication optoelectronics.

2.7.1 GaAsBi GROWTH

Growth of GaAsBi is not trivial and constricts growth conditions in several ways. The first is that due to a
large miscibility gap and weak bonding energy between Ga and Bi [19], growth must be done at much lower
temperatures than GaAs. This is because at higher temperatures normally used for GaAs growth (~ 580°C)
Bi is thermally ejected back onto the surface before it can be fully incorporated into the lattice [20]. As of

writing, MBE growth of GaAsBi has only been reported at temperatures < 400°C' [21].

Another restriction which has been found is that to aid in Bi incorporation, stoichiometric As fluxes must be
used. This can be done using Asy, which is the primary form of As sublimated from the bulk material, or the

more commonly used, and thermally ‘cracked’, As,. Research by Richards et al. has shown that while the As
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flux is optimised for different atomic flux ratios of Asy or Ass compared to the same Ga flux, after accounting
for the 0.5 sticking coefficient of As, the conditions for both As species is around a unity incorporation rate
of As:Ga [22]. The process limiting Asy incorporation during GaAs growth has long been reported in the
literature and is believed to be due to the requirement for two adjacent Ass molecules which are chemisorbed
on the GaAs surface to react, producing two Ass dimers on the surface which can incorporate and one Asy

tetramer being ejected from the surface [23, 24].

There are two main models for GaAsBi growth which have been proposed. These were presented by Lu et
al. [20] and Lewis et al. [19]. The Lu model considers three processes which are illustrated in Figure 2.11,
the first is an incoming Ga atom which bonds to a As terminated site creating a As — Ga — Bi bond with a
surface Bi adatom. The second process, where a Ga atom bonds between a Bi terminated site and Bi adatom
is considered unfavourable and is discounted. The final process is an incoming As atom breaking a Ga — Bi
bond and replacing it with a stronger Ga — As bond. From these processes at rate equation can be defined.

dx U
— X OpiFga(l — 1) —aFase*T " (2.6)

dt
® o
/I .l.// I.’.

228988

Figure 2.11: Lu model. Process 1 illustrates how Bi — Ga bonds are formed and the Bi content is increased at
the growing surface. Process 8 shows how these bonds are replaced by stronger As — Ga bonds, reducing the Bi

content. Adapted from [20].

Here 0p; represents the surface coverage of Bi, between 0 - 1, Fg, is the Ga flux, the (1 — ) factor accounts
for the removal of process two, where z is the Bi content. Fa, is the As flux, Uy is a characteristic energy
for the Bi — Ga bond strength, T is the growth temperature and a and k are fitting constant and Boltzmann
constant, respectively. It can be seen from Equation 2.6 how the modelled Bi content depends on the As flux
and growth temperature where reducing either increases the Bi content. The limitation of this model is that it

does not adequately describe the Bi content of layers grown at low As fluxes.

The subsequently developed Lewis model [19] instead sought to explain the growth of GaAsBi in terms of the
surface coverage of Ga : As. An illustration of the model is shown in Figure 2.12 and equivalent rate equation
in Equation 2.7.

dx U

T x 0gaOBi — a1 xFGa—agxe%Tl (2.7)
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Figure 2.12: Lewis model. Process 1 displays Bi bonding to an exposed Ga site, this increases the Bi surface
coverage and reduces that of Ga. Process 2 demonstrates a Ga atom bonding to a Bi site as part of the growth
process and reducing the Bi surface coverage. Process 8 shows a Bi atom being thermally ejected to the surface,

reducing the Bi surface coverage. Adapted from [19)].

The nomenclature of Equation 2.7 follows that of 2.6 where 0p;,¢, is the surface coverage of Bi/Ga respectively,
Fgq is again the Ga flux, z is the Bi content, U; is an activation energy for ejecting Bi and a;/, and k are
general and the Boltzmann, respectively, constants. Under the reasoning that the rates of processes 1 and 3
were much larger than that of process 2, Lewis et al. ignored it in their work. This leaves the Bi content

dependent on the As : Ga ratio and growth temperature which impacts the as e term.

2.7.2 GaAsBi BAND GAP

The band gap reduction in GaAsBi has been reported to be initially ~ 90 meV per % Bi [25, 26]. The cause
of this reduction has been attributed to hybridisation between localised defect states associated with Bi and
valence band states in GaAs [27, 28]. The presence of these localised states has been observed experimentally
by various groups through a deviation to the Varshni relation of emission wavelength and lattice temperature
(discussed in Section 4.1.1) [6, 29, 30, 31]. This is similar to what has also been seen in the dilute nitride alloy
system [32].

At low temperatures, these states trap excitons (a bound state of a valence band hole and conduction band
electron) at energies below the band gap. This leads to an anomalous red-shifting of the peak emission energy of
the material which is discussed in more detail elsewhere [33]. This localisation is an important effect in GaAsBi

and is discussed in the first experimental chapter, Chapter II.

2.7.3 GaAsBi FOR TELECOMMUNICATIONS

As mentioned in Section 2.7, there is interest in applying GaAsBi to devices for telecommunications. Current
telecoms devices are based on indium gallium arsenide (InGaAs) grown on indium phosphide (InP) substrates.
This has enabled the production of photo-detectors reaching as far as 1700 nm. InP is a less desirable material

system than GaAs, though, for several reasons.
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The first is that the InP substrates themselves are more expensive and fragile than GaAs. GaAs can be readily
formed into ingots up to ~ 6 inches in diameter [34], whereas current InP wafers are only commonly supplied

in diameters of ~ 4 inches [35].

Another benefit of the GaAs material system is, as mentioned in Section 2.5.1, the ease with which near lattice

matched mirrors can be incorporated into device designs using GaAs/AlAs superlattices.

A key issue with InP-based telecoms devices are Auger recombination losses. This process can account for as
much as 50 %, or higher, of the energy use in InP devices [36]. The result of this is a large amount of energy
used in telecommunications being wasted on maintaining the temperature of the laser devices which are heated
from these losses. Figure 2.13 illustrates this process where an electron recombines with a hole, moving from
state Fq1 to Fha. Rather than this energy transition resulting in the emission of a photon it is transferred to
another electron which is promoted from FEs; to FEoo from which it will return to back to the band edge through
thermalisation losses. It should be noted that this process could also lead to the excitation of a second hole to

a higher valence band state instead of an electron.

E22

Eu

E»

E12

Figure 2.13: Illustration of the Auger recombination process.

The benefit which is offered by Bi here is that it shifts the band edge faster than the spin-orbit band per % of
Bi incorporated and at > 10% Bi, where E, > SO, this process is expected to be suppressed [37].
2.7.4 (GaAsBi FOR AVALANCHE PHOTO-DIODES

Avalanche photo-diodes (APDs) are advanced versions of photo-detectors discussed in Section 2.3. They are
highly sensitive detectors which exploit the process of impact ionisation to produce a large electrical signal from

small optical excitation, even as low as a single photon. This process is illustrated in Figure 2.14 below.
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Figure 2.14: Impact ionisation events which occur within an APD. In process 1 the photo-excited electron (filled
circle) is accelerated across the depletion region leading to an impact ionisation event, process 2, producing a
new electron-hole pair. The two electrons present after this can then continue to accelerate on leading to an
increasing number of impact ionisation events, process 3. An issue which can occur, however, is that the excited
hole from process 2 can potentially also undergo an impact ionisation event, process A, which results in an
electron being excited further back in the device. This electron can then undergo processes 2 and 8 which could
in turn trigger further instances of process A. The persistence of this cyclical chain of events can lead to long
decay times in avalanche detectors and requires the suppression of impact ionisation of either holes or electrons

to prevent.

The conditions for impact ionisation are set up with high, reverse electric field applied to a PN junction. This
results in an increase in the depletion width of the device. When an incoming photon is adsorbed it produces an
electron-hole pair (process 1). In this example the hole is collected immediately in the p-layer and the electron
is accelerated across the depletion region, gaining kinetic energy as it does so. If this electron undergoes a
scattering event before reaching the n-layer, whilst it has sufficient energy, it will promote another electron
to the conduction band which leaves a hole in the valence band (process 2), this is impact ionisation. The
original electron and recently excited electron will then continue to accelerate and may impact ionise further
resulting in an exponentially increasing current (process 3), hence the term ‘avalanche’ photo-diode. A problem
occurs, however, when the holes excited in processes 2 and 3 accelerate and impact ionise (process A). Whilst
this results in increased charge and therefore further amplification of the initial signal, it also results in the
promotion of an electron nearer to the start of the depletion region. From here it can be seen how processes 2, 3
and A can persist for a long period, if not indefinitely. It is this cyclical process which can limit the bandwidth

of an APD.

The solution to this is to tailor the multiplication region of the device to support impact ionisation of only one
carrier (electrons or holes). The measure of this is the o/ ratio where o and 3 are parameters which represent
the mean number of impact ionisation events, at a given field strength, for electrons and holes, respectively. If
these values are similar then the ratio is close to 1 and processes 2, 3 and A can persist for a long time after
the initial absorption event. If the ratio is small (low « value) or large (low S value) then impact ionisation can

be suppressed for one of the carriers at low reverse biases and a higher bandwidth device can be achieved.
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Recently, work by Liu et al. [38] has shown that Bi contents up to < 5.1% in GaAs produce a significant
reduction in hole ionisation whilst having negligible impact on electron ionisation. This has been demonstrated
through various electrical characterisation techniques including multiplication and excess noise measurements
on GaAsBi devices of both PIN and NIP configuration and at various I-region thicknesses. A remaining issue
with GaAsBi which restricts its use in APDs is the high dark currents present in device structures which is due

to the low growth temperatures necessary for Bi incorporation.

2.8 AlGaAsB1

There is little literature discussion, as of writing, regarding the growth of AlGaAsBi. This has therefore been
reserved for discussion in Chapter IV. Instead, the following brief subsection will highlight the potential interest

in this alloy.

2.8.1 AlGaAsBi FOR AVALANCHE DETECTORS

As discussed in Section 2.7.4 Bi has been shown to produce a large improvement in the a/f8 ratio in GaAs,
through the reduction of 5. Within this same material system it has also been shown that high fractions of Al
in AlGaAs also lead to an improvement in «/f through the reduction of 8 [39]. Therefore it can be expected
that a combination of these effects in an AlGaAsBi avalanche device would result in further improvements. As
there has been little growth work on this alloy, however, it important to investigate its growth to observe any
deviations from the better understood alloy GaAsBi. It is this which forms the basis of the work reported in

Chapter IV.

Page 31 of 141



3 MOLECULAR BEAM EPITAXY

MBE is a growth technique which has been used since the 1970s to produce high quality semiconductor layers,

with excellent control on thickness [40, 41]. The key elements to this growth technique are:

A growth chamber sustaining an ultra-high vacuum.

Several cells containing high purity elemental sources.

Shutters to allow abrupt changes in molecular flux to a substrate.
A sample stage with an integrated substrate heater.

Multiple thermocouples and power supplies to monitor and maintain the various substrate and cell tem-

peratures.

During growth, material in the cells is raised to a temperature where significant sublimation or evaporation

occurs and the shutters are opened to allow the material to reach the substrate which is heated in the sample

stage. After migrating on the surface briefly, adatoms bond to exposed lattice sites on the substrate forming

new semiconductor unit cells. Throughout the rest of this chapter further detail will be given to the various

and important areas of this growth process.

3.1 PRODUCING AND SUSTAINING A VACUUM

Maintaining the ultra-high vacuum within an MBE growth chamber is a key factor in producing high quality

semiconductor layers as reactive species (Oq, Ha, HoO, CO, CO3) can incorporate into the growing crystal lattice

and introduce a variety of defects [40]. This requires the use of a variety of pumping systems.

Scroll or Diaphragm pumps: These operate between 1000 mbar (atmospheric pressure) and ~ 5 x 1073
mbar and are often referred to as ‘roughing’ or ‘backing’ pumps. They are primarily used for initial
pumping of chambers after they have been exposed to atmospheric pressure. After this they remain

running to maintain the low exhaust pressure required by turbo-molecular pumps.

Turbo-molecular pumps: These take over from ‘roughing’ pumps and make use of extended mean free
paths at low pressure and molecular drag to pump gasses at high vacuum [42]. In order to be effective

these pumps run at high rotational speeds of >750 Hz.

Cryo pumps or cryo shrouds: Both cryo pumps and cryo shrouds use super-cooled surfaces which act
as freezing traps, collecting material from within the chamber [42]. Despite this similarity, there are
differences in how they are operated. Cryo pumps use a liquid helium compressor to drive a heat pump
which allows them to cool to a minimum temperature of ~ 4 K but common practice is for cryo shrouds
to be liquid nitrogen (LN3) fed through a vacuum feed-through due to their larger surface area within the
chamber. These shrouds therefore have a minimum temperature of ~ 80 K but are generally operated at

~ 180 K.

Titanium sublimation pumps: A titanium (7%) sublimation pump exploits the getter effect of T to trap

gas species within the chamber. The pump consists of a set of Ti-coated filaments which are ‘fired’ in
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the vacuum using ohmic heating and sublimate 7% which then coats the inside walls of the chamber.
Loose gas species around the chamber then bind to this sputtered T, reducing the chamber pressure.
An important note is to fit these pumps with a baffle in order to prevent deposition of Ti on delicate

in-vacuum electronics.

e Ion getter pumps: These pumps work in two stages. First a high electric field (3 — 7kV) is generated
between two terminals, gas species within the chamber which enter this high electric field are ionised,
causing their electrons to be drawn to the anode and their nuclei drawn to the cathode which is made of
a getter material. When a nucleus crashes into the cathode with sufficient force it implants itself in the
cathode and sputters some of the cathode material onto the pump wall where it can bind with other loose

species within the chamber [42].

The MBE system used to grow layers throughout this work is an Omicron MBE-STM reactor. It is fitted with
multiple vacuum pumps, including turbo-molecular pumps backed with scroll pumps, a titanium sublimation
pump, an ion pump and a cryo shroud which lines the inside of the growth chamber. The installation layout of

these pumps in the two main chambers are shown in Figure 3.1.

lon Pump

Turbo-molecular Titanium Sublimation

Pump —1 |:| Pump
FEL
Scroll Pump

[~ 1 ]

Scroll Pump

m Turbo-molecular
Pump

Scanning Tunneling
Microscope

Growth Chamber

Figure 3.1: Diagram of general pump positioning within the MBE-STM system. The gate valves used to isolate
chambers and pumps with in the system are represented as filled grey rectangles. The scanning tunnelling

microscope connected to the growth chamber was not used in this work and has therefore not been filled out.

There are three main chambers to this system. These are the Fast Entry Load-lock (FEL), the growth chamber
and the Scanning Tunnelling Microscope (STM). The STM is not currently functioning, though, and will not

be discussed further.

The FEL is the entry chamber to the system. It is routinely brought to atmospheric pressure and is therefore
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designed to have a small volume to reduce the time taken to pump down back to vacuum. Finished layers are
brought into this chamber when their growth is complete and they are ready to be removed and exchanged with
a fresh substrate. During exchange, it is sealed off from the growth chamber and FEL turbo by gate valves,
then a dry nitrogen feed is opened into the FEL, bringing it to pressure of ~ 1.3 bar. After this, the blanking
flange covering the access port to the FEL is loosened until the nitrogen inside begins to leak out. The blanking
flange is then completely removed and the substrates exchanged. Once re-sealed the nitrogen line is closed and

the FEL is pumped back down to ~ 1 x 10~7 mbar using the dedicated turbo and backing pump.

The growth chamber, as the name suggests, is where the substrates have new material epitaxially deposited on

their surface. It is under vacuum for the longest period of time and has the most pumps attached.

3.2 MOLECULAR SOURCES AND GENERATING A MOLECULAR BEAM

To generate the molecular fluxes required for growth extremely high purity elemental sources are required. The
purity of the source material is quoted as ‘#N’ where ‘#’ indicates the number of significant figures of purity
(i.e. BN = 99.999% pure). Figure 3.2 below gives a general indication of how the cells are arranged in the

growth chamber with respect to the substrate.

Substrate
Molecular Beams
t* F.\
. A . %
Shutters ,f h 1

*
b
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+ ¥
I
i
I

f

Elemental Cells

Figure 8.2: Substrate and cell positioning within the MBE reactor. Adapted from [}1].

One of the key requirements from a MBE system is that the source beams have high stability. Given source
material of sufficient purity the generation of the elemental beam from the bulk is typically performed by a
thermal process. Heating the material up inside the vacuum will increase the material’s vapour pressure and
eventually a significant flux will be evaporated or sublimated, depending on whether the source is liquid or solid
at the given temperature, from the bulk. The traditional apparatus which holds the bulk source material and

controls the beam flux through radiative heating is a Knudsen effusion cell.
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For a Knudsen effusion cell with a well-defined geometry, the molecular flux output of the cell can be expressed

as shown in Equation 3.1 [40].

pxA
12 x (M xT)1/?2

Where p (Torr) is the source vapour pressure, A (cm~2) is the cell aperture area, [ (cm) is distance between

J (atomsem™2s71) = 1.118 x 10%2 (3.1)

the cell and the substrate, M is the source molecular weight and T (K) is the source temperature. Models have
also been used to account for flux non-uniformity across the substrate surface due to non-normal incidence of
impinging fluxes and this has been shown to be useful in mapping the effects of growth conditions on semicon-

ductors grown in stationary positions [43].

Beyond the simple theory of a Knudsen cell is significant effort which has been put into the design on this vital
MBE component. This includes subtle design features to allow them to run at high temperatures and shield

neighbouring cells from thermal interference. An annotated cross-section of a Knudsen cell is shown in Figure 3.3.

| Source crucible

| —1

| | — Heater windings

QOTOO\Q

«+—Radiation shield

Iﬂ] I_[ |- Water cooled baftle

|[r I
INBL

Feedthroughs

\

(water cooling, thermocouple and electrical heating)

Figure 3.3: A generalised Knudsen effusion cell cross-section.

The use of refractory metals, such as molybdenum, tantalum and tungsten, is common to a large number
of MBE components as for temperatures exceeding 150 °C impurities including manganese, magnesium and
chromium are often seen to be released from stainless steel [40]. A similar restrictive material selection process

is applied to electrical insulation materials, with the primary victor being pyrolytic boron nitride (PBN).
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PBN can be produced with impurity levels < 10 ppm and although this material breaks down above 1400 °C,
these temperatures are rarely used and the nitrogen released has not yet been observed to have a significant
impact on layer properties. Currently PBN is the preferred material for source crucibles and has been used as
electrical insulation around substrate heaters. Alternative materials which have found selective use are graphite

and quartz.

To measure the cell temperature in-vacuum during operation, thermocouples are commonly used. These are
type-k, which are made of nickel and chromium and can operate in a temperature range of 0 — 1200 °C' over
which they will output a voltage of 0—50 mV. This voltage is translated back to a temperature by an analogue-

to-digital converter.

The water cooled baffle surrounding the cell is used to capture and remove thermal radiation lost from the cell
which would otherwise interfere with the temperatures of adjacent cells. The water network, which feeds the

cells on a reactor, operate at low pressures (~ 1.3 Bar) and at temperatures ranging from 14 — 30 °C.

In addition to the standard Knudsen cell depicted in Figure 3.3, some sources are modified with a high tem-
perature channel following the crucible and are called ‘dissociation cells’, often instead referred to as a ‘cracker’
cell. These are used for group V sources, such as As where the the species which sublimates from the bulk is a
tetramer (Asy). In this cell, sublimated material from the As bulk source is directed through a heated channel
in the temperature range of 650 — 1000 °C'. During molecular collisions between the Asy tetramers and the walls
of this channel there is a probability that the tetramer will split into two As, dimers. Through careful design
to ensure multiple collisions during transit these cracker cells can reliably output single species beams of Ass or
Asy depending on the cracker temperature. Whilst cracker cells are sometimes used on other group V elements,

they are not widely used for Bi cells as the species inherently produced are Bis dimers and Bi monomers [44].

Measurement of the molecular flux produced by a cell at a given temperature is performed by an ion gauge
which is placed in the direct path of the molecular beam near the focal point of all the cells, where the substrate
would be. This flux measurement is based on the change in the ionisation current through the ion gauge before
and after the cell shutter is opened. Cell shutters are opened one at a time so the ion gauge detects the flux
from each cell individually. The output of the ion gauge is displayed on its controller as a pressure (in units of

mbar or Torr).

Ton gauge readings of fluxes are taken as beam equivalent pressures (BEPs). They are not a direct measurement
of the flux and cannot be compared against other cell fluxes with different materials without accounting for
differences in ionisation efficiency. They can, however, be used to characterise an individual cell’s behaviour as
BEPs from a specific cell and ion gauge can be compared for an individual reactor. As a general guide for the BEP
expected for different cells during operation, group III and Bi cells are operated in the 1 x 1078 —5x 10~7 mbar

range and As cells in the range of 1 x 107 — 1 x 10> mbar.
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3.3 CELL TEMPERATURE CONTROL AND OUTGASSING

If the material cells were left at operational temperature when not growing they would quickly run out of ma-
terial, making downtime and maintenance much more frequent. Instead, when there is going to be a significant
gap between growths (overnight or over the weekend) the cells are cooled to a rest temperature to prevent
wasting material. Depending on the material this is between 100 — 600 "C' below operational temperature. The
limits to this are the freezing points of some of the molten sources such as Al and Bi which limits the rest

temperatures to 850 and 300 °C, respectively, once they have been liquefied.

The issue caused by this is that gas species loose in the chamber will condense on the cooling cells. This
condensate will be readily released back into the chamber when the cell is reheated to operational temperature
and if released during growth these impurities could react with the growing material and introduce defects into
the lattice. To prevent these impurities degrading growth quality the cells are heated up to ~ 20 °C above their
operational temperature and outgassed prior to a substrate being loaded into the chamber. This rapidly re-
leases the foreign material into the chamber so it can be pumped away before loading. The marginally increased
temperature ensures that contaminants which would evaporate at the same temperature of the source material
are released quickly and contaminants which have much higher vapour pressures than the source material are

undisturbed.

Outgassing is significantly more important after a machine has been brought down for maintenance as it will
have been exposed to atmospheric pressure and will have absorbed a substantial amount of reactive species
[40]. This process varies depending on individual preference but often begins with a 48 hour bake-out of the
system where it is heated up to ~ 200 °C whilst being pumped. There is some disagreement on whether MBE
chambers should be baked, however, due the risk of damaging delicate equipment and warping gasket interfaces.
The purpose of the bake-out is to remove as much moisture as possible from the system as the desorption rate
of water is exponentially higher during a bake-out than at room temperature. It has also been reported that
purging and pumping an MBE reactor with dry nitrogen at least once before being opened for maintenance to
help prevent moisture build up as well as diluting any residual toxic gasses. Purging is also useful after the

chamber has been closed to remove some moisture which will have condensed inside.

3.4 AUTOMATION

In the previous sections there has been lots of discussion on the different and complex facets of MBE growth.
Fortunately advancements in computer processing power and automation since the early development of MBE
has made operation of these systems less cumbersome. Cell temperatures and shutters can be fully automated
allowing for growth recipes to be run for many hours without human intervention. Digital logging of measured
fluxes and remote access to desktop computers has even enabled the recording of flux data without an operator
even needing to be in the same room as the reactor. Using fibre-optic sensors and servo motors it is even
possible, on some reactors, to automate the loading and exchanging of substrates within a vacuum system.

However, this final technology is not available on the MBE reactor used in this work.
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3.5 III-V GROWTH OVERVIEW

Now the engineering and automation aspects of MBE have been covered, a summary on the growth of I1I-V

compounds can be given.

Where the growth temperature is below the congruent sublimation temperature of a III-V compound it is as-
sumed that the group III material has a sticking coefficient of 1 and only enough group V material sticks to
satisfy this supply, with excess molecules being desorbed back into the vacuum [40]. In this way the growth of
III-V compound semiconductors can be said to be group III limited, where the total flux of group III material
dictates the growth rate of the crystal. This makes the alloying of group III metals relatively easy as the solid
phase composition of the alloy is almost entirely dictated by the fluxes of the individual metals. Alloying group
V metals is harder, however, with the growth of Bi containing alloys particularly challenging as previously

discussed in Section 2.7.

Prior to its use as a constituent, Bi also had applications in MBE as a surfactant. B¢ has been used as a surfac-
tant for InGaAs/GaAs heterostructures [45], where it reduced surface roughness and improved PL intensity,
as well as Ge/Si growth [46] where it was found to suppress 3D islanding and segregation of Ge. Surfactants
are materials which do not readily incorporate under typical growth conditions for a material, but which do
have a large impact of the way a material grows. In essence, a surfactant acts as an adsorbed species which
alters the surface free energy and growth kinetics of a material [47]. They can be categorised as either ‘reactive’
or ‘non-reactive’ depending on if they decrease or increase adatom migration length during growth. Another
key difference is that reactive surfactants sit on lattice sites whereas non-reactive surfactants sit interstitially.
Therefore Bi is a reactive surfactant as it sits on As sites during GaAs growth and when it is discussed in
GaAsBi literature that Bi is segregated to the surface, it is possible that it will also begin to act as a surfactant

during growth.

3.6 REFLECTION HIGH-ENERGY ELECTRON DIFFRACTION (RHEED)

The main in-situ tool for monitoring the condition of a substrate during MBE growth is Reflection High-Energy
Electron Diffraction (RHEED). This technique uses a collimated beam of electrons which have been accelerated
to energies of 10 — 20 keV incident to the substrate at a small grazing angle on the order of 2 — 3 °. Due to
the low incident angle the electron beam is diffracted by only the top few monolayers of the substrate [48].
This produces a diffraction pattern of the surface of the sample on a phosphor screen mounted on the oppos-

ing side of the electron gun. A diagram depicting the operation of a RHEED system is shown below in Figure 3.4.
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Figure 3.4: RHEED System Diagram. Diffraction pattern (periodic green rods) originates from elastic diffraction
collisions. The green background haze is produced by in-elastic collisions and electron scattering within the

reactor.

The diffraction pattern produced is dependent on the surface morphology of the substrate and the crystal ori-
entation along which the beam is directed. During growth the surface does not form half unit cells but instead
forms periodic structures called reconstructions to minimise surface energy. The two main reconstructions of

GaAs which are observed in this work are the (2x4) and c¢(4x4) reconstructions.

Inelastic scattering events also occupy an important role in the formation of a RHEED pattern in addition
to surface diffraction. These scattering events include phonons or plasmons within the lattice and produce a
diffuse cone of electrons which are subsequently diffracted by the crystal lattice planes, depending on the beam
angle. This leads to the formation of sharp lines, bands and arcs in the RHEED pattern. These are referred to

as Kikuchi lines [48].

The intensity of the Kikuchi lines has several dependencies in addition to beam orientation. These include sur-
face morphology, where steps and terraces lead to line broadening, bulk crystallinity, although due to the exit
angle this only covers a range of approximately 10 unit cells, and crystal mass, where heavier materials including
Si and silicon carbide (SiC) display stronger line intensity. Overall these features aid in beam alignment along
a crystal azimuth and imply the possibility to monitor thin film quality based on line intensity, however, as they

are not employed within this work beyond observation, they will not be discussed further.

There are multiple uses for RHEED measurements the beyond checking the reconstruction and confirming there

are no growth issues. These will be discussed in the following subsections.

3.6.1 RHEED MEASUREMENTS FOR SUBSTRATE HEATER CALIBRATION

An MBE system may not have a pyrometer or thermocouple to measure the substrate temperature for a variety
of reasons. This could be because the former is expensive and requires calibrating with surface parameters
including emissivity, and the latter is difficult to get into direct contact with the substrate and therefore has

limited accuracy. Or perhaps a fault occurs with the equipment during a growth campaign.
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If there is a functioning RHEED system installed it is possible to use a set of calibration points to infer the
relationship of substrate temperature to a heating variable (voltage, current or power) although the heater
current is the most reliable option. These calibration points should be well-established conditions at which a
change in temperature causes a significant change in the surface RHEED pattern. For a GaAs (001) surface

three unique points are:
e Desorption of an amorphous As cap at ~ 300 °C.
e The transition between the c¢(4x4) - (2x4) reconstructions at ~ 400 °C.
e Oxide sublimation from the substrate surface at ~ 590 — 600 °C.

When measured, these three points can be fitted with an exponential trendline to estimate the heater current
required for any temperature between 300 — 600 *C' with an accuracy of +10 "C'. However, these calibrations are
heavily based on the substrate thickness and doping as any change will affect absorption of incident radiation
and therefore the surface temperature. As such, each time the substrate type or supplier is changed the calibra-
tions must be repeated. In order to monitor any drift in heater output etc. it is also worthwhile checking these
calibrations on a weekly or bi-monthly basis. The experimental procedure for this calibration will be detailed

in Section 3.7

3.6.2 RHEED MEASUREMENTS FOR FINDING GROWTH RATES

A common use for a RHEED system in MBE is for measuring growth rates [48]. This is done by monitoring
the intensity of the diffraction spots for period of time after growth has started. During growth while recon-
structions are breaking and forming unit cells the surface will go through a cycle of roughening and smoothing

between each monolayer, this is illustrated in Figure 3.5.

o o>

(a) 0% Monolayer completion, 0% (b) 20% Monolayer completion, 20% (c) 40% Monolayer completion, 40%

roughness roughness roughness

A o

(d) 60% Monolayer completion, 40% (e) 80% Monolayer completion, 20%  (f) 100% Monolayer completion, 0%

roughness roughness roughness

Figure 3.5: Simplified surface profile over growth of a single monolayer
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This roughening and smoothing should therefore also be observable as a dimming and brightening of the RHEED
pattern as the layer uniformity increases and decreases (e.g. one oscillation would represent one monolayer of
growth) [49]. By recording these oscillations over a period of time, using the lattice constant of the semiconduc-
tor and finding the mean oscillations per second, the growth rate for a set of growth conditions can be calculated
in-situ. These oscillations should be measured at the onset of growth due to eventual damping. For GaAs this
involves annealing the surface under an As flux, setting a data logger to monitor the RHEED intensity and
then opening the Ga shutter to recommence growth. An example of growth rate oscillation data will be shown

in Section 3.8 with a description of the hardware used.

3.6.3 RHEED MEASUREMENTS FOR Ass:Ga 1:1 CALIBRATION

Another use for a RHEED system is to calibrate the 1:1 atomic flux ratio between As, and Ga which is being
incorporated into the growing crystal. The 1:1 Asy to Ga ratio measures the atomic flux of As required to match
the deposition rate of Ga on the semiconductor surface and the rate of As desorption. It is important to this
work because whilst there is a wide permissible range for high temperature GaAs growth, the As overpressure
significantly affects Bi incorporation as discussed in Section 2.7. This has been shown by Richards et al. [22]

and others [19], and is shown in Figure 3.6 below.

[Bi] (%)

[ e As2
v As4

0.5 10 15 20 25
As:Ga atomic flux ratio
Figure 3.6: Comparison of Bi incorporation for various Ass and Asy: Ga atomic flux ratios. Reprinted from
Journal of Crystal Growth, 390, R. D. Richards et al., Molecular beam epitaxy growth of GaAsBi using Asg
and Asy, 120-124, Copyright (2014), with permission from Elsevier [22].

The process to find the 1:1 point consists of sequentially reducing the Ass flux and opening the Ga shutter for
two minute intervals whilst monitoring the RHEED pattern. Researcher groups which use large amounts of As
for III-V growth will tend to have valved cracker cells to allow for quicker flux adjustments by the positioning
of a needle valve instead of changing the As bulk material temperature. Therefore changes to the As flux will
be considered in terms of increasing or reducing the valve position to increase or decrease the flux, respectively.
After each two minute exposure the surface should be annealed for at least thirty seconds to ensure it has settled
to the same initial state and left enough time for the chamber pressure to equilibrate under the new As valve

position.
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Before the shutter is opened, the surface should have a static (2x4) reconstruction which forms on a GaAs

buffer grown at the optimum temperature range for MBE around ~ 580 °C. After the shutter is opened the

surface reconstruction may change, depending on the As : Ga ratio and temperature of the substrate, to one

of the reconstructions shown in Figure 3.7. If the reconstruction does not change, the As, flux is still too high

and the valve position should be reduced further.
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Figure 8.7: Dynamic reconstructions of GaAs during growth. Adapted from [50].

When close to the 1:1 balance it is therefore expected to see the pattern become (1x1) and potentially (4x2) or
(4%x6). The (4x2) and (4x6) reconstructions are Ga-rich structures and indicate an oversupply of Ga relative
to Aso. If this happens the valve position is gradually increased in smaller increments and the test repeated
until the RHEED pattern turns (1x1) but does not turn (4x2) or (4x6) within the time limit. This is then

referred to as the 1:1 point for (Ass. To convert the flux value for Asy to Asy the calibration value is doubled
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as Asy has a sticking coefficient of ~ 0.5 [23], compared to ~ 1 for Asy when growth is Ga flux limited [23, 24].
The assumption this makes is that the As cracker (which is used to thermally crack Asy into Ass) has no effect

on the total atomic flux incident on the sample.

It is important to note that the reconstruction map in Figure 3.7 is only used as a guide. This is because the
Asy : Ga ratios are quoted as beam equivalent pressures (BEPs) which are dependent on ionisation efficiencies
which differ between materials and even fluctuate on identical ion gauges with age and accumulated material.

The 1:1 ratio which is being calibrated is instead the atomic flux ratio.

3.7 HEATER CALIBRATION PROCESS

As described in Section 3.6.1 the RHEED system can be used in conjunction with a set of well-defined calibra-
tion points to calibrate the substrate heater due to the lack of a pyrometer or thermocouple on the MBE reactor
used. The calibrations in this work are based on supplied current so voltage drops across the wire connections

can be ignored and the heating element will receive consistent input from the power supply.

The first point which is used in calibrating the heater to a new substrate type is the native oxide desorption
temperature, which occurs at 600 °C. Before this, the RHEED pattern will be a amorphous haze due to the
oxide covering the substrate surface. As the oxide sublimates from the surface, a diffraction pattern from the
semiconductor surface below will become visible. Oxide removal leaves the surface slightly roughened, however,

giving the RHEED pattern 3D-features as seen below in Figure 3.8.

Before any further calibrations are performed, a buffer is needed to smooth the surface and develop a recognis-
able reconstruction. This buffer is 200 — 300 nm thick and grown at 580 — 590°C with a Ass : Ga of ~ 1.6 : 1.
Under these growth conditions the surface forms a (2x4) reconstruction. An image of this reconstruction is

shown in Figure 3.9.

Figure 3.8: Ozide-removed ‘3D’ RHEED pattern. Image taken along the [110] azimuth at 14.5 keV .
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Figure 3.9: (2x4) RHEED pattern. Annotations have been added to indicate the integer and fractional order
diffractions. Image taken along the [110] azimuth at 14.5 keV .

The next point to be measured is As cap removal which occurs at 300 °C. First an As cap is deposited on the
surface of the buffer which was grown at the end of the previous step. This involves fully opening the As valve
and dropping the heater current to 0 A so the As coats the sample surface in a random configuration. This
amorphous As cap will scatter electrons randomly and the RHEED pattern observed will become a uniform
green haze similar to before the oxide removal. The heater current is then raised from 0 A to a value around 0.55
A (depending on substrate doping) and raised in small increments every 10 min until a ¢(4x4) RHEED pattern
is observed. This is the point when the As begins to sublimate from the surface, revealing the reconstruction

below. Figures 3.10 and 3.11 show the RHEED pattern before and after As cap removal.

Figure 3.10: Hazy As cap. Incident electron beam is absorbed and scattered on the amorphous As surface. Due

to the lack of surface order no diffraction peaks are seen. Image taken along the [110] azimuth at 14.5 keV .
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Figure 8.11: ¢(4x4) Reconstruction after As cap removal. Annotations have been added to indicate the integer

and fractional order diffractions. Image taken along the [110] azimuth at 14.5 keV .

The final calibration point used is the c(4x4) - (2x4) transition which, with no external As flux, occurs at
400 °C. As with all the other steps the heater current is increased from a point below the expected transition
current in 10 min steps. This is done in the absence of an As flux as this would change the temperature at
which the transition occurs. As there will be As sublimation from the surface at this temperature, however,
it is important to only leave the substrate at each current setting for enough time to check for a change. If

left too long the surface would become Ga-rich and could nucleate Ga droplets, irreparably damaging the surface.

When all the points have been found the heater currents and characteristic temperatures are plotted with an

exponential trend-line as in Figure 3.12.
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Figure 3.12: Plot of heater calibration points with exponential trend-line.
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Using this trend-line an arbitrary point can be mapped onto the curve to estimate the required current for any
temperature within the range. These calibrations are done for each substrate type used and checked on a weekly
basis to ensure they are still accurate. In order to ensure samples are fully oxide-removed when running fully

automated recipes a temperature ~ 20 °C' higher than necessary is used.

3.8 GROWTH RATE CALIBRATION

As discussed in Section 3.6.2 RHEED measurements can also be used for growth rate calibration. This is im-
practical to do by eye and instead is performed using a web cam mounted in front of the phosphor screen and
image analysis software running in MATLAB. A live feed of the RHEED screen is opened within the software
and rectangles drawn over points of interest which the software should measure. The Ga shutter is opened,
recommencing growth on the surface and causing the intensity of the diffraction pattern to oscillate as mono-
layers are completed. The average brightness of these areas is plotted with respect to time giving the waveforms

shown in Figure 3.13a.

The oscillations in intensity starting after the Ga shutter is opened at 7 s are easy for the human eye to recog-
nise, but peak finding algorithms would be confused by the noise present. To remove this the data is passed
through a moving average filter until it looks like the waveforms in Figure 3.13b. Now the noise in the data has
been removed, the range for which the data appears representative is selected. The software then identifies the
number of oscillations within the range and the duration over which they occur and finally outputs a calculated
growth rate in monolayers per second (M Ls~1). This can be converted into micrometers per hour (umh=1) by
using Equation 3.2 where ’a’ is the lattice parameter of the material in meters. As the conversion for GaAs

comes out with 1 MLs™! = 1.018 wmh ™! the two are assumed to be equivalent.

GR(ML/s) x a x 10% x 3600

GR(um/h) = 5

(3.2)

GR Area 1 (MLis)

0.248857

Number of oscillations

6

GR Area 2 (ML/s)

0.245439

Number of oscillations

8 8 B B 8
L e

Intensty (aoivary uns)
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(a) Raw Data (b) Smoothed Data (c) Growth Rate

Figure 3.13: Growth Rate Measurements
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4  MATERIAL CHARACTERISATION

4.1 PHOTO-LUMINESCENCE

Photo-luminescence (PL) is a characterisation technique based on photo-excitation of carriers (absorption of a
photon to excite an electron-hole, e-h, pair) and radiative recombination of carriers (an electron recombining
with a hole by emitting excess energy as a photon). It can be used to asses the optical quality and band gap
of a semiconductor. This technique is useful as it doesn’t require processing of the layer and can therefore be
performed immediately after removal from the growth chamber. Figure 4.1 shows the three basic stages to PL.
First an incoming photon with energy, I, greater than the layer band gap, E,, is absorbed and promotes an
electron to a state in the conduction band, leaving a hole in the valence band. The electron then ‘thermalises’
down to the band edge. Finally, the electron and hole recombine, releasing the energy difference in the form of

a longer wavelength photon.

Thermalisation
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Photon Absorption
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Figure 4.1: Photo-luminescence stages.

Equation 4.1 shows the simple relationship between the wavelength and energy of a photon, where h is Planck’s
constant (Js~1), ¢ is the speed of light in a vacuum (ms~—1) and X is the wavelength of the photon (m). Using
this, the peak PL wavelength can be be used to calculate the band gap of a bulk sample and estimate the Bi
content. With quantum confined layers the process is more complicated, as the emission energy is also affected

by the level of confinement determined by quantum well layer thickness and barrier height.

_hxc
DY

E(J) (4.1)

The setup used for photo-luminescence characterisation in this work is one of the most important. It consists

of several pieces of equipment:
1. A 532 nm diode-pumped laser to stimulate the semiconductor layer and excite carriers.
2. An optical chopper to modulate the laser intensity.
3. An adjustable stage to align samples and optimise the output signal.

4. A Cassegrain telescopic F-matching lens to collect and focus light onto the monochromator entrance slits.
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5. A Triax 550 monochromator to filter the input light.
6. An LN, cooled Ge detector to convert the modulated optical signal into an electrical signal.

7. A lock-in amplifier to accurately extract the modulated electrical signal from background noise.

The layout of these is shown in Figure 4.2. The reason for cooling the detector is to reduce dark currents and
increase the signal-to-noise ration during operation. This is done by filling a reservoir within the detector with
liquid nitrogen (LN3) 30 min before use to start the initial cooling process. When most of the nitrogen has

boiled-off the reservoir is topped up to ensure it stays at a constant low temperature for the duration of testing.

Optical Chopper

Reflecting

Laser Source Mirrors

1
— i e e —— — —) ) %
-
Germanium Detector

Monochromator Radial Emission

Lock-in Amplifier

Focussing Optics From Sample

Figure 4.2: Practical layout of the PL setup.

This setup also has a closed-loop helium cryostat system which can take layers down as far as ~ 15 K for low
temperature (LT) PL measurements. This is useful as it improves emission in poorly radiative layers which
have a large number of defects. The reduction in ambient thermal energy allows features of the semiconductor

bands to be more clearly identified.

4.1.1 THE VARSHNI RELATION

In 1967, Y. P. Varshni presented an equation to fit the change in peak PL energy as a function of semicon-
ductor crystal temperature [51]. This equation was validated for multiple semiconductors including Si, GaAs,

InAs and InP. It is shown below in Eq 4.2 along with an example of this temperature dependence in Figure 4.3.

E, = Ey—aT?/(T + B) (4.2)
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Figure 4.3: Temperature dependence of the band gap of a GaAsBi layer with ~ 1% Bi (circles) and fitted using
the Varshni equation (dashed line). Fit parameters are Eg = 1.403, o = 5.184e — 4 and 8 = 264.7. Data

measured in Part II results section on layer STGSS.

The significance of this plot is that it indicates how much a semiconductor’s band gap and therefore its emission
energy depends on temperature. This is an important characteristic to analyse in applications where precise

control of emission wavelength is critical, for example in telecoms as discussed in Section 2.7.3.

4.2 X-RAY DIFFRACTION
4.2.1 DIFFRACTION THEORY

X-ray diffraction (XRD) is a powerful crystallographic technique which allows the non-destructive study on the
structural properties of semiconductor layers. X-rays undergo strong diffraction when they pass through planes
of ordered atoms within the semiconductor lattice, this is due to the interatomic spacing being on the length
scale as the photon wavelength. This diffraction results in intense peaks when the incident angle of the X-rays
satisfies Bragg’s law, which is the condition for constructive interference. This is shown in Equation 4.3 and
Figure 4.4. It states that for two coherent waves to interfere constructively the path difference between them

must be an integer number of wavelengths [52].

nA = 2dsin(0) (4.3)
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Figure 4.4: Bragg’s law for constructive interference of diffracted waves.

The definition of Bragg’s law shown in Figure 4.4 is a 2D representation. In reality this diffraction occurs in
three dimensions and is better described by the Ewald sphere. This is demonstrated in Figure 4.5 in reciprocal

space.

Figure 4.5: The Ewald sphere.

For an X-ray with wavelength A, it will have a length of % in reciprocal space with an arbitrary vector of 56. For
diffraction to occur between this incident ray and a lattice plane, L, with normal vector fz, then the following

condition must be met: h = % [53].

To test this condition, we can examine the geometry illustrated by the three vectors in Figure 4.5. By splitting
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the isosceles triangle they enclose into two right-angled triangles, the following relation can be defined:

[r]
2 = sin(0) (4.4)
X
Multiplying through by 2 and A gives the form:
|h|A = 2sin(0) (4.5)

Now if we substitute the real space definition of |h| which is é where d is the inter-planar spacing:

A .
5= 2sin () (4.6)

This can then be simplified to final form shown below in Equation 4.7 which is identical to that given for Bragg’s

law in Equation 4.3:

A = 2dsin(0) (4.7)

From these equations, and remembering that sin(6) < 1, we can also understand that number of reflections
accessible while satisfying the conditions of the Ewald sphere is limited by the condition that |h| < % This
results in a sphere of accessible reflections with radius % which is referred to as the limiting sphere. This is
shown in Figure 4.6. There are other factors which further limit the range of accessible reflections within this

sphere, however, these are not relevant to this work and will not be discussed further.

Figure 4.6: The limiting sphere of accessible reflections [53].
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During an actual XRD scan, a semiconductor layer is mounted on a motorised stage capable of panning and
rotational movements in three dimensions. This allows it to be orientated in the path of an X-ray source such
that the diffraction conditions for a given accessible reflection are met. The layer can then be rotated in various
styles for different scan types while a detector, which is also mounted on a rotational stage to allow motion

relative to the target layer, records the intensity of the diffracted X-ray beam.

The XRD system which was used in this work is a commercial Bruker D8 Diffractometer which has a C'u target
producing CuKas radiation with a wavelength of 154.06 pm. Fitting of the recorded XRD data was done in

Bede RADS Mercury software. The types of scans used are discussed in the following subsections.

4.2.2 SYMMETRIC AND ASYMMETRIC SCANS

The primary scan used in this work is a symmetric GaAs (004) scan which has a Bragg angle of ~ 33.01 °.
An illustration of this scan is shown in Figure 4.7. The definition of symmetric comes from the condition that

w = 6 so for an increase in w of 0.02 ° there will be an increase of 20 of 0.04 °.

Detector
X-ray source

Figure 4.7: w — 20 symmetric diffraction scan. w and 20 are stepped simultaneously to maintain w = 0. This

scan is useful in determining composition in hetero-epitazial layers.

One of the purposes of this scan is that it can be used to identify the composition and quality of grown material
on a GaAs substrate. The system is first optimised around the substrate Bragg angle as this will give the
strongest diffraction due to its thickness. The reason for this is whilst the Bragg angle for GaAs (004) should
be ~ 33.01 °, this is unlikely to be the angle measured due to slight stage and substrate offsets. Therefore this

is manually calibrated for before starting the scan.
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Figure 4.8: Illustration of symmetric w — 20 scan on an example epilayer. The epilayer has a larger lattice
constant than the substrate and is compressively strained. a) w is set to the Bragg condition for the substrate
(blue), wy and the diffracted X-rays are detected at 20. b) w is reduced while maintaining w = 0 and there
are no diffracted X-rays. c¢) w is coincident with the Bragg condition for the strained layers (pink), wa, and
diffracted X-rays are once again detected. This is only a simplified depiction of this scan as interference between

diffraction between the different layers also occurs.
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Figure 4.9: Example w — 20 scan on layer STL49 which is presented in Part IV. The peaks of the different
materials in the structure are labelled. Due to its close proximity to the GaAs substrate peak, the AlGaAs peak

18 not distinct.

Another scan which is used in this work is an asymmetric w-scan which will be referred to as a rocking curve.
This is illustrated in Figure 4.10. In this scan 26 is fixed at the Bragg angle for the target reflection whist
the substrate is rotated (w). This scan is sensitive to only the lattice spacing which 26 is set to, therefore, its
intensity with respect to w will indicate the level of wafer curvature and miss-orientation for the planes with

that spacing. A comparison for an ideal and defected lattice is shown in Figure 4.11.

Detector

X-ray source

w .................. I

oo ]

| Sample

Figure 4.10: Asymmetric w-scan, sometimes referred to as a rocking curve. w is swept around the Bragg angle
for an epilayer. The detector is fixed at the 20 angle for the Bragg condition. This scan is useful in assessing

the level of miss-orientation and curvature in a particular semiconductor layer or plane spacing.
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Figure 4.11: Illustration of asymmetric w-scans on a perfect crystal and a crystal with defects. At the Bragg
condition for the a) perfect crystal and b) defected crystal there will be some intensity for diffracted X-rays,
indicated by the reflected beams. At a different w angle there would be no diffraction from c) the perfect crystal,
but for d) the defected crystal, miss-orientated cells can be brought into Bragg alignment and give a non-zero

diffraction intensity.

4.2.3 RECIPROCAL SPACE MAPPING

When growing hetero-epitaxial semiconductor structures there will always be some level of strain due to lattice
mismatch between the two materials, as seen in Figure 2.3 which displayed common semiconductor band gaps
and lattice constants. However, when the build up of strain within a layer passes a critical threshold the epi-
layer will begin to relax in order to reduce the strain energy. This results in line dislocations where the strained
layer relaxes, either ‘pushing out’ or ‘pulling in’ and leaving dangling bonds. A cartoon comparison between a

strained and relaxed epilayer is shown in Figure 4.12 for tensile and compressive strain, respectively.
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Figure 4.12: Diagram showing a) tensile and b) compressive strained layers and equivalent relazed layers, c)
and d) respectively. Tensile strain leads to a decrease in out-of-plane height and compressive strain leads to an

increase in out-of-plane height.

Whilst this can be partially seen and modelled in a symmetric XRD scan, a more thorough way to investigate
the amount of strain and relaxation in a structure is to take a reciprocal space map (RSM). At a low level
these are a series of stacked 2D scans to build a 3D image, a higher level description of an RSM is that it is a
2D snapshot of the reciprocal space shown of the semiconductor lattice. These scans are particularly useful in
complex device structures where there are multiple semiconductor layers or broad peaks which make modelling

difficult.

An example RSM of an epilayer is shown in Figure 4.13. This depicts an AlIGaAsBi structure which was grown
for the work discussed in Part IV.
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Figure 4.13: RSM of an epilayer containing AlGaAs and AlGaAsBi grown on a GaAs substrate. The diffraction

peaks for each material are visible with Pendellbsung fringes superimposed.

4.3 NOMARSKI MICROSCOPY

A Nomarski microscope is a surface imaging device which can also be referred to as a reflectance differential
interference contrast system (DIC) [54]. It was first proposed by Georges Nomarski in 1952 and can be used to

image changes in thickness and refractive index across surfaces [55].

As the image intensity modulation is a result of changes in both refractive index and thickness it can be difficult
to determine which is changing across a sample. As the materials in this work are semiconductor layers which
are nominally flat (to a few nm), and should have uniform refractive index from ideal epitaxial growth across
the surface, any disruption to a smooth surface image can be interpreted as a defect developed during growth

either due to impurities or particulates.

Example Nomarski images of GaAs samples are shown in Figure 4.14. Images 4.14a and 4.14b display good
epitaxial quality with minimal surface defects. Images 4.14c and 4.14d on the other hand show a rough surface
which was produced due to a large increase in Ga flux during growth. The oversupply of Ga led to droplet
formation after which growth continued in a vapour-liquid-solid process where the supplied molecular flux is
adsorbed into the droplets and until the droplet reaches saturation and the material is deposited at its base,

leading to the volcano-like structures seen in 4.14d.
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(c) ()

Figure 4.14: Nomarski images of good and bad surfaces. (a) and (b): An un-doped test structure at 5x and 50
magnification respectively. (c¢) and (d): A poor surface caused by over supply of Ga leading to droplet formation

and faceting, at 5x and 50X respectively.

4.4 RUTHERFORD BACKSCATTERING SPECTROSCOPY

Rutherford Back-scattering Spectroscopy (RBS) is an ion beam characterisation technique which provides ele-
mental and thickness sensitive information about semiconductor layers. Ionised helium (He) nuclei are focussed

into a collimated beam and accelerated to MeV energies which are directed at a layer [56].

These He ions are scattered through Coulombic interaction according to classical physics as the de Broglie
wavelength of the particles is much smaller than the scattering centres. To demonstrate this, the de Broglie

wavelength of a 2 MeV He nucleus is calculated below where h = 6.626 x 10734 .J - s, M = 4.167 x 10727 kg.

2x E/?

i J
=979 x 10m - s7!
_h

M xwv
=1.01x107*A

v=|

Here we see that the de Broglie wavelength of a He ion at 2 MeV is 1.01 x 10~* A, which is much smaller than

the inter-atomic spacing seen in semiconductors of several angstroms.

Page 58 of 141



Figure 4.15 depicts the scattered trajectories of a directed He ion beam on a target atom. At direct incidences
the ion is backscattered, but as the offset between the ion and target is increased ions are deflected and continue
deeper into the layer. The deflection angle is initially large, reducing until distant ions are unaffected. The void

left behind the target atom where ions do not travel is referred to as the shadow cone.

A 4

Yy Y Y Y Y Y Y Y Y)Y

Figure 4.15: Scattering trajectories of He ions from a target atom. The shadow cone is defined by the area

following the initial target atom in which there ions do not travel.

Given the conservation of energy and momentum in these collisions, the energy and velocity of the scattered
He ions contain information characteristic of the target atom. Solving the relevant conservation requirements
gives the following equation:

2
_E (M3 — M}sin?6)'/? + Mycos

— 2 _ 4.8
Ey My + M, (4.8)

This yields the kinematic factor where Ey and E; are the incident and scattered ion energies, My and My are

K

the masses of the ion and target atom, respectively and € is the scattering angle.

As the He ions travel through the crystal they also continuously lose energy through electron interactions,
known as electron stopping [57]. This loss is dependent on both ion energy and target material but can be

modelled and is used in calculating the depth profile of a semiconductor layer [56].

For semiconductors there are two general geometries which can be used in RBS characterisation. There first is
‘channelled’. In this configuration the ion beam is directed along one of the crystallographic orientations. Due
to the high level of crystal order and the formation of the shadow cone as shown in Figure 4.15; after initial
scattering off surface atoms most of the ions travel unimpeded through the interatomic crystal channels, hence
the term ‘channelling’. This geometry can therefore be used to measure the crystallinity of a layer as a poor

quality layer, with a high density of interstitial atoms, will produce a larger ion count than a purer and more
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ordered crystal. There is a limit to the depth for this analysis, however, as ion de-channelling of does occur

deep in the layer due to successive ion deflections eroding the channelling condition.

The other main RBS geometry is called ‘random alignment’, or ‘blocking’. Here the ion beam is aligned to
the layer in order to minimise the symmetry of the viewed crystal and maximise ion scattering. This produces
conditions for ions to scatter equally of all target atoms within the layer regardless of whether they occupy
crystal lattice sites. From this data the atomic composition of material can be modelled to give a composition

and depth profile for a layer.

Following from the use of channelled RBS to characterise the crystallinity of a layer, by combining channelled
and random alignment scans, the substitutional percentage of each element can be found. The theory of this
is that the channelled data should mostly contain information about interstitial species whereas the random
alignment data holds information about all present atoms. This is calculated using Equation 4.9, shown below.
However, due to the de-channelling effect mentioned above the accuracy of this measurement decreases with

depth.

(4.9)

IonYi
Substitutional Percentage (E) = {1 - ( on Yield{Channelledy >} x 100

IonYield { Random alignment}

4.5 Atomic FORCE MICROSCOPY

Atomic force microscopy (AFM) is a surface imaging technique which can produce nanoscale topographical
maps of material surfaces. The application of this technique in the field of semiconductor growth has included

analysing the surface roughness of epitaxial layers and in observing the morphology and density of surface QDs.

AFM differs from Nomarski microscopy in that it acquires 3-dimensional surface information by physical inter-
action with the sample via a sharp probe tip suspended on a cantilever. Using piezoelectric transducers this tip
is accurately moved across the sample surface whilst recording the surface height [58]. A basic diagram of an

AFM system is shown in Figure 4.16.

xyz piezoelectric stages Control Measurement
. —eeeep
Force transducer electronics PC
Probe
| Sample |

Figure 4.16: Simplified diagram of AFM operation. The sharp probe tip is moved across the sample surface by
the xyz piezoelectric transducers whilst the force transducer measures the interaction between the sample and

probe tip. The control electronics facilitate this and return topographical data back to the measurement PC.
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There are a variety of measurement modes which can be used in AFM. For semiconductor surfaces non-contact,
sometimes also known as tapping mode or near-contact, is generally used as the force applied to the surface is

reduced which can prevent surface damage [58].

A limiting feature of AFM characterisation is the effect of tip convolution. As the probe tips are susceptible
to damage or blunting and are not infinitesimally thin. Deconvolution of tip effects is difficult due to the
requirement of having to image the tip itself, however, if the surface features to be imaged are sufficiently large

relative to the size of the tip, the impact of tip convolution is limited. This is illustrated in Figure 4.17.
a)

c) d)

Figure 4.17: Comparison of tip convolution between large and small surface features. When surface features
and tips are similar sizes, a) and c), there are significant tip convolution effects and the recorded image of the
surface is distorted. When the tip is much smaller than the surface features, however, tip convolution effects

are much smaller, as shown in b) and d).

4.6 SCANNING ELECTRON MICROSCOPY

Scanning electron microscopy (SEM) is a powerful imaging technique which can image semiconductor surfaces
down to the nanometre scale. To acquire an image a electron, or sometimes ion, beam is raster scanned across
the surface to be imaged. In the basic mode of operation an SEM detects the secondary electrons which are

produced from the interaction of the electron beam and the inspected sample [59].

There are two distinct sections to an SEM system, these are the electron column and the electronic console. A

diagram depicting what these sections contain and how they interconnect is shown in Figure 4.18.
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Figure 4.18: Comparison of tip convolution between large and small surface features. When surface features
and tips are similar sizes, a) and c), there are significant tip convolution effects and the recorded image of the
surface is distorted. When the tip is much smaller than the surface features, however, tip convolution effects

are much smaller, as shown in b) and d).

4.6.1 ENERGY DISPERSIVE X-RAY SPECTROSCOPY

Energy dispersive X-ray spectrometry (EDX, or also EDS) is a chemically sensitive technique which can be
used with SEM, but also transmission electron microscope systems. This operates through the absorption of
X-rays produced from the sample during beam bombardment. A cooled semiconductor detector produces a
photo-electron when the x-rays are absorbed, this photo-electron then loses energy through the generation of
a number of electron-hole pairs. A reverse bias applied to the detector separates this generated charge which
is then converted into a voltage pulse. As the magnitude of the pulse is proportional to the wavelength of
the absorbed X-ray it therefore contains characteristic information about the atoms present in the area of the
sample being probed. Through post-processing and data modelling this can technique can be used to produce

elemental maps of samples [60].
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PARrT 11
PHOTO-LUMINESCENCE MODELLING OF LOCALISED

STATES IN GaAsBi

5 LITERATURE REVIEW

It has been widely observed that the incorporation of Bi into GaAsBi leads to the formation of a localised
density of states (LDOS) above the valence band [1, 2], as mentioned in Section 2.7.2. These states have been
directly discussed, as in [1, 2], but their fingerprints can be seen in other reports which discuss the broad lu-
minescence which is commonly seen in this material [3, 4]. Using temperature dependent photo-luminescence
(PL) measurements, the effect of these states can also be observed in an ‘s’ shaped deviation from the standard
Varshni trend which classical semiconductors follow [2, 5]. Yoshimoto et al. [6] have demonstrated suppression
of this effect using p-doping and were able to estimate that approximately 0.2 % of incorporated Bi atoms
contribute to these localised states. Temperature dependent PL studies have also indicated that the depth to

which these states exist is up to around 90 meV above the valence band [6, 7].

There has been much investigation into the nature of these states across various literature reports with varying
agreement on how they are distributed in GaAsBi. Imhof et al. [8] used a Monte Carlo model where a Gaus-
sian and an exponential distribution represented alloy fluctuation and Bi clustering, respectively. A two-scale
modelling approach has also been used by Valkovskii et al. [9], here they suggested the existence of two distinct
types of localised states with different temperature dependent non-radiative rates. This was applied through
Monte Carlo modelling to replicate fits to FWHM and Stokes shift data for a gallium nitride arsenide phos-
phide layer which, due to the manifestation of similar localised state effects, was considered representative of
GaAsBi. Gogineni et al. [10] found that two exponential functions well approximated the low energy emission
tail of a GaAsBi quantum well layer and identified two characteristic energies in the tail states which were
attributed to alloy fluctuations and B clustering. Another model which has looked at two distinct components
to the LDOS is by Shakfa et al. [11]. This work looked at the thermal quenching behaviour of several thin
GaAsBi layers with Bi contents varying from 2.9 up to 4.5 % and found that any combination of Gaussian
and exponential profiles could fit a plateau seen in the experimental data although it was noted that the use of

an exponential truncated by a Heaviside step function to represent the deeper states was not physically realistic.

A separate modelling method to those mentioned above was employed by Wilson et al. [12]. They assumed in
their model that recombination from the localised states was entirely radiative and therefore, at low tempera-
ture (LT), the PL would give a good approximation to the distribution of states. This model functioned as a
convolution between a Gaussian distribution representing inherent exciton broadening associated with material
defects and a profile for the localised density of states above the valance band. This model was applied to the
LT power-dependent (PD) PL of a bulk GaAsg.g47Bip.o53 layer at 30 K with either a Gaussian or exponential
distribution profile for the LDOS. By comparison of the best fit quality across the range of excitation powers

it was deemed that a Gaussian distribution best described the localised state distribution with a characteristic
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energy of 100 meV.

It is clear from reports in the literature that the growth conditions of GaAsBi have a significant impact on its
PL properties [13] and it can be expected from this that there is a similarly significant impact on the localised
states. There has not, however, been an in-depth study looking at the separate effects of growth temperature and
Bi flux on the localised states apart from recent work by Kakuyama et al. [14]. In their work two sets of three
GaAsBi layers were studied where each set was grown 20 °C' apart, 360 or 380 °C, using one of three Bi fluxes.
This growth produced a set of layers covering a similar range of Bi contents but with differing growth temper-
atures. Evidenced by a reduction in the Urbach energy, the exponential trend in the low-energy absorption tail

seen in multiple materials [15], they found that the higher growth temperature reduced localised state formation.

In this chapter a more in-depth study of the effect of the growth conditions on localised state formation is
undertaken. The model presented by Wilson et al. in [12] will be augmented and applied to a wider range of
growth temperatures and Bi fluxes than implemented by Kakuyama et al. [14] in order to develop are more
comprehensive understanding of the growth parameter space. The aim of this work is to develop the estab-
lished model such that it can be used to consistently fit a range of GaAsBi layers and then compare the fitting
parameters in order to investigate the independent effects of both growth temperature and Bi flux on localised
state formation. LT PD PL measurements were taken for this work, with supporting EDX images and data

provided by D. Reyes from IMEYMAT at the University of Cadiz.

6 EXPERIMENTAL SETUP

6.1 GROWTH CONDITION LAYERS

The growth of the layers used here has been previously reported in [13] where it was found through room-
temperature material and device characterisation that both the growth temperature and Bi flux impact mate-
rial quality and device dark currents although the growth temperature produced the strongest impact. One of
the key interesting features of this series are two pairs of devices (STG3A/STG35 and STG3D/STG38) which
have similar Bi contents despite a large difference in their growth conditions. By comparing the results of the
model applied to these pairs and the rest of these layers the independent effects of the growth conditions can

be easily examined. A summary of these layers is shown in Table 6.1 below.

The data which was collected and modelled for these layers was power-dependent PL at 30 K using the setup
described in Section 4.1. To reduce sample heating the laser was operated in pulsed mode with a 1 ms on-period
and 2 ms off-period resulting in a 33 % duty cycle. Dopant luminescence (from the S7 donor states in the GaAs
substrates) which was visible and overlapping for some of the layers was removed using a scaled PL spectrum
taken on a raw substrate at the same temperature, this is illustrated for layer STG3C in Figure 6.1. Fits to

both the raw and corrected data will be given in Section 7.
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Layer ~ Growth Temperature ("C') Bi BEP (10~ "mbar) Bi content (%) (PL/XRD)

STG3C 355 1.06 3.6/3.51
STG34 375 1.06 3.2/3.25
STG36 385 1.06 2.7/2.82
STG35 395 1.06 2.2/2.19
STG38 405 1.06 1.3/1.37
STG3D 375 0.5 1.2/1.31
STG3A 375 0.76 2.2/2.25
STG3B 375 1.5 4.0/4.12
STG39 375 2.12 5.3/5.37

Table 6.1: STG3 growth conditions [13]. This consists of two series, one where the growth temperature varies

from 355 — 405 °C' and another where the Bi BEP increases from 0.5 — 2.12 x 10~7 mbar
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Figure 6.1: Raw experimental and corrected spectra for layer STG3C at a) 900, b) 300, ¢) 90 and d) 30 mW

excitation power.
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6.2 PL MODEL

As mentioned in the literature review this chapter involves modelling of LT PL from GaAsBi layers. The
workings of these models is difficult to grasp from only a written description, however, so before delving into
the equations discussing their behaviour a series of diagrams will be presented to give a general understanding

of what they represent. This is done with Figure 6.2 which starts with a familiar cartoon of the density of states

diagram for GaAs in 6.2a.

Conduction band

Density of states (N)

Energy (eV)
(e

-1.42
Valance band
b) 2 0)
8
s
“
o
Fy
&
()
[
‘
0 1.42 0 1.42
Energy (eV) Energy (eV)

Figure 6.2: a) A density of states band diagram based on GaAs, offset to 0 eV at the start of the conduction
band. b) The previous graph with the azxes flipped. The energy axis has also been inverted to indicate the energy

of holes in the valence band. c) If we now add a small distribution of localised states trailing into the band gap

below the valence band (in terms of hole energy), we can label it with a density equation N, ,,.(E). Due to the

low LDOS density relative to the conduction band states, any hole recombination is assumed to happen with an

electron at 0 eV so the energy released is equal to the hole energy defined by the localised state.

The form of N, ,,s(E) in 6.2¢ is what was discussed in the literature review to be either exponential or Gaus-

sian. It is the crux of novel development in this chapter and will be presented after an overview of the model

reported by Wilson et al. [12].
The original model equation presented by Wilson et al. is shown in Equation 6.1. F is the energy at which the
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modelled PL intensity is being evaluated, Ey is a parameter for performing the integration, o is the shape

Gauss

parameter for the Gaussian emission profile for the localised states, Erop is the material band gap and o, ¢ is

the shape parameter for the distribution of localised states. The form of IV, was taken as either a Gaussian

DOS

(Eq. 6.2) or an exponential (Eq. 6.3) function which centred or started, respectively, on the band edge, Enrop-

EnMax
Ieff(E) = / Ycauss (E’ Ey, UGauss) X NLDOS (E07 Enob, ULDos) - dEy (6'1)
1 _(BE-Bg)?
N, pos(E, Ey,0) = ﬁexp 252 (6.2)
1 _(B-Eg)
N, pos(E, Eo,0) = —=exp i (6.3)

Vo

Figure 6.3 shows the results presented in the original implementation of the model. The layer which was mod-
elled in this Figure was a bulk 130 nm GaAsBi layer with 5.3 % Bi grown at 340 °C. Whilst both distribution
types were able to fit this layer at low excitation power, it can be clearly seen that the Gaussian distribution
produced a better fit throughout the full excitation power range. In the preliminary results on the STG3 layers,
however, neither a single Gaussian or exponential distribution produced an adequate fit to most of the layers.
Only STG3C which was grown at the lowest temperature, and closest to that used by Wilson et al., resulted in
a good fit when using a Gaussian distribution. Considering there are significant line-shape changes which were
seen in the LT PD PL from the STG3 layers, shown in Figures 6.4 and 6.5, and also the significant literature
discussion of a non-monotonous LDOS [8, 9, 10, 11], it was decided to adapt the model to use a two component
profile for the LDOS. It is this adapted version which was used to produce the results in Section 7 and will now

be presented.
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Figure 6.3: Results from [12] using a) Gaussian and b) exponential functions to represent the localised state
distribution. Of the model parameters, only Enrqa, which represents state filling was varied between different
excitation powers. Material from: T. Wilson et al., Assessing the Nature of the Distribution of Localised

States in Bulk GaAsBi, Scientific Reports, published 2018, Springer Nature. License available at: (http:

// creativecommons. org/ licenses/by/ 4. 0/ ). Part c) of this Figure was removed due to irrelevant content.
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Figure 6.4: Raw PL for the growth temperature series. Different excitation powers have been offset for clarity.
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The primary assumptions of this model is that at low temperatures (10 - 40 K) all photo-excited carriers will
have sufficient energy to hop/drop to the deepest localised states [16] and that the thermal broadening of the PL
due to carriers following a fermi-dirac distribution will be negligible compared to the other broadening effects in
this material. Accepting these assumptions means that the PL within this temperature range should, therefore,
give an accurate representation of the distribution of localised states. This leads to the formation of the model

shown in Equation 6.4 and the illustration in Figure 6.6.
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Figure 6.6: Illustration of the adapted Wilson etal. model. This is essentially a more detailed, skeleton version
of the general localised state distribution sketched in Figure 6.2c. Fach parameter from Equation 6.4 has been
labelled to indicate its meaning. The inset shows the equivalent modelled PL line-shape for the two different

localisation energies which are labelled in the Figure.

EMam
L(E) = / Eo(E, Eo,04) X Np.pos(Es Extops Em, 01,02,7) - dEq (6.4)
—o0
NLpos(E) = [(1 — "y) X Gl(E, EMobagl)] —+ [’7 X GQ(E,Em,(TQ)] (65)

Equation 6.4 shows the overall form of the adapted model. Apart from the renaming of some parameters, the
main changes to note are the addition of three new variables, E,,, 02 and v which are used to define the second
profile added to (N, ,,s). Em is the centre energy for the second distribution, o9 is its shape parameter and
v is used to set the relative magnitude of the two distributions. The process of calculating and combining the

two components of this new N

Lpos 18 shown in Equation 6.5. It is important to note that in order to maintain

consistency in the summation of Gy and Ga, when the broadening parameters (o /2) were changed, the indi-
vidual distributions were normalised to 1 before Equation 6.5 was evaluated. Given the results of [8, 11, 12] it

was also decided to restrict both distributions to Gaussian functions as they were found to be the best for the
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primary distribution (G7), or the only distribution in [12], and are the most physically realistic for the offset

distribution (Gs2). Gy and G5 were calculated in the same way as E,, all of which follow Equation 6.2.

It can be seen in Figure 6.6 how the profile for the localised density of states, Nppos (dashed black line), is
formed from the two component Gaussian distributions (blue and red lines). Now let us imagine that under
some arbitrary optical excitation this LDOS profile is filled up to a certain energy, 1.25 eV for instance (dot-
dashed purple line). If we now convolve this filled LDOS profile with E, (green dotted line) which represents
broadening of the exciton emission due to crystalline defects the result is the modelled PL spectrum (purple
dot-dashed inset). If the same process were repeated at a higher laser power which excites more carriers, fills
the LDOS higher and reduces the localisation energy (orange dot-dashed line) then we can see how the modelled
PL begins to show a distinct shoulder at low energy (orange dot-dashed inset). It is this feature, which occurs
when the value of G5 becomes larger than Gy, that the original model was unable to reproduce using a single
distribution and is key to fitting some of the trends seen in Figures 6.4 and 6.5. The list below summarises the

various model parameters with a description of their function in the model and their physical significance.

E,nop: The band edge of the GaAsBi layer. In the model this positions the centre of of the Gy distribution

(representing alloy fluctuations).

e E,,: The centre energy of Go. This indicates the energy at which the density of localised states (originating

from Bi clusters for this distribution) is highest.

o FE,q:: Calculated as Epjop — Fioe- Physically this represents the energy level to which the states are filled
with carriers and above which all states are empty. In the model this filling variable sets the stopping
point for the convolution of E, and Npposg. It is this variable which allows the model to account for
multiple spectra taken under different excitation powers for a layer whilst keeping all other parameters

fixed.

® O ..

o' The exciton broadening standard deviation. This dictates the range of energies of which a given

exciton (a bound electron-hole pair) can emit at.

® 0,05+ Shape parameter for localised state distribution centred on the band edge. This indicates the

energy range which the alloy fluctuation within the material covers.

o : Shape parameter for localised state distribution offset from the band edge. Physically this is the

LDOSy

energy range covered by cluster states within the material.
e 7: G; and G5 weighting parameter. Sets the relative peak densities of the two distributions in Nzpogs-

Physically this would represent the relative densities of the two LDOS distributions within the material.

6.3 MODEL IMPLEMENTATION

Implementation of the model was performed using a M AT L AB script which was personally written from scratch
for this work. This script consisted of a basic front-end User Interface (UI) and back-end brute-force algorithm.

The final design of the Ul is displayed in Figure 6.7. It is initialised here with default parameter values and
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without a model fit. Whilst running, the fitting program changes the model parameters to improve the model
fit compared to the experimental PL data. The fit quality was evaluated as a Root Mean Square Error (RMSE)
between the experimental data and the model fit over an appropriate wavelength range which was taken as
either the experimental PL dropping below 1 % of its maximum intensity, or hitting the noise floor. This is

shown in Equation 6.6.

RMSE = \/(Experimental — Model)? (6.6)

Starting at the bottom left of Figure 6.7 is the model parameters panel. This has multiple sections which are

briefly summarised below:

e A group of six text boxes, one for each of the model input parameters.

Two drop-down selection menus for distribution type.

Ten output boxes grouped into six and four for model parameters and localisation energies, respectively.

e Four pairs of input-output boxes for varying localisation energy and viewing the RMSE value for each

spectra. Accompanying checkboxes allow the localisation energy values to be fixed during fit trialling.

A push button ‘Run Auto’ to run the model algorithm and find the best fit to the data.

The four panels on the right-hand side of Figure 6.7 display the normalised experimental PL for one of layer
STG3A in order of descending excitation power. Each of these panels contains two text boxes for setting the

wavelength range over which the program will compare the experimental and modelled PL values.

The top left panel of Figure 6.7 displays the profile for the LDOS relative to the valance band edge at 0 eV.
This updates as the variables which dictate its shape in the parameter panel are changed. At the bottom
of this panel are two output boxes displaying the overall model mean RMSE and standard deviation of the
individual RMSE’s. To their left are two buttons, one to switch between logarithmic and linear scaling on the

right hand side spectra plots and the other to generate a summary figure of the experimental data and model fits.
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6.4 MODEL CONSTRAINTS, FINDING THE BEST FIT AND CALCULATING ERROR BARS

With six different variables for each layer plus an extra variable specific to each spectrum, (Fj,.), and a wide
area of parameter space to cover it was unfeasible to consider running the model as a purely brute force method

at a suitably fine resolution as it would take weeks or possibly even months to finish.

The first technique used to decrease the time required to find the best fit was to apply a series of suitable
constraints to the model. Several of these were easily defined as the model must obey the basic laws of physics,
i.e all the energies must be a positive real value (minimum set to 1 meV) and 0 < < 1.The two further
constraints which were applied, however, required more justification. In unconstrained testing of the adapted
model it was found that the values of o, ,,, and o, ., tended to similar values for all the layers so it was
respectively.

decided to fix these parameters at their mean values of 27 and 96 meV for o and o

LDOS, LDOSy

This value of 27 meV is close to experimental values seen in the standard deviation of Bi content. This is seen
in EDX measurements of other GaAsBi layers which are shown in Figure . Converting the standard deviation
into an equivalent energy range using the relationship between Bi content and band gap [5] produces energy
deviation values of 15.5 - 21 meV [17] which are in reasonable agreement with the value found by this model.
The standard deviation value for the secondary distribution, 96 meV, is also almost identical to that found in
the original model paper [12] and is in broad agreement with the reports of the depth to which localised states

exist [6, 7].

The final parameter which was constrained was Ejs,5. This constriction was required as the model was tending
to use unfeasibly high values of Ejrop (above the GaAs band gap) in order to produce negligibly small im-
provements in the RMSE of the fits. This parameter was therefore set at the equivalent band gap for GaAsBi
(£25meV). The band gap was calculated using the Bi content extracted from XRD measurements [13] and
the relationship between Bi content and band gap modelled by Mohmad et al. [5]. As the relationship in [5]
gives a room temperature band gap this was also blue-shifted for a 30 K equivalent using the Varshni data for

layer STG38 which was presented earlier in Section 4.1.1.
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Figure 6.8: a) EDX image of a GaAsBi layer and b) Bi content in the substrate and GaAsBi layer with

standard deviation (error bars) for a series of GaAsBi structures.

To cover the remaining wide area of parameter space efficiently, a process of gradually reducing the step size of
the model was devised. This was performed as depicted in Figure 6.9 which refers to the operation of the model
version displayed in Figure 6.7. First the program takes the initial variables input with the model as a baseline
with an accompanying RMSE value. It then iterates all the variables with a large step size checking the RMSE
for all possible combinations of the model variables in the range of -2x to +2x the step size given. If there has
been any improvement in the RMSE then this step is repeated with the best parameters now being set as the
starting conditions. This continues until no improvement is found after which the iteration loop sequence is re-
peated but with a smaller step size in the model variables. When no further improvement is found at the smallest
step size the model is finished and the best fit parameters are returned. This whole process appears very basic
in Figure 6.9 but practically in the code this consists of four nested loop functions with many if/else decisions
to control the flow of the program. To avoid the visual complexity of displaying all these choices here, a green

dashed border has been added around the equivalent sequence over which this repetition and nesting takes place.
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Figure 6.9: Flowchart of the primary modeller showing the high level steps and decisions made during operation.
The multidimensionality of the code which simultaneously runs for each parameter is highlighted in a green dashed

box.

The logical flow described in Figure 6.9 assumes that all the model variables have an associated error trend
which closely follows an ideal curve similar to that shown in Figure 6.10a. The reality, however, is more likely
to be similar to Figure 6.10b where there are multiple local minima which pose a risk of incorrectly being
identified as the best fit. In order to reduce the likelihood of this occurring each layer was fit four times, using
four different starting parameter combinations. This would be the equivalent of starting on the left or right

sides of the curves. The resultant best fits were then compared to see if they were all similar or if one had a
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significantly lower RMSE. The lowest RMSE conditions were then fed into the next analysis stage.

a) b)

Model RMSE
Model RMSE

/

False best fit

Best fit

Best fit

Model variable (arb) Model variable (arb)

Figure 6.10: Illustration of a) ideal and b) realistic model errors.

In order to establish the reliability of the fits produced by the model another algorithm was used to assess the
extent to which each model parameter could be changed whilst keeping the RMSE of the fit within 20 % of the
best value. This started with the best fit output from Figure 6.9 and used the same model equation (Eq. 6.4)
but applied a different, more rigorous, logical flow to varying the model parameters. The flow of this algorithm
is shown in Figure 6.12 and the accompanying UI shown in Figure 6.11. Broadly speaking the Ul for this version
is the same as the one shown in Figure 6.7 except that in Figure 6.11 the model output parameter boxes have
been replaced with 15 different output boxes. These are 7 pairs of boxes which indicate the upper and lower
limits for each variable (7th variable here being E, s, the difference between Ensop and E,,) and a box showing
the minimum error found during the operation of the program. Two extra input boxes have also been added to
the Fjys.p parameter to indicate the full 50 meV range which this parameter can cover, as mentioned as part of

the model constraints above.

The way this fitter works, shown in Figure 6.12, is that it takes a target error (exclusively set to 20 % above the
best fit in this work) and tests the limits of the model variables where the overall RMSE remains in the given
range. This begins with the upper limit of a variable where each increase which produces a fit which remains
below the target error causes the script to update the maximum passable variable for each variable. When the
algorithm has found the boundary between passable and failed values it then switches to finding the minimum
passable value for the variable. It was common for this algorithm to find even better fits than the previous
model algorithm as, despite best efforts, the issue of local minima highlighted in Figure 6.10 still persisted. In
this event these new best fits were tested manually and the model restarted with an updated starting point and
target error. When this model finished for each layer, the final best fit with upper and lower limits for each

model parameter were recorded for comparison across the series of layers which is discussed next in Section 7.
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Figure 6.11: PL Model UI




Figure 6.12: General flowchart of the error bar modeller. The multidimensionality of the code which simulta-

neously runs for each parameter is highlighted in a green dashed bozx, in the same way as in Figure 6.9.

7 RESULTS AND DISCUSSION

Figures 7.1 and 7.2 display the final fits for the growth temperature series and Bi flux series, respectively. The
parameters used for these fits are shown in Table 7.1. Due to the low signal-to-noise ratio in several of the layers
at 30 mW excitation the fitting was only based on the data from 90 - 900 mW for all the layers. Despite this,
the resultant best fit has also been applied to the 30 mW data here to further indicate the accuracy of the model.
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Figure 7.1: Model fits to PL for the growth temperature series.
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Looking at Figures 7.1 and 7.2 it can be seen that the layers grown under the highest temperatures and Bi
fluxes have the sharpest PL fall-off at high energy whereas the layers grown at lower temperatures/fluxes have
broader emission. Of all the layers, STG3C had the highest localisation energies, Fj,., at all excitation powers.
This is commensurate with low state filling and a short non-radiative lifetime which is expected to be due to a
larger density of crystalline defects induced by the low growth temperature. This is supported by the large F,
value for this layer. The impact on the modelling from this low state filling is that even at the highest excitation
power the localisation energy did not pass the crossover point between G; and Gy (equivalent to energies >
1.27 eV in Figure 6.6) and therefore the values for E,,, and 7 cannot be trusted. For this reason they have been

enclosed in parentheses in Table 7.1.

It is noted that for STG38 there is a significant disparity between the experimental data and the model at 30
mW . It is believed that this difference originates from two distinct Bi compositions within this layer. This has
already been discussed and highlighted in the original growth paper for these layers where it was shown that a

two layer XRD model perfectly described both STG38 and STG35 [13].

Layer Em Eoffset Ea: Y ELocl ELoc2 ELocS ELoc4 RMSE
(eV) (eV) (eV) (eV) (eV) (eV) (eV)
STG3C (1.234) 0.042 0.046 (1) 0.099 0.12 0.166 0.185 | 0.0229
STG3C* (1.215)  0.062 0.047 (0.11) 0.093 0114 016 0.179 | 0.013
STG34 1.242 0.029 0.033 0.17 0.018 0.029 0.06 0.088 | 0.0343
STG34* 1.228 0.037 0.033 0.21 0.011  0.022 0.053 0.079 | 0.027
STG36 1.353 -0.034 0.02 0.43 0.001 0.018 0.039 0.061 | 0.0181
STG35 1.401 -0.040 0.018 0.4 0 0.017 0.035 0.062 | 0.0172
STG38 1.456 -0.037 0.015 0.26 0.001 0.018 0.044 0.056 | 0.0255
STG3D 1.351 0.071 0.031 0.18 0.024 0.041 0.068 0.096 | 0.0298
STG3A 1.303 0.027 0.035 0.28 0.011 0.025 0.055 0.077 | 0.0272
STG3B 1.274 -0.032 0.022 0.37 0.021 0.033 0.06 0.078 | 0.0273
STG3B* 1.266 -0.024 0.022 0.34 0.021 0.032 0.059 0.08 | 0.0259
STG39 1.25 -0.078 0.017 0.7 0.015 0.028 0.05 0.065 | 0.0209
STG39* 1.219 -0.058 0.019 0.52 0.004 0.018 0.039 0.056 | 0.0192

Table 7.1: Model parameters for the best fits to each of the STGS series layers. Layers which had substrate PL
removed (as shown in Figure 6.1) have been modelled twice with the fit to the uncorrected data being marked
with an asterisk (*). Values which are not considered trustworthy for layer STG3C due to limitations of the
experimental data are enclosed in parentheses. Shaded columns indicate which parameters were fized (red),

restricted (orange) and which were unconstrained (green).
Figure 7.3 below shows the values for F,, v and E,rse: from Table 7.1 plotted against the B content extracted

from XRD modelling for each layer. In Figure 7.3a it can be seen that increasing the growth temperature, and

thereby reducing the Bi content, causes a significant reduction in E,. In part this can be considered to be due
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to the higher growth temperature reducing the defect density within the structure, but in comparison to the
Bi flux series which was grown at a constant growth temperature it is clear that Bi also plays a role here. A
similar trend is seen in Figure 7.3c although the relationship with Bi flux is linear and the impact of growth
temperature saturates for temperatures > 385 °C. In Figure 7.3b, however, where v has been converted to an

LDOS ratio (1_77) there is no distinct trend.
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Figure 7.3: Trends in the o) exciton broadening, b) LDOS ratio and c) Eyfpser plotted against the Bi content
from XRD for each layer. Note data for STG3SC is omitted from b) and c) as the relevant parameters are not

considered reliable.

In the current format the variables displayed in Figure 7.3 do not really provide a definitive conclusion on the
effect of these growth conditions on the localised states. It is already generally known that growth at higher
substrate temperatures are favourable [13, 14] and Bi had much use as a surfactant in III-V growth before its
application to dilute bismide semiconductors. Therefore, in order to map these two series to a different, shared

growth parameter other than the B¢ content a new value was based on their growth conditions.

This value is referred to as the ‘Bi coverage’ but it should be promptly noted that this is only a rough analogue
for the true Bi surface coverage as the value calculated here comes from the division of the Bi BEP supplied by
the Bi content extracted from XRD modelling (Eq 7.1) and does not attempt to take into account the actual
impinging Bi flux (measured in atomsem~2s~!) or the surface desorption of Bi adatoms or other important
factors. This value is not analogous to the Bi coverages used in the growth models discussed in Section 2.7.1.
Nevertheless, this value does give a good first order approximation of the relative proportion of supplied Bi not

incorporated into the semiconductor lattice and which is likely to be accumulated on the crystal surface.

Bi BEP (x10~" mbar)
Bi content (%)

The Bi coverage could be considered to be controlled by one of two means in the context of the STG3 series.

Bi coverage = (7.1)

The first is by increasing the growth temperature which would in turn reduce the solubility of Bi in GaAs
thereby reducing the Bi content of the layer and increasing the proportion of Bi on the surface. The other

possibility is to increase the Bi flux, this will increase the Bi content of the layer, coming closer to the solubility
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limit and also increase the proportion of Bi which is segregated on the surface

to replot the parameters from Figure 7.3 results in Figure 7.4.
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Figure 7.4: Trends in the a) exciton broadening, b) LDOS ratio and c¢) Eqpfser plotted against the estimated Bi
coverage for each layer. It can immediately be seen that the disparate trends seen in Figure 7.3a and 7.3b are

now completely complementary.

It is clear to see that the previously disparate trends from Figure 7.3 are almost completely reconciled in Figure
7.4. At the lowest Bi coverages, which indicates a high proportion of the supplied Bi is incorporated (often
referred to as the Bi flux limited regime), the layers have large E, values and Eyf et is positive which places
the peak of G, the distribution representing cluster states, within the band gap. As the Bi coverage increases
E, and E,f s rapidly decrease which results in sharper PL and the majority of the Bi cluster states, G2, being
located within the valance band, effectively suppressing them. Whilst this implies that a high Bi coverage is
desirable, it should not be forgotten that this parameter still indicates the volume of Bi present on the surface
and if this exceeds a critical point Bi droplets will nucleate which will then negatively impact the material
quality. It is expected that the reason for this not occurring in these layers is that the grown thickness is very
thin (100 nm). Therefore for thicker GaAsBi depositions one would be better advised to aim for a Bi coverage

equivalent to the ‘knee’ in Figure 7.4 (~ 0.4) where the effect of increasing Bi coverage begins to saturate.

The importance of this final Figure is that, despite being produced from varied growth conditions, this model
reconciled these layers into one of two growth regimes. It has been generally noted that better, device-quality
GaAsBi material comes from growth at higher temperatures [13, 14] which can be referred to as the temper-
ature limited regime. On Figure 7.4 this would be the low gradient lines at higher Bi coverages. The other
common regime, Bi flux limited, would therefore be the sharp gradient at low Bi coverages. By being able to
estimate which regime one is growing with by performing this modelling technique, two things are apparent.
The first is that GaAsBi device growth could be optimised without the need to fabricate many different wafers
and measure dark currents etc. and the second is, for a target Bi content, the output of this model will direct
the direction of growth optimisation. For example, if the Bi content is too high and the model outputs values

suggesting growth is at the far end of the temperature limited regime, then the growth temperature should
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come down slightly to segregate less Bi and incorporate more.

8 (CONCLUSIONS

In summary a previous literature model for low-temperature photo-luminescence of gallium arsenide bismide has
been adapted through the modification of the localised state profile. The efficient implementation of this model
along with reasoned argument for several parameter constraints has also been discussed. Its functionality over a
wide range of growth condition has been demonstrated through reliable fitting to spectra from a series of gallium
arsenide bismide layers. From the best fit parameters it has been shown that both higher growth temperatures
and bismuth fluxes reduce the exciton broadening parameter. This reduction in the exciton broadening implies
an improvement in the crystal quality under these conditions. By comparing the two sub-series using a parame-
ter which estimates the amount of bismuth segregated to the surface, the trends between them show significant
convergence. When the bismuth coverage value is large the exciton broadening is reduced and the peak density
of the broad localised distribution, g, is shifted within the valence band. This improvement in material quality
and suppression of localised states is attributed to the surfactant effect of the bismuth occupying the surface.
As discussed earlier, in order to optimise the quality of grown material and prevent bismuth droplets forming
during thick epilayer growth, the excess bismuth should to be tuned to the pivotal ‘knee’ point in Figure 7.4

after which no significant improvement is seen.
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PArT III

InAs(Bi) QuANTUM DOT GROWTH

9 LITERATURE REVIEW

Quantum dots (QDs) were first proposed in 1982 in a literature report by Yasuhiko Arakawa and Hiroyuki
Sakaki [1]. The discussed benefits of such a band structure were the complete removal of temperature depen-

dence of the threshold current in lasing devices.

Since this early discussion of three-dimensional confinement there has been much research undertaken to syn-
thesise QDs, characterise them and exploit their properties in electronic devices. The primary material in this
research field is InAs. This is due to the ease of which it they can be induced to self-nucleate via SK growth
on a mismatched substrate as discussed in Section 2.5.1. Another useful property is their low band gap which
sits in an ideal range for near-infrared (NIR) and mid-infrared (MIR) applications depending on the substrate
used. In Section 2.5.1 it was also mentioned that there have been various growth techniques studied in order to
develop well understood methods to reliably control the shape and size of InAs QDs so their unique properties
can be exploited in electronic devices. This chapter will focus on one particular method, the use of Bi during

QD growth on GaAs substrates.

Before discussing reports of Bi use in regard to QD growth, it is prudent to first give an overview of the lit-
erature coverage on the use of Sb. Sb can be used as a surfactant or also be alloyed into semiconductors in
the same way as Bi. There are multiple reports covering its use as a surfactant during different stages of QD
growth [2, 3, 4] and also as a QD capping layer material (GaAsSb) [5, 6, 7]. In GaAsSb capping experiments,
large red shifts in QD emission have been identified [5, 6]. When deposited in a pre-growth layer Sb increases
the QD density [8], but when used as a surfactant during QD growth, Sb induces a blue shift in emission which

was attributed to reduced QD size [2] and an increase in the Stranski-Krastinov critical thickness [3].

Reports of the use of Bi as a surfactant during InAs QD growth present a reduction in the QD density [9, 10, 11]
and, in contrast to Sb, has been shown to increase QD height [9, 10, 11, 12]. However, the effects of Bi are
not straightforward. In a report by Dasika et al. [12] it was found that for InAs depositions of < 2.3 ML
Bi lead to a reduction in QD density but for depositions of > 2.6 ML the use of B7 increased QD density as
well as reducing the density of dislocated InAs islands. In a study looking at the effect of varying the growth
temperature Chen et al. [13] found that in the growth temperature range of 475 —492 °C' Bi reduced the density
of QDs but for temperatures of 492 — 500 °C it increased QD density. It was also noted that the QD uniformity

improved and the island density was reduced.

Returning to the consideration of capping materials, GaAsBi exhibits a large reduction in band gap per % Bi
in GaAs [14], making it a promising material for QD capping layers. Wang et al. [15] studied the effect of Bi as
a surfactant and constituent in the barrier and capping layers. They found that a 5 % GaAsBi buffer reduced
both the height and density of subsequent QDs when compared to GaAs. This was interpreted to indicate a
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delay in InAs QD nucleation caused by Bi segregation at the increased substrate temperature of 500 °C' for
QD growth. When used in a capping layer grown at 280 °C, 3 % Bi induced a significant red-shift of 163 meV
in the emission wavelength. When the capping layer was grown at 500 °C', thereby segregating all the supplied

Bi, it was found to mitigate density loss during capping and improve QD uniformity.

From all the literature coverage, one of the effects of Bi on QD nucleation which remains contested is its impact
on In surface diffusion. There has been evidence to support a Bi induced increase [9, 10, 16] but also a decrease

[12, 13, 15, 17].

The aim of this chapter was to push the boundaries of Bi flux, which had only been lightly compared in the
literature, and further explore the fundamental impact of Bi on InAs. This was done through the study of
two QD series grown at temperatures of 380 or 580 °C' using one of four Bi fluxes. The experimental analysis
covers PL and AFM characterisation of the layers personally grown for this work. It should be acknowledged
here, along with thanks, that the recording of the AFM data was performed by the Sheffield Surface Analysis
Centre (SSAC).

10 GROWTH AND ANALYSIS

10.1 LAYER GROWTH

The structure of the QD layers is shown in Figure 10.1 and a summary of the growth conditions which were
varied throughout the series is shown in Table 10.1. These layers were grown in the MBE-STM system detailed
in Section 3 on semi-insulating GaAs (001) substrates, in random order to prevent any chronological reactor
variation affecting the results. After thermally desorbing the native oxide at 620 °C under an Ass flux a 300
nm GaAs buffer was deposited at 580 "C. Next the substrate was cooled to either 380 or 510 "C' and the first
set of QDs were produced by depositing 2.2 ML of InAs under an Asy flux. An additional Bi flux was also
supplied during QD nucleation, the equivalent BEP of this flux varied between growths and is detailed in Table
10.1. After this a 60 nm thick GaAs buffer was deposited, to allow for optical studies on the buried layer and
an identical layer of QDs deposited for surface studies. The thickness of the GaAs buffer was chosen such that
there would be no strain coupling between the two QD layers [18]. The InAs growth rate was calibrated by
RHEED observation of the critical thickness for QD formation (~ 1.6 M L) [19] and the GaAs growth rate was
calibrated through the observation of RHEED oscillations for the first minute of growth. Unfortunately, due
to poor RHEED screen condition no conclusive images or observations could be recorded during this growth
campaign beyond these calibrations. The As:III ratios quoted in Figure 10.1 are atomic flux ratios and were

calibrated at the GaAs growth rate.
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Figure 10.1: Structure of the QD layers. The buried QD layer was produced for optical analysis and the surface
layer grown for QD surface morphology study. The cap layer was grown to be sufficiently thick to prevent strain

coupling between the two QD layers [18].

Layer Growth Temperature Bismuth BEP

(°C) (10~ "mbar)

LO 380 0

L1 380 1.2 (L)
L2 380 2 (M)
L3 380 2.7 (H)
HO 510 0

H1 510 1.2 (L)
H2 510 2 (M)
H3 510 2.7 (H)

Table 10.1: QD series growth conditions. The varied Bi BEPs were applied at one of two growth temperatures

to allow independent comparisons between growth temperature and Bt BEP.

The recipe used here to produce these QDs is acknowledged to not be state-of-the-art. There are numerous
literature reports on the use of various techniques including low As fluxes [20], growth interrupts [21] and strain
effects [22] to achieve QDs with narrow line-widths and high/low densities for specific applications. This was

not considered useful for a fundamental study such as this for two reasons.

The first is that before the main growth campaign there will have been a lengthy optimisation period, the
conditions for which would be thrown off calibration by the addition of a Bi flux, obscuring the isolated effects
of the Bi flux. It would therefore be expected that the growth conditions would need to be re-optimised around

each Bi BEP which would complicate the analysis of the series.

The second reason is that if the various QD properties (emission line-width, QD density etc.) are already close

to record, or indeed even the physical, limits of what is possible, then the impact of the Bi flux will be muted
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when it should be regarded as an alternative technique and not solely one which must be used in conjunction
with others. With this rationale laid out, it is expected the less than optimal properties of the control layers,

L0 and HO which were grown without a Bi flux, can be viewed with an open mind.

10.2 AFM ANALYSIS

Samples of each of the QD layers were analysed by AFM at multiple points. This yielded high quality images
for each layer covering an area of 3 - 4 um?. The tip used for these measurements was nominally 7 nm wide
and was used to measure all the layers. As mentioned in Section 4.5, due to the finite width of the tip the
images recorded are actually a convolution of the surface with the tip. This can be corrected for but it was
decided to analyse the raw AFM data instead as the morphology statistics of surface QDs already differs from
the buried QDs due to intermixing processes which occur during overgrowth. Given the large width of the QDs
relative to the tip, the effects of tip convolution were not expected to the analysis performed here. The overall
purpose of the AFM analysis was not only to extract traditional QD metrics including height, surface density
and size distribution, but also examine more subtle changes which may be introduced through the use of Bi.

These include the shape and total volume of the QDs.

Initially analysis of these images was attempted using Bruker Nanoscope Analysis. This software offered a
variety of tools including particle detection, plane fitting and 3D imaging of the surface. It was found, however,
to be lacking in some finer functions required to reliably compare the characteristics of quantum dots from
the different layers. Two of the main issues are highlighted in Figure 10.2. The first is the omission of small
QDs (< 3nm) which formed as part of a bimodal distribution in some of the layers. These particles have been
confirmed to be QDs from their consistent formation and matching morphology compared to the larger dots,
and their omission would significantly impact dot density and height distribution comparisons of the layers and
therefore could not be ignored. The other issue occurs when trying to add these dots to the detected selection
by adjusting the scan settings for the minimum dot height, here two or more of the larger QDs which were in
close proximity to each other were assumed to be a single particle. Whilst this would have a minimal impact
on the dot density which could be manually accounted for it does introduce significant and false outliers to
area/volume distributions which were calculated by the software. Most importantly it can be seen in Figure

10.2b that even after reducing the peak height settings the background dots are still not correctly identified.
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(a) (b)

Figure 10.2: Map of detected particles for layer L3 a) without and b) with boundary particles included. In both

images it can be seen that small QDs (< 3nm) are not detected.

Another failure of the software which may not be an issue for other AFM applications, but is of key interest for
QD analysis, is how the morphology data is presented. Height, area and volume distributions etc. could only be
exported as anonymous x-y sequences of the bins and probabilities. This meant it was not possible to investigate
linked trends of QD height and area etc. as no single QD could be individually inspected. As there was no
way to circumvent these issues within the Nanoscope software, it was decided to export the surface data in an
ASCII format and perform all post processing of particle characteristics using a custom-made software suite in
MATLAB. The aim of this software was to record the surface statistics in a more specialised way which was
appropriate to QD layers. For example, by maintaining the association of various characteristics to individual
dots, relationships between different traits such as height and width could be investigated rather than simply

producing histograms of each.

The production of this software involved writing a user interface to aid in identifying and extracting the QD
populations and writing several background functions for processing the AFM images. These are listed below

with a description of their functionality:

1. Peak identification - A brute force checker which finds the highest point in the image and compares it to
minimum height supplied for a QD. If the highest point in the image passes this check it is passed to the

‘Peak contouring’ function.

2. Peak contouring - This takes a peak value, near the centre of the QD from a birds-eye perspective. It
then navigates to the QD base boundary as dictated by user input and then maps out peak area as a
contour. It does this by deliberately crossing the boundary condition as it progressively moves clockwise
around the dot area. After identifying an outline for the QD it is then filled in column by column with

the morphology data of the QD.

3. Peak removal - Using the filled QD contour data the peak is removed from the starting array. This means

this current QD will not be identified in the next ‘Peak identification’ step.
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4. Particle loop - This function runs the previous three in order to log QDs in descending height order from
the initial data array. It stores important QD characteristics within an ordered matrix for later surface
analysis and plots an overlaid contour of all the identified QDs with the leftover array which enables the

user to identify if any dots have been missed by the software.

5. Particle Correction - Here the MATLAB software that was written in this work moves beyond the
Nanoscope software and allows the user to inspect each identified QD in order and perform various
corrections for noise, QD amalgamation and any errors introduced by the software. It also offers quick
3D viewing of QDs. In order to automatically remove particles which are entirely noise based, the user
can set the tip size (relative to the units of the scan) and any identified particles which are smaller than

the tip are removed as they are detected.
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File Edit View Insert Tools Deskiop Window Help N
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Figure 10.3: User interface for MATLAB particle detection software. This shows the initial state of the software
before any processing has been run. In the ‘Data settings’ window, the boxes at the top labelled X/Y range and
X-Y units are used to set the area covered by the image, this is used for the volume and area calculations. The
background, min peak and tip size boxes are used to other conditions which are used in QD particle detection.
The ‘Variable cursor’ bozes at the bottom are used to move the cursor, a red ‘X’ seen in the bottom left of the
‘AFM preview’ window, and provide feedback on the image height at the current location for choosing appropriate

settings for each image.
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Figure 10.3 shows the start page displayed upon first running the software with an AFM data set. The control
panel on the left allows the user to set the values for background noise and the minimum height for a peak to be
identified. To aid with this the ‘Variable Cursor’ boxes allow the inspection of the height at different points in the
image by moving the red cross, bottom left of preview window on the right side, to user defined coordinates and
outputting the corresponding height. Once a user is happy with the provided settings, clicking ‘Count Particles’
will start the detection function which will sequentially identify and separate the QDs in the image. When this is

complete, the ‘Particle Correction’ and ‘Export Data’ boxes are enabled for further processing or saving of data.

The effect on the way the background and minimum peak settings effect the automatic detection of the QDs
is shown in Figure 10.4. It can be seen in Figure 10.4b that a large number of the smaller QDs, visible due to
their tight concentric shape on the contour plot, have been omitted in the initial search and are not coloured.
By reducing the minimum peak height nearly all of these short QDs are now identified. Where there are any
remaining undetected dots the cursor can me moved to their position in order to check their peak height and

fine tune the settings.
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Figure 10.4: Comparison of detection settings on map of detected particles. The settings, a), and associated
preview, b), which only detects most of the quantum dots. c¢) and d) show the settings and preview, respectively,

of a scan which detects all of the quantum dots from an AFM scan. Areas of the image identified to include

®Ds are coloured, and the background of the image is black.
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It can be seen in both Figures 10.4b and 10.4d that there for some identified QDs a considerable area of the
background has also been included. This is corrected in the particle correction window which is opened from
the control panel. The particle correction window, shown in Figure 10.5 displays a single particle at a time in
descending height order. From this window, specific values calculated for each particle can be seen and there are
options to view the particle in 3D, shown in Figure 10.6, remove it from the series in the case of noise artefacts
or split a particle in two, as is needed for QDs in close proximity to each other, which have been identified as a

single particle.
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Figure 10.5: AFM UI particle correction window. Allows closer inspection of all identified QDs with options to

split or discard particles.
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Figure 10.6: AFM UI particle correction 8D viewer for inspecting particles.

An example of these twinned QDs is shown in Figure 10.7. By selecting an appropriate contour height to split
these two particles as evenly as possible they can then be replaced in the the result file. It can be seen that
there is still leftover data in particle 2 which can be removed in another round of particle splitting where only

particle 1 is kept and the background is discarded.
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Figure 10.7: Particle splitting confirmation screen. Allows the inspection of the two split particles before any
data is written to the result file. There are options to keep only particle 1, keep both particles or cancel the

operation, which is useful for optimising the splitting process through trial and error.

In summary, whilst the various processes performed by this script appear complex with many variables, most

of this is actually automatic without much need for user input. The few steps which require user calibration

are as follows:
1. Load the data into the script and set the X-range, Y-range, Units and Tip size.
2. Choose a Min Peak for which a QD will need to be taller than to be processed.

3. Run the script using the Count Particles button and check to see that all visible QDs are highlighted.

If not, repeat the previous step with a lower Min Peak.
4. Once all the QDs have been identified, check through the data in the Particle Correction window.

5. If in this window any QDs need splitting or separating from the background, select an appropriate height

by which to split them and discard any background noise.
6. Export the data to a .csv file when finished.

Following these steps the AFM scans for each of the layers were processed and summed into a single QD pop-

ulation for each layer.

10.3 PL ANALYSIS

Optical characterisation of the layers was performed at room temperature using the PL setup at laser excitation

powers of 90 - 900 mW.
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11 RESULTS AND DISCUSSION

11.1 AFM RESULTS

A raw AFM image for each layer is shown in Figure 11.1. First of note is the lack of significant QD formation
in layer LO where only a few short precursor QDs can be seen within the rough wetting layer. A similar result
has been observed by Lewis et al. on GaAs (110) substrates [11] and is not unexpected due to the low growth
temperature. Upon the addition of low Bi flux it can be seen that a large number of QDs are formed in layer
L1 and these QDs get progressively taller as the Bi flux is increased for L2 and L3. Present in all of the layers
grown a 380 °C' where a Bi flux was supplied is a background of short QDs. These are most evident in the
image for L3 in Figure 11.1. The QD layers grown at 510 °C' all displayed QD formation and are visibly more

uniform and taller than their low growth temperature equivalents.
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Figure 11.1: AFM images of the QD layers.

Figure 11.2 displays height histograms for all the layers using the QD population data extracted using the
MATLAB software. Gaussian fits have been added to estimate the mean QD height and calculate the QD
surface density using the number of AFM scans processed for each layer. These values are shown in Table 11.1.
A bimodal distribution for QD height is seen in the 380 °C' layers grown with a Bi flux, as mentioned above for

the raw AFM images. These short QDs are between 1 — 4 nm tall and are clearly distinct from the taller QDs
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QD Density Mean Height
Layer (Short/Tall)  (Short/Tall)
(108 /em?) (nm)
LO 24 /0 1.656 / 0
L1 13.4 / 110.2  1.367 / 3.329
L2 21.6 / 61.4 1.186 / 6.407
L3 90.0 / 42.4  2.009 / 9.712
HO 0/114.3 0/6.171
H1 0/129.4 0/ 8.464
H2 0/52.8 0/ 10
H3 0/57.6 0/ 12.998

Table 11.1: Summary of STK7 AFM characterisation.

for layer L1-L3. The origin of these short QDs is believed to originate from nucleation transitions which occur
below 1.6 ML which have been observed elsewhere at low growth temperatures [19, 23, 24]. At both growth
temperatures, higher Bi fluxes produced taller QDs although the QDs grown at 510 °C' are consistently taller

than those grown at 380 °C, again, as seen in Figure 11.1.
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Figure 11.2: Height histograms for all the QD layers. Gaussian fits have been added.

Figure 11.3 displays the QD surface densities calculated using the Gaussian fits to the layers displayed in Figure
11.2. There is only a single entry for the QDs grown at 510 °C' as the layers were not bimodal whereas the
layers grown at 380 °C' which were bimodal have entries for both the short and tall QDs. Looking at the
trend in the 510 °C layers the QD density is approximately constant for the growths without a Bi flux and
with a low Bi flux, as the flux is increased further, however, the density drops to ~ 60 — 70% of the density
calculated for H1. This closely follows the results seen by Fan et al. who observed a 50 % decrease in QD
density while using a Bi surfactant [9]. As for the layers grown at 380 °C', throughout the series as the Bi flux is
increased the density of short QD increases, with a large increase for L3. In contrast to this, after the initial in-

crease where large QDs are formed for L1, the density of tall QDs drops in a linear trend with increasing B flux.
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Figure 11.3: Plot of QD density versus Bi flux. Values are calculated using the Gaussian fits displayed in Figure
11.2.

As mentioned in Section 10.2 one of the benefits of using the custom designed MATLAB software is that it
allows the QD population to be inspected as a comprehensive list of characteristics tied to individual QDs.
Therefore with the values for height and area of each QD it was possible to calculate an approximate aspect
ratio for each QD. This is only approximate for several reasons, the first is that the AFM data was not corrected
for tip size, meaning the QDs will appear wider and flatter than they actually are. The second reason is that
these QDs are uncapped and not perfectly representative of the capped QDs which will have undergone some
intermixing during the capping process. Finally, the aspect ratio was calculated using a circular assumption for
the QD base which is known to not be the case and varies depending on the growth conditions. Nevertheless,

the values for aspect ratio are still of interest for comparing across this series.

A scatter plot of the aspect ratio versus QD height for each layer is shown in Figure 11.4. Layer L0 has been
omitted from this figure as the difficulty with separating the small number of QDs from the wetting layer made
any values calculated unreliable. For the low growth temperature layers Figure 11.4 provides an alternative
illustration of the bimodal distribution splitting which was seen in Figure 11.2. Generally all the layers follow
the same evolution in aspect ratio as HO which had the narrowest distribution of values, the trendline for which
was used as a guide for the other layers. The only layer with any significant deviation from the HO trend was
H1 which, despite not displaying a clear bimodal distribution in Figure 11.2, has two distinct QD distributions
in Figure 11.4. This is not seen at higher Bi fluxes or in the layers growth at 380 °C'. The mean aspect ratio
for this new distribution is 0.31. This phenomenon is similar to a change in aspect ratio seen by Saito et al.
[25] who reported a change in aspect ratio from 0.22 to 0.33. This change was attributed to the higher aspect
ratio becoming more energetically favourable once the QD volume passed a critical volume. As the taller, and
therefore larger due to the reduced aspect ratio, QDs in the layers grown at higher Bi fluxes do not display this

change it is expected to not be purely driven by volume and the Bi is also changing conditions on the surface

to make this transition favourable.
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Figure 11.4: Aspect ratio scatter plots for all of the QD layers. Layer L0 has been omitted due to the small
identified QD population and difficulty with measuring the dot base area. To aid in comparison across the layers

the trendline for HO (dashed grey) has been overlaid on all azes.

The final piece of analysis which can be performed with the processed AFM data is comparing the total volume
of the QDs with the supplied volume of material. It has been reported, however, that at high growth tempera-
tures increased mass transport and In — Ga alloying results in QD volumes exceeding that which was deposited
[26]. Using ex-situ AFM for this does introduce some, however, as there will be some InAs within the wetting
layer which will cannot be measured and accounted for from the AFM data. Therefore it is expected that the
values calculated will be an underestimate of the total material. The results of this analysis are shown in Figure

11.5.
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Figure 11.5: The equivalent 2D deposition thickness of the surface QD populations. A black dashed line has
been added to show the supplied deposition thickness. The low calculated deposition for layer L0 is expected to
be inaccurate as there was negligible QD formation and most of the InAs deposition will have formed a wetting

layer.

As mentioned in Section 10.1, 2.2 ML of InAs was deposited in each layer. If all the supplied InAs formed
QDs (i.e. VM growth discussed in Section 2.5.1) then the total QD volume would match the dashed, black
line at 2.2 ML in Figure 11.5. As seen, in all cases the total QD volume of the layers is below that which was
deposited. At a growth temperature of 380 °C' the layer grown with the lowest non-zero Bi flux, L1, has an
equivalent thickness which has good agreement with that seen elsewhere for the same deposition thickness and
temperature range by Joyce et al. [26]. In their work changing the deposition thickness of InAs at this temper-
ature yielded a QD volume line which matched the deposited material with consistent offset, suggesting static
volume of material forming the wetting layer. With an increase of Bi flux at this temperature the calculated QD
equivalent thickness increases, implying a mixture of decreased wetting layer thickness and increased In — Ga
alloying from the substrate. A similar effect is seen for medium and high Bi fluxes at 510 °C although with a
smaller magnitude. This may be due In — Ga alloying already occurring at this temperature and therefore the

additional Bi is only contributing to the effect.

11.2 PL REsuLTS

PL taken on each of the QD layers at room temperature is shown in Figure 11.6. This data has been normalised
to the highest intensity recorded which was for layer H2 at 900 mW. The layers grown at 510 "C' all displayed

stronger emission intensity than the layers grown at 380 °C' for all Bi fluxes. This is expected to be due to
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an increase in crystal defect density within the QD and capping layers reducing the non-radiative lifetime of
carriers in the 380 °C' layers caused by the reduced growth temperature. All of the layers have a broad, long
wavelength emission between 0.7 - 0.9 eV which is not considered to be QD emission. This is referred to as the
low energy feature (LEF) and appears to not be widely reported on in the literature. Two literature reports

have been found which discuss such long wavelength emission for GaAs based QDs.

The first is a similar study on InAs QD growth using Bi by Wang et al. which investigated growth of QDs on
or capped with GaAsBi [15]. In their work this emission was observed in PL at 77 K for several layers with the
line-shape of the emission showing a large dependence on the growth structure. They attributed its origin to
the surface QD population. This is not expected to be the case in this work as, especially at room temperature,

any carriers falling into the surface QDs are expected to be lost to surface states.

The other report is an older study of InAs QD growth on GaAs at low substrate temperatures or inside quan-
tum well structures, presented by Ustinov et al. [27]. The long wavelength emission documented in their work
more closely represents the LEF seen in this work although it was not observed in a layer grown 520 °C but was
at the next lowest growth temperature of 450 °C'. Through transmission electron microscopy it was reasoned
that the source of this emission was from cluster and chain shaped agglomerates of QDs. If these were larger
InAs islands it would be expected that these features would contain a large number of dislocation defects and
not be optically active, however as these agglomerates are smaller covering < 1000 nm? it is assumed that the

defect density is lower and some radiative recombination is possible.

Of the layers grown at 510 °C' the longest wavelength emission was recorded for layer H1 at 0.987 eV. This
is notable as this layer did not have the tallest QDs at this growth temperature, yet its emission peak is 11
meV below that of H3 which had QDs that were 4.5 nm taller on average. The only identified difference of this
layer from the rest of the series is the higher aspect ratio QDs which were seen in the AFM analysis. It has
been modelled elsewhere that the effect of a change in QD aspect ratio can have a large impact on QD emission
wavelength [28], however, this still relies on an increase in QD height. As this aspect ratio was only observed
here for the surface QDs it is uncertain how this may have affected the buried QDs. Given the differences seen
in the PL it is possible the aspect ratio change in layer H1 introduced a mechanism which allowed them to

remain taller during capping.

The longest wavelength emission at each B¢ flux came from the 380 °C layers, with a minimum ground state
energy of 0.968 eV for L2 and L3. It is possible these reduced energies are caused by Bi incorporation at this
lower growth temperature. Another possibility is reduced In-Ga intermixing at 380 °C. However, this is already
expected to have been affected by the low growth rate of 0.01 ML s~! [29]. Alternatively this could be caused

by the low temperature growth of the GaAs cap which has been seen to vary dramatically elsewhere [30].
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Figure 11.6: PL spectra taken at room temperature for the QD layers.

The integrated PL intensity from the QD layers under 900 mW excitation is shown in Figure 11.7. The LEF
has from each layer has also been added to observe how it changes with the growth conditions. At both growth
temperatures the addition of a Bi flux increases the total integrated PL intensity with the medium B: flux
layers having the highest values for their respective series. The LEF for the layers grown at 510 °C' is an order
of magnitude below that of the QD PL in all cases although the integrated intensity increases to 2 — 3x for
the medium and high flux layers. As these layers also displayed a large reduction in surface QD density these
results provide further evidence to indicate the source of the LEF is QD agglomerates which are formed during

QD coalescence. However, there is no trend in the LEF intensity for the 380 °C' layers.
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PL peak PL FWHM Integrated QD Integrated LEF

Layer (900 mW) (900 mW) Intensity Intensity
(eV) (eV) (900 mW)(arb) (900 mW)(arb)
Lo 1.139 0.094 4.65e-4 7.60e-4
L1 0.992 0.051 7.27e-4 8.12e-4
L2 0.968 0.035 3.97e-3 5.52e-4
L3 0.968 0.033 3.51e-3 1.31e-3
HO 1.019 0.076 0.230 1.92e-2
H1 0.987 0.043 0.630 1.57e-2
H2 1.000 0.045 1 6.13e-2
H3 0.998 0.053 0.700 3.92e-2

Table 11.2: Summary of the QD PL characterisation.

12 CONCLUSIONS

In summary, it has been shown that the application of a bismuth flux during quantum dot nucleation leads to the
formation of taller indium arsenide quantum dots on gallium arsenide in all cases as well as improving emission
intensity compared to layers grown without a bismuth flux. Estimations of quantum dot 2D thickness suggests
bismuth increases indium-gallium alloying with this effect being most pronounced at low growth temperatures.
Expected red-shifts due to reduced confinement energies has been evidenced in Figure 11.6. An additional
red-shift which is believed to be caused by a change in quantum dot aspect ratio, recorded by surface atomic

force microscopy measurements, has also been observed in layer H2. These results indicate that in addition
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to bismuth impacting the size and density of quantum dots, it may also be used to drive changes in surface
morphology allowing further reductions in quantum dot emission wavelength. Given that this has only been

observed in one layer, however, further study is required to confirm the repeatability of this result.
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PARrT IV

GROWTH OF AlGaAsBi: BY MBE

13 LITERATURE REVIEW

To date there has been little literature discussion of aluminium gallium arsenide bismide (AlGaAsBi) growth or
characterisation in the literature. Currently the only similar growth work is by Wang et. al [1] who synthesised
AlAsBi using stationary growth on 2 inch GaAs substrates. They produced layers at 310 and 270 *C' and
characterised them by XRD and RBS to produce an experimental estimation for the lattice constant for AlBi

of (6.234).

The aim of this chapter is to take the first step towards bridging the gap between GaAsBi and AlAsBi by
undertaking a growth study looking at Bi incorporation at multiple Al,Ga;_,As compositions. Layers will be
analysed XRD and RBS in order to characterise how Bi incorporates into AlGaAs. For clarity of input, the

RBS measurements and modelling were performed by the Ion Beam Centre at the University of Surrey.

14 MATERIAL GROWTH CONDITIONS AND CHARACTERISATION

The layers which make up this series are test structures which were designed to cover a wide area of the parame-
ter space between GaAs and AlAs. This is illustrated in Table 14.1 which indicates the range of Al compositions

and Bi fluxes used.

Target Al Bi Flux

Layer (%) (x10~7) mbar
STL46 30 1.27
STL43 30 2.62
STL47 30 4.05
STL4A 45 1.27
STL49 45 2.62
STLAG 45 5.2
STL4H 60 2.48
STL4J 80 2.48

Table 14.1: Summary of STL4 growth conditions.

The structure of the layers in this series is displayed in Figure 14.1. As can be seen, multiple growth temper-
atures were used during each growth sequence, 375 °C was selected to allow efficient Bi incorporation into the
AlGaAs lattice under the initial assumption the temperature limit would not be lower than for GaAsBi. 615 °C

was used for the first AlGaAs layer in order to achieve the highest crystal quality possible prior to cooling the
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substrate for bismide growth. One notable feature in this structure which is not always seen in bismide literature
is the 10 nm host alloy layer (AlGaAs in this series) which was also deposited at 375°C. This was used to
prevent segregation of Bi from the exposed AlGaAsBi surface during the growth interrupt when the substrate
temperature was increased for the AlGaAs/GaAs cap growth. The nominal flux ratios quoted on the right side
of Figure 14.1 are atomic flux ratios which have been calculated using an As : Ga calibration, as discussed in
Section 3.6.3, at the GaAs growth rate of 0.31 ML s~! and have been scaled to the AlGaAs growth rate using
a linear fit to the dependence of the As BEP on the position of the cells needle valve. The temperatures and
ratios in Figure 14.1 are accurate to +5°C and +5 % respectively. It is noted that the Asy : I11 ratio is at the
lower than is generally used for bismide growth, but this is still expected to be within the stable range of As

fluxes, as displayed in Figure 3.6 in Section 3.6.3.

GaAs 50 nm As,:IIT=1.58

Gt =585°C AlGaAs 90 nm | Asy:III =1.33

AlGaAs 10 nm

Gt =615°C | AlGaAs 100 nm | As,:III=1.33

Gt =585°C | GaAs 300-400 nm | As,:III = 1.58

GaAs (001)

Figure 14.1: General Growth Structure of the STL4 layer series.

Cleaved pieces of these layers were characterised by Nomarski microscopy and XRD before being subjected to
RBS experiments in order to independently verify their elemental composition. The results of this are presented

next in Section 15.

15 RESULTS AND DISCUSSION

15.1 NOMARSKI MICROSCOPY RESULTS

Figures 15.1 through to 15.8 show Nomarski microscopy images for all the layers grown at x5 and x50 mag-
nification. Unfortunately due to a software change on the Nomarski setup scale bars are no longer added and
these images can only be used for qualitative purposes. In order to split up the images and text appropriately;

each layer will have a brief discussion below their respective images.
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(b)

Figure 15.1: Nomarski images of STL46 at (a) x5 and (b) x50 magnification.

Whilst from Figure 15.1a the surface of STL46 initially appears to be of poor quality, the majority of this
surface contamination is from third-party ex-situ handling of this wafer (as well as STL43 and STLA47) for
PL measurements as the Al composition was within the direct band gap range of AlGaAs. Looking closer at
the surface in Figure 15.1b it can be seen that the background, in between the sporadic defects and handling
contamination, is smooth. This indicates that there has been no relaxation in the structure and that the As flux

ratio is sufficient to prevent either Ga-rich growth or the formation of point defects such as vacancies or antisites.
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(b)

Figure 15.2: Nomarski images of STL48 at (a) x5 and (b) x50 magnification.
The surface of STL43 follows a similar trend to STL46, with surface contamination from handling visible, in

Figure 15.2a, and a smooth background in Figure 15.2b. There do appear to be several faint vertical line

dislocations visible around the centre of the image, however, suggesting minor relaxation in the layer.
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(b)

Figure 15.3: Nomarski images of STL47 at (a) x5 and (b) X 50 magnification.

Grown under the highest B: flux at a nominal Al composition of 30 %, STL47 displays a completely different
surface morphology to STL46 and STL43. When viewed at x50, in Figure 15.3b, the defects which dominate
the surface in both images appear dash-like and orientated along the crystal lattice. These may be the result of
droplet nucleation during growth of the AlIGaAsBi layer which would have lead to VLS growth similar to that
described in Section 4.3. Despite the disruption to the surface, however, there is no evidence of relaxation in

the background of the image.
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(b)

Figure 15.4: Nomarski images of STL4A at (a) x5 and (b) x50 magnification.

Moving onto the layers grown at ~45 % Al, the surface if STL4A has fewer defects than previously seen although

this is largely due to it not being handled for PL measurements.
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(b)

Figure 15.5: Nomarski images of STL49 at (a) x5 and (b) X 50 magnification.

STL49 has noticeably more defects than STL4A at both magnifications. It also has a small number of line

dislocations visible in Figure 15.5b, similar to that seen for STL43 which was grown with a similar Bi flux.
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(b)

Figure 15.6: Nomarski images of STL4G at (a) x5 and (b) x50 magnification.

Despite being grown with a higher Bi flux than STL47 which was covered with droplets; STL4G has a much
cleaner surface. Considering this, it is possible that the growth of STL47 was influenced by factors outside
of the targeted growth conditions and was spoiled by improper substrate cleaning or a recipe error. Imag-
ing of STL4G at x50 magnification does indicate higher relaxation than seen in the previous layers, however,

which is visible as an increased number of line dislocations at both crystallographic orientations in Figure 15.6b.
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(b)

Figure 15.7: Nomarski images of STL4H at (a) x5 and (b) x50 magnification.

STL4H appears reasonably clear at x5 magnification, in Figure 15.7a, although there are a high density of point

defects at x50 magnification, the cause of which is not known.
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(b)

Figure 15.8: Nomarski images of STL4J at (a) x5 and (b) x50 magnification.

At the highest Al composition of the series, STL4J has a low density of defects and does not display the same
high density of point defects at high magnification as STL4H. This indicates that this effect is either unique to
Al compositions in a narrow range around 60 %, or, more likely, is the effect of another growth anomaly limited

to layer STL4H in the same way that STL47 does not clearly correlate with any other layers.
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15.2 X-RAY DIFFRACTION RESULTS

The XRD data taken for these layers was in the form of reciprocal space maps (RSMs, 2D images of reciprocal
space) around the (004) Bragg reflection of GaAs. Normally RSMs take many hours to record with a high
sensitivity point detector. Instead, through the use of a 1D line-detector and ‘RapidRSM’ feature available on
the Bruker D8 XRD system, this data could be recorded in a much shorter time. The benefit to these maps
is that they simultaneously record w — 20 and w rocking curve scans for each layer, which can be extracted
from the bulk data array. Whilst this did necessitate the sacrifice of the larger count rate possible with the
0D point-detector, it did allow accurate rocking curve data to be acquired quickly without requiring lengthy
optimisation to find the true AIGaAsBi peaks which could have shifted with any lattice relaxation. Examples of
the successfully extracted w rocking curves are shown in Figure 15.9 for the layers with target Al compositions

of 30 %.
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Figure 15.9: Extracted rocking curves for layers STL46, STL43 and STL47.

As seen in Figure 15.9, across these layers there is no significant difference in the rocking curve FWHM and
this extends to the rest of the series. The FWHM data for this series is summarised in Table 15.1 where the
FWHM for each of the layers was calculated using a Gaussian fit. These values will be compared using the RBS

characterisation results further on, along with the w — 26 diffraction data which was collected.
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FWHM

Layer  (arcsec)

STL46
STL43
STLA47
STL4A
STL49
STL4G
STL4H
STLA4J

73.8
64.8
70.2
70.2
64.8
73.8
61.2
64.8

Table 15.1: Summary of STL4 rocking curve FWHM.

15.3 RUTHERFORD BACKSCATTERING RESULTS

Each wafer was characterised by RBS using two detectors in channelled and random orientations. The results of

the fitting to the random orientation data is summarised in Table 15.2 with examples of the raw and simulated

data, for STL46 and STL4J, shown in Figure 15.10.

Al Content Bi Content AlGaAsBi Thickness

Layer (%) (%) (nm)
STL46 26.2 2.56 102
STL43 36 3.9 98

STLA47 24 5 103
STL4A 42 2.24 104
STL49 38 4.5 97

STLAG 42 5.9 105
STL4H 62 4.7 100
STL4J 72 3.66 100

Table 15.2: Summary of STL4 RBS characterisation.
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Figure 15.10: Experimental RBS spectra of a) STL46 (30 % Al) and (b) STL4J (80 % Al). The Al (orange)
peak is almost indistinguishable from the GaAs substrate at the target Al composition of 30 % in STL46 and
barely clear in STI4J at 80 %. As the Al content is tied to the decrease in Ga, however, the drop in the Ga signal
at 1.8 MeV can be used to increase the accuracy of the fit. Supplied by the Ion Beam Centre, the University of

Surrey.

The Al compositions in Table 15.2 are subject to larger uncertainty compared to Bi due to its lower atomic
mass. This results in the reflected energy peak for Al being buried in the GaAs substrate signal whereas the
Bi, with the largest atomic mass by ~ 134 atomic mass units, has an isolated peak which greatly reduces the

uncertainty in its composition. As the increase in Al signal causes a concurrent reduction in the Ga signal, this
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can be used in the fitting process to reduce the uncertainty.

Figures 15.10a and 15.10b are representative of fits which were achieved for the whole series and all the layers
were reported to be highly crystalline. This is confirmed in Figure 15.11 which indicates the substitutional
percentage of Bi and other materials. The example here is for STL4G which, despite being the most relaxed
layer of the series, maintained > 92 % substitutional rate for Bi which is consistent with results obtained for
the rest of the layers. It should be noted that the fall-off at lower energies in this figure is due to de-channelling

of the He ions as they travel deeper into the layer and not due to epilayer defects or otherwise.
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Figure 15.11: Plot of the substitutional percentage against energy. The fall-off at lower energies is caused by
de-channelling as the He ions travel deeper into the layer and therefore this measurement is most accurate for
the AlGaAsBi and AlGaAs layers near the surface. The substitutional Bi % is above 92 % which was the case
for all the layers. Supplied by the Ion Beam Centre, the University of Surrey.

15.4 XRD AND RBS COMPARISON

One of the interesting comparisons which can be explored in the characterisation for this series of layers is how
well the w — 26 curves, recorded by XRD, agree with the model structures from RBS. This can be easily tested
by simulating the RBS structures and overlaying the curves with the experimental data extracted earlier. At
the same time the XRD characterisation values for Bi content can also be calculated by fitting the curves freely
and comparing the final value to that found by RBS. The lattice constants used for GaBi and AlBi in this
modelling were 6.28 [2] and 6.23 [1] A, respectively. The results of this analysis is shown in Figure 15.12 and
Table 15.3.
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Figure 15.12: Plot of w — 260 curves modelled by XRD and RBS. Whilst the RBS results give very close fits for

three of the layers, across the series as a whole, it gives a lower estimate for the Bi content than XRD.

Looking at the raw data and RBS fits in Figure 15.12 it can be seen that the RBS structures often do not
align with the XRD curves and give a lower estimation for the Bi content. One explanation for this could be
inaccuracy in the AlBi lattice parameter which only has one experimental value currently which was based off
two layer growths [1]. This may be likely given the RBS and XRD values for Bi content in Table 15.3 show
that the XRD generally overestimates the amount of Bi compared to RBS which is considered more reliable
in this instance for the reasons discussed for Figure 15.10. Another potential issue is that the uncertainty in
the Al peaks and the number of free parameters they offer the XRD modeller, as this may also influence the

estimation of layer thicknesses which has a larger impact on the XRD diffraction than the RBS data.
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Al Content Al Content (%) Bi Content Bi Content

Layer (RBS,%) (XRD,%) (RBS,%) (XRD,%)
STL46 26.2 26.1 2.56 2.6
STL43 36 34.2 3.9 4.3
STL47 24 25.7 ) 5.5
STL4A 42 51.6 2.24 2.5
STL49 38 55 4.5 4.6
STLAG 42 35.2 5.9 6.5
STL4H 62 61 4.7 4.7
STLA4J 72 73 3.66 3.5

Table 15.3: Comparison of Al and Bi compositions of the STL/ layers characterised by RBS and XRD.

Plotting the w rocking curve FWHM values calculated earlier against the Bi and Al content and characterised
by RBS gives the scatter plots displayed in Figure 15.13. It can be seen here that there is no overarching trend in
the data with respect to either Bi or Al. This may suggest that these parameters had little influence compared
to the growth temperature, which was in the upper range used for GaAsBi to produce high-quality material.
Given the thinness of the layers studied here, however, it is likely that not enough growth was performed to see

significant differences in their growth quality by this method.
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Figure 15.13: Plot of rocking curve FWHM against a) Bi content and b) Al content. There are no significant
trends seen with respect to either element. This is likely due to the low thickness of the AlGaAsBi layers.

15.5 BISMUTH INCORPORATION IN AlGaAs

In order to investigate how Bi incorporates into AlGaAs compared to GaAs a comparison of Bi BEP and the
resultant Bi content was performed between the STL4 layers and the Bi BEP subseries of the GaAsBi devices

discussed in Chapter II. This subseries was ideal for comparison for two reasons. First they were grown in the
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same reactor, albeit 6 years prior, and second they were grown at the same nominal temperature which was
calibrated in the same way. The variables used are shown in Table 15.4 and the comparison between the two

materials shown in Figure 15.15.

Bi BEP Bi Content (%) Growth Rate Normalised Bi BEP

Layer  (x10="mbar) (RBS - STL4) (ML/s) (%’/’Zb‘”)
(XRD - STG3)

STL46 1.27 2.56 0.45 2.82
STL43 2.62 3.9 0.44 5.95
STL47 4.05 ) 0.45 9.00
STL4A 1.27 2.24 0.45 2.82
STL49 2.62 4.5 0.45 5.82
STLAG 5.2 5.9 0.408 12.75
STL4H 2.48 4.7 0.4676 5.30
STL4J 2.48 3.66 0.452 5.49
STG39 2.12 5.37 0.6 3.53
STG3B 1.5 4.12 0.6 2.5

STG34 1.06 3.25 0.6 1.77
STG3A 0.76 2.25 0.6 1.27
STG3D 0.5 1.31 0.6 0.83

Table 15.4: Variables used to calculate Bi incorporation efficiency for STL4 and STGS3 layers. Data for STGS
layers taken from [3]. Growth rate data for the STL layers was assumed to match the calibrated values except
for some layers where RHEED oscillation data taken for GaAs and AlGaAs beneath the GaAs buffer. STL4G

was grown at a lower growth rate than intended due to a recipe error in ramping the Al cell to the correct value.
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Figure 15.14: Plot of Bi content against normalised Bi BEP. Whilst the AlGaAs layers all have higher nor-
malised Bi BEP wvalues, this is expected to be due to ion gauge and cell arrangement changes. The important
features to note are the initial linear gradients which both the AlGaAsBi and GaAsBi series follow and the

minor curving of the dashed lines which have been added to guide the eye.

The data in Figure 15.15 has been fitted with lines to indicate how the Bi content begins to level off at higher
values of Bi x10~" mbar/M Ls~!. Whilst, due to the scattering of data points for the STL4 layers around 6
x10~"mbar/MLs~!, it is difficult to estimate a reliable gradient, given that STL4G has at ~ 5.9 % Bi and
the highest Bi content reported for GaAsBi in this temperature range is 5.37 % [3], AlGaAsBi has already
surpassed the ternary alloy. Comparing this layer to a growth overview presented in a recent review paper in
Figure 15.15, it can be seen that ~ 5.9 % B is also close to the boundary of what is expected for B content in
GaAsBi [4]. Also, considering the surface quality observed for STL4G, it is not unreasonable to consider the
potential of incorporating more Bi at this temperature although thinner AlGaAs or AlGaAsBi layers would be
required to prevent significant relaxation. The overall conclusions from these figures is that Bi contents seen in
GaAsBi can easily be attained with AlGaAsBi and there is the implication that the Bi content can be taken
higher to values which are unobtainable with GaAsBi under the same conditions, indicating a higher solubility

limit for this new quaternary alloy.
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Figure 15.15: Plot of reported GaAsBi growth temperatures and Bi contents from the literature. It can be seen
that the values of Bi content for the AlGaAsBi layers discussed here surpass that of those seen for the same
growth temperature and, given the clear surface and lack of droplets observed for STL4G in Figure 15.6, higher

values may still be possible. Figure taken from [4].

16 CONCLUSIONS

In conclusion the scientific interest of aluminium gallium arsenide bismide for advanced avalanche photodetec-
tors has been presented. The growth of a series of layers containing this material has been detailed and it has
been seen that bismuth can be readily incorporated into aluminium gallium arsenide at similar temperatures to
that used for gallium arsenide. Results obtained from X-ray diffraction and Rutherford backscattering experi-
ments indicate these layers are highly crystalline, with sharp interfaces and with bismuth sitting substitutionally
within the host lattice. Finally, high the bismuth composition achieved in layer STL4G without a high density
of surface defects suggests the possibility that this new alloy can be used to incorporate more bismuth than

possible with gallium arsenide or instead grown at higher temperatures.
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PART V

CONCLUSIONS

This thesis has presented the theory behind molecular beam epitaxy growth and its use in growing III-V mate-
rials containing bismuth. The reasoning for the scientific interest in bismide materials has been discussed with

the advantages they offer and the complexities in their growth.

In the first results chapter, a comprehensive photo-luminescence model for low-temperature gallium arsenide
bismide material has been developed based on previous literature work and successfully applied to a wide set
of semiconductor layers to inform on the effect growth conditions have on gallium arsenide bismide. The im-
plications of this work are that through simple, non-destructive characterisation the device quality of gallium
arsenide bismide layer can be qualitatively estimated, allowing for faster growth optimisation at any arbitrary

bismuth composition.

The second results chapter discussed a growth study investigating the effect of different bismuth fluxes on the
nucleation of indium arsenide quantum dots. The results from this indicated that bismuth can be used to trigger
quantum dot formation when it would not normally occur and has consistent effects on quantum dot height.
It has also been evidenced that bismuth may be able to control a transition in quantum dot morphology to a
higher aspect ratio which could prove instrumental in reliably red-shifting quantum dot emission even further,

if proven to be replicable.

In the finally experimental chapter, a fundamental growth study of aluminium gallium arsenide bismide has be
presented. The results of this suggest that incorporation into aluminium gallium arsenide is broadly similar to
gallium arsenide where bismuth is predominantly substitutional. Bismuth contents above that which have been
seen for gallium arsenide bimside suggest the growth temperature limit for this quaternary alloy may be above

400 °C which could be expected to have a higher solubility limit for bismuth.

PArT VI

FUTURE WORK

There are several directions in which this research could be further explored. These are discussed below in order

of which experimental chapter they are most relevant to.

Chapter II - Photo-luminescence modelling of localised states in GaAsBi:

e As discussed in Section 3.6.3, As overpressure has a significant impact on the solubility of Bi outside
the stoichiometric ratio. Therefore, instead of using the substrate growth temperature to segregate Bi

to the surface as in Chapter II, the question which arises is: can As overpressure be used to control Bi
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surface coverage without disrupting the growth process? If so would this allow for Bi to be controllably
segregated to induce a surfactant effect arbitrarily at any GaAsBi composition and temperature within

the flux limited regime.

e So far this model has only been applied to photo-luminescence at low temperatures where the effects of
thermal broadening and non-radiative losses can be reasonably ignored. Is it possible, however, to account
for these effects and apply the model at higher temperatures which would enable the model to be used

for rapid feedback on growth quality without the requirements of a cryostat?

Chapter III - InAs quantum dots growth under various Bi fluxes:

e Considering the wide range of growth parameters associated with QD growth, deposition thickness, growth
interrupts and As overpressure to name but a few, the series covered in Chapter III could be considered
quite narrow. It is therefore well worthy of a significant growth campaign to see how the use of Bi can
be combined with these other variables, some of which are used to produce the current state-of-the-art

devices with low densities and narrow line-widths etc.

Chapter IV - Growth of AlGaAsBi by MBE:

e As the layers covered in Chapter IV represent one of the first literature reports on growth of this material,
there is a lot of fundamental work left to cover. Whilst it is expected from the work discussed in Chapter
1V is that there will be significant parallels to GaAsBi growth. Further fundamental AlGaAsBi growth
investigations (temperature, growth rate, As overpressure, higher Bi fluxes etc.) would be most beneficial

to continue mapping out the parameter space and critical growth condition limits for this material.

e It was mentioned in Section 2.8.1 that the main scientific interest in AlGaAsBi is focussed on its potential
in avalanche photo-detectors. As characterising this requires fabricated devices, this was not able to be
addressed in Chapter IV. Therefore, growth and fabrication of doped structures are needed in order to

investigate how well this material performs.
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(GLOSSARY

AFM Atomic Force Microscopy, a topographical surface characterisation technique. Can be performed in

vacuum or ambient and is often used to investigate the morphology of semiconductor quantum dots. 60
AlAs Aluminium arsenide, a III-V semiconductor. 18

APD Avalanche Photo-Diode, a high sensitivity photo-diode which produces internal amplification of photo-

excited electrical signals through the impact ionisation effect. 29

Be Beryllium, a group II element. Commonly used as a p-dopant in gallium arsenide and other materials. 19

Bi Bismuth, a group V metal. The heaviest element with stable isotopes. 14

DBR Distributed Bragg Reflector, a semiconductor mirror produced using near lattice-matched materials with
different refractive indices. These are off great importance for state-of-the-art optoelectronics, particularly

vertical-cavity surface-emitting lasers. 26

EDX Energy Dispersive X-ray spectroscopy, a chemically sensitive technique for identifying elemental fractions

within a sample. 62, 79

FEL Fast Entry Load-lock, the smallest chamber on MBE reactors. Through this chamber finished layers and

fresh substrates are exchanged and therefore this chamber is regularly exposed to ambient conditions.. 33

GaAs Gallium arsenide, a III-V semiconductor. 14

GaAsBi Gallium arsenide bismide, a III-V semiconductor formed through alloying of gallium arsenide with

bismuth during growth. 26

InAs Indium arsenide, a III-V semiconductor. 14

LED Light Emitting Diode, a electronic device composed of a direct band gap semiconductor doped to form a

PN junction. Indirect band gaps can be used but are as much use as a paper umbrella. 22

MBE Molecular Beam Epitaxy, a growth process which takes place in an ultra-high vacuum chamber containing

ultra-high purity elemental sources. 14

PL Photo-Luminescence, a characterisation technique using optical excitation of carriers leading to recombi-

nation and photon emission within a semiconductor. 47

QD Quantum Dot, a nanoscale semiconductor structure which approximates confinement of a carrier in three
dimensions. Often synthesised through strain-induced self-assembly, their dimensions are typically ~

20 nm vertically with diameters ~ 50 nm. 23, 93
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RBS Rutherford Backscattering Spectroscopy, a material characterisation technique utilising accelerated he-
lium nuclei. Named after experiments in the early 20th century which led to the discovery of the positively

charged atomic nucleus. 58

RHEED Reflection High-Energy Electron Diffraction, a diffraction imaging technique used on almost all molec-
ular beam epitaxy reactors. Utilises a focused beam of electrons accelerated to keV energies directed onto
a semiconductor surface. Produces reciprocal space images of surface reconstructions and can be used to

measure semiconductor growth rates and monitor surface structure. 38

RMSE Root Mean Square Error, a statistical value used to measure the discrepancy between two pieces of

data. Represented mathematically as 1/(a — b)2. 77

RSM Reciprocal Space Map, a two-dimensional X-ray diffraction image taken of the reciprocal space for a
semiconductor. Normally constructed from a series of one-dimensional scans using a high-sensitivity
point-detector or a single scan using a line detector. These images can be used to examine strain and

relaxation of complex semiconductor structures. 56

Sb Antimony, a group V metal sitting above bismuth. 14

SEM Scanning Electron Microscopy, a high resolution imaging technique which surpasses standard optical

microscopes. 61

Si Silicon, a group IV element. The most processed material in the semiconductor industry but also a common

n-dopant for gallium arsenide and other semiconductors. 19

SK Stranski Krastanov, referring to a semiconductor growth process reported by Ivan Stranski and Lyubomir

Krastanov in 1938. Often used to describe quantum dot growth in semiconductor physics. 24

UI User Interface, a graphical display of data and functions designed to make programs more accessible and

easy to use. 76
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